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Abstract

This thesis describes investigations concerning the physics and applications
of band edge discontinuities in semiconductor heterojunctions. An historical
overview and an assessment of the current experimental and theoretical under-
standing of band offsets are presented in Chapter 1. The physics and potential
device applications of tunneling phenomena in semiconductor heterostructures
are also introduced.

Part I of the thesis describes measurements of semiconductor heterojunction
valence-band offsets by x-ray photoelectron spectroscopy (XPS). In Chapter 2,
the basic physical principles of XPS are discussed, with emphasis on capabilities
of the technique that are especially relevant in studies of semiconductor interfaces.
The experimental procedures and data analysis techniques required to measure
band offsets by XPS are also described. A measurement of the GaAs/AlAs (100)
valence-band offset is presented in Chapter 3. Our results are discussed in the
context of the recent controversyr surrounding the value of the GaAs/AlAs band
offset. The relationship between band offset commutativity and interfacial qual-
ity as elucidated by our experiments and by previously reported results is also
explained. A measurement of the valence band offset for the lattice-mismatched
Si/Ge (001) heterojunction system is described in Chapter 4. A method devel-
oped to extend the applicability of the XPS téchnique to the determination of
strain-dependent band offsets is presented and applied to the Si/Ge (001) mate-
rial system. Qur results demonstrate the profound influence of sfrain on band
offset values in lattice-mismatched heterojunctions. An interpolation scheme for
determining band offset values for Si;_,Ge, alloy heterojunctions is described,
and is used to demonstrate the consistency of our results with Si/Si;_,Ge, mod-

ulation doping experiments that have been reported. Studies of band offsets and
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interfacial reactions in III-V/II-VI heterojunction systems are reported in Chap-
ter 5. Specifically, band offsets and interface chemistry have been examined in
the AlSb/GaSb/ZnTe material system; the influence of interfacial chemistry on
band offset values is demonstrated, and implications of our work for the viabil-
ity of proposed heterojunction approaches for fabricating visible light emitters
are discussed. The measurement of the CdSe/ZnTe (100) valence band offset
is described in Chapter 6. Our results are discussed in the context of possible
heterojunction approaches for injection of electrons into p-ZnTe for fabricating
visible light emitters, and implications of our results for the common anion rule
are addressed.

Part II of the thesis describes theoretical and experimental studies of tun-
neling in semiconductor heterostructures. Various theoretical models we have
used to simulate the electrical behavior of a wide variety of heterostructure de-
vices are described in Chapter 7. These techniques are applied to the calculation
of current-voltage characteristics for double-barrier tunnel structures proposed
in the GaAs/ZnSe and InAs/ZnTe material systems. Theoretical and experi-
mental studies of interband transport in the InAs/GaSb/AlSb material system
are described in Chapter 8. Band alignments in the InAs/GaSb/AlISb system
and material properties of InAs and GaSb are discussed in the context of both
fundamental physics and device applications. Attention is then focused on a
theoretical and experimental study of transport in the InAs/GaSb/InAs device
structure that helped to clarify the basic nature of interband transport and the
coupling between conduction-band and valence-band states in different layers of
" a heterostructure. In Chapter 9, a theoretical study of hole tunneling times in
GaAs/AlAs double-barrier heterostructures is presented. The experimental ob-
servation of anomalously short hole tunneling times that motivated this work is

reviewed, and a phenomenological model explaining this experimental observa-



xv

tion as a consequence of valence-band-mixing is developed.
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Chapter 1

Introduction

1.1 Introduction to Thesis

1.1.1 Overview

This thesis describes various investigations concerning the physics and appli-
cations of semiconductor heterostructures. In Part I, attention is focused on the
issue of band offsets, i.e., the discontinuities in energy of the conduction-band
and valence-band edges at a heterojunction interface. Band offset values are of
critical importance in determining the performance and even the feasibility of
device concepts in a given material system. However, the factors that determine
the values of the conduction-band and valence-band offsets at a given interface
are not well known; theoretical predictions of band offset values have historically
been notoriously unreliable, and band offset values for each material system must
therefore be determined experimentally. The work reported in this thesis provides
experimental band offset values for a number of semiconductor heterojunctions
currently and potentially of interest for various device applications. These meas-

urements also provide valuable data needed to facilitate the development of a
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predictive theory of band offsets. In addition, we have investigated the influence
on band offset values of effects such as strain and chemical reactivity at certain
semiconductor interfaces, and have demonstrated that such effects can exert a
- very strong influence on band offset values.

Part II of this thesis focuses on tunneling processes in semiconductor het-
erostructures. Theoretical simulations providing a semiquantitative description
of the electrical behavior of various types of tunnel structures have been devel-
oped, and are used to design and analyze tunnel structures in various material
systems. A material system of particular interest is InAs/GaSb/AlSb; the un-
usual Type II broken-gap band alignment between InAs and GaSb, in which the
conduction band edge of InAs is lower in energy than the valence-band edge of
GaSb, permits great flexdbility in the design of heterostructure tunnel devices, and
contributes to enhanced device performance. A wide variety of tunnel structures
exhibiting negative differential resistance have been demonstrated in the McGill
group laboratories. The InAs/GaSb band alignment also gives rise to coupling
between InAs conduction-band states and GaSb valence-band states; theoretical
and experimental studies we have performed provide insight into the basic nature
of this interaction. Also of interest in the operation of tunnel structures is the
fundamental time scale for the relevant tunneling processes; the issue of tunnel-
ing times arises because of the use of double-barrier tunnel devices in high-speed
oscillators, and interest in the application of tunnel structures in high-speed elec-
trical circuits. Although tunneling times for electrons, rather than for holes, are
the more relevant in most conventional double-barrier structures, tunneling times
for holes can be of great importance in studies of tunneling times involving pho-
toexcited carriers and in novel device structures involving tunneling transport
through valence-band states. Our studies of hole tunneling times indicate that

mixing between light-hole and heavy-hole states, which arises only in realistic,



multiband theoretical models of valence-band structure, is extremely important
in determining hole tunneling times; actual tunneling times for holes can differ
by orders of magnitude from times calculated using simple band structure models

in which light-hole and heavy-hole states do not interact.

1.1.2 Summary of Results

In Part I of this thesis we discuss results of x-ray photoelectron spectroscopy
(XPS) measurements of valence-band offsets in a number of semiconductor het-
erojunction systems. The first system we consider is the GaAs/AlAs (100) het-
erojunction. Using XPS, we obtain a valence-band offset AE, = 0.46 £ 0.07 eV
for the GaAs/AlAs (100) interface, independent of growth sequence; i.e., the band
offset value is the same, within experimental error, for both GaAs grown on AlAs
and AlAs grown on GaAs. Our results therefore confirm the commutativity of
the GaAs/AlAs (100) band offset, and are consistent with other recent measure-
ments of the GaAs/ Al,,Gai-,,As band offset. We attribute this confirmation of
commutativity to the high quality of our epitaxial growths; our measurements in-
dicate that it is possible to grow GaAs/AlAs (100) heterostructures consistently
and reproducibly that do not suffer from the dependence on growth sequence
observed by other investigators|1, 2].

Next we investigate the effect of strain on band offset values in the Si;_,Ge,
(001) material system. These measurements represent the first full extension of
the XPS technique to the study of band offsets in heavily lattice-mismatched
heterojunctions with well-characterized strain configurations. Using novel low-
temperature growth techniques, we are able to obtain pure Si, pure Ge, and Si/Ge
heterojunctions with varying degrees of strain, from which the strain dependence

of the Si;_,Ge, (001) valence-band offset is determined. Qur measurements yield



4

AE, = 0.83 £ 0.11 eV for Ge coherently strained to Si (a; = 5.431 A), and
AE, = 0.22 £ 0.13 eV for Si coherently strained to Ge (g = 5.658 A). These
results are in good agreement with other theoretical(3, 4] and experimental(5]
results that have been reported. In addition, interpolation from our results to
obtain band offset values for Si/Si;_,Ge, interfaces yields band offset values that
are consistent with reported observations of modulation doping in Si/Si;_.Ge,
heterojunctions(6, 7.

The feasibility of a proposed AlSb/ZnTe heterojunction LED concept, and
the possible influence of interfacial reactions on band offset values, are ad-
dressed in our studies of III-V/II-VI heterojunctions. The initial motivation
for studying III-V/II-VI material systems was to measure the AlSb/ZnTe (100)
valence band offset to determine the feasibility of an AlSb/ZnTe visible LED con- |
cept proposed by McCaldin and McGill[8]. Our measurements yield a valence-
band offset AE, = 0.42 4 0.07 eV, corresponding to a conduction-band offset
AE, = 0.21 £ 0.07 eV. This value for the conduction-band offset indicates that,
on the basis of material dopability and band alignments, the proposed LED con-
cept should be feasible. Evidence is also found indicating that an intermediate,
chemically reacted layer containing Al and Te, probably forming Al,Te;, is present
at the AlSb/ZnTe (100) interface. To determine the effect of this interfacial layer
on band offset values, transitivity of band offsets is checked for the A1Sb/GaSb/-
ZnTe system. Our measurements demonstrate a deviation from transitivity of
0.21 £ 0.05 eV; since the transitivity rule is expected to hold for ideal, abrupt
interfaces, this result suggests that interfacial reactions at the III-V/II-VI inter-
faces (AlSb/ZnTe and GaSb/ZnTe) exert a significant influence on band offset
values. Additional experiments demonstrate that certain changes in growth con-
ditions induce definite shifts in the AISb/ZnTe band offset value; a correlation is

observed between partial suppression of the reaction at the AlSb /ZnTe interface



and a shift in the valence-band offset that reduces the deviation from transitivity
of band offsets.

A valence-band offset value is also determined, using XPS, for the CdSe/ZnTe
heterojunction, another material system potentially of interest for application in
visible light emitters. Cubic CdSe is closely lattice-matched to ZnTe, and a favor-
able band alignment might allow injection of electrons from n-CdSe into p-ZnTe.
The band offset in this material system is also of interest for the information
it might provide about band offsets in other heterojunction systems containing
Se and Te, and about the general validity of the common anion rule[9]; We ob-
tain a valence-band offset for CdSe/ZnTe of 0.64 + 0.07 eV, corresponding to a
conduction-band offset AE, = 1.224+0.07 eV. These values indicate that injection
of electrons directly from n-CdSe into p-ZnTe is not feasible; however, electron
injection from n-(CdSe);_.(ZnTe), into p-ZnTe remains a possibility, depending
on the dopability of n-(CdSe),_.(ZnTe), alloys. Comparison of the CdSe/ZnTe
valence-band offset to a value of 0.98 £ 0.10 eV proposed[10] for the ZnSe/ZnTe
valence-band offset also casts some doubt upon the general validity of the com-
mon anion rule, especially for heavily lattice-mismatched material systems such
as ZnSe/ZnTe.

Part II of the thesis concerns theoretical and experimental studies of tunneling
in semiconductors. We develop a number of techniques to simulate the electri-
cal behavior of semiconductor heterostructure devices. The initial step in our
simulation is to solve Poisson’s equation in a device structure to obtain a profile
of the electrostatic band bending in a device. Transmission coefficients are then
calculated for the resulting device profile, from which current-voltage character-
istics can be computed. These simulations yield a semiquantitative description of
device beha,vioi', and are shown to be extremely useful in analyzing device behav-

ior and designing new device structures. As an illustration of these techniques,



we calculate current-voltage characteristics for double-barrier tunnel structures
realized in the GaAs/ZnSe and InAs/ZnTe material systems, which are expected
to yield device performance superior in many respects to that obtained in more
conventional GaAs/Al,Ga;_,As devices, and which could also provide a useful
method for characterizing growth of these and other III-V/II-VI heterojunction
systems.

We have performed a number of studies of device structures in the InAs/-
GaSb/AlSb material system. The unusual Type II broken-gap band alignment
between InAs and GaSb, in which the InAs conduction-band edge is lower in
energy than the GaSb valence-band edge, allows great flexibility in the design
of tunnel structures exhibiting negative differential resistance, and contributes
to the enhanced device performance exhibited by a number of InAs/GaSb/-
AlISb heterostructure devices. A wide variety of interband transport devices,
so-called because of the interaction between InAs conduction-band states and
GaSb valence-band states that overlap in energy, have been grown, fabricated,
and characterized in the McGill group laboratories. In this thesis we focus on one
particular theoretical and experimental investigation of current-voltage charac-
teristics in an InAs/GaSb/InAs device structure; this study demonstrates clearly
the resonant nature of transport through the GaSb quantum well, despite the
absence of classically forbidden barrier regions in the transport path across the
device./ By examining theoretically calculated and experimentally measured res-
onant current densities in these devices as a function of the GaSb layer width, we
demonstrate that transmission resonances are formed solely because of the im-
perfect matching of wave functions at the InAs/GaSb interface. Our results also
suggest that coupling between InAs conduction-band and GaSb heavy-hole states
has relatively little influence on the current-voltage characteristics of these de-

vices; as expected, the resonant current is dominated by the interaction between



the conduction-band and light-hole states.

Finally, we develop a model for calculating tunneling escape times for holes
in a double-barrier heterostructure that explains anomalously short hole tun-
neling times in GaAs/AlAs double-barrier structrures measured by Jackson et
al.[11] using photoluminescence excitation correlation spectroscopy. The tunnel-
ing time in a double-barrier structure is of great interest from a fundamental
physical perspective, and also because it will limit the ultimate performance of
high-speed devices, such as high-frequency oscillators, that utilize double-barrier
tunnel structures. Our model demonstrates that, because of band-mixing effects,
tunneling times for holes are much shorter than one would expect from a sim-
ple calculation of heavy-hole tunneling times in a double-barrier structure. A
simple model in which band-mixing effects are ignored predicts that hole tun-
neling times should be much longer than electron tunneling times. The meas-
urements of Ref. [11], however, indicate that tunneling times for electrons and
holes are very similar. By including band-mixing effects in a phenomenological
model for calculating average tunneling times for a popnlaﬁon of holes in the low-
est quantum-well valence subband, we obtain average hole tunneling times that
are comparable to electron tunneling times and are in good agreement with the
experimental results of Ref. [11]. More recent calculations using a more elabo-
rate band-structure model to calculate transmission coeflicients for valence-band
states in a GaAs/AlAs double-barrier heterostructure confirm the basic valid-
ity of our earlier phenomenological model for calculating average hole tunneling

times.



1.1.3 Outline of Chapter

An overview of various issues that arise in the study of semiconductor het-
erojunction band offsets is given in Section 1.2. A summary of several theoreti-
cal and semiempirical treatments of band offsets is given in Section 1.2.2. Early
treatments of band offsets as characteristics of bulk semiconductors are described,
followed by a discussion of more recent calculations that explicitly include proper-
ties of specific interfaces. Experimental considerations are addressed in Sections
1.2.3 through 1.2.5. The use of x-ray photoelectron spectroscopy to measure
valence-band offsets is described in Section 1.2.3, and some other methods that
have been used to measure band offset values are discussed in Section 1.2.4. A
brief evaluation of the current state of understanding of band offsets is given in
Section 1.2.5.

Section 1.3 describes some issues of interest in our studies of tunneling in
semiconductors. An overview of the issues we have addressed is given in Section
1.3.1. The techniques we have used to simulate the electrical behavior of het-
erostructure devices are discussed in Section 1.3.2, and some studies of interband
tunneling in the InAs/GaSb/AlSb material system are summarized in Section
1.3.3. Section 1.3.4 describes some theoretical results we have obtained that ex-
plain anomalously short hole tunneling times that were observed in time-resolved
photoexcitation experiments on GaAs/AlAs double-barrier structures. Finally,

an outline of the thesis is presented in Section 1.4.
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1.2 Band Offsets in Semiconductor Hetero-

junctions

1.2.1 Motivation

The use of heterojunctions in the design and fabrication of semiconductor
devices has yielded dramatic improvements in the performance attainable with
existing device concepts[12, 13, 14, 15], and has led to the development of a
variety of new structures that could not have been realized using simple homo-
junction technology [16, 17, 18, 19, 20, 21, 22]. Among the most important phys-
ical parameters for a givex; heterojunction system are ‘the conduction-band and
valence-band offsets; indeed, the quality and even the feasibility of heterojunction
device concepts often depend crucially on the values of these band offsets.

Fig. 1.1 shows the various types of band alignments that can arise in semicon-
ductor interfaces: Type I, Type II staggered, Type II broken-gap, and Type III.
A Type I alignment, in which the band gap of one semiconductor lies completely
within the band gap of the other, occurs in a large number of heterojunction sys-
tems, e.g., GaAs/ Al,Ga;_.As and AlSb/GaSb. A Type II staggered alignment
occurs when the band gaps of the two materials overlap, but one does not com-
pletely enclose the other, and is characteristic of interfaces such as InAs/AlSb
and CdSe/ZnTe. A Type II broken-gap alignment occurs when the band gaps of
the two materials do not overlap at all in energy, and occurs in the InAs/GaSb
heterojunction. A Type III alignment occurs for the HgTe/CdTe heterojunction,
and results from the semimetallic nature of HgTe. The device concepts that can
be implemented successfully in a given heterojunction system will depend very
strongly on the type of band alignment characteristic of that heterojunction, and

heterojunction device performance will often depend critically on the exact values
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of the band offsets.

One would like to have a reliable yet relatively simple way to obtain band offset
values for novel heterojunction systems to help determine their suitability for
various device applications. Unfortunately, our current theoretical understanding
of electronic structure at semiconductor interfaces is such that reliable predictions
of band offset values to the accuracy required for evaluation of device concepts
cannot be obtained from any existing theory. To be of use in the quantitative
evaluation and design of a device, a band offset must be known to an accuracy of
+0.1 eV or better; however, predicted band offset values for many heterojunctions
of current interest extend over a range of approximately 1 eV or more, rendering
them of little use in determining the viability of various device structures in these
material systems.

The large discrepancies among theoretically predicted band offset values
for many heterojunction systems make apparent the need for reliable ex-
perimental deteiminations of band offset values. A large number of tech-
niques haﬁve been used to measure band offsets for various heterojunction
systems[10, 23, 24, 25, 26, 27, 28, 29, 30, 31]. However, the technical diffi-
culty and often indirect nature of these measurements have led to sizable dis-
crepancies in measured band offset values. Until very recently, the value of
the valence-band offset even for the extensively studied and supposedly well-
understood GaAs/Al,Ga,_.As heterojunction system was a subject of consider-
able controversy[2, 24, 26, 27, 28, 29, 30, 32, 33, 34, 35, 36, 37, 38]. An additional
consideration for certain heterojunction systems, particularly those involving II-
VI semiconductors, is that many band offset measurement techniques require the
growth and fabrication of functional electrical devices. Because processing tech-
nologies for many semiconductors are not well developed, band-offset measure-

ment techniques requiring device fabrication are ill-suited to the study of novel
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Figure 1.1: Possible types of band alignments at a semiconductor interface. Con-
duction-band-edge and valence-band-edge positions for each material have been
labeled E, and E,, respectively, with the shaded regions indicating the forbidden

energy gap in each material.
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heterojunction systems. In the work presented in this thesis, x-ray photoelectron
spectroscopy has been used to measure valence-band offsets for a number of novel
semiconductor heterojunction systems. This technique has the advantages that
the band offset is measured directly, that the structures required are very simple,

and that fabrication of electrical devices is not required.

1.2.2 Band Offset Theories

We have divided theoretical treatments of semiconductor heterojunction band
offsets into two categories — those that assume the electronic states in everyl
semiconductor can be placed on a single common energy scale, and therefore in-
herently treat the band offset as a bulk parameter independent of the detailed
structure of a specific interface, and those that include both heterojunction con-
stituents in a single calculation, thereby yielding explicitly the electronic structure
of each heterojunction considered, and allowing the influence of variables such as

strain and crystal orientation to be studied.

1.2.2.1 Band Offsets as Bulk Parameters

Electron Affinity Rule

The earliest attempts to describe band offsets theoretically assumed that band
offset values were determined by the bulklike properties of each individual semi-
conductor, and therefore attempted to place the electronic levels in every material
on a single, absolute energy scale. Band offsets were then determined by the rela-
tive positions of each material on this absolute energy scale. The first such model
was the so-called “electron affinity rule”(39, 40|, which states that the conduction

band offset AE, is given simply by the difference in the electron affinities of the
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two heterojunction constituents. Experimentally determined electron affinities
are used to obtain values for conduction band offsets. ‘

Because the electron affinity is an experimental measure of the energy of the
conduction band edge relative to the vacuum level, the essential assumption of the
electron affinity rule is that the vacuum level serves as a valid common energy
reference for all materials. A major conceptual weakness of this rule is that
electron affinities reflect potential shifts arising from surface electronic structure,
rather than shifts arising from charge redistribution at an actual interface; a more
practical consideration is that large uncertainties in experimental electron-affinity
values for many materials produce correspondingly large ambiguities in predicted
band offset values. |

Fig. 1.2 shows the energy band gaps of several semiconductors plotted on the
absolute energy scale given by the electron affinity rule as a function of lattice
constant, a data presentation format often referred to as a McCaldin diagram.
Electron-affinity data were taken from the compilation in Ref. [40]. The origin
of the energy scale is taken to be the valence-band edge of GaAs. For each
material, the position of the energy band gap is indicated by a vertical line, with
solid lines representing direct band gaps and dashed lines representing indirect
gaps. The conduction- and valence-band edges are indicated by horizontal bars.
The conduction- and valence-band offsets given by the electron affinity rule can

be determined directly from this figure.
Common Anion Rules

A number of other semi-empirical “rules” have been proposed as at least qual-
itative guides for predicting band offset values. Among the more widely quoted
of these have been the so-called “common anion rules,” proposed originally by

McCaldin, McGill, and Mead[9], with a modified, weaker form later postulated
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Figure 1.2: Energy band gaps of selected semiconductors plotted as a function of
lattice constant on an absolute energy scale as determined by the electron affinity
rule. The origin of the energy scale is taken to be the valence-band edge of GaAs.
Direct band gaps are indicated by solid vertical lines, indirect gaps by dashed
lines. Conduction- and valence-band offsets can be determined directly from the

figure.
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by Menéndez et al.[41]. The physical motivation for the original common anion
rule arises from well-established theoretical evidence that in compound semicon-
ductors, the valence-band states are derived primarily from p-like atomic orbitals
of the anion[42]. One might then expect that the position of the semiconductor
valence-band edge on an absolute energy scale would be determined primarily by
the energies of the outermost (valence) electrons of the anion. In their original
paper, McCaldin et al. pointed out that the Au Schottky barrier height for a large
number of I1I-V and II-VI semiconductors depended only on the electronegativ-
ity of the anion. It was later proposed[44] that this correlation should extend
to band offset values as well, leading to the péstulate that, for a large number
of compound semiconductors (materials containing Al being the most notable
exception), the valence-band offset in a heterojunction should depend only on
the difference in anion electronegativity for the two constituent materials. Fig.
1.3 shows the energy band gaps of several semiconductors plotted as a function
of lattice constant on the absolute energy scale determined by the common anion
rule.

The modified version of the common anion rule proposed by Menéndez et
al.[41] states that the valence-band offset in a heterojunction system in which the
constituents share a common anion is determined primarily by the two cations.
This rule was proposed on the basis of experimental evidence from the GaAs/-
Al,Ga;_,As and GaSb/Al,Ga;__.Sb heterojunctions and the theoretical predic-
tions of Tersoff(52, 53] for these heterojunctions and for the GaP/InP, GaAs/-
InAs, and GaSb/InSb material systems. Unfortunately, considerations of lattice
match severely limit the number of heterojunction systems for which this rule
can be tested; substituting Al for Ga or Hg for Cd are the only cation changes
that preserves the lattice constant. In lattice-mismatched heterojunctions, strain

effects will most likely overwhelm any potential deviation from the modified com-
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Figure 1.3: Energy band gaps of selected semiconductors plotted as a function
of lattice constant on an absolute energy scale determined by anion electronega-
tivity, as postulated by the common anion rule of McCaldin, McGill, and Mead.
Compounds containing Al have been omitted from the plot. The origin of the
energy scale is taken to be the valence band edge of GaAs. Direct band gaps are
indicated by solid vertical lines, indirect gaps by dashed lines. Conduction and

valence band offsets can be determined directly from the figure.
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mon anion rule of Menéndez. However, the apparent validity of this rule for the
GaAs/Al,Ga;_.As and GaSb/Al,Ga;_,Sb heterojunctions might provide some

useful insight into the basic physics of band offsets.
Pseudopotential Theory of Frensley and Kroemer

The first attempt to calculate band offset values without the use of experi-
mental data from vacuum-semiconductor or metal-semiconductor interfaces was
the pseudopotential theory of Frensley and Kroemer(44, 45]. In this theory, a
pséudopotential calculation was used to obtain the bulk band structure of each
semiconductor, with a self-consistency condition enforced for the electrostatic
potential and the charge density calculated from valence-band wave functions.
Once the bulk band structure was obtained for each individual semiconductor,
the band offsets at a heterojunction were obtained by matching the energies of
the interstitial potentials for the two heterojunction constituents.

This theory was subsequently refined to include an approximate correction
arising from heterojunction dipoles induced by charge redistribution near the
interface[45]. An approximate calculation of heterojunction dipole effects was
made by estimating the effective charge on atoms near the interface, using the
electronegativities of each atom and its nearest neighbors. This scheme leads
to an effective “electronegativity potential” for each semiconductor. The correc-
tion to the band offsets arising from heterojunction dipole effects is then simply
the difference in the electronegativity potential for the two heterojunction con-
stituents. |

An interesting consequence of this result is that even when corrections arising
from heterojunction dipole effects are included, band offset values are still pre-

dicted to be transitive; i.e., for three semiconductors labeled 4, B, and C, the
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following rule should be obeyed:
AE,(A/B)+ AE,(B/C) + AE,(C/A) =0. (1.1)

While the validity of this rule is obvious for treatments, such as the common
anion and electron affinity rules, which do not include any effects specific to
a particular interface, it is not obvious that band offsets should be transitive
when the detailed properties of each heterojunction interface have been taken
into account. The theory of Frensley and Kroemer, and in particular the ability
to define an effective electronegativity potential for each material that accounts
for interfacial dipole effects, therefore suggests that the concept of band offsets
as quantities determined primarily by properties of bulk semiconductors may be
physically sound.

Figs. 1.4(a) and 1.4(b) show the band gaps of several semiconductors on ab-
solute energy scales determined by the Frensley-Kroemer pseudopotential theoi'y.
Corrections arising from heterojunction dipole effects have been neglected in Fig.
1.4(a), and included in Fig. 1.4(b). In many cases the dipole corrections are
extremely large, ranging up to several tenths of an electron volt or greater. In
particular, there is a marked decrease in the position of each material on the
energy scale with increasing lattice constant; this trend appears to arise from
the decrease in electronegativity with increasing atomic number (and therefore

increasing lattice constant) for atoms from a single column of the periodic table.

LCAO Theory of Harrison

Another early theory of heterojunction band offsets, one that remains widely
quoted, is the LCAO (Linear Combination of Atomic Orbitals) theory of

Harrison[46]. In Harrison’s approach, the electronic states in a semiconductor
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Figure 1.4: Energy band gaps of several selected semiconductors plotted as a
function of lattice constant on an absolute energy scale determined by the Frens-
ley-Kroemer pseudopotential theory. The two plots have been constructed (a)
neglecting and (b) including the electronegativity potential, which provides an
approximate correction for effects arising from the formation of heterojunction

dipoles.
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are constructed as a superposition of individual atomic orbitals. It is claimed
that an adequate description of the relevant electronic structure in each material
can be obtained using four orbitals — a single atomic s state and three atomic p
states — for each of the two atoms in the zincblende primitive cell. The position

of the valence-band edge is then given by[46, 47)
1/2

€ —e\?
(" > e") +V:,] , (12)

“t%
2

E, =

where ¢ is the on-site energy of the cation p state and ¢ is the on-site energy
of the anion p state, both taken from calculated atomic values. V,, is a matrix
element between atomic p states for adjacent atoms, and is given approximately 4
by[46]

; Vaz = 2.16k% /md?, (1.3)
where the numerical coefficient has been chosen to agree with values obtained by
Chadi and Cohen[47] to fit the true bands of Si and Ge. The valence-band-edge
energies obtained using the LCAO approach are therefore automatically given
on the absolute energy scale determined by the individual atomic-state energies,
and valence-band offsets are computed simply by taking the difference between
valence-band-edge energies on this common energy scale for the two heterojunc-
~tion materials. Conduction-band offsets can be determined from the valence-band
offset and experimental band gaps for each material. As is the case for the early
semi~empirical rules and the original theory of Frensley and Kroemer, Harrison’s
LCAO theory does not include any correction for heterojunction dipole effects.

Fig. 1.5 shows the energy band gaps of several semiconductors plotted as a
function of lattice constant on a common energy scale calculated using Harrison's
LCAOQ theory. The values shown in the figure were calculated by Harrison using
atomic p-state energies taken from the calculations of Herman and Skillman[48].

Harrison later modified his theory by adding excited s states to his basis set and
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adjusting the interatomic matrix elements[49]. These modifications and the use
of Hartree-Fock atomic energies yielded a better description of the conduction
bands,‘ and allowed both dielectric and elastic properties to be described using
a single set of parameters, which had not been possible in the earlier version
of his theory. Kraut[50] has recalculated the valence-band-edge energies, using
Harrison’s LCAQ theory of band offsets in conjunction with Hartree-Fock neutral
atom ionization energies computed by Mann[51]. However, valence-band offsets
obtained in this way were found by Kraut to be in poorer agreement with available
experimental results than the original calculations of Harrison using the Herman-

Skillman atomic energies.
Interface Dipole Theories

A number of more recent theories, such as those of Tersoff{52, 53] and of
Harrison and Tersoff(54], have argued that interfacial dipoles, rather than bulk
semiconductor energy levels, are the dominant factor in determining band offset
values. The physical principle underlying the theories both of Tersoff and of Har-
rison and Te;‘soﬁ' is that at a semiconductor heterojunction, the energy gaps will
align such that the interface dipole is minimized. It is argued that, by analyzing

? “pinning,” or

the band structure of each individual semiconductor, a “midgap,
“charge neutrality” reference energy level, at which evanescent states in the band
gap are composed equally of conduction-bandlike and valence-bandlike states, can
be determined for each material. Band offsets are then determined by aligning
the midgap energies of each material at a heterojunction interface, a procedure
that effectively minimizes the electrostatic dipole formed at the interface.

The basic concept of a charge neutrality energy level was proposed by Tejedor

and Flores[55] for calculating Schottky barrier heights in metal-semiconductor

interfaces. This idea was later extended[56, 57] to the calculation of band offsets
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of GaAs. Direct band gaps are indicated by solid vertical lines, indirect gaps by
dashed lines. Conduction and valence band offsets can be determined directly

from the figure.
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in semiconductor heterojunctions. The influence of interfacial dipoles, and the
relevance of the charge neutrality level, is perhaps most easily understood by first
considering the case of a metal-metal junction[53]. At a metal-metal interface,
a misalignment of the work functions, or equivalently of the electronegativities,
of the two metals will induce a charge transfer, resulting in the formation of a
dipole. However, the essentially infinite dielectric constant of a metal will screen
any discontinuity in the electronegativity and yield a simple alignment of the
Fermi level across the interface.

For semiconductors, Tersoff[52, 53, 58] argued for the existence of a so-called
“midgap” level corresponding to the energy in the band gap at which a surface,
interface, or defect state induced in the band gap contains equal conduction-
and valence-band character. A discontinuity in the midgap energy would induce
charge transfer and the formation of a dipole at the interface; discontinuities in
the midgap energy would therefore be screened by the dielectric constant of the
semiconductors. The band alignment at a semiconductor heterojunction would
therefore be within an energy V/ € of the alignment determined by a rigorous
alignment of the midgap energies, where V is the discontinuity in the midgap
energy corresponding to theories in which interfacial dipoles are neglected. Since
typical values of V' were on the order of 0.5 eV or less, it was argued that, with
dipole effects included, the midgap energies should be aligned to within ~0.05 eV
for typical values of semiconductor dielectric constants.

The ability to determine an effective midgap energy for each individual semi-
conductor, independent of the material with which it is to form an interface, is
again equivalent to placing the energy gaps of each material on a single, common
energy scale, although the common energy scale in this case is not determined by
any external reference energy as was the case, for example, in Harrison’s LCAO

theory. The theories of Tersoff and of Harrison and Tersoff, which differ princi-
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pally in the method used to calculate the midgap energy, therefore provide further
theoretical evidence that even when heterojunction dipole effects are taken into
account, and in fact are assumed to be the dominant factor in determining band
offset values, the transitivity condition given by Eq. (1.1) should remain valid.
Figs. 1.6(a) and 1.6(b) show the energy gaps of several selected semiconductors on
a common energy scale determined by the theories of Tersoff[53] and of Harrison
and Tersoff[54], respectively.

An empirical correlation noted indepeﬁdently by Zunger[59, 60} and by Langer
and Heinrich[61] has recently been shown[62] to be related to the concept of the
midgap energy alignment. It was pointed out by Zunger and by Langer and
Heinrich that alignment of transition-metal impurity levels in compound semi-
conductors appeared to yield fairly accurate values for valence-band offsets in
isovalent (i.e., III-V on III-V or II-VI on II-VI) heterojunctions. Model calcula-
tions of Tersoff and Harrison[62] indicate that for cation-substitutional impurities,
requiring charge neutrality in the impurity d shell yields a correlation, for a given
transition-metal impurity, of the impurity level with a characteristic energy level
in the semiconductor very close to the midgap energy. Alignment of the midgap
energy at a heterojunction should therefore also produce an approximate align-

ment of the transition-metal impurity levels across the interface.
Empirical Compilation of Katnani and Margaritondo

Using an approéch reminiscent of early attempts to deduce empirical corre-
lations between experimental electron affinities or Schottky barrier heights and
band offset values, Katnani and Margaritondo[63, 64] measured band offsets for
a large number of heterojunctions formed by depositing various semiconductors
on either Si or Ge substrates. It was hoped that these measurements would

yield reliable valence-band-edge energies, relative to the Si and Ge valence-band
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Figure 1.6: Energy band gaps of several selected semiconductors plotted as a
function of lattice constant on an absolute energy scale determined by the in-
terface dipole theories of (a) Tersoff[53] and (b) Harrison and Tersoff[54]. The
origin of the energy scale is taken to be the valence band edge of GaAs. Direct
band gaps are indicated by solid vertical lines, indirect gaps by dashed lines.
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edges, for a large number of semiconductors. The results of these measurements
were combined with other available experimental band offset values to produce
a set of valence-band-edge energies optimized to yield the best agreement with
the available experimental data. This scheme was somewhat analogous to the
earlier semi-empirical electron affinity and common anion rules, except that ex-
perimental data from semiconductor-semiconductor interfaces, rather than from
metal-semiconductor or vacuum-semiconductor interfaces, were used to provide
a common energy reference for all materials. As acknowledged by the authors,
however, this compilation was obtained merely by optimizing agreement with
the experimental data available at the time, and provides little insight into the
physical basis responsible for determining band offset values. Fig. 1.7 shows the
energy gaps of several selected semiconductors plotted as a function of lattice
constant on the common energy scale proposed by Katnani and Margaritondo on

the basis of the experimental data available to them.

1.2.2.2 Self-Consistent Calculations for Specific Interfaces

In recent years a number of theories have been developed that include effects
arising from the detailed electronic structure of the specific interface under con-
sideration. The typical approach is to calculate the electronic band structure for
a so-called “supercell” geometry, essentially a superlattice with a unit cell consist-
ing of n monolayers of one semiconductor followed by n monolayers of the other.
Because the electronic structure in each layer becomes bulklike very rapidly as
one moves away from the interface[3, 4, 65, 66, 67], it is possible to determine
the position of the valence-band edge in each layer, and therefore the value of the
valence-band offset, in structures with only 5-10 monolayers of each material in
the supercell.

The first approaches of this type were reported by Baraff, Appelbaum, and
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Hamann[65, 66] and by Pickett, Louie and Cohen[68]. Baraff et al. and Pickett
et al. calculated the electronic structure of the GaAs/Ge interface, and obtained
valence-band offsets of ~0.9 eV and 0.35 eV, respectively. Presumably because
of the prohibitive amount of computation that would have been required, neither
group applied their methods to a large number of other heterojunctions.

More recently, Van de Walle and Martin[3, 4, 67, 69, 70] have calculated band
offset values by using a self-consistent local density functional theory and ab initio
pseudopotentials to compute the electronic structure for a superlattice structure.
The calculations of Van de Walle and Martin were the first to incorporate the
effects of strain in lattice-mismatched heterojunctions, with the Si/Ge hetero-
junction system being considered as a prototypical lattice-mismatched material
system. On the basis of their self-consistent local density functional calculations
for Si/Ge and other heterojunction systems, Van de Walle and Martin proposed
a “model solid” theory of band offsets[67, 69, 70].

In their model solid theory, an absolute electrostatic potential is computed
for each material by constructing the solid as a superposition of neutral atoms.
The atomic potentials can be placed on an absolute energy scale common to all
materials, and an average electrostatic potential relative to the atomic poten-
tials can be defined in the solid. This procedure was found[67, 69, 70] to yield
good agreement with the results of the full self-consistent interface calculation.
The bulk band structuré relative to the average electrostatic potential within the
solid is then calculated using ab initio pseudopotentials. It is then possible to
define the position of the valence-band edge in each material on the common en-
ergy scale given by the atomic potentials and consequently to derive band offset
values for various heterojunctions. The relatively good agreement between the

| results of the model solid theory and the fully self-consistent calculations suggests

that band offsets can be considered, at least approximately, to be determined pri-
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marily by characteristics of the bulk constituent materials. Van de Walle[70] has
also calculated absolute deformation potentials within the model solid approach,
allowing band offsets in strained heterojunctions to be predicted. Fig. 1.8 shows
the energy gaps of several selected semiconductors on the common energy scale
defined by the model solid theory of Van de Walle and Martin.

Cardona and Christensen[71, 72, 73] and Lambrecht et al.[74, 75] have also
performed self-consistent calculations of band offsets for sﬁperlattice geometries,
using a linear-muffin-tin-orbital (LMTO) method rather than ab initio pseudopo-
tentials. These calculations have been used to develop and justify simpler theories
of band offset values that allow offsets for a large number of heterojunctions to
be estimated in a straightforward manner.

Cardona and Christensen[71] have proposed a model in which band offset val-
ues are determined by an approximate alignment of dielectric midgap energies
calculated for each material; the deviation from an exact alignment of the dielec-
tric midgap energies is due to finite screening with an effective dielectric constant,

obtained by averaging the long-wavelength dielectric constants for each material:

AE(4/B)=BD - B2 - (B8 -B8) (*5), (4

where E4 and E2 are the valence-band-edge energies in materials A and B, re-
spectively, Ep and EB are the dielectric midgap energies, and € is the effective di-
electric constant. A reasonable approximation to the band offset values obtained
in this model can be obtained by assuming & = 3.5 for all materials[57, 71]; this
approximation then allows a common energy scale to be defined for all materials.
Fig. 1.9 shows the energy gaps of several selected semiconductors on the resulting
common energy scale.

Lambrecht et al. used the results of their LMTO calculations to develop their

“interface bond polarity” model[74, 76]. In their model, the bulk electronic struc-
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Figure 1.8: Energy band gaps of selected semiconductors plotted as a function
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taken to be the valence band edge of GaAs. Direct band gaps are indicated by
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ture in each material is first calculated with respect to an average reference po-
tential using LMTO methods. Band offsets are obtained by calculating the differ-
ence in the average reference potential for each material, and applying a screened
dipole correction arising from bond polarity and charge transfer at the hetero-
junction interface. An analysis of their fully self-consistent LMTO calculations
indicated that a relatively simple and accurate approximation for the screened
dipole correction could be obtained by estimating the charge transfer in bonds
formed between the two materials from bond polarities, and calculating the re-
sulting dipole potential with screening given by the long-wavelength dielectric
constant. The resulting band offset values do not rigorously obey the transitivity
relation, Eq. (1.1), and this model therefore does not allow all materials to be
placed on a single energy scale. Nevertheless, the interface bond polarity model
has been found to agree reasonably well with the fully self-consistent LMTO cal-
culations of Cardona and Christensen and of Lambrecht et al., and therefore with
the predictions of the dielectric midgap energy model proposed by Cardona and
Christensen|[71], shown in Fig. 1.9.

1.2.3 Measurement of Band Offsets by XPS

Despite the extensive theoretical efforts reviewed in Section 1.2.2, band offsef
values in novel semiconductor heterojunction systems cannot yet be predicted
reliably by any existing théory, and must therefore be determined experimentally
for each material system of interest. In the work reported in this thesis we have
used x-ray photoelectron spectroscopy to measure band offset values for a number
of heterojunction systems.

In x-ray photoelectron spectroscopy, a sample is excited using x rays — pho-

tons with energies ranging approximately from 100 eV to ~ 10,000 eV — and the
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energy spectrum of electrons photoexcited from the sample is measured. For our
experiments we have used an Al Ka x-ray source, yielding photons with energy
hv = 1486.6 eV. The energy spectrum of the photoexcited electrons yields a pro-
file of the electronic density of states in the sample, modulated by a photoelectric
cross section. Fig. 1.10 shows a typical XPS spectrum from a GaAs (100) sam-
ple; as shown in the figure, the spectrum contains peaks corresponding to atomic
core levels in the sample, and a continuous density of states for the valence-band
electrons.

Fig. 1.11 illustrates the use of XPS to measure the valence-band offset in a
semiconductor heterojunction. From Fig; 1.10 it can be seen that the separation
between two core-level peaks and between a core-level peak and fhe valence-
band edge can be measured quite precisely; the relatively high energy resolution
available in XPS allows core-level energy sépara.tions to be measured to within
+0.02 — 0.03 eV, and core-level to valence-band-edge binding energies can be ob-
tained to within £0.04 — 0.05 eV. To obtain a value for the valence-band offset,
reference core-level to valence-band-edge binding energies are measured in each
material, as illustrated in Fig. 1.11; to measure the GaAs/AlAs valence-band
offset, for example, the Ga 3d and Al 2p core-level to valence-band-edge binding
energies would be measured in pure GaAs and pure AlAs, respectively. The sep-
aration between the core-level peaks would then be measured in a heterojunction
sample consisting of ~25 A of one material deposited on a thick layer (typically a
few hundred Angstroms or more) of the other; e.g., the Al 2p to Ga 3d core-level
energy separation would be measured in a GaAs/AlAs heterojunction. One can

see from Fig. 1.11 that the valence-band offset is then given by
AE,(1/2) = (E - E,) + (E4 - Ey) - (B} — E}), (1.5)

where AE,(1/2) is the valence-band offset between semiconductor 1 and semi-
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Figure 1.10: A representative XPS electron energy spectrum obtained from GaAs
(100). Peaks are observed for the Ga 3d and As 3d atomic core levels, and a
continuous spectrum is observed for the valence band states. A plasmon loss peak,
corresponding to excitation of a single plasmon mode by electrons photoexcited
from the Ga 3d core level, can also be seen. The discontinuity in the spectrum at
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conductor 2, EY, is the reference core-level energy of semiconductor 4, and E! is
the position in energy of the valence-band edge in semiconductor 1.

The determination of band offsets by XPS has a number of advantages over
other band-offset measurement techniques. Unlike many optical and electrical
methods for determining band offsets, the XPS method provides a direct meas-
urement of the band offset, so that interpretation of the experimental results
is fairly straightforward. In addition, the XPS technique is well suited to the
study of novel material systems, since the structures required are very simple,
and fabrication of functiona.l électrical devices is not necessary. The application
of the XPS technique can be extended to lattice-mismatched heterojunctions(77,
78, 79], in which effects arising from strain become important, and can also yield
information about chemical reactivity at certain semiconductor interfaces{78, 80,
81].

In addition to the work reported in this thesis, XPS has been used by a
number of investigators to study band offsets in a wide vdriety of heterojunc-
tion systems; a partial accounting of this work is given here. Kraut, Grant,
Waldrop, and Kowalczyk[23, 84] at Rockwell International developed the initial
version of the high-precision analysis techniques we have used in our studies,
and the Rockwell group pioneered the use of these techniques to study band
offsets in heterojunctions such as Ge/GaAs[82, 83], GaAs/AlAs[1, 2], and InAs/-
GaAs(85]. In addition, XPS has been used to measure valence-band offsets for the
nearly lattice-matched ZnSe/GaAs/Ge material system[86, 87], the InAs/GaSb
heterojunction[88], and the GaSb/AlSb heterojunction[89]. Band-offset measure-
ments for the HgTe/CdTe heterojunction[90] and the CdTe/HgTe/ZnTe material
system[91] have also been reported, although in the latter work strain effects
were neglected despite the large lattice mismatch (6.5%) of CdTe and HgTe with

ZnTe. Various other measurements will be discussed in relation to our work at
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Figure 1.11: A schematic energy-band diagram illustrating the basic principle
of the XPS band-offset measurement. Reference core-level binding energies are
measured in thick films of each material, and the separation between the two ref-
erence core levels is measured in heterojunction samples. These three quantities

can then be combined to yield a value for the valence-band offset.
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later points in the thesis. A number of investigators have also studied band offsets
using related techniques, such as photoemission spectroscopy using synchrotron
radiation[63, 64, 92, 93] and the measurment of variations in XPS binding energies

with sample doping[94, 95].

1.2.4 Other Band Offset Measurement Techniques

A variety of other techniques have been used to measure band offsets in semi-
conductor heterojunctions. Most of these techniques can be divided into two
categories: optical techniques, in which optical absorption, photoluminescence,
or photoluminescence excitation spectra from quantum-well or superlattice struc-
tures are analyzed with the band offsets as fitted parameters, and electrical (de-
vicelike) techniques, in which either the conduction or the valence band offset is
extracted from measurements, such as C-V or I-V characteristics, on electrical
device structures.

Analysis of optical absorption spectra from Al,Ga;_.As/GaAs/Al,Ga,_,As
quantum-well heterostructures by Dingle et al.[24] yielded what was until quite
recently the most widely accepted value for the GaAs/Al,Ga;_.As band offsets,
AE. ~ 0.85AE, and AE, =~ 0.15AE,, where AE, is the difference between
the GaAs and Al;Ga;_.As band gaps. In this technique, calculated quantum-
well bound-state energies are fitted to the observed structure in the absorption
spectrum, with the band offset as an adjustable parameter. Unfortunately, the
calculated bound-state energies for these structures depend more strongly on
the well width and carrier effective mass than on the band offset. Subsequent
photoluminescence experiments on parabolic quantum wells[26, 32], in which the
bound-state energies depend more sensitively on the band offset, demonstrated

the importance of using accurate material parameters, such as effective masses,
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and yielded a conduction-band offset AE, ~ 0.57AE,, in closer agreement with
the currently accepted values. Optical techniques of this type have also been
applied, with somewhat mixed results, to other material systems such as InP /-
Ing 53Gag.4rAs[96, 97] and Gag 47Ing s3As/ Alg.45Ing 52 As[98].

A related technique, in which a light-scattering method is used to determine
conduction band offsets, has been applied to GaAs/Al,Ga;_,As[31] and GaSb/-
Al,Ga,_,Sb[41] heterojunctions. In this method, backscattering spectra obtained
from photoexcited carriers in multiple-quantum-well structures were found to
contain peaks arising from inelastic light scattering, with energy shifts corre-
sponding to transition energies between bound states in the quantum wells[99].
Values for the conduction-band offset were obtained by fitting these transition
energies to a theoretical model for quantum-well bound-state energies, with the
conduction-band offset as an adjustable parameter. Band offsets were obtained
for the GaAs/Al,Ga,_,As and GaSb/Al_ Ga,_.Sb heterojunctions that were in
fairly good agreement with other reported results.

The GaAs/Al,Ga;_.As valence band offset has also been measured by study-
ing the pressure dependence of photoluminescence from GaAs/Al,Ga;_,As quan-
tum wells and superlattices[30]. This technique exploited the proximity in en-
ergy of the I-point and X-point conduction band minima in Al,Ga,_,As; by
applying hydrostatic pressure to GaAs/Al,Ga;_,As heterostructure samples, the
GaAs quantum-well confined states were shifted above the X-point conduction-
band minimum in the Al,Ga;_,As barriers, resulting in a sharp reduction in
photoluminescence intensity from the I-confined quantum-well states. By an-
alyzing the pressure dependence of the Al,Ga;_,As energy band gap and of
the photoluminescence energies for pressures <60 kbar, a GaAs/Al.Ga;_,As
valence-band offset AE, = (0.32 £ 0.02)AET was deduced, in good agreement

with currently accepted values. A nontrivial assumption of this technique, how-
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ever, would appear to be that the valence-band offset is independent of pressure.
Magneto-optical studies of InAs/GaSb superlattices[100] indicate that the InAs/-
GaSb valence-band offset varies with pressure; the separation between the InAs
conduction-band edge and the GaSb valence-band edge was found to decrease
at a rate of 5.8 meV/kbar. Given an increase in the InAs energy band gap of
10 meV /kbar[100], this yields a valence-band offset that increases with pressure
at a rate of 4.2 meV/kbar.

A number of electrical techniques have also been used to determine band off-
set values. Thermionic emission current across a single barrier has been used to
measure band offsets in a number of heterojuhctions[27, 28, 33, 34, 101, 102].
By analyzing the temperature dependence of current-voltage cha;racterisfics in
single-barrier heterostructures, it is possible to determine the barrier height, and
therefore the band offset values. This technique has been applied with con-
siderable success to, among others, the GaAs/Al,Ga,_,As[27, 28, 33, 34] and
CdTe/ HgCdTe[102] material systems.

Capacitance-voltage measurements have also been applied to the measure-
ment of band offset values. Kroemer et al. showed[25]) that it is possible, by
performing C-V profiling through a heterojunction,r to extract a value for the
band offset in that heterojunction. This technique has been used to deter-
mine band offsets in a number of heterojunction systems, including GaAs/-
Al.Ga,_,As[25, 35, 36], lattice-matched InGaAsP/InP[103], and In,Al, ,As/-
Ing53Gag.47As[104, 105]. A number of investigators have also employed a some-
what simplified version of the C-V profiling technique. For cases in which the
doping level is constant in each heterojunction layer, a plot of (1/C?) as a func-
tion of V should yield a straight line. The intercept voltage V,; should then yield
the total built-in voltage of the heterojunction, and consequently, the band offset

value, assuming that the doping level in each layer is known. This technique has
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been used to determine band offsets in several heterojunction systems, including
InAs/AlSb[106], InAso.95Sbo.os/GaSb[107], and CdS/InP[108].

A charge transfer method has also been used to determine band offset values.
In this technique, the sheet density is measured in the two-dimensional carrier
gas formed at a heterojunction interface; a method has been developed[29, 109]
to estimate the band offset value from the measured sheet carrier density. This
method has been used to measure the valence-band offset in GaAs /AlAs (100)[29]
and GaAs/Al,Ga;_.As (100)[109] heterojunctions; the orientation dependence
of the GaAs/Al,Ga,_,As valence-band offset has also been studied[110], with no
measurable difference found between the valence-band offsets in the (100) and
(311) orientations.

Finally, internal photoemission measurements have been used to determine
band offsets for the GaAs/Al.Ga;_,As material system. In these experiments,
threshold photon energies determined from photocurrent measurements in p*-
GaAs/n~-Al,Ga;_,As heterojunctions|111, 112] or in a GaAs/Al,Ga;_.As het-
erojunction combined with a Mo-GaAs Schottky barrier[113] were used to obtain
values for the conduction-band offset. GaAs/Al,Ga,_,As conduction-band off-
set values have also been derived from measurements of photocurrents[111] and
photovoltages[114] arising from internal photoemission from the two-dimensional

electron gas in GaAs/Al,Ga;__As heterostructures.

1.2.5 Overview of Theoretical and Experimental Band

Offset Determinations

The research that has been devoted to the issue of band offsets over the past
several years has done much to improve our knowledge of band offset values

for many heterojunction systems and our understanding of the physics of band
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offsets. In this section we present a very brief overview of the current experiménta.l
and theoretical understanding of band offsets, and a synopsis of some of the
contributions to this understanding presented in this thesis. More thorough and
specific reviews of semiconductor heterojunction band offsets have been given by
a number of authors[37, 42, 115, 116, 117, 118].

For the technologically important GaAs/Al,Ga;_,As material system, numer-
ous band-offset measurements utilizing a variety of experimental techniques[26,
27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 109, 110, 119] have yielded widely ac-
cepted valence-band offset values in the range 0.45 — 0.55 eV for GaAs/AlAs,
with a linear dependence on alloy composition 2. For the related Ing 52Alp 45As/-
Ing53Gag.47As heterojunction, photoluminescence[98, 120], C-V profiling[6, 105],
and temperature-dependent /-V characterization[121] have consistently yielded
AE. =~ 0.70AE,.

Another material system in which band offsets now appear to be well known
is the nearly lattice-matched InAs/GaSb/AlISb system. Early studies[122, 123] of
GaSb/AlSb heterostructures often erroneously assumed the validity of the com-
mon anion rule(9] for this material system, although it was known that the com-
mon anion rule should not be valid because of the presence of Al in one of the com-
pounds. More recently, however, measurements have been performed, usi‘ng var-
ious techniques, of the InAs/GaSb[88, 100] and GaSb/AlSb[41, 89] valence-band
offsets, and C-V profiling has been used to measure the InAs/AlSb conduction-
band offset[106]. Valence-band offsets of 0.51 eV for InAs/GaSb and ~ 0.40 eV
for GaSb/AlSb are now quite widely accepted, and the conduction-band offset
AE. = 1.35+0.05 eV obtained in Ref. [106] is consistent with these results. The
measured band offset values obey the transitivity rule, Eq. (1.1), to within ex-
perimental error, indicating that variations related to growth conditions are not

significant. In addition, numerous other experiments have verified both the siz-
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able valence-band offset for GaSb/AlSb[124, 125, 126] and the Type II broken-gap
band alignment for GaSb/InAs[127, 128, 129, 130].

Considerable effort has also been devoted to the measurement of band
offsets in the technologically important Ing 53Gag.47As/InP heterojunction sys-
tem. The most widely accepted measurements for this band offset[96, 103,
131, 132, 133] typically yield AE, =~ 0.4AE,, although a substantial num-
ber of measurements[97, 134, 135] have yielded a larger conduction-band offset,
AE,. ~ 0.6AE,. These results are indicative of the difficulty and complexity of
most experimental band-offset determinations, and may also suggest a possible
influence of growth conditions on band offset values.

The other material system in which band offsets appear now to be relatively
well understood is Si/Ge, a material system potentially of great technological
importance. The Si/Ge heterojunction differs from the other material systems
previously considered because of the 4.18% lattice mismatch between Si and
Ge. This lattice mismatch induces strain in Si/Si;_.Ge, heterojunctions, which
could strongly influence band offset values. Theoretical calculations[3, 4] and ex-
perimental measurements[5, 77, 78, 79, 94, 95] of Si/Ge band offset values have
confirmed the effect of strain on the valence-band offset. In addition, modulation-
doping experiments on Si/Si;_,Ge, heterojunctions(6, 7] have yielded results con-
sistent with these measured and calculated band offset values, with, in some cases,
qualitatively different behavior induced by varying strain configurations.

For other material systems, band offset values are less well understood. One
reason for this is that for many novel heterojunction systems, relatively few ex-
perimental band-offset studies have been performed; in most of these cases, only
XPS has been used to determine the value of the valence-band offset. Another
reason, perhaps more significant, is that the optimum growth conditions for many

of these heterojunctions have not been determined. Particularly in heterojunc-



43

tions involving an elemental semiconductor, e.g., Ge, and a III-V or II-VI com-
pound semiconductor, or involving a III-V semiconductor and a II-VI material,
band offsets have been found to depend on factors such as structural antiphase‘
disorder[42], e.g., for GaAs deposited on Ge, or interdiffusion and chemical reac-
tivity at the heterojunction interfa,‘ce[78,‘ 83, 136]. Band-offset values have also
been found by some investigators to depend on substrate orientation and on
growth conditions such as substrate temperature or growth sequence. For the
Ge/GaAs heterojunction system, variations in band offset values as large as sev-
eral tenths of an electron volt have been observed[135, 136, 82]; variations of a
few tenths of an electron volt have been measured even for the thoroughly stud-
ied GaAs/Al,Ga,_,As heterojunction system[l, 2]. Other investigators, however,
have failed to observe any dependence of the GaAs/Al,Ga;_,As band offset on
substrate orientation[110, 137] or on growth sequence[38, 93, 137].

Theoretical calculations of band offsets have yielded very mixed results. The
early theories and empirical rules, such as the electron affinity rule, the com-
mon anion rule, the LCAO theory of Harrison, and the pseudopotential theory
of Frensley and Kroemer are somewhat useful for predicting broad trends in
lattice-matched heterojunctions, but are not sufficiently accurate to be useful in
predicting offset values for previously unstudied heterojunctions. In addition,
certain predictions, such as the very small GaAs/AlAs and GaSb/AISb valence-
band offsets prediéted by the LCAO theory of Harrison and the pseudopotential
theory of Frensley and Kroemer, have been convincingly refuted by experiment,
indicating a fundamental deficiency in the physical concepts upon which those
theories were based.

More recent theories, such as the interface dipole theories of Tersoff and of
Harrison and Tersoff, as well as models developed from self-consistent calculations

for specific interfaces by Van de Walle and Martin, by Cardona and Christensen,
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and by Lambrecht et al., have met with reasonable success in reproducing exper-
imentally measured band offset values, but the predictive value of these theories
remains questionable. In addition, the physical principles underlying these var-
ious models are relatively diverse, suggesting that a thorough understanding of
the physics of band offsets has yet to be attained. A further complication may be
that theories that -consider only abrupt, idealized interfaces may in fact be unable
to predict band offset values to the precision desired by device physicists. Effects
arising from growth conditions and other aspects of interfacial chemistry have
been demonstrated to change band offset values by as much as several tenths of
an electron volt, and these effects will not be accounted for in any theory treating
idealized interfaces. Experimental considerations such as these may ultimately
limit the accuracy to which theories will be able to predict band offset values.
In the work described in this thesis, we have used the XPS technique to investi-
gate a number of semiconductor heterojunction systems, with particular attention ‘
devoted to systems of current or potential technological significance. Our initial
studies focused on the GaAs/AlAs material system, which is the heterojunction
of greatest current technological importance, and to which the greatest amount of
research has been devoted. Abrupt, high-quality heterojunction interfaces were
fabricated using molecular-beam epitaxy (MBE). Band offsets measured in these
samples confirmed the commutativity, i.e., independence of growth sequence, of
the GaAs/AlAs valence band offset. As discussed above, earlier studies of band
offsets in GaAs/AlAs heterojunctions had yielded inconsistent results regarding
the dependence of band offset values on growth sequence. Our verification of com-
mutativity was taken to be an indication of the high quality of our MBE-grown
heterojunctions, and demonstrated that GaAs/AlAs heterostructures in which
band offsets were not affected by growth sequence could be grown consistently

and reproducibly.
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We have also succeeded in confirming the importance of strain effects in deter-
mining band offset values in the technologically important Si/Ge heterojunction
system. Until very recently, the influence of strain on band offsets was ignored,
both theoretically and in experiments with lattice-mismatched heterojunction
systems. Careful theoretical and experimental studies of the Si/Ge system by
various investigators, however, have demonstrated that strain exerts an extremely
strong influence on band offset values, and must be taken into account in design-
ing, fabricating, and analyzing Si/Si;_,Ge, heterostructure devices.

Studies we have performed of various III-V/II-V] heterojunction systems have
demonstrated the influence of interface chemistry on band offset values. A num-
ber of investigators have observed that interfacial reactivity appears to be a
generic feature of III-V/II-VI interfaces[78, 138, 139, 140, 141]. Experiments we
have performed in the A1Sb/GaSb/ZnTe material system and in particular for the
AlSb/ZnTe heterojunction have demonstrated that these interfacial reactions can
exert a significant influence on band offset values for IT1I-V/II- VI heterojunctions.
In addition, we have measured band offset values in other material systems of
potential technological interest, such as CdSe/ZnTe, that, while not necessarily
elucidating a specific physical issue, provide useful information for testing new

and existing theories of band offsets.

1.3 Tunnel Structures

1.3.1 Overview

Tunneling in semiconductors has been a subject of considerable interest since
the early work of Leo Esaki in the 1950’s[142]. The subsequent proposal by

Esaki and co-workers of semiconductor device structures such as superlattices
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and multibarrier heterostructrures{143], in which tunneling phenomena are of
central importance, and the demonstration of resonant tunneling and negative
differential resistance in double-barrier heterostructures[17], eventually led to the
development of an entire field of research devoted to the physics and device appli-
cations of tunneling phenomena in semiconductor heterostructures. Advances in
epitaxial growth techniques such as molecular beam epitaxy (MBE) and metalor-
ganic chemical vapoi' deposition (MOCVD) have made possible the experimental
realization of these structures, whose fabrication requires control of layer thick-
nesses with resolution close to a single atomic layer.

The key feature of interest in tunnel devices, resonant or otherwise, is negative
differential resistance (NDR) in the current-voltage characteristic, i.e., a voltage
range over which an increase in voltage applied to the device yields a decrease in
the current through the device. This behavior in the current-voltage character-
istic can be uséd in a number of applications, with considerable success having
been achieved for high-frequency oscillators. Fig. 1.12 shows schematic band edge
diagrams and current-voltage characteristics for two types of tunnel devices, a
conventional tunnel diode and a double-barrier heterostructure. A typical tunnel
diode might consist of an n-Si/p-Si homojunction, whereas a double-barrier struc-
ture might consist of n-GaAs electrodes surrounding an undoped GaAs quantum
well with AlAs barrier regions.

In the tunnel diode shown in Fig. 1.12(a), current flows at low voltage from
the occupied states (shaded) in the conduction band of the n-type electrode,
through the forbidden band gap, into the unoccupied states in the valence band
of the p-type electrode. At higher bias, however, current transport is blocked
by the forbidden energy gap in the p-type electrode, ledding to the region of
negative differential resistance. In the double-barrier heterostructure, NDR is

produced by the quasi-bound state resonance in the GaAs quantum well. At low
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(a) Tunnel diode:

(b) Double-barrier tunnel structure:

Figure 1.12: Schematic energy-band diagrams and current-voltage characteristics
for (a) a conventional tunnel diode, and (b) a double-barrier tunnel structure. The
current-voltage characteristics of both devices exhibit a region of negative differ-
ential resistance. In each figure, E, is the conduction band edge, E, is the valence
band edge, and E; is the Fermi level. For the double-barrier heterostructure, the
dashed line in the quantum well indicates the position of the quasi-bound state

resonance.



48

bias, transport through the double-barrier structure is strongly attenuated in the
forbidden energy gap of the AlAs barriers. At higher bias, however, the Fermi
sea in the emitter electrode is aligned in energy with the resonance, resulting in
strongly enhanced transport and an increase in current density. With further
applied bias, the resonance moves below the emitter Fermi sea, decreasing the
current density and resulting in ﬁegative differential resistance.

Much of the interest in tunnel structures arises from their promise for use in
high-speed devices, with interest in the double-barrier heterostructure in partic-
ular increasing coﬁsiderably following the observation of high-speed oscillations
in GaAs/Al,Ga;_,As double-barriers[144]. In subsequent work, oscillations at
frequencies of up to 675 GHz were observed[145] in InAs/AlSb/InAs/AlSb/InAs
double-barrier tunnel structures. Tunnel devices have also been investigated for
possible use in high-speed electrical circuits, with particular emphasis placed on
thrée-terminal transistor structures utilizing tunneling[146, 147, 148, 149, 150,
151, 152, 153, 154, 155, 156].

An issue of considerable relevance in determining the speed of devices based on
tunneling, and of fundamental physical interest as well, is the characteristic time
scale of the tunneling process. Brown et al.[157] have shown that the maximum
attainable oscillation frequency in a resonant-tunneling diode should depend crit-
ically on the tunneling lifetime of the resonance[157]; the speed of other devices
based on tunneling should depend strongly on this lifetime as well. A number of
investigators have attempted to calculate theoretically[158, 159, 160, 161, 162] or
measure experimentally[11, 163, 164] the tunneling time for carriers in the quan-
tum well of a double-barrier heterostructure. Experimentally, it has been found
that tunneling times for double-barrier heterostructures depend exponentially on
the barrier width, and for typical GaAs/AlAs structures tunneling times as short

as 12 ps have been measured[11]. Until recently, however, studies of tunneling
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times have focused almost exclusively on electrons, since hole tunneling times
were assumed to be extremely long compared to electron tunneling times due
to the large heavy-hole effective mass[163, 165). However, recent calculations we
have performed[166, 167] of hole tunneling times in double-barrier heterostruc-
tures that include effects arising from valence band mixing, as well as the ex-
periments of Ref. [11], have shown that tunneling times for holes in GaAs/AlAs
double-barrier structures afe actually much shorter than the heavy-hole tunneling
time calculated without band-mixing effects, and comparable in fact to electron
tunneling times. These results should affect the interpretation of a number of ex-
periments purporting to study tunneling of electrons[163, 165, 168, 169, 170], and
could influence the conception, design, and performance of new device structures

involving tunneling of holes.

1.3.2 Tunneling Theory and Simulation of Devices

In conjunction with experimental advances in the fabrication and characteri-
zation of tunnel structures, a theoretical framework has been developed to aid in
the understanding, analysis, and design of device structures[143, 171, 172, 173,
174,175, 176). Reaﬁstic theoretical models for simulating device behavior are of-
ten critical in obtaining the highest possible performance for a device structure,
since such models allow one to explore a large range of design parameters and
to investigate new device concepts much more efficiently than would be possible
experimentally. In addition, the electrical behavior of many heterostructure de-
vices depends on factors such as quantum-mechanical tunneh'ng times, electron
coherence effects, and other basic physical considerations. The fundamentally
quantum-mechanical nature of tunneling allows one to use structures such as

double barriers, quantum wells, superlattices, and eventually, quantum wires and
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dots, to investigate some basic theoretical issues in quantum mechanics.

1.3.2.1 Band Bending

To obtain as realistic a simulation as possible of the electrical behavior of a
device, one first needs to calculate the electrostatic band-bending profile for the
device structure. Band bending is induced by electrostatic charges distributed
across a device structure under a given DC applied bias, with effects that are
due to ionized dopants and free electrons and holes typically being included in
calculations of a device band edge profile[177]. Because our device simulations
treat transport primarily in the direction of growth in a heterostructure, band
edge profiles are calculated only in the growth direction, with the potential as-
sumed to be independent of position in the other directions. If one employs the
Thomas-Fermi approximation and assumes that the positions of the band edges
at a given point in space depend only on the local carrier concentrations at that

point, the band-bending profile can be calculated by solving Poisson’s equation,

dzf;z(;:) _ epEZ) = —-i—z(n(z) — p(2) + Na(z) — Np(z)), (1.6)

where E.(z) is the conduction band edge profile, e is the electron charge, € is the
dielectric constant, n(z) is the electron concentration, p(z) is the hole concentra-
tion, and N4(z) and Np(z) are the acceptor and donor densities, respectively.
A boundary condition of overall charge neutrality is imposed across the entire
device structure. A detailed discussion of band-bending calculations is given in
Section 7.2.

Certain effects, such as the formation of localized two-dimensional carrier
gases at accumulation regions adjacent to heterojunction interfaces, are not in-
cluded in this treatment. Effects such as these are critical in the operation of

devices such as high-electron-mobility transistors (HEMT’s), in which current
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transport through a two-dimensional electron gas formed by modulation doping
at a heterojunction interface is an essential aspect of device behavior, but are of
secondary importance in the structures of interest for this thesis. In the work
presented here, the incorporation of electrostatic band bending allows one to
calculate parameters such as current densities and resonant voltages with consid-
erably grea;ter accuracy than if one simply assumed that the entire voltage across

a device structure dropped linearly over a limited region of the device.

1.3.2.2 Transmission Coeflicients and Current-Voltage Characteris-

tics

The transmission coefficient, defined as the probability for a carrier with a
given energy E and wave vector k to be transmitted across the device structure,
yields a great deal of information about transport across a semiconductor het-
erostructure, and provides the basis for calculating current-voltage characteristics
for heterostructure devices. In calculations of transmission coefficients, it is gener-
ally assumed that the carrier energy E and the wave-vector component parallel to
the direction of propagation /;” are conserved. Thus, only purely elastic transport
processes are included, i.e., effects arising from scattering are neglected. A basic
transfer-matrix approach for calculating transmission coeflicients for arbitrary
potential profiles was developed by Kane[178]; this method has been adapted to
account for more realistic band structure models and the resulting interactions
at interfaces between carrier states in different materials{174, 175, 176]. These
effects have been found to be of central importance in understanding the behavior
of devices involving coupling between conduction-band and valence-band states
in different layers of a heterostructure device[179, 180].

Once transmission coeflicients have been calculated, the electrical current

through a structure can be obtained by integrating over the incoming carrier
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distribution, with appropriate Fermi factors and carrier velocities included. For

a device structure to which a voltage V has been applied, the current density J

is given by
J = 4.:3,-, ( / T(Ey, k)f(E)1 — F(E + eV)dE d’ky —
[ TELRIAE + V) - f(B)aBL) (L)
= o [ TBLR)IFB) - F(B + eV)dBLd%%,, (18)

where E, is the energy corresponding to the component of the wave vector in
the direction of proéagation, and f(E) is the Fermi distribution function.

Using Eq. (1.8), DC current-voltage characteristics for a device structure can
be calculated. Current-voltage characteristics computed in this manner are gen-
erally capable of yielding a semiquantitative description of the actual electrical
behavior of heterostructure devices. For typical tunnel devices, one can computer
parameters such as peak current densities and often peak (resonant) voltages
semiquantitatively; however, nonresonant currents, such as valley currents in
double-barrier structures, are not calculated accurately because of the neglect of
scattering processes. Detailed explanations of these types of calculations and of
the various band structure models we have employed are given in Chapter 7. We
have also illustrated the use of these techniques by simulating the behavior of

novel III-V/II-VI double-barrier heterostructures.

1.3.3 Physics of Interband Tunneling

Considerable attention has been devoted recently to the study of transport
in so-called “interband” transport devices. These devices, realized in the InAs/-
GaSb/AISb material system, exploit the unusual Type II broken-gap band align-

ment between InAs and GaSb, in which the conduction band of InAs is lower
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in energy than the valence band of GaSb, and the flexibility provided by hav-
ing three nearly lattice-matched materials. Fig. 1.13 shows the conduction- and
valence-band alignments for the InAs/GaSh/AlSb material system. We have as-
sumed valence-band offsets of 0.51 eV and 0.40 eV for the GaSb/InAs[88] and
GaSb/AlSb[89] interfaces, respectively, and have assumed the validity of the tran-
sitivity rule for band offsets in Fig. 1.13. As can be seen from the figure, transport
in InAs/GaSb/AlSb heterostructures involves InAs conduction-band states and
GaSb valence-band states, with AlSb acting as a barrier in the energy range
between the InAs conduction-band edge and the GaSb valence-band edge. In ad-
dition, InAs and GaSb possess a number of electrical properties that make them
especially attractive for tunneling and other quantum-effect devices. InAs is eas-
ily doped n-type, has very high electron mobility (~ 33000 cm?/V-s at 300 K),
and naturally forms n-type ohmic contacts. GaSb can be doped p-type and has
a small p-type Schottky barrier, facilitating the formation of p-type ohmic con-
tacts. Furthermore, InAs has a very small effective mass compared to that of
GaAs (m{,,, = 0.023m, compared to mg,,, = 0.067m,.), which enhances quan-
tum effects so that, for example, subband spacings in quantum-confined struc-
tures such as quantum wells, wires, and dots will be larger for given feature sizes
in InAs than in GaAs; technological limitations such as lithographic resolution
should therefore be less restrictive for InAs than for GaAs. These factors have
led to the proposal and realization of a number of new device concepts, many
of which exhibit electrical properties and capabilities superior to those currently
attainable in other material systems{18, 128, 129, 130, 181, 182, 183, 184].

The electrical behavior of interband transport devices is also strongly in-
fluenced by the detailed nature of the coupling between InAs conduction-band
states and GaSb valence-band states. Because of the imperfect matching of InAs

conduction-band and GaSb valence-band wave functions, the transmission coef-
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Figure 1.13: Relative positions of the conduction band edges (dashed lines) and
valence band edges (solid lines) for InAs, GaSb, and AlSb, as determined from the
InAs/GaSb and GaSb/AlSb valence band offsets measured by x-ray photoelectron
spectroscopy[88, 89] and assuming transitivity of band offsets. The conduction
band edge shown for AlSb is the indirect minimum, in the A direction in the

Brillouin zone.
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ficient across an InAs/GaSb interface is less than unity; this produces carrier
confinement at InAs/GaSb interfaces, allowing resonances to form even in the
absence of the classically forbidden barrier regions that are responsible for the
formation of quasi-bound states in conventional tunnel structures. Fig. 1.14 shows
the transmission coefficient calculated for an InAs/GaSb interface, in the energy
region between the InAs conduction band edge (0 €V) and the GaSb valence band
edge (0.15 eV).-

Studies of current-voltage characteristics in InAs/GaSb/InAs heterostructures
as a function of GaSb layer width have provided strong confirmation of the ex-
istence of these confinement effects at the InAs/GaSb interface. By studying
theoreticajly calculated and experimentally observed peak current densities in
these devices as a function of GaSb layer width, we were able to demonstrate
that transmission resonances are formed solely because of the imperfect match-
ing of wavefunctions at the InAs/GaSb interfaces[179]. Additional studies have
provided further confirmation of these effects[180], and a more detailed theoretical
understanding of the full interactions among the light-hole, heavy-hole, and split-

off valence bands and the lowest conduction band has also been developed{176].

1.3.4 Quantum-Well Band -Structure and Tunneling

Times for Holes

As discussed in Section 1.3.1, the characteristic time scale for tunneling proc-
esses in semiconductors is an issue of considerable fundamental, physical interest,
and is also a major factor in determining the ultimate speed limitations of semi-
conductor tunnel devices. A number of optical experiments have measured the
time for tunneling escape of photoexcited carriers in GaAs/AlAs/GaAs/AlAs/-

GaAs double-barrier heterostructures{11, 163]. In these experiments, the electron
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Figure 1.14: Transmission coefficient across the InAs/GaSb interface in the en-
ergy range between the InAs conduction-band edge (0 V) and the GaSb va-
lence-band edge (0.15 eV). The transmission coefficient was calculated using the

two-band, tight-binding model discussed in Section 8.3.2.
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tunneling times were found to depend exponentially on the barrier width, with
good agreement obtained between the experimentally observed times and electron
tunneling times calculated from the width of transmission resonances through the
lowest quasi-bound state in the double barrier. Similar results were obtained by
Norris et al.[170] for tunneling escape of carriers through a single finite barrier.
In the experiments of Refs. [163] and [170], tunneling of holes was neglected; hole
tunneling times were expected to be much longer than electron times because
of the large effective mass of the heavy holes[163]. The work of Ref. [11], how-
ever, indicated that tunneling times for holes were much shorter than suggested
by a simple calculation using the heavy-hole effective mass, and were actually
comparable to electron tunneling times.

An explanation for these anomalously short hole tunneling tifnes has been
developed by incorporating band-mixing effects for quantum-well valence-band
states. In the very simplest calculations of valence-band structure, the light-hole
and heavy-hole bands are assumed to be parabolic, with effective masses my;, and
my,,, respectively, and no interactions between the bands are included. Such a
band-structure model would yield the extremely long heavy-hole tunneling times
assumed in Refs. [163] and [170]. The heavy-hole tunneling time was assumed
to be the more relevant, since the valence subband with the lowest energy in a
quantum well should be heavy-holelike.

In reality, however, there is considerable interaction between the light-hole and
heavy-hole states. Fig. 1.15 shows the valence subband structure for a 58 A GaAs
quantum well surrounded by AlAs barriers calculated using the 4 x 4 Luttinger-
Kohn Hamiltonian[185], which accounts for interactions between the zone-center
light-hole and heavy-hole states. The presence of interactions between bands is
apparent from the pronounced nonparabolicity of the individual subbands. At

the Brillouin zone center (kj = 0), the quantum-well valence subbands can be
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characterized as being entirely heavy-holelike or light-holelike in character; for
ky # 0, however, each subband is composed of a mixture of heavy-hole and
light-hole components. By including this effect in a phenomenological model
for calculating average tunneling times for a population of holes in the lowest
quax}tum-well valence subband[166], average hole tunneling times are obtained
that are comparable to electron tunneling times and in good agreement with the
experimental results of Ref. [11]. The average hole tunneling times are found
to depend quite strongly on experimental conditions such as carrier tempera-
ture and concentration. Subsequent calculations using the effective-bond-orbital
model[186, 187] to compute transmission coefficients for valence-band states in
- GaAs/AlAs double-barrier heterostructures confirmed the basic validity of the

earlier phenomenological model for calculating average hole tunneling times{167].

1.4 Outline of Thesis

Part I of the thesis describes studies of band offsets in semiconductor hetero-
junctions using XPS. Chapter 2 describes in detail the use of XPS to measure
semiconductor heterojunction valence-band offsets. The basic physical principles
of the XPS technique are discussed, with emphasis placed on capabilities of the
technique that have proven to be especially relevant in our studies of semiconduc-
tor interfaces. The specific measurements required to determine a valence-band
offset value are described, and data analysis techniques are presented that allow
the extraction of band offset values to a typical accuracy of +0.07 — 0.08 eV.

Chapter 3 discusses a measurement of the GaAs/AlAs (100) valence-band
offset, and a confirmation of the commutativity (independence of growth se-

quence) of band offset values in the GaAs/AlAs material system. A synopsis of
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Figure 1.15: Valence subband structure for a 58 A GaAs quantum well surrounded
by AlAs barriers. The quantum-well subband structure was calculated using the
4 x4 Luttinger-Kohn Hamiltonian in the spherical approximation. The two lowest
subbands (labeled Akl and Ah2) correspond to pure heavy-hole states at k = 0.
The third subband (labeled Ik1) corfesponds to a pure light-hole state at & = 0.
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the controversy surrounding the GaAs/AlAs band offset value, and the eventual
resolution of that controversy, is presented, and our measured value is shown to
be consistent with the currently accepted band offset values. The relationship
between commutativity and interfacial quality as elucidated by our experiments
and previously reported results is explained; our demonstration of commutativity
is taken as an indication of good interfacial quality.

In Chapter 4 we present a measurement of the valence-band offset for the
lattice-mismatched Si/Ge (001) heterojunction system. A discussion of some of
the issues arising in the study of strained-layer heterojunctions is given, with
particular emphasis placed on the issues of critical thickness for strain relaxation
and the influence of strain on electronic structure. A method developéd to extend
the applicability of the XPS technique described in Chapter 2 to the determina-
tion of strain-dependent band offsets is presented and applied to the Si/Ge (001)
heterojunction system. Our results are shown to confirm that strain effects exert
a profound influence on band offset values, and are compared to other reported
experimental and theoretical results for the Si/Ge heterojunction. An interpola-
tion scheme for determining band offset values for Si;_,Ge, alloy heterojunctions
is described, and is used to demonstrate the consistency of our results with Si/-
Si;_»Ge, modulation-doping experiments that have been reported.

Chapter 5 discusses a number of studies of band offsets in III-V/II-VI het-
erojunction systems. III-V/II-VI heterojunctions are of potential technological
interest in the development of II-VI-based LED’s, and also allow one to explore
the influence of interfacial chemistry on band offset values. A measurement of the
AlSb/ZnTe (100) valence-band offset is described, and implications for a proposed
AlSb/ZnTe heterojunction light-emitter device concept are discussed. Evidence
of an interfacial reaction occurring at the AlSb/ZnTe interface is presented, and

approaches for determining the influence of these reactions on band offset values
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are discussed. In one approach, band offset transitivity for the A1Sb/GaSb/ZnTe
material system is tested, the motivation being that a violation of transitivity
would suggest that chemical reactivity at the III-V/II-VI interfaces was influ-
encing band offset values. bMeasurements of the GaSb/AlSb and GaSb/ZnTe
valence-band offsets are shown to demonstrate a clear violation of the transi-
tivity rule, suggesting that band offset values are indeed shifted by III-V/II-VI
interfacial reactions. Finally, alterations of growth conditions at the GaSb/ZnTe
and AlSb/ZnTe interfaces are shown to produce shifts in band offset values, with
an apparent correlation observed between partial suppression of the AlSb/ZnTe
interface reaction and a shift in the AISb/ZnTe valence-band offset that reduces
the deviation from transitivity in the AlSb/GaSb/ZnTe material system.

Chapter 6 describes the measurement of the valence-band offset for the CdSe/-
ZnTe (100) heterojunction. Growth of CdSe in the cubic zincblende form, rather
than in its natural wurtzite structure, on nearly lattice-matched ZnTe surfaces is
described, and the measurement of the CdSe/ZnTe valence-band offset by XPS,
including a confirmation of commutativity, is presented. The results are discussed
in the context of possible heterojunction approaches for injection of electrons into
p-ZnTe for fabricating visible light emitters. In addition, the CdSe/ZnTe valence-
band offset is compared to results reported for the ZnSe/ZnTe valence-band offset,
and possible implications for the common anion rule are addressed.

Part II of the thesis describes theoretical and experimental studies of tunnel-
ing in semiconductor heterostructures. Chapter 7 explains the basic theoretical
models we have used to simulate a wide variety of tunnel structures. The calcu-
lation of electrostatic band bending in heterostructure devices is described, and
methods are developed to treat band bending in a wide range of structures; some
numerical issues are also addressed. Calculations of transmission coefficients,

using a transfer-matrix method in conjunction with a wide variety of band struc-
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ture models, are discussed; implémentations of the transfer-matrix method for
one-band and two-band models are described in detail. Methods for calculat-
ing current-voltage characteristics for heterostructure devices are then presented,
and the validity of various quantities, e.g., current densities, resonant voltages,
and peak-to-valley current ratios for tunnel structures, extracted frorh these the-
oretical calculations is discussed. Finally, these techniques are applied to the
calculation of current-voltage characteristics for double-barrier tunnel structures
realized in the GaAs/ZnSe and InAs/ZnTe material systems.

Chapter 8 discusses theoretical and experimental studies of interband trans-
port in the InAs/GaSb/AlSb material system. Band alignments in the InAs/-
GaSb/AlSb system, and material properties of InAs and GaSb are discussed in
the context of both fundamental physics and device applications. Several device
structures that have been demonstrated in the McGill group laboratories, and
their respective advantages, disadvantages, and novel properties of interest are
briefly discussed. We then focus on a study of transport in the InAs/GaSb/-
InAs device structure. A theoretical and experimental study of the dependence
of the resonant current density on the GaSb layer width in this device is shown
to demonstrate the existence of resonances in the GaSb quantum-well layers,
despite the absence of classically forbidden barrier layers surrounding the GaSb
layer; this result helps to clarify the basic nature of interband transport and the
coupling between conduction-band and valence-band states in different layers of
a heterostructure. |

Finally, in Chapter 9 we present a theoretical study of hole tunneling times
in GaAs/AlAs double-barrier heterostructures. The experimental observation of
anomalously short hole tunneling times that motivaf.ed this work is reviewed,
and a phenomenologica.l model explaining this experimental observation as a

consequence of valence-band mixing is developed. Average hole tunneling times
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calculated for a distribution of holes photoexcited in a quantum well are shown
to be in good agreement with experimental observations, and variations in the
calculated average hole tunneling times with hole temperature and concentration
are discussed. A brief description is then given of more recent calculations of
average hole tunneling times derived from transmission coefficients computed
using the eight-band effective-bond-orbital model. These results are shown to

confirm the basic validity of the earlier phenomenological model.
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Chapter 2

Measurement of Band Offsets
Using X-Ray Photoelectron
Spectroscopy

2.1 Introduction

2.1.1 Background and Motivation

The lack of a reliable, predictive theory of band offsets and the paramount
importance of band offset values in assessing the viability of heterojunction de-
vice concepts have provided strong motivation for the development of accurate
yet relatively simple techniques for measuring band offset values experimentally.
As discussed in Chapter 1, a number of optical and electrical measurement tech-
niques have been used to determine band offsets for GaAs/Al,Ga;_.As and other
material systems of current technological interest. However, moét of these band
offset measurement techniques require the high~quality growth of complex epi-

taxial structures such as quantum wells or superlattices|[1, 2, 3, 4, 5], and in
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addition often demand the ability to process epitaxial wafers into functional elec-

trical devices[6, 7, 8]. For many novel material systems, however, techniques for

obtaining high—quality epitaxial growth of complex structures or for processing

wafers into electrical devices have not been developed, obviating the use of many

band-offset measurement techniques; indeed, one would often desire to measure

the band offsets for a novel heterojunction system in order to determine whether

or not the development of a sophisticated epitaxial growth and processing tech-
nology would be worthwhile.

A technique that requires neither complex epitaxial structures nor the ability
to produce electrical devices, and that is widely acknowledged to yield reliable
results[9, 10}, is the measurement of valence-band offsets using x-ray photoelec-
tron spectroscopy (XPS)[11, 12, 13]. The XPS technique requires only the growth
of bulk material and simple heterojunctions, and yields a direct measurement of
the valence-band offset; the XPS measurement is therefore ideally suited to the
study of band offsets in novel heterojunction systems. The validity of this tech-
niqﬁe for measuring valence-band offsets for lattice-matched heterojunctions has
been well established[11, 12, 13, 14, 15]; we have used the XPS technique to study
band offsets and interfacial chemistry in a number of lattice-matched heterojunc-
tion systems{13, 16, 17], and have extended its use to the study of band offsets

in lattice-mismatched heterojunctions(18].

2.1.2 Outline of Chapter

Section 2.2 discusses the basic physical principles of XPS, with emphasis on
capabilities of the technique that have proven to be especially relevant in studies
of semiconductor interfaces. The measurement of valence-band offsets by XPS is

described in Section 2.3; experimental procedures are presented in Section 2.3.1,
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and data analysis techniques that allow the extraction of precise band offset values

are explained in Section 2.3.2. The chapter is summarized in Section 2.4.

2.2 Physical Principles of XPS

X-ray photoelectron spectroscopy consists of the excitation of a sample
using X rays (photons with energies ranging a.ppro:dmately from 100 eV to
~10,000 eV), and the detection of the energy spectrum of photoexcited electrons
ejected from the sample. XPS is one technique in the category of spectroscopies
known as Electron Spectroscopy for Chemical Analysis (ESCA), developed by
Kai Siegbahn and coworkers at Uppsala University[19].

The principal feature distinguishing XPS from other ESCA techniques is the
energy of the photoexcitation source. In XPS, X rays are typically produced by
electron bombardment of a suitable elemental target, most commonly Al or Mg.
Mg and Al x;ray sources produce characteristic Ko, 2 x-ray lines at energies of
1253.6 eV and 1486.6 eV, respectively[20].. Typical natural linewidths for non-
monochromatic Mg and Al x-ray sources are 0.7 eV and 0.8 eV full width at half
maximum (FWHM), respectively[20]; a monochromator can reduce the Al Ko
x-ray linewidth to 0.3 — 0.4 eV FWHM. The Ka; and Ka, characteristic lines
are produced by 2p3/; — 1s and 2p,/; — 1s atomic transitions, and are by far
the most intense x-ray lines produced in Mg and Al; the next most important
lines are the Kaz and Ko, lines, with intensities of approximately 8% and 4%
of the Ka,; intensity.

Photoelectron spectroscopy can also be performed using ultraviolet light sour-
ces, which produce photons with energies ranging approximately from 16 eV to 41
eV. This technique, known as ultraviolet photoelectron spectroscopy (UPS), has

the advantage that excitation sources with high intensity and narrow linewidths
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are readily available, providing higher resolution than available with XPS; how-
ever, the photon energies are too low for photoexcitation of electrons from inner
shell states to occur in most atoms, reducing the usefulness of the technique for
studies of chemical composition and bonding. UPS is typically used in detailed,
high-resolution studies of valence-band structure and surface electronic structure
in solids. Synchrotron radiation sources, which can provide a continuous spec-
trum of extremely high-intensity radiation ranging in energy from ~ 10 eV to
several keV, have also been used in photoelectron spectroscopy; the availability
of monochromators, however, has limited most of these studies to photon energies
of approximately 10-300 eV{14], and limited access to synchrotron sources has
also restricted their use.

The electron-energy spectrum obtained in x-ray photoelectron spectroscopy
is typically ’presented in terms of the electron binding energy, defined to be the
energy required to move the electron from its energy level within the sample to
infinity with zero kinetic energy. In XPS measurements, the binding energy is
always expressed relative to a reference level, which for solid samples is taken to be
the Fermi level of the sample-spectrometer system. This definition of the binding
energy, as well as its relation to electron kinetic energy immediately following
photoexcitation and as measured by the spectrometer, are shown schematically
in Fig. 2.1. For solid, sufficiently conductive specimens, an electrical contact is
made and thermodynamic equilibrium is established between the sample and the
spectrometer, resulting in a single Fermi level characteristic of both. It can then

be seen from Fig. 2.1 that the binding energy Ep is given by
hquB+Tnp+¢aP7 (21)

or

Ep=hv —Typ — bup, (2.2)
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Figure 2.1: Schematic diagram of energy levels relevant for x-ray photoelectron
spectroscopy. @, and ¢,, are the work functions (separation between the Fermi
level and the vacuum level) for the sample and spectrometer, respectively. T,
and T,, are the photoelectron kinetic energies immediately after ejection from
the sample, and as measured by the spectrometer, respectively; Eg is the binding
energy of the electronic core level with respect to the Fermi level Ey, and hv is.

the energy of the incident photon.
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where hv is the photon energy, T,, the electron kinetic energy measured by the
spectrometer, and ¢,,, the spectrometer work function. Also labeled in Fig. 2.1
are T,, the electron kinetic energy immediately following photoexcitation, and
@,, the work function of the sample.

A typical electron binding-energy spectrum for GaAs is shown in Fig. 2.2.
As seen in the figure, the spectrum contains peaks corresponding to atomic core
levels, and exhibits a continuous density of states near the valence-band edge (at
approximately 0 eV binding energy). The ability in XPS to photoexcite electrons
from core levels of all naturally occurring elements allows one to obtain a great
deal of chemical information about one’s sample. A quantitative determination
of chemical composition can be extracted by analyzing the relative intensities of
different atomic core-level peaks, and information about the chemical bonding
states of different atoms can be obtained by measuring energy shifts of atomic
core-level peaks. Such shifts occur because atoms in different chemical bonding
states transfer an amount of charge correlated approximately with the relative
electronegativity of the species to which they are bonded[21, 22]. Thus, atoms in
different chemical states have slightly different effective charge, producing shifts
in atomic core-level energies to higher or lower binding energies for positively and
negatively charged atoms, respectively.

A major distinguishing feature of all electron spectroscopies is that they are
extremely sensitive to surface properties, because of the short mean free paths of
electrons in solid materials. The main structural features present in the electron
binding-energy spectrum are produced by electrons that escape from the sample
without losing energy through inelastic scattering; electrons photoexcited from a
given energy level in the sample, but which lose energy through inelastic scatter-
ing, simply contribute to a broad background signal at greater binding energies

(corresponding to lower electron kinetic energy). For photoelectron kinetic en-
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Figure 2.2: A representative XPS electron-energy spectrum obtained from GaAs
(100). Peaks are observed for the Ga 3d and As 3d atomic core levels, and a
continuous spectrum is observed for the valence band states. A plasmon loss peak,
corresponding to excitation of a single plasmon mode by electrons photoexcited
from the Ga 3d core level, can also be seen. The discontinuity in the spectrum at
10 eV binding energy is due to the longer sampling times used near the valence

band edge.
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ergies typical of XPS experiments (approximately 1000-1500 eV), typical elastic
escape depths are 10—30 A, with the escape depth for semiconductors such as Ge
being approximately 25 A[12, 23]. Elastic electron escape depths decrease con-
siderably with electron kinetic energy; for photoelectron kinetic energies found
in UPS experiments (1 ~ 40 eV), electron escape depths of 5 — 10 A are typi-
cal. UPS is therefore extremely sensitive to surface electronic structure, and only
moderately sensitive to bulk electronic properties. XPS, while still somewhat
sensitive to surface electronic structure, yields an electron-energy spectrum that
is essentially characteristic of the bulk material. Fig. 2.3 shows electron mean
free paths measured in a number of materials as a function of electron kinetic en-
ergy. The mean free path reaches a minimum of only a few Angstroms at electron
energies of approximately 50 to 100 eV, and increases steadily to a few tens of
Angstroms at kinetic energies of 1000 to 2000 eV. In addition, the mean free path
rises quite sharply with decreasing electron energy for energies less than 50 eV,
allowing experiments utilizing tunable synchrotron-radiation sources, in which a
core-level peak intensity can be monitored as a function of electron escape energy,
to achieve considerable sample depth discrimination. The dashed line in Fig. 2.3
was obtained from a calculation of the inelastic mean free path of electrons in a
free-electron gas with a density approximating that in the valence band of most
solids[24, 25]; as seen in the figure, this model explains the experimental data
reasonably well.

The surface sensitivity characteristic of all photoelectron spectroscopies ne-
cessitates the creation of an ultrahigh vacuum (UHV) environment in which to
conduct these experiments. Typical XPS analytical UHV chambers are main-
tained at pressures of ~ 107!° Torr. At a background pressure of 10~® Torr,
contaminants with unity sticking coefficient will accumulate on the sample sur-

face at a rate of approximately one monolayer per second. Hence, a pressure
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Figure 2.3: Electron mean free path measured in a number of materials as a
function of electron kinetic energy. The mean free path reaches a minimum of
only a few Angstroms at electron energies of 50 to 100 eV, and rises to a few tens
of Angstroms at kinetic energies of 1000 to 2000 eV. The mean free path also
increases sharply with decreasing electron energy below 50 eV. The dashed line
represents a theoretical calculation of the mean free path in which the solid is
modeled as a free electron gas with a density approximating that in the valence

band of most solids. This model explains the experimental data reasonably well.

(After Ref. [24]).
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of 107'® Torr guarantees that a relatively clean surface can be maintained for
at least three hours, and in practice clean semiconductor surfaces can often be

maintained in a UHV environment over periods of several days or longer.

2.3 Measurement of Band Offsets by XPS

2.3.1 Experimental Considerations

The measurement of valence-band offsets by XPS is based on the ability to
measure very precisely characteristic core-level binding energies relative to each
other and to the valence-band edge in a semiconductor. Fig. 2.4 shows a schematic
energy-band diagram for a typical semiconductor heterojunction illustrating the
basic principle of the technique. To determine the value of the valence-band
offset, one first measures the binding energy, relative to the valence-band edge, of
a characteristic core level in each semiconductor. The core-level binding energy
provides a well-defined reference for the position of the valence-band edge in each
material. One then measures, in a heterojunction, the separation between the
reference core levels of each semiconductor; since the core levels in each material
provide a precise reference for the position of the valence-band edge, the core-
level energy separation can be translated directly into a value for the valence-band
offset,

AE,(1/2) = (B — BY) + (B} - BY) - (B} — B?), (2:3)

where AE,(1/2) is the valence-band offset between semiconductor 1 and semi-
conductor 2, E?; is the reference core-level energy of semiconductor i, and E! is
the position in energy of the valence-band edge in semiconductor i.

In a typical experiment, reference core-level binding energies are first mea-

sured in a thick film (approximately 250-5000 A) of each semiconductor. Some
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Figure 2.4: A schematic energy-band diagram illustrating the basic principle
of the XPS band-offset measurement. Reference core-level binding energies are
measured in thick films of each material, and the separation between the two ref-
erence core levels is measured in heterojunction samples. These three quantities

can then be combined to yield a value for the valence-band offset.
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care must be taken in choosing the core level that will be used as a reference.
Obviously, the atomic core level to be used must be unique to a single constituent
of the heterojunction, e.g., one could not use the As 3d core level as a reference
to determine the GaAs/AlAs band offset. In addition, the core levels chosen for
each heterojunction constituent should have binding energies that differ by at
least a few eV, in order to avoid the difficulty of separating peaks in overlapping
core-level spectra. Finally, the core levels chosen should not have binding energies
that are too large, i.e., much greater than about 100 eV. One typically wishes to
determine core-level binding energies to an accuracy of +0.02 eV or better, and
unnecessarily large absolute binding energies can lead to greater uncertainty in
determining the binding energy value.

The core-level energy separation is then measured in heterojunctions typically
consisting of approximately 25 A of one semiconductor grown on a thick layer
of the other. A thickness of 25 A is large enough to ensure that the electronic
structure of most of the top layer is characteristic of bulk material|26, 27, 28},
yet small enough to allow lossless escape of photoexcited electrons from the un-
derlying layer. In principle, the measured core-level energy separation should
be independent of the order in which the interface is grown, e.g., whether GaAs
is grown‘ on an AlAs surface, or AlAs on top of Ga,As; this property is known
as commutativity of the band offset. Some investigators have claimed, however,
that growth sequence can affect the detailed atomic structure of the interface,
and therefore the value of the band offset|29]. Thus, by checking for band off-
set commutativity, one might obtain some idea of the structural and electronic
quality of the grown interfaces. The existence of a consistent and reproducible
growth-sequence dependence in a particular heterojunction system would also
have implications for the design of devices utilizing that heterojunction.

Because of the sensitivity of the XPS technique to surface properties and
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chemical state, care must be taken to avoid surface and interface contamination
in samples used to measure band offsets. Formation of a surface oxide, for exam-
ple, could lead to a substantial distortion of the valence-band spectrum arising
from the alteration of surface states; in addition, surface oxides in many semicon-
ductors are known to yield chemically shifted components in the atomic core-level
peaks(30, 31, 32]. Both of these effects could lead to greater uncertainty in the de-
termination of core-level binding energies and core-level energy separations, and
therefore in the measured band offset value. Similarly, the contamination or other
chemical alteration of an interface could yield chemically shifted components in
atomic core-level spectra, and thereby affect the measurement of heterojunction
core-level energy separations.

To avoid complications arising from surface and interface contamination, a
number of investigators have been forced to employ surface passivation layers
to prevent contamination during transfer of samples through atmosphere from
the growth chamber to the XPS analytical chamber, both of which are individ-
ually maintained under UHV conditions[15; 33, 34, 35, 36]. Passivation layers
are generally quite effective in protecting sample surfaces from oxidation by the
atmosphere; however, the heating necessary to remove passivation layers, once
the sample has been transferred to the analytical chamber, can often affect the
surface and interfacial properties of the samplé. In particular, it is quite possible
that the evaporation of surface passivation layers in samples containing reactive
interfaces, such as III-V/II-VI heterojunctions, can enhance the formation of in-
termediate, chemically reacted layers at the interface[36]. A diagram of the UHV
system in which the sample growths and XPS measurements were performed is
shown in Fig. 2.5. As seen in the figure, a II-VI MBE system, a Si-Ge MBE
system, a III-V MBE system, a metallization chamber, and the XPS analytical

chamber are connected via UHV transfer tubes. Samples can be grown using
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multiple growth chambers (e.g., III-V/II-VI heterojunctions), and these samples
can be transferred directly, under UHV conditions, to the analytical chamber.
All three growth chambers were utilized at various times for the work described
in this thesis; the metallization chamber was not utilized in these studies.

We have avoided complications associated with surface passivation, exposure
of samples to atmosphere, and subsequent evaporation of protective capping lay-
ers by transferring samples among the various growth chambers and the XPS
analytical chamber entirely under UHV conditions. The various MBE growth
chambers and the XPS analytical chamber are interconnected via UHV trans-
fer tubes, allowing samples to be grown and analyzed without being exposed to
atmosphere.

Some care must be also be taken to prepare samples with appropriate doping
levels. If the doping level is too low, sample charging might occur and produce
spurious peak shifts; in practice, we have found that lightly doped (n~101® cm™3)
and even nominally undoped specimens are sufficiently conducting to avoid these
effects. The doping level must also be low enough to prevent excessive band
bending arising from Fermi-level pinning at the sample surface. The surface

depletion length is given approximately by[37]

2¢V

. (2.4)

L depl =

where € is the semiconductor dielectric constant, V is the difference in potential
between the surface Fermi-level pinning position and the bulk Fermi level, e is the
electronic charge, and N is the doping level in the semiconductor. To ensure that
XPS spectra from a sample are not distorted by band-bending effects, the doping
in the sample must be such that Lyepi > M., where A, is the elastic electron
escape depth, typically ~25 A. In GaAs, for example, the doping level should not
greatly exceed ~10'®, which corresponds to a depletion length Lg.p = 3000 A.
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Figure 2.5: Diagram of the UHV system in which the sample growths and XPS
measurements were performed. A II-VI MBE system, a Si-Ge MBE system, a
HI-V MBE system, a metallization chamber, and the XP$ analytical chamber
are connected via UHV transfer tubes. Samples can be grown using multiple
growth chambers (e.g., III-V/II-VI heterojunctions), and these samples can be
transferred directly, under UHV conditions, to the analytical chamber. This
arrangement allows us to avoid complications associated with surface passivation,
exposure of samples to atmosphere, and subsequent evaporation of protective
capping layers. All three growth chambers were utilized at various times for the
work described in this thesis; the metallization chamber was not utilized in these

studies.
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The XPS measurements reported in this thesis were all performed using a
Perkin-Elmer Model 5100 analysis system with a spherical capacitor electron-
energy analyzer and a monochromatic Al Ka x-ray source. A monochromatic
x-ray source is essential for obtaining an accurate measurement of valence-Band
offset values; in particular, the lineshape distortion, satellite peaks, and relatively
high background level characteristic of a nonmonochromatic x-ray source make

a precise determination of the valence-band edge position nearly impossible.

2.3.2 Data Analysis

To determine the valence-band offset to the desired accuracy of better than
+0.1 eV, it is necessary to measure core-level to valence-band-edge binding en-
ergies and core-level energy separations to a very high degree of precision. Using
the analysis techniques described in this section, we have routinely been able to
measure core-level to valence-band-edge binding energies to an accuracy of £0.05
eV or better, and core-level energy separations to £0.02 eV.

The positions of atomic core-level peaks are determined using one of two meth-
ods. In both cases, a background function (arising from inelastic scattering in the
sample) proportional to the integrated photoelectron intensity is first subtracted
from each core-level spectrum. For atomic core levels with small spin-orbit split-
tings (<0.8 eV), it is sufficient to assign the peak position to be the midpoint
of the two energies at which the intensity is half the maximum intensity. For
core levels with spin-orbit splittings large enough to produce two distinct peaks
in the spectrum, it is necessary to fit a characteristic peak-shape function to the
data. The peak-shape function we employed consisted of two identically shaped
Voigt functions separated by a fixed spin-orbit splitting, whose relative heights

scaled as (2J + 1). Voigt functions, consisting of a convolution of Gaussian and
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Lorentzian lineshapes, yield peak shapes that are approximately Gaussian near
the center and have Lorentzian tails, and have been found to provide accurate
descriptions of experimental XPS lineshapes[12, 38].

To locate the position of the valence-band edge in an XP$ spectrum, we
have employed a precision analysis technique developed by Kraut, Grant, Wal-
drop, and Kowalczyk[11, 12]. The description of the technique given here has
been adapted from the discussion by Kraut et al.[12]. The fundamental prob-
lem is that although the electronic density of states in the valence band vanishes
abruptly at the valence-band edge, the instrumental broadening introduced by
the finite x-ray linewidth and electron spectrometer resolution produces a tail
in the valence-band spectrum extending over a few tenths of an eV, obscuring
the exact position of the valence-band edge; the precision analysis technique of
Kraut et al. is a systematic and accurate method for locating the position of
the valence-band edge in the instrumentally broadened XPS spectrum. In this
approach, the XPS spectrum near the valence-band edge is modeled as a con-
volution of a theoretical valence-band density of states with an experimentally
determined XPS instrumental resolution function. This model function is then
fitted to the experimental data to give the position of the valence-band edge.
This analysis technique allows the position of the valence-band edge to be deter-
mined to an accuracy of a.pproxirﬁately 10.04 eV. The usual method[39, 40, 41]
of linearly extrapolating the experimental spectrum near the valence-band edge
to zero intensity is considerably more arbitrary, and for XPS$ spectra cannot be
expected to yield the positioﬁ of the valence-band edge to better than +0.1 eV.

The instrumental resolution function for our XPS system was determined from
experimentally observed Au 4f core-level lineshapes[12]. The Au 4f7/; and Au
4fs/2 atomic core levels are known to have an inherent Lorentzian lineshape with

a FWHM of 0.3174+0.010 eV[42] that is due to lifetime broadening. This inherent
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lineshape L(E) is convolved with the XPS instrumental resolution function g9(E)

to yield the observed experimental lineshape,
Wiwss(B) = S [ o(E - E')L(E')dE, (2.5)

where S, is simply a scale factor. To extract the instrumental resolution function
g(E), Voigt functions are fitted to the Au 4f core-level spectrum, from which a
background function proportional to the integrated photoelectron intensity has
been subtracted. If g(E) is also assumed to be accurately described by a Voigt
function, analytical expressions for the FWHM and relative Lorentzian compo-
nent of g(E) can be obtained in terms of the inherent Au 4f core-level linewidth
and the FWHM and relative Lorentzian component of the experimental Au 4 f
lineshapes. A typical Au 4f core-level spectrum and a least-squares fit of the
sum of two Voigt functions to the experimental data are shown in Fig. 2.6.

The instrumental resolution function g(E) is then used to construct a model
function for the XPS spectrum in the vicinity of the valence-band edge. In gen-
eral, the XPS spectrum I(E) consists of an instrumentally broadened electronic

density of states for the sample modulated by a photoelectric cross section,
I(E) = / " D(E')o(E', hv)Du(hv — E'g(E — E')dE, (2.6)
0

where hv is the photon energy, D(E') the electronic density of states in the sam-
ple, D.(hv — E') the continuum density of states, and o(E, hv) the photoelectric
cross section. Near the valence-band edge, D (hv—E') is approximately constant,
since the binding enefgies of valence-band electrons are much smaller than the
photon energy hv. In addition, experiments have demonstrated that the photo-
electric cross section varies slowly with energy near the valence-band edge[43].

Hence, Eq. (2.6) can be simplified near the valence-band edge to

I(E)=S$ /0 " D,(E')g(E — E')dE' + B, (2.7)
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Figure 2.6: Au 4f core-level spectrum, following background subtraction, and
least-squares fit of the sum of two Voigt functions (solid line) to the experimental

data. The Au 4f core-level lineshapes are used to determine the XPS instrumen-

tal resolution function.
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where a constant background B has been added, and the photoelectric cross
section and continuum density of states have been pulled out of the integral as
constants and incorporated in an overall scale factor S; D,(E’) is the electronic
density of states in the valence band.

In the work of Kraut et al.[12], the valence-band density of states was obtained
from published curves calculated by Chelikowsky and Cohen using a nonlocal
empirical pseudopotential method[44]. However, the relatively low energy reso-
lution and the apparently approximate nature of the published plots of densities
of states introduce considerable ambiguity in the calculated XPS valence-band
spectra. In addition, published plots of valence-band densities of states are not
available for certain materials, most notably AlAs. For most of the experiments
described in this thesis, we have performed calculations of valence-band densities
of states using an empirical pseudopotential method[45] in which nonlocal effects
have been approximated through the introduction of a nonlocal electron effective
mass m*[46]. Because of the sensitivity of the model function given by Eq. (2.7)
to the structure of the valence-band density of states near the valence-band edge,
we have included the spin-orbit splitting of the valence bands[47, 48] We have
also extended this method to treat XPS spectra from coherently strained mate-
rials by including effects arising from strain explicitly in the calculation of the
valence-band densities of states[49], allowing us to study the strain dependence
of band offsets in lattice-mismatched heterojunction systems[16, 18]. The calcu-
lation of valence-band densities of states by this method is described in detail in
Chapter 4. ,

Figs. 2.7(a) and 2.7(b) show typical XPS valence-band spectra and model
functions fitted to the experimental data for Si (100) and Ge (100), respectively.
The theoretical valence-band densities of states, calculated by the methods de-

scribed above, that have been used to construct the model functions are shown
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Figure 2.7: Typical XPS valence-band spectra and model functions fitted to the
experimental data for (a) Si ( 100) and (b) Ge (100). The theoretical valence-band
densities of states used to construct the model functions are shown in the insets

to each figure.
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in the insets to each figure. The uncertainty in the position of the valence-band
edge as determined by this technique is approximately +0.04 eV.

Using the techniques described above, we have been able routinely to mea-
sure core-level to valence-band-edge binding energies to accuracies of 4-0.05 eV
or better and core-level energy separations to +0.02 eV. This level of accuracy
allows us to measure valence-band offsets with an uncertainty of approximately
+0.07 eV. These measurements are therefore sufficiently accurate to allow us to
assess the viability of various device concepts in the material systems we have
studied, and to obtain quantitative descriptions of the expected behavior of novel

heterojunction devices.

2.4 Summary of Chapter

We have presented a discussion of the basic principles of x-ray photoelectron
spectroscopy, and described a technique by which XPS may be used to measure
valence-band offsets in semiconductor heterojunctic;ns. The advantages of the
XPS technique compared to other methods of measuring band offsets are that
(a) the epitaxial growths required are quite simple — only bulk material and
simple heterojunctions are needed; (b) it is not necessary to fabricate functional
electrical devices to perform the measurements needed to determine the band
offset; (c) the valence-band offset is determined directly from experimentally
measured quantities, rather than indirectly via sophisticated device modeling or
band-structure calculations; and (d) the ability in XPS to distinguish among
different chemical states allows information about heterojunction chemistry and
interfacial reactions to be obtained. These advantages make XPS a powerful
method for measuring band offsets in novel heterojunction systems.

The key component in measuring band offsets by XPS is the ability to meas-
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ure very precisely core-level to valence-band-edge binding energies in thick semi-
conductor films and core-level energy separations in heterojunctions. By fitting
core-level spectra using characteristic XPS lineshapes, we are able t§ determine
core-level binding energies to an accuracy of +0.02 eV; a precision analysis tech-
nique developed by Kraut et al.[11, 12| allows us to determine valence-band-
edge positions to approximately +0.04 eV. Combining the uncertainties in these
measurements, we are able to determine valence-band offsets with an uncer-
tainty of +£0.07-0.08 eV. In addition, we have extended the capabilities of the
XPS technique to measure strain-dependent band offsets in lattice-mismatched
heterojunctions[16, 18], and have used the sensitivity of XPS to chemical bonding
states to obtain information about interfacial reactions in certain heterojunction

systems[16, 17]. Details of this work are described in subsequent chapters.
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Chapter 3

Commutativity of the
GaAs/AlAs (100) Valence-Band
Offset

3.1 Introduction

3.1.1 Background and Motivation

Any discussion of heterojunction band offset measurements begins most natu-
rally with the GaAs/AlAs (100) interface. The GaAs/Al,Ga,_,As heterojunction
system is the most important technologically, gnd has therefore been the subject
of by far the most extensive experimental investigation. Despite these efforts,
there existed until quite recently considerable controversy regarding the actual
value of the GaAs/Al,Ga,_,As valence-band offset, and its possible dependence
on substrate orientation and growth sequence remains a subject of debate.

For several years the value of the GaAs/Al,Ga;_,As valence-ba,ndl offset

was thought to have been well established. A 1974 experiment in which Din-
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gle et al.[1, 2] measured optical-absorption spectra from Al Ga,_,As/GaAs/-
Al.Ga;_.As quantum-well heterostructures with * = 0.2 + 0.01 yielded a
conduction-band offset AE. = 0.88AFE,, corresponding to a valence-band off-
set AE, = 0.12AE,, where AE, is the difference in band gap between GaAs
and Al.Ga;_.As. Several other experiments seemed to confirm this measure-
ment. Gossard et al.[3] obtained a conduction-band offset AE, ~ 0.85AE; from
current—voltage (J/-V) measurements performed on GaAs/Al,Ga;_,As/GaAs
single-barrier heterostructures with square, triangular, and sawtooth-shaped bar-
riers. People et al.[4] measured a conduction-band offset AE, = (0.88+0.04)AE,
by capa,citance—volfage (C-V) profiling, and Welch et al.[5] obtained GaAs/-
Al.Ga;_.As quantum-well photoluminescence spectra consistent with AE, =
0.85AE,. Confidence in the so-called “85:15” rule was such that in experi-
ments in which substantially smaller conduction band offsets were observed|6, 7],)
the authors attributed the discrepancy to compositional grading at the GaAs/-
Al,Ga;_,As heterojunction during crystal growth, rather than considering the
possibility that their band offset value might be more correct than that given by
the 85:15 rule.

More recent experiments, however, have provided strong evidence that the
85:15 rule is indeed incorrect, and that the GaAs/Al.Ga;_.As valence-band off-
set is substantially larger than had been thought at first. A number of these
experiments have also provided detailed data relating the band offset to alloy
composition z and energy-gap difference AE, over the entire range of alloy com-
positions ¢ € [0,1]. The early experiments supporting the 85:15 rule were con-
ducted for only a limited range of alloy compositions, typically = <0.45.

The first indication that the 85:15 rule might be incorrect was provided by
photoluminescence measurements on parabolic quantum wells reported by Miller,

Gossard, Kleinman, and Munteanu(8]. Earlier measurements of band offsets using
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quantum-well photoluminescence or optical-absorption techniques utilized data
obtained from square quantum wells; in square quantum-well structures, the en-
ergies of the bound states depend much more sensitively on parameters such
as the quantum-well width and carrier effective mass than on the band offset.
For parabolic wells, the bound-state energies depend more strongly on the band
offset values; however, controlling the sample growths to ensure that the wells
are indeed parabolic is quite difficult. The data obtained by Miller et al. in-
dicated that the conduction-band offset was smaller than had been previously
thought, AE. ~ 0.50AE,. A subsequent analysis of exciton transitions in both
square and parabolic quantum wells by Miller, Kleinman, and Gossard[9] yielded
a conduction-band offset AE, ~ 0.57TAE,.

The results of Miller et al. led to renewed interest in the determina-
tion of the GaAs/Al,Ga;_,As band offset, and a large number of subsequent
measurements[10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21] yielded GaAs/-
Al,Ga;_.As band offset values consistent with the results of Miller et al. rather
than those of Dingle et al. Wang et al.[10, 15, 16], using a charge-transfer tech-
nique, reported valence-band offset values of 0.21+:0.03 €V, 0.126 4-0.04 eV, and
0.45+£0.05 eV for the GaAs/Aly 5GagsAs, GaAs/Aly26Gag.74As, and GaAs/AlAs
heterojunctions, respectively, corresponding to AE, = 0.28-0.39AE,. Arnold
et al.[11] used current-voltage measurements as a function of temperature to
deduce a valence-band offset AE, = 0.35AF, over a range of alloy compo-
sition ¢ € [0.3,1.0]. Okumura et al.[12] obtained a conduction-band offset
AE. = 0.67TAE, for < 0.42 from capacitance-voltage measurements. Hickmott
et al.[13] combined C-V and J-V measurements to obtain a conduction-band
oftset AE. = 0.63AE, for ¢ = 0.4. Watanabe et al.[14] used C-V measurements
to determine the conduction- and valence-band offsets independently, and ob-

tained values AE. = 0.62AE, for z € [0.15,0.30] and AE, = 0.38AFE, for
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¢ = 0.30. Batey and Wright[17, 18] used J-V techniques to measure the GaAs/-

Al,Ga;_,As valence-band offset as a function of alloy composition ¢, and obtained

AE, = 0.55¢ for z € [0,1]. Wolford et al.[19] studied quantum-well photolumi-

nescence in GaAs/Al,Ga;_,As heterostructures as a function of pressure; from an

analysis of the critical pressure for crossing in energy of the I'-like bound states

in GaAs and the X-like states in Al,Ga;_,As as a function of alloy composition,

a valence-band offset AE, = 0.32 £+ 0.0ZAEZ was deduced for ¢ ~ 0.28 and 0.70.

Photoluminescence measurements yielded evidence of a staggered band align-

ment, corresponding to AE, = 342 + 4 meV, in GaAs/Al,Ga;_,As heterostruc-

tures with = 0.37[20], and data for other compositions[21] were consistent with

AFE, = 0.55z. In all cases, measurements indicated that the energy-gap difference

was divided more equally between the conduction- and valence-band offsets than

had been indicated by the 85:15 rule. Most of these experiments were conducted

for G‘aAsv/ Al.Ga;_,As heterojunctions in which the band gap of Al,Ga,__As wasv
still direct, i.e., £ <0.4-0.45, and yielded conduction- and valence-band offsets of

AE, =~ (0.55-0.65)AE, and AE, = (0.35-0.45)AE,. For heterojunctions involv- -
ing Al,Ga;_,As layers with direct band gaps, the conduction- and valence-band

offsets could be measured independently; the requirement that AE.+AE, = AE,

then provided convincing confirmation that the band offset measuréments were

indeed valid.

The variation of the GaAs/Al,Ga;_,As valence-band offset with alloy com-
position ¢ was also a subject of considerable debate. The initial approach was to
assume that the conduction-band offset was proportional to the energy-gap dif-
ference at the heterojunction, even though the measurements of Dingle et al. were
carried out at only a single alloy composition. Arnold et al.[11] measured current-
voltage characteristics for p*-GaAs/Al,Ga;_,As/p~-GaAs ca,pa,citor structures,

and deduced a valence-band offset AE, = 0.35AE] for € [0.3,1.0]. Because
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the direct band-gap difference AE; is not linear in , this result was taken to
imply a nonlinear dependence of AE, on z. In contrast, measurements by Batey
and Wright[17, 18] of current-voltage characteristics as a function of tempera-
ture yielded a GaAs/Al Ga;_,As valence-band offset linear in alloy composition,
AE, =~ 0.55z. Uncertainties and inconsistencies in the actual band offset values
obtained by various investigators, however, render the exact form of this depen-
dence a secondary issue.

In conjunction with these experimental determinations of the GaAs/-
Al,Ga;_.As valence-band offset, considerable effort has been devoted to theoret-
ical calculations of band offset values for this and other heterojunction systems.
The early theories generally predicted very small valence-band offsets, the phys-
ical justification being that, near the valence-band edge, the valence-band wave
functions were derived primarily from p-like atomic orbitals of the anion. Since
the anion in GaAs and AlAs is the same, it was thought that the valence-band
edges should be at approximately the same position on an absolute energy scale.
In all cases, the AlAs valence-band edge was correctly predicted to be lower
in energy than the GaAs valence-band edge. The electron affinity rule[22, 23]
yielded a valence-band offset of 0.15 eV, while the theory of Harrison[24], based
on linear combination of atomic orbitals (LCAO), predicted a valence-band offset
of 0.04 eV. Frensley and Kroemer(25, 26], using a pseudopotential band struc-
ture calculat/ion, obtained a valence-band offset of 0 eV without interfacial dipole
corrections, and an offset of 0.69 eV with dipole corrections included. With the
exception of the dipole-corrected value of Frensley and Kroemer, these predic-
tions were all in general agreement with the value measured by Dingle et al. The
common anion rule of McCaldin, McGill, and Mead[27] is often erroneously cited
as predicting a very small GaAs/AlAs valence-band offset; because compounds

containing Al were not included in the data upon which the rule was based, the
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common anion rule should not necessarily apply to GaAs/AlAs heterojunctions.

Following the experimental realization that Dingle’s result was substantially
in error, a number of new theories predicting generally larger valence-band offsets
were developed. Theories based on interface dipoles were developed by Tersoft[28,
29] and by Harrison and Tersoff[30], and predicted valence-band offsets of 0.55
eV and 0.12 eV, respectively. A number of calculations taking into account the
electronic structure at specific interfaces were also developed. A self-consistent
interface calculation (SCIC) based on ab initio pseudopotentials was developed
by Van de Walle and Martin[31], and predicted a valence-band offset of 0.37
eV; the “model solid” theory[32] derived from the SCIC calculations yielded a
value of 0.60 eV. Linear muffin-tin orbital (LMTO) calculations developed by
Christensen[33] and by Lambrecht et al.[34] both predicted valence-band offsets
of 0.53 eV. The dielectric midgap energy model of Cardona and Christensen[35]
predicts a GaAs/AlAs valence band offset of 0.43 eV.

Additional complications can arise from variations in substrate orientation
and interface quality. Using the x-ray photoelectron spectroscopy (XPS) meas-
urement described in Chapter 2, Waldrop et al.[36, 37] observed a dependence of
the valence-band offset on both substrate orientation and growth sequence. For
samples grown on (100) substrates, valence-band offsets of 0.46 eV and 0.36 eV
were measured for AlAs grown on top of GaAs (AlAs-GaAs) and GaAs grown on
top of AlAs (GaAs-AlAs), respectively. For samples grown on (110) substrates,
valence-band offsets of 0.55 eV and 0.42 eV were reported for the AlAs-GaAs
and GaAs-AlAs growth sequences, respectively. These data were contradicted,
however, by XPS measurements made by Katnani and Bauer[38] on heterojunc-
tions involving GaAs, AlAs, and Ge. Katnani and Bauer did not observe any
dependence of the GaAs/AlAs valence-band offset on growth sequence, obtain-

ing a valence-band offset of 0.39 & 0.07 eV for both GaAs-AlAs and AlAs-GaAs
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heterojunctions.

A dependence of the valence band offset on substrate orientation would ap-
pear to be quite plausible, given the variations in atomic structure and chemical
bonding for different interface orientations. However, theoretical calculations
in which the detailed structure of specific, albeit ideal, interfaces is taken into
account generally predict a very small dependence of the band offset value on
substrate orientation[39, 40]. In addition, band offset measurements for GaAs/-
Alo.26Gag.74As (100) and (311) heterojunctions failed to show any dependence of
band offset values on substrate oriéntation[lG].

For ideal, abrupt interfaces, one would expect that band offset values should
not exhibit any dependence on growth sequence; that band offsets should be
independent of growth sequence is referred to as the commutativity property. The
dependence of the valence-band offset on growth sequence observed by Waldrop et
al. was thought to result from detailed, microscopic differences in epitaxial growth
on various semiconductor surfaces. It is known, for example, that interrupting
MBE growth at an AlAs surface affects photoluminescence spectra from GaAs/-
AlAs quantum-well structures very differently tha.n does growth interruption at
- a GaAs surface[41, 42]. A dependence on growth sequence of band offset values
in a given material system large enough to affect device properties, as were the
effects observéd by Waldrop et al., could have significant implications for the
analysis and design of heterojunction devices in that material system. Such a
dependence could also provide insight into the properties of an interface that are

most relevant in determining band offset values.
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3.1.2 Summary of Results

In this chapter we present measurements of the valence-band offset for GaAs-
AlAs and AlAs-GaAs heterojunctions[43, 44]. The Ga 3d core-level to valence-
. band-edge binding energy was measured in bulk GaAs (100) samples, the re-
sult being ES2)r — ES*A* =~ 18.73 £ 0.05 eV. Measurements of the Al 2p core-
level to valence-band-edge binding energy in bulk AlAs (100) samples yielded
Eplpe — EpM* = 72.71 + 0.04 eV. The Al 2p to Ga 3d core-level energy sepa-
ration was measured in AlAs-GaAs (100) and GaAs-AlAs (100) heterojunction
samples. For the GaAs-AlAs interface, we found Ejlp? — EG24f = 54.45 +0.02
eV, corresponding to a valence-band offset of 0.47 4 0.07 eV; for the AlAs-GaAs
(100) interface, we found E4ly* — EG2%4; = 54.43 £ 0.02 eV, corresponding to a
valence-band offset of 0.45 £ 0.07 eV. Within experimental error, we obtain a
valence-band offset AE, = 0.46 & 0.07 eV for the GéAs/AlAs (100) interface,
independent of growth sequence. All samples studied were transferred directly
from the molecular-beam epitaxy (MBE) growth chamber to the XPS analytical
chamber under ultrahigh vacuum (UHV) conditions, eliminating uncertainties as-
sociated with deposition and subsequent evaporation of surface passivation layers
-that are required for samples transported through atmosphere.

Our results establish the commutativity of the GaAs/AlAs (100) valence-band
offset, and are consistent with other recent GaAs/Al,Ga;_,As band offset meas-
urements refuting the 85:15 rule. We attribute the confirmation of commutativity
in our experiments to the high quality of our epitaxial growths. The results of
Waldrop et al.[36, 37] suggest that the specific epitaxial growth conditions em-
ployed can influence interface quality to an extent sufficient to affect band offset
values. Our measurements and those of Katnani and Bauer[38], however, demon-

strate that it is possible to grow GaAs/AlAs (100) heterostructures consistently
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and reproducibly, which do not suffer from these effects.

3.1.3 Outline of Chapter

The experimental procedure used to measure the GaAs/AlAs (100) valence-
band offset is presented in Section 3.2. Sample growth is described in Section
3.2.1, and the XPS measurements and data analysis are discussed in Section 3.2.2.
Because of the need to determine bulk core-level to valence-band-edge binding
energies and heterojunction core-level energy separations to a high degree of pre-
cision, considerable attention is paid to the detailed analysis of the XPS spectra
and the determination of core-level and valence-band-edge binding energies. The
results of our measurements are presented in Section 3.3; our demonstration of
commutativity of the GaAs/AlAs (100) valence-band offset, and the band off-
set value that we obtain, are discussed in the context of previous results. OQur

conclusions are summarized in Section 3.4.

3.2 Experiment

3.2.1 Sample Growth

Samples for these experiments were grown by molecular-beam epitaxy in a
PHI 430 growth chamber on Si-doped n*-GaAs (100) substrates. The sub-
strate preparation consisted of a degrease followed by a 90 second etch in 5:1:1
H,S04:H303:H;0. The native oxide was desorbed in the growth chamber by heat-
ing the substrate to ~610°C in an As flux. All of the sa,mple§ were grown at
600°C and were lightly doped n-type with Si to avoid both sample charging ef-
fects and excessive band bending arising from Fermi-level pinning at the surface

of the specimen.
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The Ga 3d core-level to valence-band-edge binding energy (E§2as — ES2A%) was

measured in three epitaxial GaAs layers >1 um in thickness. Electron mobilities
in these and similarly grown films were comparable to those typically reported for
high-quality MBE growth[45], and the samples exhibited good photoluminescence
at low temperatures. Two bulk AlAs samples were grown for this study; each
consisted of a 2500 A epitaxial layer of AlAs, with one grown on top of a 1.5 um
GaAs buffer layer and the other on top of a 1500 A Aly3GagrsAs buffer layer.
These samples were used to measure the Al 2p core-level to valence-band-edge
binding energy (Ejlsr — EMA®).

Two types of heterojunction samples were grown, allowing the commutativity
of the band offset to be checked. One type consisted of 25 A of GaAs grown on
top of AlAs layers ranging in thickness from 100 A to 500 A, while the other con-
sisted of 25 A of AlAs grown on top of 1000 A of GaAs; growth interruption was
not used in fabricating the heterojunction samples. In both cases, the interfaces
were believed to be fairly abrupt, given the results from quantum-well photo-
luminescence measurements and double-barrier resonant tunneling experiments
conducted on samples with similarly grown interfaces. Schematic diagrams of the
various types of samples grown, and the measurements performed on them, are

shown in Fig. 3.1.

3.2.2 X-ray Photoelectron Spectroscopy Measurements

XPS measurements were obtained using a Perkin~Elmer Model 5100 analysis
system; samples were excited using a monochromatic Al Ka x-ray source (hv =
1486.6 V), and electron energies were measured by a spherical capacitor analyzer.
The base pressure in the XPS analysis chamber was typically ~5 x 10~° Torr,
and the analysis chamber was connected to the MBE growth chamber via UHV
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Figure 3.1: Schematic diagrams of samples grown for this study, and the quanti-
ties measured in these samples. Bulk GaAs (100) and AlAs (100) samples, shown
in (a), are used to obtain the Ga 3d and Al 2p core-level to valence-band-edge

binding energies, respectively. Heterojunction samples, shown in (b), are used to
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transfer tubes, allowing samples to be grown and characterized without exposure
to atmospheric pressure. This arrangement eliminated experimental uncertainties
associated with surface passivation, sputter cleaning, and annealing of samples
that had been transferred through atmosphere; a number of other investigators
had been forced to employ such techniques to avoid surface contamination during
transfer of samples through atmospheric pressure[46, 47, 48, 49, 50].

Measurements were obtained from three pure GaAs (100) samples and two
pure AlAs (100) samples, and from three GaAs-AlAs (100) and two AlAs-GaAs
(100) heterojunctions. Fig. 3.2 shows a schematic energy-band diagram for the
GaAs/AlAs interface. The core levels of interest in the band offset measurement
are the Al 2p level and the Ga 3d level in AlAs and GaAs, respectively. From
Fig. 3.2, it can be seen that the valence-band offset is given by

= (BRiy — Ecaad) + (B — EX*V) — (Bflay — EMM). (3.1)

The core-level to valence-band-edge binding energy differences (ES2Ar — EGeAs)
and (Ej}* — E}A*) are obtained from measurements on pure GaAs and AlAs
samples, respectively, and the Al 2p to Ga 3d core-level energy separation (E4 A12p
E§}) is measured in the GaAs-AlAs and AlAs-GaAs heterojunction samples.
For each sample, a binding energy window that included all energy levels of
interest was scanned repeatedly for ~15-20 hours. Because of the low count rate
for electrons near the valence-band edge, energies in that region were sampled for
a longer time than energies in other parts of the spectrum. Spectra from pure
GaAs and pure AlAs and from GaAs-AlAs and AlAs-GaAs heterojunctions are
shown in Figs. 3.3 and 3.4, respectively. In Fig. 3.3, the discontinuities in the
spectra at a binding energy of 10 eV are due to the longer sampling time used

near the valence-band edge, which occurs at approximately 0 eV binding energy;

the valence-band spectra for GaAs and AlAs are also shown on enlarged scales,
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Figure 3.2: Schematic energy-band diagram for the GaAs/AlAs interface. The
Al 2p and Ga 3d core-level to valence-band-edge binding energies are measured
in bulk AlAs and GaAs, respectively, and the Al 2p to Ga 3d core-level energy

separation is measured in GaAs/AlAs heterojunction samples.
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as indicated in the figure.

To obtain sufficiently accurate core-level energy separations and core-level to
valence-band-edge binding energies, it is necesary to determine peak positions
and va.lence;band-edge positions to a high degree of precision. To find core-level
peak positions, we subtracted from each core-level peak a background function
(arising from inelastic scattering in the sample) proportional to the integrated
photoelectron intensity, and defined the peak energy to be the midpoint of the two
energies at which the intensity was half the maximum intensity. This procedure
was sufficient to determine core-level peak positions with an uncertainty of 4-0.02
eV, and typically core-level energy separations were reproducible to +0.01 eV for
a given sample.

To locate the position of the valence-band edge in the bulk GaAs and AlAs
XPS spectra, we employed the precision analysis technique developed by Kraut
et al.[51]. In this approach, described in detail in Section 2.3.2, the XPS spec-
trum near the valence-band edge is modeled as a convolution of a theoretical
valence-band density of states with an experimentally determined XPS instru-
mental resolution function. This model function is then fitted to the experimen-
tal data to give the position of the valence-band edge. Due to the similarity in
the valence-band spectra for GaAs and AlAs[37], we were able to use the GaAs
valence-band density of states, calculated using a nonlocal empirical pseudopoten-
tial method([52], to analyze the valence-band spectra from both materials. For a
given sample, core-level to valence-band-edge binding energies were reproducible
to better than 10.04 eV.

When determining the position of the valence-band edge using this method,
complications can arise from the presence of surface states in the energy region
near the valence-band edge[51]. These surface states produce contributions to the

XPS spectrum that are unaccounted for in the theoretical valence-band density
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of states, and can affect the calculated position of the valence-band edge by ~0.1
eV or more. No such effects were observed in our AlAs (100) samples, but a
p.-like surface state was detected in the GaAs (100) samples, in agreement with
previous studies of the (2 x 4) GaAs (100) surface reconstruction[53]. Thus, the
position of the GaAs valence-band edge was determined by analyzing the XPS
valence-band spectrum only in an energy region in which no surface states were

observed.

3.3 Results and Discussion

The core-level to valence-band-edge binding energies measured for the three
GaAs (100) and two AlAs (100) samples are shown in Table 3.1. For GaAs
(100), the result is (EGf — ES*A*) = 18.73 £ 0.05 eV, and for AlAs (100) we
obtain (Eflp* — EMA®) = 72.71 :l: 0.04 eV. These values are in good agreement
with those obtained by Waldrop, Grant, and Kraut[37]. Table 3.2 lists the core-
level binding energy separations measured for the AlAs-GaAs (100) and GaAs-
AlAs (100) heterojunction samples. For the GaAs-AlAs (100) interface, we find
(Eplpy — ES2M) = 54.45+0.02 eV. Using Eq. (3.1), we see that this corresponds
to a valence-band offset of 0.474-0.07 eV. The core-level binding energy separation
for the AlAs-GaAs (100) interface was found to be (E4lA* — ES2As) = 54.43+0.02
eV, corresponding to a valence-band offset of 0.45 + 0.07 eV.

From these measurements it may be seen that the valence-band offsets for the
two different growth sequences are within 0.02 eV of each other, demonstrating
that the GaAs/AlAs (100) band offset is commutative. The observation of com-
mutativity for the GaAs/AlAs (100) interface is in agreement with the results
of Katnani and Bauer[38] and of Wang et al.[16], but disagrees with the obser-
vations of Waldrop et al.[37], who reported a dependence of the band offset on
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———-————_—_—__———_—'——_'__——-———————-———_._______——__—

Semiconductor Sample ESr  EGeas By — EAlAs
(V) (eV)
GaAs (100) 111024 18.75
GaAs (100) 111031 18.72
GaAs (100) 111054 18.73
AlAs (100) 111027 72.70
AlAs (100) 111058 72.72

__————————-——————_—___—___—_—_—____—————————_——_——__

Table 3.1: Measured core-level to valence-band-edge binding energies for GaAs

(100) and AlAs (100) samples.
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%

Heterojunction Sample Epie — ES4s
(eV)
GaAs-AlAs (100) 111036 54.44
GaAs-AlAs (100) 111085 54.46
GaAs-AlAs (100) 111087 54.45
AlAs-GaAs (100) 111045 54.43
AlAs-GaAs (100) 111050 54.42

%

Table 3.2: Measured Al 2p to Ga 3d core-level binding energy separations for
GaAs-AlAs (100) and AlAs-GaAs (100) heterojunction samples.
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both growth sequence and crystal orientation. In particular, Waldrop et al. re-
ported a valence-band offset of 0.46 eV for the A1As-GaAs (100) heterojunction,
in agreement with our result, but obtained a value of 0.36 eV for the GaAs-AlAs
(100) band offset. The latter result suggests that, for the GaAs-AlAs (100) het-
erojunction, differences in growth conditions between our samples and those of
Waldrop et al. significantly influenced the quality of the interface, and therefore
the value of the band offset.

The fact that XPS band offset measurements are not consistently commu-
tative or noncommutative would seem to indicate that growth conditions and
interface quality can have a significant effect on the value of the band offset. If
this were the case, one would expect that nearly ideal interfaces would obey the
commutativity rule, while nonideal interfaces would exhibit noncommutativity.
The confirmation of band offset commutativity in our experiments may therefore
be taken as an indication that under sufficiently controlled growth conditions, it
is possible to grow consistently high-quality interfaces, with band offsets that are
independent of growth sequence, for both normal and inverted GaAs/AlAs (100)
heterojunction structures.

The value we have obtained for the GaAs/AlAs (100) valence-band offset,
0.46 + 0.07 eV, is well within the range of experimental values that have been
reported. Fig. 3.5 shows our result among a number of other experimentally mea-
sured GaAs/AlAs band offset values. These values range from 0.36 eV to 0.56 eV,
with the more commonly accepted values ranging from 0.45 eV to 0.56 eV. Be-
cause of the hygroscopic nature of pure AlAs, relatively few ei sttu (e.g., electrical
or photoluminescence) measurements have been made for the GaAs/AlAs hetero-
junction. Arnold et al.[11] studied current-voltage characteristics as a function of
temperature and obtained a valence-band offset AE, = 0.35AF,, corresponding

to AE, = 0.56 eV for the GaAs/AlAs interface. Batey and Wright[17] used J-V



129

techniques to obtain AE, = 0.55z for the GaAs/Al Ga,_,As valence-band offset,
corresponding to AE, = 0.55 eV for GaAs/AlAs. XPS measurements by Kat-
nani and Bauer [38] yielded AE, = 0.39 £ 0.07 eV. Waldrop et al.[37] measured
AE, =0.36 £ 0.05 eV for the GaAs-AlAs (100) interface, and AE, = 0.46 +0.05
eV for-AlAs-GaAs (100).

{’/Fig. 3(‘.\(’3;,s>umma,rizes several of the experimentally measured conduction- and
va.lgiﬁze/-l;énd offsets that have been reported for GaAs/Al,Ga;_,As heterojunc-
tions. Assuming that the valence-band offset is a linear function of composition
¢, a least-squares fit to the data yields AFE, = 0.48z eV, as shown in the figure.
The‘corresponding conduction band offsets, for both the the I' and X valleys
in Al,Ga;_,As, are also shown in the figure. The I'-point (direct) and X-point
(indirect) band gaps in Al,Ga;_,As as a function of alloy composition z have

been taken from the review of Adachi[54].

3.4 Conclusions

We have presented a brief synopsis of the controversy over the GaAs/-
Al,Ga;_.As band offset value, beginning with the initial (and erroneous) op-
tical determination by Dingle et al.[1, 2], that the valence-band offset was only
a small percentage of the total band-gap difference, AFE, ~ 0.12—O.15AE,, and
progressiﬁg to the currently accepted range of values, AE, ~ 0.3-0.4AE, and
AE, = 0.45-0.55z, depending on whether one believes that the valence-band
offset should depend linearly on the band-gap difference AE, or on the alloy
composition £. Numerous attempts have also been made to predict theoreti-
cally the value of the GaAs/AlAs valence-band offset; several recently proposed
theories 28, 29, 31, 32, 33, 34, 35] have yielded GaAs/AlAs valence-band off-

sets in reasonable agreement with the experimental values, but only after the



130

0.00 -
-0.10 4
P
G
~ =-0.204
)
on
-O .
(M)
-8 -0.30 4
O /Waldrop et al. (1987)
o (GaAs—AlAs)
§ ~0.40 - Katnani aond Bauer (1986)
o /Wang and Stern (1985)
S \Yu et al. (1988)
—0.50 - Waldrop et al. (1987)
(AlAs—GoAs)
Batey and Wright (1986)
\Arnold et al. (1984).
—0.60

GaAs AlAs

Figure 3.5: GaAs/AlAs valence-band offsets measured by various investigators.
The values of Katnani and Bauer (Ref. [38]) and of Waldrop et al. (Ref. [37])
were obtained by XPS. The values of Wang and Stern (Ref. [15]), of Batey and
Wright (Ref. [17]), and of Arnold et al. (Ref. [11]) were derived from electrical

measurements.
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GaAs X AlAs

Figure 3.6: Summary of experimental band offset data for the GaAs/Al,Ga;_,As
heterojunction. Data are from Miller et al.[9] (s); Wang et al.[10, 15, 16] (o);
Arnold et al.[11] (w); Okumura et al.[12] (z); Hickmott et al.[13] (A); Watanabe
et al.[14] (A), Batey and Wright[17, 18] (V); Wolford et al.[19] (7); and Yu et
al.[43, 44] (x).
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experimental values had become known. In general, theories have at best been
able to confirm, rather than predict, band offset values in GaAs/AlAs and other
heterojunction systems.

Conflicting evidence has been reported regarding the dependence of the
GaAs/Al,Ga;_.As valence-band offset on growth sequence and crystal orien-
tation. XPS measurements by Waldrop et al.[37] indicated a dependence of the
band offset on both growth sequence and substrate orientation. Other investiga-
tors reported that the band offset was independent of both growth sequence[38]
and crystal orientation[16].

In this chapter we have described work that attempts to resolve the issue of
commutativity in the GaAs/AlAs material system, and that provides an XPS
measurement of the valence-band offset obtained using samples known to be of
high quality. Our measurements demonstrate that GaAs/AlAs heterostructures
can be consistently grown that exhibit commutativity of the band offset, and
we obtain a valence-band offset AE, = 0.46 + 0.07 eV, independent of growth
sequence. This value is in good agreement with the commonly accepted GaAs/-
AlAs valence-band offset values determined by XPS, electrical measurements, and
optical measurements. Our observation of commutativity is in agreement with
some, but not all, published results for the GaAs/AlAs (100) interface. This
indicates that we have been able to grow consistently high-quality interfaces for
both normal and inverted GaAs/AlAs heterojunctions, since band offset com-
mutativity is to be expected for ideal interfaces, and that commutativity of the
GaAs/AlAs (100) band offset may be safely assumed in the design and analysis

of quantum-effect device structures.
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Chapter 4

Measurement of the Si/Ge (001)
Valence-Band Offset: The Role

of Strain

4.1 Introduction

4.1.1 Background and Motivation

Advances in epitaxial growth techniques have stimulated great inter-
est in strained-layer heterostructures realized in lattice-mismatched material
systems(l, 2, 3, 4, 5, 6, 7, 8]. The study of heterostructures in lattice-mismatched
material systems involves a number of issues that do not arise for lattice-matched
heterojunctions, chief among these being the conditions under which coherently
strained epitaxial structures can be grown, and the effect of strain on electronic
structure in a coherently strained semiconductor heterojunction.

We have chosen the Si/Ge (001) heterojunction as a prototypical material sys-
tem in which to study the effects of strain on band offset values. The Si/Ge (001)
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heterojunction system was particularly appropriate for this type of study, because
of the large lattice mismatch (4.18%) between Si and Ge, and because conditions
under which coherently strained epilayers can be grown are well known[9, 10, 11].
In addition, theoretical calculations of the Si/Ge (001) valence-band offset have
been performed that explicitly incorporate the effects of strain[12]; these calcu-
lations, as well as a number of experimental results[13, 14, 15, 16], indicate that
strain strongly influences the value of the valence-band offset.

The Si/ Gé interface is also of significant technological interest, because of the
possibility of integrating devices utilizing Si/Si;..Ge, heterojunctions directly
into existing Si-based structures[17]. A number of Si/Si;_.Ge, heterostructure
devices have been demonstrated or proposed. The demonstration of modulation-
doping effects in Si/Si;_,Ge, heterojunctions for holes[18] and electrons[19, 20]
has led to the realization of Si/Si;_,Ge, modulation-doped field effect transistors
(MODFET’s) with both p-channel[21] and n-channel{22] conduction. Si/Si;_.Ge,
double-barrier resonant tunneling diodes have been demonstrated for holes[23, 24]
and proposed for electrons[25], and Si/Si;_.Ge, resonant-tunneling hot-electron
transistors have been fabricated(26]. Si/Si;_.Ge, heterostructures have also been
proposed for optical and optoelectronic applications. Enhanced optical emission
and absorption in Si/Si;_.Ge, superlattices compared to that in pure Si has
been predicted[27, 28, 29, 30, 31, 32, 33, 34, 35], and Si/Si;_.Ge, superlattices
have also been studied as possible long-wavelength infrared detectors based on
intersubband absorption[36, 37, 38, 39].

The behavior of Si/Si;_,Ge, heterostructure devices depends critically on
the values of the conduction- and valence-band offsets. Because of the lattice
mismatch between Si and Ge, at least one constituent of any dislocation-free
Si/Si;_.Ge, heterojunction will necessarily be strained. vIn particular, the in-

plane lattice constant a; must be the same for each layer, forcing the lattice to
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deviate from its natural structure in at least one layer; an interface at which this
condition is satisfied is referred to as being coherently strained. Strain reduces the
inherent tetragonal symmetry in each layer, leading to changes in the electronic

structure of the heterojunction.
Influence of Strain on Bulk Band Structure

The effects of strain on band offset values can be understood most easily by
examining first the effect of strain on the electronic structure of a bulk semicon-
ductor using k- p theory. For simplicity the discussion will be limited to the
case of [001] strain. In k - p theory, the band structure for a crystal with cubic
symmetry near a level that is threefold degenerate (neglecting spin degeneracy)

at the I' point (l; = 0) is given by a Hamiltonian of the form[40]

Lk2 + M(K2 + k?) Nkyk, Nk,k,
H(kik;) = Nk,k, Lk2 + M(k2 + k2) Nk,k, ;
Nk,k, Nkk, Lk? + M(K2 + k2)

(4.1)
where the basis elements have been taken to be {X,Y, Z}, valence band wave
functions that transform as p-like atomic orbitals. Bir and Pikus[41] have shown
that because strain in a cubic crystal can be described by a strain tensor ¢;; having
the same symmetry as the quadratic tensor k;k; in Eq. (4.1), the perturbation

Hamiltonian describing strain effects can be written

leze + meyy + €;;) TEqy ne,,
H(eij) = Nézy le,y + m(€ze + €22) Ny, )
NE€y, NEy, le., + m(ez:n + Eyy)

(4.2)

or rewriting Eq. (4.2) in terms of the conventional deformation potentials{41, 42]
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a, b, and d,

( b(3ezz — Tre;; )
(Beee i) Vicesy V3ce.,
+ aTre;;

b(3e,, — Tre;.
H(e;) = V3ceyy (36w i) V3ce,, , (4.3)

+ aTre,-j

b(3e,, — Tre;;
Vi3ce., V3ce,, { 2
\ + (ITI'G,'J' )

where Tre;; = (€2 + €4 + €,.) and

_lt+2m b=___.l_m d= - (4.4)

3 7 37’ V3

From Eq. (4.3) it can be seen that purely isotropic strain, also referred to

as hydrostatic strain, produces an overall shift in energy; the degeneracy of the
bands is not affected, since a pure dilation does not change the symmetry of the
crystal. The size of this energy shift is determined by the deformation potential
a, also referred to as the hydrostatic deformation potential. For purely uniaxial
(volume-preserving) strain in the [001] direction the symmetry of the crystal is
reduced, and the bands are split by an energy 3|b(€e.. — €yy)| = 3|b(e,, — e,;.,,)l.
The size of the splitting for [001] strain is determined by b, which we shall refer
to as the uniaxial deformation potential. |

To obtain the valence-band splittings with spin-orbit effects included, one
must transform from the {X,Y; Z} basis in which we have been working to an

angular-momentum basis |j,m) given, for example, by[43]

3.3) = (UV(X+iv)T, (4.5)
53 = (VB2 1 ~(X +iY) U], (4.6)
-3 = (WVBRZL~(X-ir)1), (4.7)
13- = (Uv2)(Xx-ir) |, (4.8)
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35.-3) = (UVB)Z L +HX -dY) 1. (4.10)

Spin-orbit effects split the six bands into a fourfold degenerate ps/, multiplet and a
twofold degenerate p;/, multiplet; at the Brillouin zone center, |2, +2) correspond
to the heavy-hole band, |2, +1) to the light-hole band, and |3, +3) to the split-off
band. In the presence of strain, the positions of these three valence bands at the

T point, relative to the average position of the three bands, are[12, 42|

AEw, = iAo — 18Eo, (4.11)
AEn = —1Dg+16Eoq + 1\/A3+ DobEony + 26E2y, (4.12)
AE,, = —3%0o+36Eon — 3\/A%+ AcbEony + 26E,, (4.13)

where Ag is the spin-orbit splitting and § Egg; = 2b(€,, — €, ). For experimentally
measured values of the deformation potential b in Si[44] and Ge[45], the linear
multiplet splitting § Ego; can be as large as a few tenths of an electron volt for

highly strained Si and Ge crystals.
Influence of Strain on Band Offsets

The effect of strain on band offsets has been studied theoretically by Van de
Walle and Martin[12, 46]. For a coherently strained (001) heterojunction with an
in-plane lattice constant ), the strain tensor components and growth-direction

lattice constant for material 7 are

€ra = Eyy = u, (4.14)
a;
€7 = —222-'16“. = —Doo1€zz, (4.15)
C11,:
€y = €2z =€ =0, (4.16)

ar = (l+e€.;)a;, (4.17)
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where ¢;; ; and ¢y are the elastic constants and a; is the natural lattice constant
of material 7. For Si and Ge, these elastic constants yield D3}, = 0.76 and DS, =
0.72; the natural lattice constants for Si and Ge are as; = 5.431 A and AGe =
5.658 A. The uniaxial deformation potential b for‘ strain in the [001] direction has
been determined experimentally for both Si and Ge, with the measured value for
Si[44] being bs; = —2.10 + 0.10 €V, and for Ge[45] being bg. = —2.86 + 0.15 eV.
Using these values, one can see that for Ge coherently strained to a Si substrate
(¢ = 5.431 A), 6Eo1 = —0.395 eV, and for Si coherently strained to a Ge
substrate (a = 5.658 A), 8Eg0; = 0.309 eV. Hence, strain in lattice-mismatched
heterojunctions can potentially change band offset values by a few tenths of an
electron volt or more simply because of splitting of the heavy-hole, light-hole,
and split-off valence bands relative to their average position.

The other factor that determines the effect of strain on band offset values
is the hydrostatic deformation potential a for the average position of the three
valence bands. This quantity is difficult to measure éxperimentally or even to cal-
culate since it determines energy shifts on an absolute energy scale, whereas most
experiments and calculations determine only changes in the relative positions of
different bands. The problem of calculating absolute deformation potentials is in
fact closely related to the problem of calculating band offsets, since both require
that energy-band positions be determined on an absolute energy scale[46]. Van
de Walle[46] has calculated the deformation potential a for several materials us-
ing his model solid theory, obtaining for Si and Ge ag; = 2.46 eV and age = 1.24
eV. Given a value for a, the absolute shift in energy of the average position of

the three valence bands is

6Ev,av = G%Q = aTre,-,-, (418)

where AQ/Q = Tre;; is the fractional volume change induced by the strain.
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For Ge coherently strained to Si (a; = 5.431 A), Eq. (4.18) yields §E,,, =
—0.064 eV, and for Si coherently strained to Ge (a“ = 5.658 A), a shift 6E, 0y =
0.127 eV is obtained; these values are both quite small compared to the valence
band splittings for comparable levels of strain. In addition, a full, self-consistent
interface calculation by Van de Walle and Martin[12] indicates that the shifts
in valence-band-edge positions arising from hydrostatic deformation potentials
should be very small. These calculations suggest that the changes in valence-band
offset values induced by strain should be determined primarily by the splittings
of the light-hole, heavy-hole, and split-off valence-bands, and that the sizes of

these shifts can be as large as a few tenths of an electron volt.
Critical Thickness and Strain Relaxation

An additional issue that arises in studies of lattice-mismatched heterojunc-
tions is the ability to grow actual coherently strained, dislocation-free hetero-
junctions. FEach layer in a coherently strained heterostructure must be kept
below the critical thickness for strain relaxation, beyond which strain in the
layer will be relieved via the formation of dislocations. A number of theo-
retical models have been developed to predict the critical thickness for strain
relaxation[9, 10, 47, 48, 49, 50, 51, 52], and critical thicknesses for a variety of
material systems have been measured experimentally[11, 28, 48, 53, 54, 55].

The early theories of critical thickness, developed primarily by Van der
Merwe[9, 10], assumed that the crystal would reach thermodynamic equilibrium
and settle into the state of lowest energy. Hence, for film thicknesses below the
critical thickness, the film should be coherently strained to match the in-plane
lattice parameter of the substrate, and above the critical thickness the mismatch

should be accommodated by a network of misfit dislocations. Van der Merwe
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calculated the energy associated with a network of misfit dislocations using the

Peierls-Nabarro model[9], obtaining

Ey~ 41r(+p{a—) [1 ~In (12jfa)J , (4.19)

where a is the relaxed lattice constant, f is the fractional lattice mismatch, p is
the shear modulus, and o is Poisson’s ratio. The energy density in a coherently
strained layer is obtained from simple elasticity theory,

B, =2t (1—1’) I3 (4.20)

l—-0o
where ¢ is the film thickness. By equating the energy densities in a strained layer
and in a layer that has relaxed via formation of misfit dislocations, one obtains

an expression for the critical thickness for strain relaxation,

t. = 577(11@ [1 ~In (1‘2{%)} . (4.21)

The validity of Van der Merwe’s model depends on the crystal being able to
reach a state of thermodynamic equilibrium. It may be possible, however, for
crystals grown epitaxially at low temperatures to exist in a metastable state.
Consider, for example, an interface for which the critical thickness ¢, has some
finite value. When the thickness of the overlayer is less than t., the film will be
coherently strained. As the overlayer thickness increases beyond ., the film willv
remain coherently strained until dislocations nucleate to accommodate the misfit.
Formation of these dislocations, however, often requires a nonzero activation
energy; if the temperature of the crystal is much lower than this activation energy,
the crystal may either remain in the now metastable, coherently strained state,
or else form fewer dislocations tha.p needed to minimize the total energy for film
thicknesses greater than the critical thickness.

An alternate approach to calculating critical thicknesses was proposed by

Matthews and Blakeslee[48]. Rather than minimize the total energy of strain
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and dislocations in a crystal, Matthews and Blakeslee considered the forces on
dislocation lines in deriving an expression for the critical thickness. The critical
thickness in their model depended on the balance between the tension of threading
dislocation lines and the lateral force exerted by the misfit strain. Matthews and

Blakeslee gave expressions for the misfit force F. and threading dislocation tension

A,
F, = 2u (i-f—a) btf cos A, (4.22)
~0
- et (o))
F = (1—0) (1 o cos a) In 3 +1), (4.23)

where b is the magnitude of the Burgers vector of the dislocation, and cos A and
cos a are geometric factors related to the relative orientations of a dislocation line,
its Burgers vector, and the interfacial plane. Balancing the forces given in Egs.

(4.22) and (4.23), one obtains an implicit expression for the critical thickness,

F= i) (in (%) +1). (124)

For small misfit strain forces, the layers will remain coherently strained; for suf-
ficiently large misfit strain forces, however, the threading dislocation line will
expand by elongating in the plane of an interface, producing a misfit disloca-
tion line along the interface connecting the threading dislocations in each layer.
When this occurs, the mismatch is no longer accommodated completely by co-
hei'ent strain, but by a combination of misfit dislocations and strain.

More recently, a model for calculating critical thicknesses was proposed by
People and Bean[49]. This model is very similar to the original theory of Van
der Merwe, in that the critical thickness is determined by minimizing the energy
in the entire crystal (thermodynamic equilibrium), rather than by requiring that
dislocation lines be in mechanical equilibrium. The main difference between the

approaches of Van der Merwe and of People and Bean is in the calculation of
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the dislocation energy density. Van der Merwe calculated the energy density of
a misfit dislocation by considering the energy density of its strain field, and then
adding a “potential energy” term calculated using the Peierls-Nabarro model.
People and Bean consider the energy deﬁsities of various types of dislocations
and assume that all misfit dislocations will be of the type with the lowest energy
— the screw dislocation. This assumption is unphysical, however, since a screw
dislocation does not accommodate lattice mismatch. In order to accommodate
mismatch, a dislocation must somehow incorporate or eliminate extra atoms to
produce a change in the lattice constant. Screw dislocations merely shift rows of
atoms with respect to adjacent rows and therefore do not accommodate lattice
mismatch. The misfit dislocations with lowest energy are therefore edge disloca-
tions. For isolated screw and edge dislocations, respectively, the energy densities
are taken to be

pub? t
1 T
874/2a "%

E = (li(r) (8:55a>ln£. (4.26)

Using Eq. (4.20) for the strain energy density, and equating the strain and dislo-

E,

(4.25)

cation energy densities, People and Bean obtain

l-0o b? t
2 _ In-=, 4.27
f (1 + U) 1671/ 2at, "% (427)

Eq. (4.27) is valid assuming that only screw dislocations are present; for edge

dislocations, the right-hand side of Eq. (4.27) should include an extra factor of
1/(1 - o).

Egs. (4.25) and (4.26) for the dislocation energy density, however, correspond
to an unphysical model for dislocation distribution in the crystal(56]. To obtain
these expressions, one must assume a characteristic width over which the disloca-

tion’s influence extends; the energy density is then calculated per unit length of
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the dislocation line. Since the model assumes that when misfit is accommodated
by dislocations, the energy density is independent of position, the correct width
to use is roughly the spacing between dislocation lines. Eqs. (4.25) and (4.26),
however, assign each dislocation line a width of 2v/2a ~ 16 A. This means that
the dislocation lines are assumed to be ~16 A apart, independent of the lattice
misﬁatch. To assume both a constant spacing and a constant Burgers vector
while letting the lattice mismatch vary is clearly unphysical. The justification
proposed by People and Bean for this assumption is that the dislocation line
width is a phenomenological parameter that reflects the effective lateral extent
of the strain field, and was therefore chosen to yield the best agreement with the
experimental data of Bean et al.[28].

The other questionable assumption made in this model is that the charac-
teristic size of the strain field arising from the dislocation is given by the film
thickness. In fact, this is true only when the film thickness ¢ is comparable to
the dislocation spacing p, or when the film thickness and the dislocation spacing
are both much larger than the lattice constant a (because of the logarithmic de-
pendence of the dislocation energy density on strain-field size R, the exact value
of R for very large R becomes unimportant[57]). For a<¢<p, the formula used
will neglect much of the energy in the film arising from dislocations, and for t>>p,
that energy will be overestimated; in the latter case, p would be a more appro-
priate parameter to use for the strain-field size. In the model of People and Bean
this assumption is of less importance than the assumption of constant dislocation
spacing, although, as expected, it does produce ﬁnusual behavior for small values
of the critical thickness. Fig. 4.1 shows predicted critical thicknesses as a function
of lattice mismatch for the three models considered. The critical thickness in the
Van der Merwe thermodynamic equilibrium model is calculated using Eq. (4.21)

with o = 1/3 and a = 5.6 A. The critical thickness in the mechanical equilibrium
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model of Matthews and Blakeslee is calculated using Eq. (4.24) with o = 1/3,
cosa = cosA = 1/2, and b = 4 A. Finally, the critical-thickness curves in the
model of People and Bean for edge and screw dislocations are calculated from
Eq. (4.27), assuming o = 1/3,b=4 A, and a = 5.6 A.

Attempts have also been made to include the effects of growth temperature
and metastability in models of critical thickness. Dodson and Tsao[50, 51] have
developed a model for strain relaxation in lattice-mismatched heterojunctions
via plastic flow; combining this model with the effects of finite instrumental
resolution[58, 59|, good agreement with the experimental data of Bean et al.[28]
and of Kasper et al.[60] was obtained. Tsao et al.[52] measured the temperature
dependence of strain relaxation in Si/Si,Ge;_, heterojunctions, and proposed
a model for strain relaxation based on temperature and the difference between
stress in the sample due to misfit strain and that due to dislocation line tension.

A number of experiments have been performed in which critical thicknesses
were measured experimentally. To test their predictions of critical thickness and
strain accommodation by dislocations, Matthews and Blakeslee examined GaAs/-
GaAsg Py superlattice samples with layer thicknesses ranging from 75 A to
700 A using transmission and scanning electron microscopy. They found that
the critical thicknesses for generation of misfit dislocations were between 160 A
and 350 A; this result is in agreement with their theory, which predicts a critical
thickness of about 250 A for their structures. For layer thicknesses above 350 A,
however, the amount of lattice mismatch accommodated by dislocations, as de-
terminéd by measurements of Burger’s vector orientations and average distances
between dislocation lines, was found to be about one hundred times smaller than
predicted. This discrepancy indicates that processes inhibiting the formation of
stable dislocations, e.g., interactions between dislocations and barriers for nucle-

ation of dislocations, can be of considerable importance.
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Figure 4.1: Theoretical models of critical thickness for strain relaxation at lat-
tice-mismatched interfaces. The calculated curves apply to lattice-mismatched
films grown epitaxially on an infinitely thick substrate. The predictions shown
in the figure are from the models of Van der Merwe (Ref. {9, 10]), of Matthews
and Blakeslee (Ref. [48]), and of People and Bean (Ref. 49]).



151

Bean et al.[28] performed transmission electron microscopy, x-ray diffraction,
and Rutherford backscattering studies of Si;_.Ge,/Si superlattices and found
that their measured critical thicknesses were actually in good agreement with the
theory of People and Bean. However, the presence in their theory of an arbitrary
parameter, i.e., the dislocation spacing, and the unphysical assumptions in the
model, suggest that a clear understanding of the nature of critical thicknesses has
yet to be obtained. The primary signiﬁcaﬁce of the Si;_.Ge,/Si superlattice data
is that the observed critical thicknesses are significantly larger than predicted by
the equilibrium model of Van der Merwe. This result, like that of Matthews and
Blakeslee, suggests that nonequilibrium effects, such as barriers to dislocation
formation, can play a major role in determining critical-thickness values.

There exists considerable other evidence that this is indeed the case. Studies
by Fiory et al.[53] have shown that annealing of Si,_,Ge, films grown on Si (100)
substrates at 550 °C increases the number of strain-relieving dislocations in the
film. These experiments strongly suggest that the as-grown Si;_.Ge, film exists
in a metastable state, and that annealing at 800°C to 1000°C allows the film
to relax gradually toward the minimum-energy equilibrium state. Tsao et al.[52]
measured the temperature dependence of strain relaxation in Si,Ge;_, layers
grown on Ge substrates, and found that the onset of strain relaxation depended
quite strongly on temperature. Studies by Miles et al.[11] of Si/GegSigs su-
perlattices have demonstrated a dependence of critical thickness and dislocation
density on growth temperature. For superlattices with the same layer thicknesses
and same total thickness grown at substrate temperatures ranging between 365 °C
and 530°C, the dislocation density was shown to increase with growth temper-
ature, indicating that the superlattices, as grown, are in metastable states, with
fewer dislocations than necesary to minimize the total energy. These studies in-

dicate that a satisfactory theory of critical thicknesses will need to account for
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the effects of dislocation interactions, barriers to dislocation formation, and other
nonequilibrium processes that, in general, will depend on crystal-growth param-
eters, and on the growth temperature in particular. For now, hoWever, these
studies have provided a great deal of knowledge about the conditions that are
necessary to encourage coherently strained growth, especially in the Si/Si;_.Ge,

material system.

4.1.2 Summary of Results

In this chapter we discuss the measurement of the valence-band offset in
strained Si/Ge (001) heterojunctions using x-ray photoelectron spectroscopy.
These measurements represent the first full extension of the XPS technique to
the study of band offsets in heavily lattice-mismatched heterojunctions with well-
characterized strain configurations, and include the first experimental determina-
tion of strain-dependent semiconductor core-level binding energies. All samples
studied in these experiments were transferred directly from the molecular-beam
epitaxy (MBE) growth chamber to the XPS analytical chamber under ultrahigh
~ vacuum (UHV) conditions, eliminating uncertainties associated with deposition
and subsequent evaporation of surface passivation layers that are often required
for samples transported through atmospheré. This capability was especially im-
portant in these experiments; the growth of surface passivation layers and sub-
sequent sample heating to evaporate a passivation layer, or the formation of a
surface oxide during unprotected exposure to atmosphere, could strongly influ-
ence the strain configuration in a sample.

To measure the Si 2p and Ge 3d core-level to valence-band-edge binding en-
ergies as functions of strain, we grew thin (400—1000 A) films of either pure Si

or pure Ge coherently strained to relaxed Si,_,Ge, alloy layers of varying com-
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position. The pure Si and Ge films were kept below the critical thickness for
strain relaxation, and were grown at low temperature to encourage the formation
of coherently strained structures; by varying the composition, and therefore the
in-plane lattice constant, of the underlying Si;_.Ge, alloy layers, we were able to
obtain Si and Ge films with varying degrees of strain. Measurements in Si and
Ge films with varying levels of strain allowed the Si 2p and Ge 3d core-level to
valence-band-edge binding energies to be determined as functions of strain; the
strain in each of these samples was later determined independently using x-ray
diffraction.

The strain dependence of the Si 2p to Ge 3d heterojunction core-level energy
separation was obtained from measurements on several Si/Ge superlattices with
varying Si and Ge layer thicknesses. Si/Ge superlattices were grown on Si;__.Ge,
alloy layers with compositions that were the same as the average composition of
the superlattice, ensuring that the superlattices would grow in their free-standing
strain configurations. By varying the average composition of the superlattices,
and therefore the in-plane lattice constant, we obtained heterojunctions with
varying degrees of strain, allowing the Si 2p to Ge 3d core-level energy separation
to be measured as a function of strain. The strain configurations in the superlat-
tices were later confirmed using x-ray diffraction measurements combined with
known Si and Ge growth rates.

Our measurements yielded the Si/Ge (001) valence band offset as a function
of the in-plane lattice constant, or equivalently as a function of strain. For Ge
coherently strained to Si (a) =5.431 A), we obtained AE, = 0.83+0.11 eV, and
for Si coherently strained to Ge (a = 5.658 A), we obtained AE, = 0.22 - 0.13
eV. These results are in good agreement with theoretical studies of Van de Walle
and Martin[l?] and with experimental studies of Schwartz et al.[13].

We have also used a linear interpolation technique to obtain band offset values
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for Si;_.Ge,/Si;_,Ge, (001) heterojunctions coherently strained to a Si;_,QGe,
substrate layer. Using this technique to determine band offsets for Si /Si1_2Ge,
(001) heterojunctions, we confirmed that our measured band offsets were in good
agreement with measurements of Ni et al.[14, 15, 16], and were consistent with
modulation-doping experiments reported by People et al.[18] and by Abstreiter
et al.[20].

4.1.3 Outline of Chapter

The experimental procedure used to measure the strain dependence of the
Si/Ge (001) valence band offset is explained in Section 4.2. The presence of
strain in a heterojunction introduces substantial complications in the determi-
nation of core-level to valence-band-edge binding energies and core-level energy
separations, and the experimental and analytical techniques developed to account
for these complications are discussed. Section 4.3 describes the growth of samples
in which strain-dependent core-level to valence-band-edge binding energies and
heterojunction core-level energy separations were measured. The XPS measure-
ments and the data analysis techniques developed to account for the presence of
strain are presented in Section 4.4. Strain configurations in all samples studied
were measured independently using x-ray diffraction; these measurements are dis-
cussed in Section 4.5. The strain-dependent band offset values obtained from our
measurements are presented in Section 4.6 and compared to other experimental
and theoretical results. In Section 4.7 we discuss the application of our mea-
sured band offsets to heterojunctions involving Si;_,Ge, alloys. We present the
interpolation scheme developed to estimate band offset values for heterojunctions
involving alloys in Section 4.7.1, and in Section 4.7.2 compare the resulting band

offsets for alloys with published results from modulation-doping experiments.
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Our conclusions are summarized in Section 4.8.

4.2 Experimental Procedure

~ Figs. 4.2(a) and (b) show schematic energy-band diagrams for Ge coherently
strained to Si (001) and Si coherently strained to Ge (001), respectively. As
shown in these figures, the valence-band offset, defined to be the discontinuity in

energy between the uppermost valence-band edges in each material, is given by
AE, = (E§q — EJ*) + (Eshy — E§oa) — (ESip — EY). (4.28)

The biaxial strain in the Ge layer in Fig. 4.2(a) and in the Si layer in Fig.
4.2(b) produces a splitting of the light-hole, heavy-hole, and split-off valence
bands, and in addition can result in a strain-dependent shift in the atomic core-
level to valence—ba.ﬁd-edge binding energies. This dependence of the core-level
binding energies on strain must therefore be included, either experimentally or
theoretically, in measurements of both the bulk core-level binding energies and
the heterojunction core-level energy separations if one hopes to obtain meaniﬁgful
results for the valence-band offset. The need to account for these effects in any
measurement of band offsets using XPS has been discussed by Tersoff and Van
de Walle[61] and by Schwartz et al.[13].

To measure the Si 2p and Ge 3d core-level to valence-band-edge binding en-
ergies as a function of strain, we grew thin films of pure Si and Ge coherently
strained to Si;_.Ge, alloy layers of varying composition. Schematic diagrams of
prototypical heterostructures that were grown to obtain strained Si and Ge films
are shown in Fig. 4.3. For the strained Si films, a 5000 A, fully relaxed layer
of Ge was grown on a Si substrate, followed by a relaxed Si;_,Ge, alloy layer

with z ranging from 0.00 to 0.30; a coherently strained Si film was then grown
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Figure 4.2: Schematic energy-band diagrams for (a) Ge coherently strained to Si
(a) = 5.431 A), and (b) Si coherently strained to Ge (@) = 5.658 A). Valence-band
splittings result from strain and spin-orbit interactions. Weighted averages of the
three valence bands in each material are indicated by the dashed lines. As shown
in the figure, each of the quantities (E§S,;— ES¢), (Egh,—ES), and (ESh,— ES%y)

is, in principle, a function of strain.
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on top of the alloy layer. The initial layer of Ge was grown to ensure that the
Si;—,Ge, alloy layer was fully relaxed. For the strained Ge films, Si;_,Ge, alloy
layers with z ranging from 0.70 to 1.00 were grown directly on a Si substrate; the
initial Ge layer was not required because the large lattice mismatch between the
alloy layer and the substrate would ensure that the alloy layer was fully relaxed.
Thin films of Ge coherently strained to the alloy were then grown. Following the
XPS measurements, strain configurations in these films were measured by x-ray
diffraction.

The strain dependence of the Si 2p to Ge 3d heterojunction core;level energy
separation was measured by growing a series of Si/Ge superlattices. As shown
in Fig. 4.4, each superlattice was grown on a Si,_,Ge, alloy layer with the same
average composition as the superlattice, ensuring that the superlattice would
be in its free-standing strain configuration, i.e., the strain configuration that
minimized the total strain energy in the superlattice. By varying the individual
Si and Ge superlattice layer thicknesses, we were able to obtain superlattices with
different in-plane lattice constants, and therefore heterojunctions with different
strain configurations. XPS measurements on these samples yielded the Si 2p to
Ge 3d core-level energy separation as a function of strain. Superlattices, rather
than singie heterojunctions, were grown in order that the strain configurations
in these samples could later be confirmed using x-ray-diffraction measurements

and the known Si and Ge bulk growth rates.

4.3 Sample Growth

The samples prepared for this study were grown by molecular-beam epitaxy
in a Perkin-Elmer 430S Si MBE system. The base pressure in the growth cham-

ber was typically ~ 8 x 107! Torr, and growth pressures were typically near
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Figure 4.3: Schematic diagrams of heterostructures grown to measure the strain
dependence of the Si 2p and Ge 3d core-level to valence-band-edge binding ener-
gies in pure Si and pure Ge, respectively. For the Si films, a fully strain-relaxed
layer of Ge was deposited on a Si substrate, followed by a relaxed Si-rich Si;_.Ge,
alloy layer, on top of which a coherently strained layer of Si was grown. For the
Ge films, a relaxed Ge-rich Si;_,Ge, alloy was grown directly on the Si substrate,
followed by a coherently strained Ge film. Strain configurations in these samples

were confirmed by x-ray-diffraction measurements.
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Figure 4.4: Schematic diagram of Si/Ge superlattice samples grown to measure
the strain dependence of the Si 2p to Ge 3d heterojunction core-level energy
separation. Si/Ge superlattices were grown on Si;__Ge, alloy layers with compo-
sitions that were the same as the average composition of the superlattice, ensuring
that the superlattices would grow ih their free-standing strain configuration. By
varying the ratio of the Si and Ge layer thicknesses in the superlattice, we were
able to obtain superlattices with different in-plane lattice constants, and therefore

heterojunctions with different strain configurations.
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2 x 107° Torr. Samples were grown on n-type Si (001) substrates (P-doped
to 0.02-0.60 Q.cm). The substrates were degreased at 50-70°C in (1,1,1)-
trichloroethane:acetone:methanol and rinsed in deionized water; they were then
etched in 1:1 HF:H,0. The oxide was desorbed by heating the sample to 800°C in
a 0.1 A/s Si flux until a clear (2 x 1) surface reconstruction pattern was observed
using reflection high-energy electron diffraction {RHEED). Following oxide des-
orption, a 1200 A Si buffer layer was grown on each substrate as the substrate
temperature dropped from 700°C to 530°C to ensure an atomically smooth Si
(001) starting surface.

A general strategy involving growth of highly lattice-mismatched interfaces,
annealing to help remove dislocations, and low substrate temperatures was de-
veloped to obtain samples with the desired strain configurations. To obtain
strained Si and Ge films and strained Si/Ge superlattices, it was necessary to
grow strain-relaxed Si,_.Ge, alloy layers with varying composition z to serve as
lattice-matched buffer layers upon which coherently strained structures could be
grown. To produce relaxed Si;_.Ge, alloy layers with = > 0.50, we deposited
the alloy layer directly on the Si (001) buffer layer; since the lattice mismatch
between the alloy and the Si layer was large (greater than 2.09%), the critical
thickness for strain relaxation was small — less than a few hundred Angstroms at
most, compared to a typical layer thickness of 5000 A — and the alloy layer would
very quickly relax to its natural lattice constant. The samples were annealed at
700°C for 30 minutes after deposition of the alloy layer in an attempt to reduce
the number of dislocations. To produce relaxed alloy layers with = < 0.50, we
deposited a 5000 A layer of Ge on the Si (001) buffer layer, which would relax to
the natural Ge lattice constant. We would then deposit the Si;_.Ge, alloy layer
on the Ge buffer layer; the lattice mismé.tch between the alloy and the Ge buffer

layer would then be large, ensuring that the alloy layer would relax to its natural
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lattice constant rather than grow coherently strained to the Ge layer. For these
growths, the samples were annealed at 700°C for 30 minutes after each layer was
grown. Once the relaxed Si;_.Ge, alloy layers had been grown, we then grew
thin films of either Si or Ge coherently strained to the alloy layers, or Si/Ge su-
perlattices with the same average composition, and therefore the same in-plane
lattice constant (in the free-standing superlattice configuration), as the alloy.

Three types of samples were grown for this experiment. To measure the Si
2p core-level to valence-band-edge binding energy as a function of strain, four
samples were grown, each consisting of a 5000 A layer of Ge grown at 500°C,
followed by a ~5000 A Si;_,Ge, alloy layer with z varying from 0.00 to 0.30, also
grown at 500 °C; the samples were annealed at 700°C for 30 minutes after each
of these layers was grown, in an attempt to remove misfit dislocations. The alloy
layer was followed by a thin (400 to 1000 A) layer of Si grown at 310°C. The
Ge and Si;_.Ge, layers were intended to be fully relaxed to their natural lattice
constants; the Ge layers were present to allow the Si;_,Ge, layer to grow on a
buffer layer with a large lattice mismatch, and therefore relax fully to its natural
lattice constant. The top Si layer was intended to be coherently strained to the
in-plane lattice constant of the alloy layer; the Si layer thicknesses were therefore
kept well below the critical thickness for strain relaxation[9, 10, 28, 49], and a
lower growth temperature was used[11].

To measure the Ge 3d core-level to valence-band-edge binding energy as a
function of strain, a similar series of five samples was grown. Each sample con-
sisted of a 5000 A layer of S1;_,Ge, with z varying from 0.70 to 1.00, grown at
500°C and annealed at 700°C for 30 minutes, followed by a thin (400 to 1000 A)
layer of Ge grown at 310°C. The Si;_,Ge, layers were intended to be fully relaxed
to their natural lattice constants; the intervening Ge layer was not required for

these samples, since the alloys were sufficiently Ge-rich to ensure that the critical
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thicknesses for strain relaxation were much less than the 5000 A film thickness.
The top Ge layer was intended to be coherently strained to fhe in-plane lattice
constant of the alloy layer. The sample structures ﬁsed to produce strained Si
and Ge films are described in Table 4.1.

The strain dependence of the Si 2p and Ge 3d heterojunction core-level en-
ergy separation was obtained from measurements on pure Si /Ge (001) superlat-
tices of varying composition coherently strained to relaxed Si;_,Ge, alloy layers
with compositions the same as the average composition of the superlattice. This
scheme ensured that the superlattices were grown in their free-standing strain
configuration. Each sample consisted of a 2000 A Si/Ge superlattice grown at
310°C, on top of a 5000 A Si,_.Ge, alloy layer, grown at 500°C. The Si-rich
alloys (2<0.50) were grown on top of a 5000 A layer of Ge, grown at 500°C,
to help ensure that the alloy layers were fully relaxed; the Ge-rich alloy layers
were grown directly on the Si buffer layer. Superlattice sample characteristics are

summarized in Table 4.2.

4.4 XPS Measurements and Data Analysis

XPS measurements were obtained using a Perkin-Elmer Model 5100 analysis
system with a monochromatic Al Ko x-ray source (hv = 1486.6 eV). The analy-
sis chamber is connected to the Si MBE growth chamber via an ultrahigh vacuum
transfer tube, allowing samples to be grown and characterized without being ex-
posed to atmosphere. This capability was especially importaht for this study,
since unprotected exposure to atmosphere and the resulting oxide formation, or
capping with a surface passivation layer followed by heating to evaporate the pas-
sivating layer, could have had a substantial influence on the strain configurations

in these samples. Representative XPS spectra from bulk Si, bulk Ge, and Si/Ge
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5000 A Ge Siy_.Ge, alloy Strained Si Strained Ge
Sample | buffer layer buffer layer layer thickness | layer thickness
88.005 no 5000 A Si
88.022 yes 5500 A Sig.e1Geo .00 1000 A
88.023 yes 5100 A Sig.s1Geg 10 500 A
89.058 yes 5000 A Sig72Geoss 400 A
88.003 no 5000 A Ge
89.026 no 5000 A Sig.04Geo 06 1000 A
89.027 no 5000 A Sip16Geo 4 500 A
89.030 no 5000 A Sig2Geo 74 500 A
89.059 no 5000 A Sig.30Geo 70 400 A

Table 4.1: Summary of sample structures grown to obtain strained Si and Ge

films to measure the strain dependence of the Si 2p and Ge 3d core-level to

valence-band-edge binding energies.

For the strained Si films, the structures

consisted of a 5000 A strain-relaxed layer of Ge grown on a Si (001) substrate,

followed by ~5000 A of Si;_,Ge, with & ranging from 0.00 to 0.30, on top of

which were grown 400—1000 A of Si coherently strained to the alloy layer. For

the strained Ge films, the structures consisted of 5000 A of a Si;_,Ge, alloy with

z ranging from 0.70 to 1.00, on top of which were grown 400—1000 A of Ge

coherently strained to the alloy layer.
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Layer thicknesses Si;_.Ge, alloy | 5000 A Ge
Sample (Si/Ge) (A) Periods | buffer layer | buffer layer
80.050 20/30 40 Sio.41Ceo.s0 no
80.052 30/20 40 Sio.c0G€0.40 yes
89.053 60/20 25 Sio.76Ge0.24 yes
89.055 20/60 25 Sig.24Geg 76 no

Table 4.2: Si/Ge (001) superlattice sample characteristics. Si/Ge superlattices
with different in-blane lattice constants were grown to measure the strain depen-
dence of the Si 2p to Ge 3d heterojunction core-level energy separation. The total
thickness of each superlattice was ~2000 A, and all superlattices were grown on
alloy layers whose composition was the same as the average superlattice composi-
tion, ensuring that the superlattices were grown in their free-standing strain con-
figurations. By varying the ratios of the Si and Ge superlattice layer thicknesses,

we obtained superlattices with different strain configurations, and therefore het-

erojunctions with different in-plane lattice constants.
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superlattice samples are shown in Figs. 4.5(a), (b), and (c), respectively. The
discontinuities in the spectra at 4 eV binding energy in Figs. 4.5(a) and (b) are
due to the longer sampling times used near the valence band edge; the valence
band spectra for these samples are also shown on enlarged scales, as indicated in
the figures.

Core-level peak positions were obtained by subtracting from each core-level
peak a background function proportional to the integrated photoelectron inten-
sity, and defining the peak position to be the midpoint of the two energiéé at
which the intensity was half the maximum intensity. The uncertainty in measured
core-level energy separations was estimated to be +0.02 eV, and measurements
of core-level energy separations were typically reproducible to better than :i:0.0l
eV. The position of the valence-band edge in each XPS spectrum was determined
using the precision analysis technique of Kraut et al.[62], modified to include
effects due to strain on the valence band density of states. In this approach,
the XPS spectrum near the valence-band edge is modeled as a convolution of
a theoretical valence-band density of states with an experimentally determined
XPS instrumental resolution function. This model function is then fitted to the
experimental data to give the position of the valence-band edge. Typical XPS
valence-band spectra, model curves fitted to the data, and calculated valence-
band densities of states for unstrained Si and Ge are shown in Figs. 4.6(a) and
(b), respectively. The uncertainty in core-level to valence-band-edge binding en-
ergies was taken to be +0.04 eV; for a given sample, however, measurements were
typically reproducible to +0.01 eV.

To apply the method of Kraut et al.[62] to coherently strained heterojunc-
tion systems, it was necessary to calculate theoretical valence-band densities of
states for strained Si and Ge films. The valence-band densities of states for Si

and Ge were calculated using the empirical pseudopotential method[63]; spin-
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Figure 4.5: Representative binding energy XPS spectra for (a) Si (001) samples,
(b) Ge (001) samples, and (c) Si/Ge (001) superlatticeé. The Si 2p core-level
to valence-band-edge binding energy is measured in the Si (001) samples, the
Ge 3d core-level to valence-band-edge binding enérgy in the Ge (001) samples,
and the Si 2p to Ge 3d heterojunction core-level energy separation in the Si/Ge
(001) superlattices. The discontinuities in the spectra in (a) and (b) are due to
longer sampling times used in the vicinity of the valence bands. The valence-band
spectra for the bulk Si and Ge samples are also shown on eniarged intensity scales,

as indicated in the figures.
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Figure 4.6: Typical XPS valence-band spectra and model functions fitted to the
experimental data for (a) unstrained Si (001) and (b) unstrained Ge (001). The
theoretical valence-band densities of states used to construct the model func-
tions are shown in the insets to each figure. These model functions are used to

determine the position of the valence-band edge in each spectrum.
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orbit interactions[64] and a nonlocal effective mass parameter[65] were included
in these calculations. Strain effects were included in the densities of states by
performing a Pikus-Bir transformation on the Hamiltonian[66], and fitting the
resulting splitting of the valence bands to known deformation potentials for Si
and Ge[67].

The empirical pseudopotential method is derived from the augmented plane
wave (APW)[68] and orthogonalized plane-wave (OPW)[69] methods for calculat-
ing electronic structure. A conceptually simple approach for calculating electronic
band structure is to write the crystal potential V(r) as a superposition of atomic

potentials v(r),

V(r) =) v(r-r;), (4.29)

i

and to expand the electron wave function in a plane-wave basis {|k)}:

P(r) = ;Cku{)- (4.30)

Inserting Eqs. (4.29)“ and (4.30) into Schrodinger’s equation yields a secular equa-

tion for the coeflicients c,
hz
-2—kzck + Z(lelk')ck/ = Ecy. ‘ (4.31)
m o

Because of the periodicity of the crystal lattice, one need consider only values
of k and k' such that k — k' = G, where G is a reciprocal lattice vector of
the crystal. Unfortunately, the presence of strong atomic core potentials in V(r)
make it necessary to use an extremely large plane wave basis set {lk)}, since
plane waves with large k are required to construct the rapidly oscillating wave
functions near the atomic cores.

The orthogonalized plane-wave method was developed to circumvent this dif-

ficulty. The OPW method is based on the requirement that the band states be
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orthogonal to the atomic core states. One can therefore replace the pure plane-
wave basis set with an alternate basis {|OPWY)} that is orthogonal to the atomic

core-level wavefunctions |t,7) = ¥:(r —1j), i.e.,
|OPWi) = k) — 3 It, 5)(¢, j]k). (4.32)
t,j

The rapid oscillations in the band wave functions will then be contained in the
basis elements themselves rather than being constructed explicitly, reducing the
number of basis elements needed to obtain an accurate representation of the wave
functions.

The pseudopotential method can be considered as an extension of the OPW
method. Our discussion of the pseudopotential follows that of Harrison[70];
a number of other extremely detailed references on pseudopotentials are also
available[71, 72, 73]. The electron eigenstates 1 in a crystal satisfy the
Schrodinger equation,

h2
- B9+ View = Bw. (433)

The OPW basis elements given by Eq. (4.32) can be rewritten in terms of an

atomic core-level projection operator P = ¥, ; |¢, 7)(¢, 7,
|OPWx) = (1 - P)lk), (4.34)

and the electron wave function v can then be expanded in the OPW basis,

P = gak(l — P)lk) (4.35)
= (1~ P)Y axlk) (4.36)

k
= (1-P)g, (4.37)

where ¢ = Y ax|k) is the pseudowave function. Because of the rapid conver-

gence of the OPW expansion, the pseudowave function ¢ can be constructed
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from a relatively small number of plane waves and is therefore quite smooth; the
rapid oscillations generated by the atomic core potentials are produced by the
operator (1 — P) that converts the pseudowave function into the true electron
wave function.

Substituting the pseudowave function expansion, Eq. (4.37), into Eq. (4.33)

eventually yields

V4 Vo = B4, (4.38)
where
Voo = V(r) + (B = Brj)lt, 5)(t, 51; (4.39)

t,j
we have used the fact that the atomic core levels |t,j) are eigenstates of the

crystal Hamiltonian with eigenvalues E; ; to obtain Eqgs. (4.38) and (4.39).

The smoothness of the pseudowave function ¢ would lead one to expect that
the pseudopotential V,, should be small. In fact, one can show that this is true.
The atomic core potentials v(r—r;) are attractive and therefore negative, meaning
that V(r) will also be negative. The energy difference (E — E; ;) is positive, as is,
in some sense, the projection operator, meaning that the first and second terms
in Eq. (4.39) will yield contributions of opposite sign to the pseudopotential V,,.
This result is known as the cancellation theorem|[71].

An examination of Eq. (4.39) reveals that the true pseudopotential is energy-
dependent and nonlocal (because of the projection operator). However, it has
been found that many characteristics of the electronic band structure in semi-
conductors can be explained without accounting for the energy dependence of the
pseudopotential[63], and that nonlocal effects can be approximated by introduc-
ing a variable electron effective mass, m*[65]. With these approximations, the

pseudopotential Hamiltonian may be written

R,
H=——V'+V(x) (4.40)
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The pseudopotential V(r) has the same periodicity as the crystal, and can there-
fore be expanded in reciprocal lattice vectors G. For a cubic zincblende crystal,
this expansion yields a pseudopotential

V(r) =Y [V5(G)cos G - 7 +iVA(G)sin G - 7| 7O, (4.41)
G

where 7 = %a(l,l,l), a being the cubic lattice constant of the crystal. The
symmetric and antisymmetric pseudopotential form factors VS and V4 can be

expressed in terms of the cation and anion local atomic pseudopotentials V,(r)

and V(r),
VS(Q) = S(V(G)+V(G)), (4.42)
VAG) = (V(G) - Vu(G)) (4.43)
where
(@) = ¢ [Ve S, (4.44)
Vl(G) = 31)- / Vi(r)e G dlr. (4.45)

For the diamond structure, V.(r) = V,(r) and therefore V4(G) = 0. If we assume
that the pseudopotentials V,(r) and V,(r) are spherical, the pseudopotential form
factors depend only on the magnitude of G, i.e., V3(G) = V5(G) and V4(G) =
VA(G).

Spin-orbit interactions may also be incorporated using the method of Saravia
and Brust(64]. The large spin-orbit splitting in Ge (Ap = 0.29 eV) made it
necessary to include this effect. Very briefly, the Hamiltonian for the spin-orbit

interaction is

H = —_(wv(r)xp o), (4.46)

T Am~ie?
where p is the momentum operator and o is the Pauli spin operator. Various

investigators have shown[74, 75, 76] that the spin-orbit Hamiltonian, Eq. (4.46),
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can be written in the form
Hga(k) = (k+G)x(k+G"))-0,, x

{-iX"cos [(G — G') - 7] + Msin [(G — @) 7]} .(4.47)
where the symmetric and antisymmetric spin-orbit coefficients AS and A4 each
depend on k, G, G, and an adjustable parameter that is fitted to give the
correct spin-orbit splitting at the I' point. For semiconductors with the diamond
structure, such as Si and Ge, A = 0. The terms from Eqs. (4.40), (4.41),
and (4.47) are then combined to yield the pseudopotential Hamiltonian for an

unstrained crystal,
2

Hga(k) = 5—(k + G)bg,a + V(G — G'|) + HE (k). (4.48)

2m*

The basis states in the pseudopotential method are taken to be plane waves
with wave vector G+k. All reciprocal lattice vectors G such that |G| < Gmax are
included in this basis set. For our calculations, we have taken Gmax = \/1—9(21r /a);
with spin degeneracy included, this yields é basis set with 178 elements.

To determine the actual values of the pseudopotential form factors, we have
optimized the agreement between our calculated critical-point energies and those
obtained using nonlocal pseudopotential calculations[74], which in turn had been
optimized to agree with critical-point energies measured by techniques such as
x-ray and ultraviolet photoelectron spectroscopy and optical reflectivity. The
pseudopotential form factors were allowed to be nonzero only for G < V1i(2r/a);
it is well known by now that only a few terms in the pseudopotential are necessary
to obtain very good results. For Si and Ge, only V5(3), V5(8), and V5(11) needed
to be determined; V5(0) is merely a constant energy added to the pseudopotential
and was therefore taken to be zero. In addition to these three form factors,
the spin-orbit coupling parameter and electron effective mass were optimized to

obtain the best agreement with the results of Chelikowsky and Cohen[74].
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Once the band structure was obtained for the unstrained crystals, it was
necessary to calculate the effect of strain on the valence-band structure. This was
done by performing a Pikus-Bir transformation on the Hamiltonian, Eq. (4.48),
following the method of Saravia and Brust[66]. In this method, the coordinate
system r; of the strained crystal is transformed to an undistorted coordinate

system r; using the strain tensor ¢;;:

rio= (8 + eg)ry, (4.49)

8 = (65— ;)b (4.50)

38l = B — 2e;0:0;, (4.51)

ki = (6i; — €ij)ki, (4.52)

G = (8 —&;)Gi (4.53)

V(IG') = V(IG'-¢-GJ) (4.54)
v (G)

V(G) + (|G —¢- G| - G) (4.55)

Q

dG ’
where a sum is taken over repeated indices. The Pikus-Bir transformation there-
fore yields three additional adjustable parameters that are used to fit the known
deformation potentials in Si and Ge — dV'*(3)/dG, dV5(8)/dG, and dV°(11)/dG.
Once these parameters have been determined, one is able to calculate the valence-
band structure for Si and Ge under biaxial strain. The valence-band density of
states can then be calculated by performing an integration over the entire Bril-
louin zone, using a standard Gilat-Raubenheimer integration scheme over the

irreducible wedge (1/48) of the Brillouin zone[77, 78].

4.5 X-Ray Diffraction Measurements

An essential component of the band offset measurement was an independent

determination of the strain configurations in each sample. We therefore per-
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formed x-ray rocking-curve measurements on the stfained Si and Ge samples
to determine the in-plane and growth-direction lattice constants for each sam-
ple, and obtained §/26 x-ray diffraction measurements for the Si/Ge superlattice
samples. The measured values of the in-plane and growth-direction lattice con-
stants in each sample were the actual ones used to calculate the valence-band
densities of states used in the final analyses of the XPS data, and were also used
to determine the Si 2p and Ge 3d core level to valence-band-edge binding energies
and Si 2p to Ge 3d heterojunction core-level energy separations as functions of
strain.

X-ray rocking-curve measurements were performed on the strained Si and Ge
samples using a Blake Industries high-resolution x-ray diffractometer equipped
with a Philips four-crystal monochromator. Rocking-curve measurements were
obtained for the (422) reflection, allowing both the growth-direction and in-plane
lattice constants of the relaxed alloy layers and the strained Si and Ge layers
to be determined. The x-ray diffraction spectra indicated that the alloy layers
were always nearly fully relaxed, and that on average, approximately 81% of the
lattice mismatch between the pure Si or Ge layers and the underlying alloy was
accommodated by strain. Fig. 4.7 shows (422) rocking-curve x-ray diffraction
spectra from sample 89.059, consisting of 400 A Ge coherently strained to a
relaxed, 5000 A Sig.30Geg, 7o alloy layer.

The strain configurations in the superlattice samples were determined from
/26 x-ray diffraction measurements. The diffraction spectra contained (400)-like
superlattice peaks, from which the superlattice period and average composition
were deduced. Fig. 4.8 shows a /20 x-ray diffraction spectrum from sample
89.055, consisting of a 25 period, 20 A Si/60 A Ge superlattice grown on a
Sig.24Geg.7¢ buffer layer. As shown in the figure, the peaks from the Si substrate

and Sip4Geg 76 alloy layer are clearly visible, as are several superlattice peaks.
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Figure 4.7: High-resolution (422) x-ray rocking-curve spectra from sample 89.059,
consisting of 400 A Ge coherently strained to a relaxed, 5000 A Sip.30Geg.70 alloy
layer. For the low-angle spectrum (a), peaks from the Si substrate, Siga9Geg 10
alloy layer, and strained Ge film are clearly visible. For the high-angle specfrum
(b), peaks from the substrate and alloy buffer layer are present. The peak from v
the strained Ge film is too small to be seen; the label indicates the expected
position of the peak. Measurements of this type on samples with strained Si
and Ge films allowed us to determine the in-plane and growth-direcﬁon lattice

constants of the strained layers and of the underlying alloy layers in each sample.
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The spacing of the superlattice peaks yields the superlattice period, and, assum-
ing that the superlattice is coherently strained, the average composition can also
be deduced. This information, combined with the known growth rates for the in-
dividual Si and Ge layers in the superlattice, was consistent with the superlattices

being coherently strained to the underlying alloy layers.

4.6 Results and Discussion

The XPS measurements of Si 2p and Ge 3d core-level to valence-band-edge
binding energies and of Si 2p to Ge 3d heterojunction core-level energy separations
and the independent determination of strain configurations in each sample by x-
ray diffraction allowed us to determine the core-level to valence-band-edge binding
energies and core-level energy separations as functions of the in-plane lattice
constant. The Si 2p core-level to valence-band-edge binding energies, Ge 3d core-
level to valence-band-edge binding energies, and Si 2p to Ge 3d heterojunction
core-level energy separations as functions of the in-plane lattice constant aj have
been plotted in Figs. 4.9(a), (b), and (c), respectively. ‘The straight lines in
each figure were obtained from least-squares fits to the plotted data points. The

core-level binding energies and core-level energy separations were found to be

ESy, — E)' = 98.95 + 1.96(a) — 5.431), (4.56)
E8%Hy — ES® = 29.41 — 1.24(q) — 5.658), (4.57)
Egyy — E§5y = 70.09 +0.526(ay — 5.431), (4.58)

where energies are in eV and q) is in A. For the strained Si and Ge films, ay was
determined directly from x-ray diffraction measurements; the superlattices were
assumed to be coherently strained to the alloy layers, in accord with the 6/26

x-ray diffraction measurements previously described.
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Figure 4.8: A 6/20 x-ray diffraction spectrum from sample 89.055, consisting of a
25 period, 20 A Si/60 A Ge superlattice grown on a Sig34Geg 7¢ buffer layer. The
peaks from the Si substrate and the Sip24Geg.76 alloy layer are clearly visible, as
are several superlattice peaks. The spacing of the superlattice peaks yields the
superlattice period, and, assuming that the superlattice is coherently strained,
the average composition can also be deduced. This information, combined with
the known growth rates for the Si and Ge layers in the superlattice, was for all
superlattice samples consistent with the superlattices being coherently strained

to the underlying alloy layers.
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Figure 4.9: Core-level to valence-band-edge binding energies as a function of the
in-plane lattice constant for (a) the Si 2p core level in strained Si (001), and (b)
the Ge 3d core level in strained Ge (001). The Si 2p to Ge 3d heterojunction
core-level energy separation as a function of the in-plane lattice constant in Si/Ge
(001) superlattices is shown in (c). The valence-band offset in strained Si/Ge

(001) heterojunctions can be obtained from these three quantities.
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Combining the results from Eqs. (4.56), (4.57), and (4.58), we obtain valence-
band offsets of 0.83 + 0.11 eV and 0.22 + 0.13 eV for Ge coherently strained to
Si (001) (a = 5.431 A) and Si coherently strained to Ge (001) (a; = 5.658 A),
respectively. Uncertainties in the strain-dependent core-level to valence-band-
edge binding energies and in the heterojunction core-level energy separations were
determined in the least-squares linear fitting procedure, assuming uncertainties of
+0.02 eV in binding energy measurements between samples, and an uncertainty
of approximately +0.01 A in a) for each sample. An additional uncertainty of
+0.04 eV was estimated for the core-level to valence-band-edge binding energies,
independent of strain. These uncertainties were added in quadrature to obtain
the total uncertainty in the valence-band offsets.

If we assume that the offset between the weighted averages of the light-hole,
heavy-hole, and split-off valence bands is independent of strain[12], we obtain
a discontinuity in the average valence-band edge of 0.49 & 0.13 eV. Within the
uncertainties of our measurement, our results are not inconsistent with the hy-
pothesis that the discontinuity in the average position of the three valence bands
is approximately independent of strain.

The values obtained for the valence-band offset are in fairly good agreement
with the calculations of Van de Walle and Martin[12], who report values of 0.84
eV for Ge on Si (001), and 0.31 €V for Si on Ge (001). In another XPS exf)eriment,
Schwartz et al.[13] calculated strain shifts in the core-level binding energies and
measured core-level energy separations in strained Ge on Si (001) and Si on Ge
(001), obtaining valence-band offsets of 0.74 + 0.13 eV and 0.17 £ 0.13 eV for
the two cases, respectively. The strain dependence of their band offsets agrees
well with our observations, although the actual band offset values are shifted by
approximately 0.1 eV. Several experiments have also been performed to measure

band offsets for heterojunctions in which the strain configuration was unknown,
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and in which a substantial number of dislocations may have been present. Kuech
et al.[79] obtained AE, = 0.39 + 0.04 eV for Ge on Si (001) from reverse-bias
capacitance measurements; using photoemission spectroscopy, Margaritondo et
al.[80] obtained AE, = 0.2 eV for Ge on Si (111), and Mahowald et al.[81]
obtained AE, = 0.4+ 0.1 eV for Si on Ge (111).

4.7 Band Offsets for Alloy Heterojunctions

The large lattice mismatch between Si and Ge, resulting in very small crit-
ical thicknesses, precludes the use of pure Si/Ge heterostructures for most de-
vice applications. However, a large number of devices have been proposed and
demonstrated that utilize Si/Si;_.Ge, heterostructures[17]-[39]. We have used
an interpolation scheme to extend our measurements to yield band offset val-
ues for Si;_,Ge,/Si;_,Ge, heterostructures, and have checked our interpolated
band offset values for consistency with published results of modulation-doping
experiments[18, 19, 20]. In this section we present the interpolation scheme we
have used to calculate band offsets in alloy heterojﬁnctions, and compare the
results obtained for various Si/Si;_,Ge, heterojunctions with measurements on
alloy heterojunctions and published observations of modulation doping in Si/-

Siy_,Ge, heterostructures.

4.7.1 Interpolation Method for Alloys

The interpolation scheme we have used to obtain band offsets for alloy het-
erojunctions is based on a method proposed by Van de Walle and Martin[12].
The method is based on the assumptions that the discontinuity in the average '
position of the three valence bands is independent, or at most a linear function,

of the in-plane lattice constant, and that valence-band offsets should depend lin-
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early on alloy composition. The former assumption is equivalent to assuming that
a deformation potential can be defined for the absolute position of the average
valence-band edge, which should be true since the elements of the strain tensor are
all much less than unity. The latter assumption is justified by Van de Walle and
Martin on the basis of calculations using their model solid theory[46, 82, 83] that
yield reasonably accurate band offset values for several heterojunction systems
and that are manifestly linear in alloy composition; in addition, experimental evi-
dence in the GaAs/Al,Ga;_,As material system indicates that, even for material
systems in which the band gap is a nonlinear function of alloy composition, the
valence-band offset is a linear function of the alloy composition[84, 85].

The calculation of interpolated band offset values requires the use of a number
of deformation potentials, elastic constants, and other physical parameters for Si,
Ge, and Si;_,Ge, alloys. For Si and Ge, we have used experimental values for
deformation potentials when they have been available; in other cases we have
used theoretical values calculated By Van de Walle and Martin. The Si and
Ge spin-orbit splittings, lattice constants, and elastic constants have been taken
from the Landolt-Bérnstein compilations[67]. The physical parameters used in
these calculations are summarized in Table 4.3. For Si;_.Ge, alloys, values of
all physical parameters except energy band gap have been obtained by linear
interpolation. The band gap for unstrained Si;_,Ge, alloys has been determined
experimentally[86], and is plotted in Fig. 4.10.

The first step in the interpolation procedure is to calculate the discontinu-
ity in the average position of the valence band edges for a Si/Ge heterojunction
coherently strained to a Si;_,Ge, substrate. Using our measured valence-band
offset values and deformation potentials from Table 4.3, we obtain values for
AE, 5vg(Si/Ge) of 0.55 eV and 0.43 eV for heterojunctions coherently strained
to Si (001) and Ge (001), respectively. A linear interpolation for a Si/Ge hetero-
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Quantity Si Value Source Ge Value Source

a 5.431 A Ref. [67] 5.658 A Ref. [67]

cn 16.5 Ref. [67] 128 Ref. [67]

12 6.3 Ref. [67] 4.6 Ref. [67]

Ao 0.038eV | Ref. [67] 020 eV | Ref. [67]

b —2.10 eV Ref. [44] —2.86 eV Ref. [45]
(CBa+1iS.-a)®| 150eV Ref. [44] | 1.31 eV Ref. [12]
(Ba+3Ea—a)f | -3.12eV Ref. [12] —2.0 eV Ref. [88]
=4 8.6 eV Ref. [44] 9.42 eV Ref. [12]

=L 16.14 eV Ref. [12] 16.2 eV Ref. [88]

Table 4.3: Physical parameters used to calculate interpolated band offsets for
Siy_-Ge,/Si_,Ge, alloy heterojunctions coherently strained to Si;_,Ge, sub-
strates. Experimental deformation potentials for Si and Ge have been given
whenever available; otherwise, theoretical values calculated by Van de Walle and
Martin{12] have been listed. Pa;rameters for Si;_,Ge, alloys have been obtained

by linear interpolation of values for pure Si and Ge.
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Figure 4.10: Energy band gap for unstrained Si;_,Ge, alloys, in electron volts.
For Si, the lowest conduction band valley is in the A direction, near the X point;
for Ge, the lowest conduction band valley is at the L point. The solid line in
the figure indicates the position of the A minimum, and the dashed line the
position of the L valley. The band gaps plotted in the figure were obtained from

experimental data given in Ref. [86].
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potentials £3, %, 22 and ZL. The shift of a conduction-band valley k is given
by[87, 88]

AE? = She;; + Shebetey;, (4.61)

where e* is the unit vector parallel to the k vector for valley k, and where a
sum is taken over repeated indices. From Eq. (4.61) it can be seen that the
average position of the conduction-band edges for valley k is shifted by an energy
(Zk + 3Z%)eii. From Eq. (4.18), we see that the shift in energy of the average
valence-band-edge position is ae;;, yielding a shift in the energy gap between the
average positions of the conduction-band edges associated with the conduction-

band valley k and the valence-band edges of
AEg,avg = EZ -+ %Eu - a.)e,-,-. (462)

This strajn-inciuced shift in the energy band gap is then added to the experimen-
tally determined alloy band gap shown in Fig. 4.10 to yield the gap between the
average positions of the strain-split conduction- and valence-band edges in each
material. As with the valence-band deformation potentials, the conduction-band
deformation potentials for alloys are obtained by linear interpolation between the
values for pure Si and Ge given in Table 4.3.

In Si and Si;_,Ge, alloys with £ <0.84, the lowest conduction-band valleys
are those in the A direction, near the X point. For strain in the (001) direction,
the bands in the [100] and [010] directions will be degenerate, and split from the
bands in the [001] direction by an energy Ef}(ez, — €¢); the positions of the A

valleys relative to the average position of the.conduction-band edge are
AE[O(H] = +§E$(EZZ - E:z:a:) (463)
for the [001] valleys and

A Ej100),j010] = —%ES(GH — €35) (4.64)
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for the [100] and [010] conduction-band valleys. The L conduction-band valleys,
which are the lowest in energy for Ge and Si;_.Ge, alloys with £20.84, will
remain degenerate under strain in the (001) direction. The conduction-band
offset is defined to be the separation in energy between the lowest conduction-
band edges in each material. The conduction-band offset for a Si;_,Ge, /Si1-,Ge,
heterojunction coherently strained to a Si;_,Ge, substrate can be obtained in a
straightforward manner from Eqgs. (4.60)—(4.64).

Figs. 4.11 and 4.12 show the conduction- and valence-band offsets for
Si1—-Ge./8Si1.,Gey heterojunctions coherently strained to Si (001) and Ge (001)
substrates, respectively. From the figures one can see that the valence-band off-
set is nearly linear in alloy composition, with the slight nonlinearity being due to
the nonlinearity of the valence-band splittings given in Eqgs. (4.11)—(4.13). The
conduction-band offsets, however, are highly nonlinear functions of alloy com-
position, partly because of the nonlinearity of the energy band gap in strained
Si;_-Ge, alloys as a function of the alloy composition z. In addition, the crossover
from a conduction-band edge in the A direction for Siy_,Ge, alloys with £ <0.84

to a conduction-band edge at the L point for alloys with £20.84 leads to a
slightly nonmonotonic dependence of the conduction band offset on z or y for a

Siy—»Ge,/Si; -, Ge, (001) heterojunction.

4.7.2 Comparison with Results for Alloy Heterojunc-
tions

The interpolation scheme described in Section 4.7.1 allows us to compare
the results of our measurements with published results for Si/Si,_,Ge, alloy
heterojunctions. In an XPS study of Si/Si;_,Ge, heterojunctions, Ni et al.[14,

15, 16] measured conduction- and valence-band offsets in Si/Sig74Geg 26 on Si
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Figure 4.11: Contour plots of conduction-band (upper) and valence-band (lower)
offsets for Sii_,,Ge,/ 51;-yGe, (001) alloy heterojunctions coherently strained to
a Si (001) substrate, calculated using our measured Si/Ge (001) valence-band
offsets and the interpolation scheme described in Section 4.7.1. The signs of the
band offsets are such that the valence- and conduction-band offsets are positive
if the band edge in the Si;-,Ge, layer is higher than in the Si;_,Ge, layer. In
the contour plots, positive band offset values are indicated by the solid contour

lines, and negative values by the dashed lines.
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Figure 4.12: Contour plots of conduction-band (upper) and valence-band (lower)
offsets for Si;_.Ge,/Si;_,Ge, (001) alloy heterojunctions coherently strained to
a Ge (001) substrate, calculated using our measured Si/Ge (001) valence-band
offsets and the interpolation scheme described in Section 4.7.1. The signs of the
band offsets are such that the valence- and conduction-band offsets are positive
if the band edge in the Si;_,Ge, layer is higher than in the Si;_.Ge, layer. In
the contour plots, positive band offset values are indicated by the solid contour

lines, and negative values by the dashed lines.
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(001), Si/Sio.52Gep.4s on Si (001), and Si/Sio 52Geg 48 on Sig 75Geg 5 (001). For Si/-
Sio.74Geo.26 on Si (001), they obtained AE, = 0.00+0.06 eV and AE, =0.184+0.06
eV, compared to our values AE, = —0.03 eV and AE, = 0.21 eV; for Si/-
Sig.52Geg.4s on Si (001), they obtained AE. = 0.034+0.06 eV and AE, = 0.36+0.06
eV, compared to our values AE, = —0.01 eV and AE, = 0.39 eV; finally, for
Si/Si0.52Geg.4s on Sig.75Gep.zs (001), they obtained AE, = 0.13 + 0.06 eV and
AE, = 0.24 £ 0.06 eV, compared to our values AE.=0.14 eV and AE, = 0.26
eV. The values obtained by Ni et al. are all in very good agreement with the
results obtained by interpolation from our measured band offset values.

A number of modulation-doping experiments have also been performed us-
ing S5i/Si;_,Ge, heterostructures[18, 19, 20], and the results of these experiments
provide qualitative information on band offsets for these heterojunctions. Peo-
ple et al.[18] have observed modulation-doping effects for holes in Si/Sig sGeg.o
heterojunctions coherently strained to Si (001) substrates; this result, combined
with their failure to observe modulation-doping effects for n-type samples, indi-
cates that AE, > AE’c for Si/Sio3Geo 2 heterojunctions coherently strained to Si

(001) substrates. Using the interpolation scheme described above, we find that
our measurements correspond to AE, = 0.16 eV and AE, = —0.02 eV, these
values are consistent with People’s results. The band alignment corresponding
to our measured values and the observed modulation-doping behavior are shown
schematically in Fig. 4.13(a).

In another experiment, Abstreiter et al.[20] observed enhanced electron mo-
bilities in Si/Sig5Geg s superlattices coherently strained to a Sig75Geg.os (001)
buffer layer when the Sig5Geqs superlattice layers were doped n-type. For this
heterojunction system, our measurements correspond to a valence-band offset of
0.28 eV and a conduction-band offset of 0.14 eV, consistent with Abstreiter’s re-

sults. The band alignment for this heterojunction corresponding to our measured
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values, and the observed modulation-doping behavior, are shown schematically in
Fig. 4.13(b). It is interesting to note that, for a Si/Sig5Geg s superlattice grown
coherently strained to a pure Si (001) buffer layer, our measurements yield a
valence-band offset of 0.41 eV and a conduction-band offset of —0.01 eV, ie.,
a Type I band alignment. In this case one would not expect to observe the n-
type modulation-doping effect, a clear example of how simply changing the strain
configuration in a heterojunction can alter the qualitative behavior of a device

structure.

4.8 Conclusions

The effects of strain on band offsets in the Si/Ge (001) material system have
been discussed in this chapter. Lattice-mismatched material systems in general
have been a subject of considerable interest, and the effect of strain on the elec-
tronic structure of a coherently strained heterojunction is a vital aspect of the
study of lattice-mismatched materials. We have chosen the Si/Ge (001) mate-
rial system as a prototype in which to study the effects of strain on band offset
values because the conditions under which coherently strained epilayers can be
grown are well known, and bveca.use theoretical studies had indicated that strain
should have a pronounced effect on band offset values. The Si/Ge material sys-
tem is also of great technological interest[17]-[39], because of the possibility of
integrating devices utilizing Si/Si;_,Ge, heterojunctions directly into existing Si
electronic technology. A thorough and accurate knowledge of band offsets in Si /-
Si;_.Ge, heterojunctions is essential in the design of Si/Si;_,Ge, heterostructure
devices.

We have used XPS to measure the valence-band offset in coherently strained

Si/Ge (001) heterojunctions as a function of strain. To extend the applicability
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Figure 4.13: Schematic diagrams of modulation-doping effects reported in the
literature, and the band alignments obtained by interpolation from our measured
band offset values. For the heterojunction shown in (a), People et al.[18] observed
modulation-doping effects when the Si layer was doped p-type, but not when the
doping was n-type, indicating that AE, > AE.. The band alignment shown in
the figure is consistent with People’s results. For the heterojunction shown in
(b), which is coherently strained to a Sig.75Geo.zs (001) buffer layer, Abstreiter et
al.[20] observed enhanced electron mobilities when the Sig.sGeg 5 layer was doped
n-type. As seen in the figure, the band alignment obtained by interpolation from

our measured values is consistent with this observation.
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of the XPS band-offset measurement technique to lattice-mismatched material
systems, it was necessary to measure, for the first time, strain-induced shifts
in atomic core-level to valence-band-edge binding energies, and to measure the
strain dependence of heterojunction core-level energy separations. The strain
dependence of these quantities was measured by growing, using low-temperature
epitaxial growth techniques, strained films of pure Si and pure Ge, and strained
Si/Ge superlattice samples. XPS measurements were performed on these strained
structures, and the strain configurations in all samples were confirmed by x-ray
diffraction. The strain-dependent core-level to valence-band-edge binding ener- |
gies in pure Si and Ge, and the strain-dependent heterojunction core-level en-
ergy separations, were combined to obtain strain-dependent values for the Si/Ge
(001) valence-band offset. For Ge coherently strained to Si (001) we obtained
a value AE, = 0.83 £ 0.11 eV, and for Si coherently strained to Ge (001) our
measurements yielded AE, = 0.22 + 0.13 eV. These values are in good agree-
ment with the self-consistent density-functional calculations of Van de Walle and
Martin[12], and the strain dependence of our results is in good agreement with
the measurements of Schwartz et al.[13]. Our results are not inconsistent with
the postulate[12] that the discontinuity in the weighted average of the strain-split
valence-band-edge positions is independent of strain.

We have also adapted the interpolation scheme of Van de Walle and Martin[12] 7
to extend the applicability of our results to include heterostructures containing
Si;--Ge, alloys. This interpolation scheme is based on the assumption that the
discontinuity in the average position of the valence-band edges in each material
should depend linearly on both the alloy composition and the in-plane lattice
constant of the heterojunction. Measurements of valence-band offsets in GaAs/-
Al.Ga;_,As heterojunctions as a function of z suggest that the valence-band

offset should be a linear function of alloy composition, and that the nonlinearity
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of the energy band gap should affect only the conduction-band offset[84, 85].

Using this scheme, we have compared band offset values obtained by interpo-
lation from our measurements with experimental results reported for Si /Si1-.Ge,
alloy heterojunctions. Our values are in good agreement with the band offsets ob-
tained by Ni et al.[14, 15, 16] on Si/Si;_,Ge, heterojunctions coherently strained
to Si (100) substrates and Sig25Geg.7s (001) alloys, and are also consistent with
experiments in which modulation-doping effects were observed for both holes[18]
and electrons[20] in various Si/Si;_,Ge, heterostructures.

The results presented here demonstrate that strain effects exert a strong influ-
ence on band offset values. Calculations, using known deformation potentials, of
the splittings of the valence bands arising from strain indicate that the uniaxial
splittings of the valence bands, rather than absolute shifts in the average position
of the heavy-hole, light-hole, and split-off valence band edges, are the primary
factor in determining the strain dependence of band offset values. Recent calcula-
tions of absolute deformation potentials for a large number of materials, including
Si and Ge, suggest that this trend could be true for a large number of lattice-
mismatched heterojunction systems[46]. As with all conjectures concerning band

offsets, however, this rule will be confirmed or refuted only by experiment.
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Chapter 5

ITI-V /11-VI Heterojunction
Systems: The Role of Interfacial

Chemistry

5.1 Introduction

5.1.1 Background and Motivation

Recent developments in epitaxial growth techniques for II-VI semiconduc-
tors(1, 2, 3] have led to considerable interest in the use of these materials in
optoelectronic devices; the wide band gaps available in materials such as ZnSe
and ZnTe make them particularly attractive for use in visible light emitters. At
present, however, there are no II-VI-based visible light-emitting diodes (LED’s)
in production; commercially available visible LED’s emit light in the red and
yellow-green regions of the spectrum, and are based on GaAsP and GaP.

One of the major difficulties encountered in early efforts to fabricate light

emitters using wide-gap II-VI semiconductors was the inability to control doping
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in those materials; none of the binary II-VI materials with band gaps at visible
wavelengths can be doped both p-type and n-type, obviating the possibility of
producing visible LED’s based on simple p-n homojunctions. In particular, the
inability to obtain p-type ZnSe and n-type ZnTe hindered efforts to achieve ef-
ficient electroluminescence in these materials. However, the advent of epitaxial
growth techniques such as molecular-beam epitaxy (MBE)[1, 2, 3] and metalor-
ganic chemical vapor deposition (MOCVD)[4] has introduced greater flexibility
in direct doping of II-VI materials, and has also made possible highly controllable
fabrication of heterostructures.

One approach that has been proposed for fabricating visible light emitters
based on II- VI semiconductors is the use of heterojunctions to inject carriers into
various II-VI materials, e.g., electrons into p-ZnTe or holes into n-ZnSe. Pro-
vided that heterojunctions with the appropriate dopabilities, band offset values,
and lattice match could be found, this approach would circumvent difficulties
in direct doping of many II-VI materials(5]. One such approach that appeared
especially promising was a device structure in which an n-AlSb/p-ZnTe hetero-
junction would provide a mechanism for injection of electrons into ZnTe[6]. The
feasibility of this device concept, however, depended critically on the value of the
AlSb/ZnTe conduction-band offset.

Fig. 5.1 shows a schematic energy-band diagram for the proposed n-AlSb/-
p-ZnTe visible LED structure. As can be seen from the figure, injection of elec-
trons from n-AlSb into p-ZnTe can occur only for sufficiently small values of the

conduction-band offset AE.. Specifically, the condition|6]
AEc +¢n—’ ¢pi0y (51)

where ¢, and ¢, are the positions of the quasi-Fermi levels relative to the AlSb

conduction-band edge and the ZnTe valence-band edge, respectively, must be
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satisfied to achieve a reasonable electron injection current i, from n-AlSb into p-
ZnTe, and to suppress the hole injection current i, from p-ZnTe into n-AlSb;
for realistic doping levels in AISb[7] the conduction-band offset must satisfy
AE.50.2 eV for the device concept to be feasible.

Direct predictions for the AlSb/ZnTe conduction-band offset[8, 9, 10, 11,
12, 13, 14, 15] range from 0.24 eV to —0.55 eV, and predictions based on the
measured GaSb/AlSb valence-band offset[16] and transitivity yield values as
high as ~0.34 eV[17]. Because of these large discrepancies, the available pre-
dictions are of little use in assessing the viability of AlSb/ZnTe-based visible
electroluminescent devices. Fig. 5.2 shows the range of values proposed for the
AlSb/ZnTe valence-band offset, based on the experimentally measured AlSb/-
GaSb valence-band offset[16] and predicted band oﬁ'set values for the GaSb/ZnTe
heterojunction[8, 9, 10, 11, 12, 13, 14, 15, 17, 18, 19, 20, 21]. Predictions for the
GaSb/ZnTe heterojunction have been combined with the experimental band off-
set value for AISb/GaSb because certain theories and émpirical rules are known
to be either inapplicable[17] or invalid[9, 10, 12] for compounds containing Al.
Fig. 5.2 makes apparent the need for a reliable experimental determination of the
AlSb/ZnTe band offset value.

The use of ITI-V/II-VI heterojunctions, while providing added flexibility in the
design of semiconductor heterostructure devices, introduces a number of compli-
cations not present for pure III-V or pure II-VI heterojunction systems. Substrate
temperatures for conventional MBE growth of II-VI materials are typically much
lower than for III-V materials; for example, typical substrate temperatures for
growth of GaAs are near 600°C, and typical temperatures for growth of ZnSe or
ZnTe are between 240°C and 420°C[1]. Because of this disparity in substrate
temperatures, growth of III-V materials on II-VI surfaces has been extremely

difficult. However, recently developed low-temperature growth techniques such
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n—AISb p—ZnTe

Figure 5.1: Schematic energy-band diagram for the n-AlSb/p-ZnTe visible LED
concept proposed by McCaldin and McGill[6]. In such a heterostructure, elec-
trons would be injected from the n-AlSb layer into the ?—ZnTe layer. However,
the feasibility of this device concept depends critically on the value of the con-
duction-band offset AE,.. The conduction-band offset must. be small enough that
sufficient electron injection (%,) occurs, and that the hole injection current 7, from
p-ZnTe into n-AlSb is suppressed relative to i,. For realistic doping levels, the
condition on the conduction-band offset for the feasibility of this device concept

is that AE,<0.2 eV.
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Figure 5.2: Proposed valence-band offset values for the AlSb/ZnTe heterojunc-
tion, based on an experimentally measured AlSb/GaSb valence-band offset[16]
and predicted values for the GaSb/ZnTe valence-band offset[8, 9, 10, 11, 12,
13, 14, 15, 17, 18, 19, 20, 21]. These values, based on transitivity of band off-
sets, have been used in lieu of direct predictions of the AlSb/ZnTe valence-band
offset because a number of theories are known to be either inapplicable[17] or
invalid[9, 10, 12] for compounds containing Al. Conduction-band offset values

corresponding to these proposed valence-band offsets range from —0.55 eV to

~0.34 eV.
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as migration-enhanced epitaxy(22, 23] allow the growth of GaAs at temperatures
of ~250°C, and these methods may provide a solution to the incompatibility of
ITI-V and II-VI growth temperatures.

Another complication that arises for III-V/II-VI heterojunctions is the chem-
ical reactivity of ITII-V/II-VI interfaces. Tu and Kahn[24] observed the formation
of an intermediate reacted layer containing Ga and Se at ZnSe/GaAs (110) and
(100) interfaces, and found that the formation of this reacted layer was enhanced
by annealing of the samples. Mackey et al.[25] used x-ray photoelectron spec-
troscopy to study InSb/CdTe (100) and (110) interfaces, and observed evidence
of the formation of an interfacial layer in which the predominant species were
In and Te; the interfacial reaction was found to be enhanced for CdTe deposi-
tion at elevated (~500°C) substrate temperatures. Wilke et al. have performed
photoemission studies of the ZnTe/GaSb (110){26] and CdS/InP (110)[27] het-
erojunctions, and in both cases observed evidence of interfacial reactions and
the formation of an intermediate compound between the III-V and II-VI layers,
composed primarily of the Group Il and Group VI elements.

Given the presence of intermediate compounds in a large number of ITI-V/-
II- VI interfaces, it is of considerable interest to investigate the possible effect of
these layers on band offset values in I1I-V/II-VI heterojunctions. Experiments in
various material systems have demonstrated that such effects are possible, and
can in fact be quite large. Studies of the ZnSe/GaAs (110) and ZnSe/Ge (110)
interfaces by Kowalczyk et al.[28] indicated that details of interface preparation,
such as growth sequence, growth temperature, and annealing, changed valence-
band offset values by ~0.1-0.2 eV, suggesting that these experimental parameters
could affect band offset values via changes induced in interfacial chemistry. For
Ge deposited on ZnSe at room temperature, however, Xu et al.[29] did not detect

any evidence of an interfacial reaction. Niles et al.[30, 31] observed changes of
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up to 0.15 €V in the valence-band offset for CdS/Si and CdS/Ge induced by
the deposition of a thin (0.5-2 A) layer of Al at the interfaces, and for lattice-
matched ZnSe/Ge heterojunctions found that the presence of a 2 A layer of
Al at the interface appeared to increase the valence-band offset by 0.2-0.3 V.
Perfetti et al.[32] observed changes in valence-band offset values of —0.5 eV and
+0.25 eV induced by the presence of H and Cs interlayers, respectively, at SiO,/Si
interfaces.

The most extensive experiments have been performed on the GaAs/Ge het-
erojunction system, but contradictory results have been reported. Katnani et
al. have performed a number of experiments on the GaAs/Ge heterojunction|33,
34, 35, 36] indicating that the surface reconstruction on which the interface is
grown, changes in interface orientation, and the introduction of Al interlayers
all had little (£0.05 eV) influence on the GaAs/Ge valence-band offset value.
These findings are contradicted, however, by experiments of Waldrop et al.[37].
Waldrop et al. found that depending upon the interface orientation and the sur-
face reconstruction on which the interface was grown, the GaAs/Ge valence-band

offset varied from 0.48 to 0.66 eV.

5.1.2 Summary of Results

In this chapter we discuss results obtained in our studies of various ITI-V/-
II-VI heterojunction systems. Sample growth for these experiments involved the
use of two separate molecular-beam epitaxial growth chambers connected via
ultrahigh vacuum transfer tubes. III-V layers were grown in an MBE chamber
dedicated exclusively to the growth of III-V semiconductors; samples were then
transferred under vacuum to an MBE chamber dedicated to the growth of II-

VI semiconductors, in which the ZnTe layers were grown. Samples were also
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transferred from both MBE chambers to the XPS analytical chamber under UHV
conditions. The ability to move samples among the two growth chambers and the
analytical chamber made possible the growth and characterization of III-V/II-VI
heterojunction samples under carefully controlled conditions. In other studies
in which samples were exposed to atmosphere during transfer between growth
chambers or to the analytical chamber, significant complications arose because
of the need to evaporate surface passivation layers protecting the samples during
exposure to atmosphere[38].

The initial motivation for these experiments was to measure the AlSb/ZnTe
(100) valence band offset and thereby to determine the feasibility of the AlSb/-
ZnTe visible light emitting device concept proposed by McCaldin and McGill[6)].
Our measurements yielded a valence-band offset AE, = 0.42 £+ 0.07 eV, corre-
sponding to a conduction-band offset AE, = 0.21 £ 0.07 eV. This value for the
conduction-band offset indicated that injection of electrons from n-AlSb into p-
ZnTe, the mechanism upon which the AlSb/ZnTe LED concept was based, should
be possible if heavily doped AlSb layers were employed.

XPS measurements on AlSb/ZnTe (100) heterojunctions also yielded consid-
erable evidence of chemical reactions occurring at the A1Sb/ZnTe interface. Al 2p,
Sb 4d, and Te 4d core level spectra from AlSb/ZnTe heterojunctions contained
chemically shifted peak components not present in spectra from bulk AlSb and
ZnTe, indicating that intermediate compounds were being formed at the AlSb/-
ZnTe interface. An analysis of these core-level spectra suggested that the inter-
mediate compound contained primarily Al and Te, probably in the form Al,Te,,
and that Sb was present at the ZnTe surface following the deposition of thin
layers of ZnTe on AlSh.

To investigate the possible effect of this interfacial reaction on band offset

values, we studied band offset transitivity in the AlSb/GaSb/ZnTe material sys-



212

tem. Considerable theoretical and experimental evidence exists indicating that,
for abrupt heterojunctions, band offset transitivity should be satisfied; if band
offset values were influenced by the presence of nonideal interfaces, e.g., in-
terfaces at which chemical reactions occurred, transitivity in material systems
involving these interfaces should be violated. We have measured the valence-
band offset for the AlSb/GaSb and GaSb/ZnTe heterojunctions, obtaining val-
ues AE,(AlSb/GaSb) = 0.39+0.07 eV and AE,(GaSb/ZnTe) = 0.60 + 0.07 V.
Our measurements demonstrate that band offset transitivity in the AISb/GaSb/-
ZnTe material system is violated by 0.21 & 0.05 eV, suggesting that I1I-V/II-VI
interfacial reactions do indeed influence band offset values.

We have also attempted to observe the effect of these interfacial reactions on
band offset values more directly. Our studies of the AlSb/ZnTe heterojunction
had revealed that varying the substrate temperature between 270°C and 330°C
during deposition of ZnTe on AlSb did not affect the AlSb/ZnTe band offset
value. We therefore attempted to suppress the III-V/II-VI interface reaction
by exposing the III-V surface to an initial flux of Zn prior to deposition of the
ZnTe. This procedure reduced the value of the GaSb/ZnTe valence-band offset
by 0.05 eV to 0.55 4 0.07 eV, and reduced the AlSb/ZnTe valence-band offset by
0.10 eV to 0.32 1 0.07 eV. In addition, an examination of the Al 2p core-level
spectra from AlSb/ZnTe heterojunctions grown with and without the initial Zn
flux suggested that the initial exposure to Zn produced a slight suppression of

* the interface reaction.

5.1.3 Outline of Chapter

The measurement of the AlSb/ZnTe (100) valence-band offset is described in

Section 5.2. Sample growth is discussed in Section 5.2.1, the XPS measurements
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and data analysis are described in Section 5.2.2, and results are presented in Sec-
tion 5.2.3. Studies of band offset transitivity in the AlSb/GaSb/ZnTe material
system are presented in Section 5.3. The measurement of the AlSb/GaSb band
offset is presented in Section 5.3.1, and measurement of the GaSb/ZnTe band
offset is discussed in Section 5.3.2. The results of these measurements, in par-
ticular the demonstration that transitivity is violated, are discussed in Section
5.3.3. Attempts to observe the effects of interface reactions on band offset values
more directly are presented in Section 5.4. Our conclusions are summarized in

Section 5.5.

5.2 The AlSb/ZnTe (100) Heterojunction

5.2.1 Sample Growth

The samples prepared for this study were grown by molecular-beam epitaxy in
two Perkin-Elmer 430P MBE systems. The AlSb layers were grown in a chamber
dedicated to the growth of III-V semiconductors, and the ZnTe layers were grown
in a chamber devoted to II-VI semiconductor growth; the two growth chambers
and the XPS analytical chamber are connected by ultrahigh vacuum transfer
tubes, allowing samples to be transported among the two growth chambers and
the analytical chamber without exposure to atmospheric pressure. All samples
were grown on p-type GaSb (100) substrates, with p ~ 1 x 107cm~3. Follow-
ing oxide desorption at 530°C, a GaSb buffer layer was grown at 100 A /min.,
with the substrate at 475°C. AISb layers were grown at 62.5 A /min. with a sub-
strate temperature of 530 °C; for the ZnTe layers, a growth rate of approximately
50 A/min. and substrate temperatures of 270°C and 330°C were used.

Al 2p core-level to valence-band-edge binding energies were measured in two
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5000 A AISb layers grown on the GaSb buffers. To measure the Al 2p to Zn 3d
core-level energy separation, three samples were grown. Each consisted of over
5000 A of AlSb grown on the GaSb buffer layer, followed by approximately 25 A
of ZnTe grown at either 270°C or 330°C. For the ZnTe layers, streaky reflection
high-energy electron diffraction (RHEED) patterns were observed within approx-
imately five seconds after the growths were begun, indicating that growth was
two-dimensional. For the Zn 3d core-level to valence-band-edge binding energy
measurement, an additional 250 A layer of ZnTe was grown at 270°C on two of
the AlSb/ZnTe heterojunction samples after the XPS heterojunction core-level
energy separations had been measured in those samples. The heterojunction
samples showed relatively little sign of surface deterioration following the XPS
measurements, and streaky ZnTe RHEED patterns were observed almost immedi-
ately after growth of ZnTe commenced. Growth of the AISb/ZnTe heterojunction
samples required the use of both MBE chambers, with the samples being trans-
ported between the two systems under UHV conditions. Immediately following all
growths, the samples were transported under UHV conditions to the XPS cham-
ber for analysis. The ability to perform the entire experiment without exposing
samples to atmosphere allowed us to eliminate experimental uncertainties associ-
ated with surface passivation and subsequent evaporation of protective capping
layers. This capability was critical in these experiments, given the propensity
to form interfacial reaction layers, particularly at the elevated substrate temper-
atures required for evaporation of surface passivation layers, that seems to be

characteristic of III-V/II-VI heterojunctions.
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5.2.2 XPS Measurements and Data Analysis

Fig. 5.3 shows a schematic energy-band diagram for the AlSb/ZnTe hetero-
junction. Strain-induced effects on the electronic structure of the two materials
have been neglected, due to the small lattice mismatch (0.55%) between AISb and
ZnTe. The band gap in AlSb is indirect, with the conduction-band minimum in
the A direction in the Brillouin zone; the indirect nature of the AlSb band gap
is indicated by the dashed line for the AlISb conduction-band edge. As shown in

the figure, the valence-band offset is given by

AE, = (Byzy — EJ™) — (Ezisd — BJ™) — (Bay — Bznsa)-  (5.2)

v

XPS measurements were obtained using a Perkin-Elmer Model 5100 analy-
sis system with a monochromatic Al Ka x-ray source (hv = 1486.6 eV). The
measured linewidth for Au 4f core-level peaks was ~0.75 eV, and the pressure
in the analysis chamber was typically ~5 x 107!° Torr. Sample XPS spectra for
bulk AISb, bulk ZnTe, and AlSb/ZnTe heterojunctions are shown in Figs. 5.4(a),
(b), and (c), respectively. The valence band spectra for the bulk AlSb and ZnTe
samples are also shown on enlarged scales, as indicated in the figure.

Core-level peak positions were obtained by subtracting from each core-level
peak a background function proportional to the integrated photoelectron inten-
sity, and fitting the resulting core-level spectra to characteristic peak-shape func-
tions consisting of two identically shaped Voigt functions separated by a fixed
spin-orbit splitting, whose relative heights scaled as (2J + 1). The position of a
given core level was taken to be an average of the positions of the spin-orbit-split
components, weighted by the degeneracy (2J + 1). The uncertainty in measured
core-level energy separations was estimated to be +0.02 eV, and measurements

of core-level energy separations were typically reproducible to £0.01 eV.
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AlSb InTe

EAl2p

Figure 5.3: Schematic energy-band diagram for the AlSb/ZnTe (100) hetero-
Junction. As indicated by the dashed line for the AISb conduction-band edge,
the band gap in AlSb is indirect, with the conduction-band minimum in the A

direction in the Brillouin zone.
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Figure 5.4: Representative binding energy XPS spectra for (a) bulk AISb (100),
(b) bulk ZnTe (100), and (c) an AlSb/ZnTe (100) heterojunction. The Al 2p
core-level to valence-band-edge binding energy is measured in the bulk AlSh sam-
ples, the Zn 3d core-level to valence-band-edge binding energy in the bulk ZnTe
samples, and the Al 2p to Zn 3d core-level energy separation in the AlSb/ZnTe
heterojunctions. For the bulk AlSb and ZnTe spectra in (a) and (b), respectively,
longer sampling times were used in the vicinity of the valence band edges. The
valence-band spectra for the bulk AlSb and ZnTe samples are also shown on

enlarged intensity scales, as indicated in the figure.
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The position of the valence-band edge in each XPS spectrum was determined
using the precision analysis technique of Kraut et al.[39]. In this approach, the
XPS spectrum near the valence-band edge is modeled as a convolution of a the-
oretical valence-band density of states with an experimentally determined XPS
instrumental resolution function. This model function is then fitted to the experi-
mental data to give the position of the valence-band edge. The XPS instrumental
resolution function was determined from measured lineshapes of Au 4f core-level
peaks, for which the inherent linewidth attributable to lifetime broadening is
known[40]. The theoretical valence-band density of states was calculated us-
ing the empirical pseudopotential method[41]; spin-orbit interactions[42] and a
nonlocal effective mass parameter[43] were included in these calculations. The
empirical pseudopotential parameters were obtained by optimizing the calculated
band structure to give the best agreement at the I', X , and L points in the Bril-
louin zone with previously calculated band structures and measured critical-point
energies for AlSb[41, 44, 45] and ZnTe[41, 46, 47, 48].

Figs. 5.5(a) and (b) show the valence-band spectra, model functions fitted to
the XPS data, and calculated valence-band densities of states for AlSb (100) and
ZnTe (100), respectively. The valence-band edge in these figures, as determined
by the fitting procedure described above, is taken to bé at 0 eV.

5.2.3 Results and Discussion

Measurements obtained from the bulk AlSb samples yielded an Al 2p core-level
to valence-band-edge binding energy of 72.92 + 0.04 eV. Our measurement is in
good agreement with a previously reported value[16] of 72.96 eV. The separation
between the Al 2p and Sb 4ds/, core levels in AlSb was found to be 41.7240.02 eV,

comparison of the Al 2p to Sb 4ds/, core-level energy separation in bulk and



219

~~
@]
~—
)

Intensity (arb. units

(b)

14 12 10 8 6 4

Energy (eV)

Intensity (arb. units)

Binding energy (eV)

Figure 5.5: Typical XPS valence-band spectra and model functions fitted to
the experimental data for (a) AISb (100) and (b) ZnTe (100). The theoretical
valence-band densities of states used to construct the model functions are shown
in the insets to each figure. These model functions are used to determine the

position of the valence-band edge in each spectrum.
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heterojunction samples provides one way to confirm that the core-level binding
energies are indeed bulk properties, and are not significantly influenced by the
presence of the interface in a heterojunction sample.

For the bulk ZnTe samples, we obtained values of 9.42 + 0.04 eV and 30.02 +
0.02 eV for the Zn 3d core-level to valence-band-edge binding energy and the Te
4ds;; to Zn 3d core-level energy separation, respectively. Comparison of these
results with previous measurements is difficult, since reported values[38, 49, 50]
for the Zn 3d core-level to valence-band-edge binding energy range from 9.1 eV
to 9.84 eV.

Determination of the Al 2p to Zn 3d core-level energy separation in the AlSb /-
ZnTe hetérojunctions was complicated by the apparent formation of a reacted
layer at the AlSb/ZnTe interface. Evidence of this reaction can be seen in the
spectra for the Al 2p, Sb 4d, and Te 4d core-level spectra from the heterojunction
samples. Figs. 5.6(a) and (b) show Sb 4d core-level spectra for bulk AlSb and for
an AlSb/ZnTe heterojunction, respectively. The bulk AlSb spectrum contains a
small component at higher binding energy compared to the main peak; an anal-
ogy with observed surface core-level shifts in the As-rich c(4 x 4) reconstruction
of GaAs[51] suggests that this component may be due to excess Sb on the AlSb
surface. The spectrum recorded from a heterojunction sample clearly shows a
peak shifted to higher binding energy relative to the main peak structure; this
shifted peak was present in all heterojunction samples, independent of the tem-
perature at which the ZnTe layers were grown. By varying the electron take-off
angle from the sample, and therefore the effective electron escape depth, we were
able to determine that the smaller, shifted peak was due to Sb on the surface
of the sample, i.e., on top of the thin ZnTe layer. This conclusion was also sup-
ported by the presence of a small but detectable Sb 4d core-level peak even for
samples with 275 A of ZnTe deposited on AlSb.
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Figure 5.6: Sb 4d core-level XPS spectra from (a) bulk AISb and (b) a ZnTe/-
AlSb heterojunction. In the bulk spectrum, the small peak shifted to higher
binding energy is thought to be due to excess Sb on the AISb surface; in the
heterojunction spectrum, the peak shifted to higher binding energy was found to

originate from Sb at the sample surface, i.e., on top of the ZnTe layer.
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The Al 2p core-level spectrum from an AlSb/ZnTe heterojunction, shown in
Fig. 5.7(b), also exhibits a peak shifted to higher binding energy; the shifted
peak is not present in the spectrum shown in Fig. 5.7(a), obtained from bulk
AlSb. Electronegativity arguments would suggest that Al in the reacted layer is
forming bonds with an element more electronegative than Sb, since a shift of the
core level to higher binding energy indicates that more charge is transferred away
from the Al atom. The only element present that is more electronegative than
Sb is Te (2.1 for Te versus 1.9 for Sb on the Pauling electronegativity scale[52]);
if Al and Te are indeed forming bonds in the interfacial layer, a peak shifted to
lower binding energy should appear in the Te 4d spectrum from an AlSb/ZnTe
heterojunction.

Figs. 5.8(a) and (b) show Te 4d core-level spectra from bulk ZnTe and an
AlSb/ZnTe heterojunction, respectively, and a peak shifted to lower binding en-
ergy does indeed appear in the heterojunction spectrum. The Te 4d spectra also
contain very small peaks shifted to higher binding energy; as with the bulk AlSb
spectra, these peaks may be due to excess Te on the ZnTe surface.

The chemical behavior at the AlSb/ZnTe (100) interface thus appears to be
quite similar to that observed at a number of other ITII-V/II-VI heterojunctions.
Tu and Kahn[24] observed the formation of an intermediate layer containing Ga
and Se at GaAs/ZnSe (110) and (100) interfaces, and detected a layer of Ga,Se; in
the wurtzite phase at the GaAs/ZnSe (110) interface. Mackey et al.[25] observed
evidence that an interfacial layer containing primarily In and Te was formed
at InSb/CdTe (100) and (110) interfaces. Wilke et al. have observed evidence
of interfacial reactions and the formation of intermediate compounds composed
primarily of the Group III and Group VI elements in GaSb/ZnTe (110)[26] and
CdS/InP (110)[27] heterojunctions. Our measurements and analogies with other

IIT-V/II-VI heterojunction systems suggest that a compound containing Al and
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Figure 5.7: Al 2p core-level XPS spectra from (a) bulk AISb and (b) a ZnTe/AlISb
heterojunction. The bulk spectrum (a) contains only a single peak component;
the heterojunction spectrum in (b) clearly contains a peak shifted to higher bind-
ing energy, indicating that Al bonding to Te is present in the reacted layer at the
AlISb/ZnTe interface.
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Figure 5.8: Te 4d core-level XPS spectra from (a) bulk ZnTe and (b) a ZnTe/-
AISb heterojunction. Both spectra contain a small peak shifted to higher binding
energy with respect to the main peak; this peak may originate from excess Te at
the ZnTe surface. The heterojunction spectrum also contains a peak shifted to
lower binding energy, indicating that Te bonding to Al is present'in the reacted

layer at the Al1Sb/ZnTe interface.
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Te is formed at the AlSb/ZnTe (100) interface. An examination of the binary
alloy phase diagram[53] for Al and Te indicates that the most likely candidate
is Al,Te3. A schematic diagram of the compounds believed to be present in our
AlSb/ZnTe heterojunctions is shown in Fig. 5.9.

The presence of a large shifted peak in the Al 2p core-level spectrum from
the ZnTe/AlISb heterojunction complicates the determination of the Al 2p to
Zn 3d heterojunction core-level energy separation. To ensure that the position
assigned to the Al 2p core level corresponded to that in bulk AISb and was not
affected by the presence of the chemically shifted component in the spectrum, we
checked the energy separation between the Al 2p core-level peak components and
the Sb 4d peak components. By requiring this energy separation to be equal in
the bulk AlISb and AlSb/ZnTe heterojunction samples, we were able to identify
unambiguously the peak components corresponding to the pure AlSb layer in
the heterojunction. The Zn 3d core-level spectrum did not appear to contain a
significant chemically shifted component, and the Zn 3d to Te 4ds)3 core-level
energy separation in the AlSb/ZnTe heterojunctions was confirmed to be the
same as that in bulk ZnTe.

We obtained a value of 63.08 +0.04 eV for the Al 2p to Zn 3d heterojunction
core-level energy separation; the relatively large uncertainty in this measurement
was due to the presence of the chemically shifted component in the Al 2p core-level
spectrum. Using Eq. (5.2), we obtain a valence-band offset AE,(AlSb/ZnTe) =
0.4240.07 eV; the corresponding conduction-band offset is AE. =0.21£0.07 eV.
The band alignment is thefefore Type I, as shown schematically in Fig. 5.3.

Theoretical predictions for the AlSb/ZnTe valence-band offset encompass
an extremely wide range of values. At one extreme, the common anion
rule[17] predicts AE, = 0.69 eV for the GaSb/ZnTe heterojunction which,
when combined with a measured AlSb/GaSb valence-band offset of 0.40 eV{16]
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Figure 5.9: Schematic diagram of the compounds believed to be present in our
AlSb/ZnTe heterojunctions. For ZnTe deposited on AlSb, an intermediate com-
pound containing Al and Te, most likely in the form Al,Tes, is formed at the
AlSb/ZnTe interface. In addition, excess Sb accumulates at the ZnTe surface

and appears to move along with the ZnTe growth front.
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yields AE,(AlSb/ZnTe) = 0.29 eV, with the valence-band edge of ZnTe be-
iow that of AISb — a Type I band lineup; at the other, the model of Von
Ross[21] predicts AE, = 1.18 eV, which corresponds to a Type II band
lineup, with the valence-band edge of ZnTe below that of AISb. Fig. 5.10,
like Fig. 5.2, shows the range of values proposed for the AlSb/ZnTe valence-
band offset, based on the experimental value of 0.40 eV for the AlSb/GaSb
valence-band offset[16] and predicted band offset values for the GaSb/ZnTe
heterojunction(8, 9, 10, 11, 12, 13, 14, 15, 17, 18, 19, 20, 21}, but also includes
the valence-band offset value we obtained from our measurements. The seri-
ous discrepancies among these theoretical values attest to the need for reliable
experimental measurements of band offsets for AlSb/ZnTe and other novel het-
erojunction systems.

An issue of concern is the effect of the reacted layer on the electronic struc-
ture of the interface. Varying the temperature at which the ZnTe in the het-
erojunction was grown from 270°C to 330°C did not have a discernible effect
on the value of the band offset, but previously reported measurements of the
band offsets in AlSb/GaSb and GaSb/ZnTe heterojunctions suggest that the
effect of interface reactions on band offset values may be significant. Recent
ca.lculations[l3, 15, 20, 54, 55] have suggested that in many material systems
band offsets should be transitive, even if one does not assume that band offsets
depend only on inherent pr0perties of the constituent bulk materials. Previous ex-
periments on the Ge/GaAs/AlAs material sysfem[SG] have shown that, for high-
quality interfaces, band offsets obey the transitivity rule. The reported valence-
band offset for AlSb/GaSb heterojunctions is ~0.40 eV, and for the GaSb/ZnTe
(110) heterojunction a value of 0.34 eV has been obtained[26]; assuming that
transitivity is valid, these results yield a valence band offset of —0.06 eV for
AlSb/ ZnTe, which differs from our result by 0.48 eV. This discrepancy suggests



228

0.00 4
~0.251
P
o —0.50+
~— McCaldin, McGill and Mead
© /Kotnoni and Margaritondo
@ ........................... /Tersoff
8 -0.751 /Horrison
# Yu et al.,, MEASURED VALUE
-8 -\Christensen
-8 -t.004 \Frensley ond Kroemer .
Van de Walle and Martin
8 \Lombrecht et al.
g Milnes ond Feucht
-6 =125 Harrison nd T off
~ arrison a ers
-1.50 4
........................... Von Ross
-1.75

GaSb  AISb  ZnTe
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that effects due to the detailed structure of the interfaces, and possibly related
to the nonideal interfaces formed in III-V/II-VI heterojunctions, could have a
significant influence on band offset values.

Our results also have implications for the viability of n-AlSb/p-ZnTe light-
emitting diode structures. In their original proposal, McCaldin and McGill[6]
argued that efficient electron injection from AlSb into ZnTe would be difficult to
achieve if the conduction-band offset were too large; high doping levels in the AlSb
layers would also be required, unless the conduction-band offset were small, i.e.,
AE.<0.2 eV. Recent efforts[7] to dope AISb using PbTe have resulted in n-type
AlSb with carrier concentrations as high as ~9 x 107cm~3. A conduction-band
offset of 0.21 eV therefore indicates that reasonably efficient electron injection
from AlSb into ZnTe may be possible, provided that the AlSb layers are heavily

doped.

5.3 Transitivity in the Al1Sb/GaSb/ZnTe Ma-
terial System

Section 5.2.3 alluded to possible effects of interfacial reactions on band offset
values, and ways in which such effects might manifest themselves as violations
of band offset transitivity. The transitivity rule for band offsets is simply the
statement that, for three semiconductors 4, B, and C, the following relationship

for band offsets should be valid:
AE,(A/B)+ AE,(B/C)+ AE,(C/A) = 0. (5.3)

There exists considerable theoretical and experimental evidence that for abrupt
interfaces, the transitivity rule should apply. Eq. (5.3) is obviously valid for

theories that treat band offsets simply as properties of the bulk constituent ma-
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terials forming a heterojunction. However, a number of theories that include
effects arising from the detailed structure of specific interfaces also yield results
that, within the accuracy of the calculations, are consistent with the transitivity
rule[13, 15, 20, 54, 55].

The self-consistent demsity-functional calculations of Van de Walle and
Martin[13] using ab initio nonlocal pseudopotentials yield valence-band offsets
for the 5i/GaP/AIP (110) and GaAs/AlAs/Ge/ZnSe (110) material systems that
satisfy the transitivity rule to within 40.05-0.10 eV, which is well within the
accuracy of their calculations. Calculations by Christensen[20, 54] using a self-
consistent, relativistic linear muffin-tin orbital (LMTO) scheme yielded valence-
- band offsets for the Si/GaP/AIP (110), GaAs/AlAs/Ge/ZnSe (110), and InAs/-
GaSb/ZnTe (110) material systems that obey transitivity to within 40.10 eV;
however, Christensen also noted that for a few compounds such as CuBr interface
states tended to form at heterojunctions, causing band offset values to deviate
from transitivity. Lambrecht et al.[15, 55] performed calculations of band offset
values, also using LMTO methods, and obtained valence-band offset values for
the 5i/GaP/AlP (110), GaAs/AlAs/Ge/ZnSe (110), and InAs/GaSb/AISb/ZnTe
(110) material systems that are transitive to within :!:0;10 eV.

Experimentally, there is substantial evidence that for interfaces of sufficiently
high quality, band offsets should obey the transitivity rule. Katnani and Bauer[56]
have demonstrated the Validii;y of the transitivity rule for valence-band offsets in
the Ge/GaAs/AlAs material system, obtaining band offsets using XPS that sat-
isfy Eq. (5.3) to within 40.05 eV. Our measurements demonstrating the commu-
tativity of the GaAs/AlAs (100) valence-band offset, discussed in Chapter 3 and
Ref. [57], and similar results of Hirakawa et al.[58], provide further evidence that
band offsets for high-quality, lattice-matched interfaces should be both commu-

tative and transitive. There is also evidence, however, that even in the relatively
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well-understood Ge/GaAs/AlAs material system, under certain conditions inter-
face chemistry can affect band offset values. Waldrop et al.[37] observed that
depending on the interface orientation and surface reconstruction upon which a
heterojunction was grown, the GaAs/Ge valence-band offset varied from 0.48 to
0.66 eV. In addition, measurements by Waldrop et al.[59, 60] yielded a depen-
dence of the GaAs/AlAs valence-band offset on both interface orientation and
growth sequence. |

These results indicate that although the detailed atomic structure of the inter-
face can have a sizable effect on band offset values, interfaces of sufficiently high
quality should exhibit the behavior expected theoretically, e.g., commutativity
and transitivity, from abrupt, ideal interfaces. We have therefore attempted to
elucidate the influence of interfacial reactions on band offset values by testing the
validity of the transitivity rule for the lattice-matched AlSb/GaSb/ZnTe material
system. If the presence of nonideal interfaces, such as the III-V/11-VI interfaces
at which interfacial reactions were observed, were affecting band offset values, a
deviation from transitivity should be observed; if the interfacial reactions were
not affecting band offset values, the transitivity rule should be valid. To test
the transitivity rule for the AlSb/GaSb/ZnTe material system, we measured the
valence-band offsets for the A1Sb/GaSb (100) and GaSb/ZnTe (100) heterojunc-
tions. These measurements were then combined with the value we obtained for
the AlSb/ZnTe (100) valence-band offset, 0.42 & 0.07 eV, to determine the devi-

ation from the transitivity condition, Eq. (5.3).

5.3.1 The AISb/GaSb (100) Heterojunction

Fig. 5.11 shows a schematic energy-band diagram for the AlSb/GaSb hetero-
junction. The indirect nature of the AlSb band gap is indicated by the dashed
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line for the AlSb conduction-band edge. As shown in the figure, the valence-band

offset is given by

AE, = (EG3s — B;") + (Bhip — EGasa) — (Eay — BS™).  (5.4)

Samples for this study were grown in a Perkin-Elmer 430P MBE system on
GaSb (100) subst;;tes, either p-type (p ~ 1 x 10cm™3) or degenerately doped
n-type. Following oxide desorption at 530°C, a GaSb buffer layer was grown
at 100 A/min., with the substrate at 475°C. The AlSb layers were grown at
62.5 A/min. with a substrate temperature of 530°C. All samples were transferred
directly from the MBE growth chamber to the XPS analytical chamber under

UHYV conditions.
The Ga 3d and Al 2p core-level to valence-band-edge binding energies were

measured in bulk GaSb (100) and AlSb (100) films, respectively. The Al 2p
core-level to valence-band-edge binding energy was measured in two samples, as
described in Section 5.2. We obtained an Al 2p core-level to valence-band-edge
binding energy of 72.92+0.04 eV. The Ga 3d core-level to GaSb valence-band-edge
binding energy was measured in one sample, consisting of 5000 A of nominally
undoped GaSb grown on a p-type (p ~ 1 x 1017cm~3) GaSb (100) substrate. Our
measurements yielded a Ga 3d core-level to valence-band-edge binding energy
of 18.86 & 0.04 €V, in reasonable agreement with a previously reported value of
~18.90 eV[16]. Figs. 5.12(a) and (b) show representative XPS spectra for bulk
AlSb (100) and bulk GaSb (100), respectively; the valence-band spectra are also
shown on enlarged scales, as indicated in the figure.

The position of the GaSb valence-band edge was determined using the pre-
cision analysis technique of Kraut et al.[39], as described in Section 5.2.2. For

GaSb, the empirical pseudopotential parameters were obtained by optimizing our



233

AlISb GaSb

E_-mmmmmmmmes
EC
AE £
| '

EGCJCSd-_Ev
7 E a3
EAIZp—Ev
EAl2p_EGcZ’>d
EAIZp Y

Figure 5.11: Schematic energy-band diagram for the AlSb/GaSb (100) hetero-
junction. As indicated by the dashed line for the AlSb conduction-band edge,
the band gap in AlSb is indirect, with the conduction-band minimum in the A

direction in the Brillouin zone.



234

()
£ | Asb (100) 4
' Sbad oy
£ i
< i P
- Al2p £
L
_'F_-" -n-.—r--——-/.\L ..... .ﬁf/\‘rﬁ_l\lunml
80 60 40 20
Binding energy (eV)
(b)
£ b Ge3d i
y-J M— el S Y | U ¥
80 60 40 20 0

Binding energy (eV)

Figure 5.12: Representative binding energy XPS spectra for (a) bulk AISb (100),
and (b) bulk GaSb (100). The Al 2p core-level to valence-band-edge binding
energy is measured in the bulk AISb samples, and the Ga 3d core-level to va-
lence-band-edge binding energy is measured in the bulk GaSb samples. Longer
sampling times were used in the vicinity of the valence-band edges to obtain ade-
quate intensities in the valence-band spectra. The valence-band spectra for each

material are also shown on enlarged intensity scales, as indicated in the figure.
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calculated band structure to give the best agreement at the I', X, and L points
in the Brillouin zone with the band structure calculated by Chelikowsky and
Cohen[61] using a nonlocal empirical pseudopotential method. Fig. 5.13 shows
the valence-band spectrum, model function fitted to the XPS data, and calcu-
lated valence-band density of states used to construct the model function, for
GaSb (100).

The Al 2p to Ga 3d core-level energy separation was measured in two hetero-
junctions, one consisting of 25 A of AlSb grown on top of ~5000 A of GaSb, and
the other consisting of 20 A of GaSb grown on top of ~5000 A of AlSb. For the
sample consisting of AlSb grown on top of GaSb, the separation between the Al
2p and Ga 3d core levels was measured to be 54.43 + 0.02 eV; for GaSb grown
on top of AlSb, our measurements yielded an Al 2p to Ga 3d core-level energy
separation of 54.46 + 0.02 eV. Combining the measurements obtained from these
two heterojunctions, we obtain an Al 2p to Ga 3d core-level energy separationl
of 54.45 & 0.03 eV. Within the range of experimental error, our measurements
confirm the commutativity of the valence-band offset for the AlSb/GaSb (100)
heterojunction, suggesting that we have been able to grow abrupt AlSb/GaSb
interfaces in which the influence of chemical reactivity is minimal. The slight
difference in core-level energy separations for the two different growth sequences
could arise from a variety of sources, one notable possibility being the slight lat-
tice mismatch between AlSb and GaSb (~ 0.7%), which would induce strain in
the top layer of the heterojunction, resulting in a slight asymmetry for the two
growth sequences. Typical XPS spectra for AlSb grown on GaSb and for GaSb
grown on AlSb are shown in Figs. 5.14(a) and (b), respectively.

Combining the measurements of the Al 2p and Ga 3d core-level to valence-
band-edge binding energies and the Al 2p to Ga 3d heterojunction core-level

energy separation using Eq. (5.4), we obtain an AlSb/GaSb valence-band off-
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Figure 5.13: Typical XPS valence-band spectrum and model function fitted to
the experimental data for GaSb (100). The theoretical valence-band density of
states used to construct the model function is shown in the inset to the figure.

The model function is used to determine the position of the valence-band edge

in the spectrum.
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Figure 5.14: Representative binding energy XPS spectra for (a) 25 A AISb grown
on GaSb, and (b) 20 A GaSb grown on AlSb. The Al 2p to Ga 3d core-level
energy separation is measured in these samples. Comparing the results from
the two different growth sequences allowed the commutativity of the A1Sb/GaSb
band offset to be checked.
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set AE, = 0.39 £ 0.07 eV. This measurement is in good agreement with pre-
viously reported values. Tejedor et al.[63] used resonant Raman scattering to
study the electronic structure of GaSb/AlSb superlattices, and concluded that
AE,(AISb/GaSb) > 0.267 eV. Gualtieri et al.[16] obtained a AlSb/GaSb valence-
band offset of 0.40 + 0.15 eV using XPS measurements. Menéndez et al.[62]
obtained AE,(AlSb/GaSb) = 0.45 £ 0.08 eV using a light-scattering method.
Measurements of optical absorption and excitation in GaSb/AlSb multiple quan-
tum wells by Cebulla et al.[65] yielded a valence-band offset AE,(AlSb/GaSb) =
0.35 eV. Finally, Beresford et al.[66] have observed resonant tunneling of holes
in GaSb/AlSb/GaSb/AlSb/GaSb heterostructures, consistent with a substantial
valence-band offset, AE,(AlSb/GaSb)~0.4 eV.

5.3.2 The GaSb/ZnTe (100) Heterojunction

Fig. 5.15 shows a schematic energy-band diagra.m for the GaSb/ZnTe hetero-
junction. The effects of strain on the electronic structure of the heterojunction
have been neglected because of the extremely small lattice mismatch (~0.15%)
between GaSb and ZnTe. As shown in the figure, the valence-band offset is given

by

AE, = (BGuad — EJ*™) — (Bf%si — B™™) - (Bgiad — Efnsd)- (5.5)

The samples for this study were grown in two Perkin-Elmer 430P MBE sys-
tems, as described in Sections 5.2 and 5.3.1. Samples were grown on p-type GaSb
(100) substrates (p ~ 1 x 10*"cm™3). Following oxide desorption at ~530°C, a
GaSb layer was grown at 100 A/min., with the substrate at 475°C. The ZnTe
layers were grown at 50 A/min. and using a substrate temperature of 270°C.

The GaSb layers were grown in an MBE chamber dedicated to the growth of III-
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Figure 5.15: Schematic energy-band diagram for the GaSb/ZnTe (100) hetero-
junction. The valence-band offset AE, is obtained by measuring the Ga 3d and
Zn 3d core-level to valence-band-edge binding energies in bulk GaSb (100) and
ZnTe (100), respectively, and by measuring the Ga 3d to Zn 3d core level energy

separation in a GaSb/ZnTe (100) heterojunction.
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V semiconductors, and the ZnTe layers in a growth chamber dedicated to II-VI
materials. All samples were transferred among the two MBE chambers and the
XPS analytical chamber under UHV conditions.

The measurement of the Zn 3d core-level to valence-band-edge binding energy
in bulk ZnTe has been described in Section 5.2; the determination of the Ga 3d
core-level to valence-band-edge binding energy in bulk GaSb was presented in
Section 5.3.1. Our measurements yielded a Zn 3d core-level to valence-band-
edge binding energy of 9.42 £+ 0.04 eV, and a Ga 3d core-level to valence-band-
edge binding energy of 18.86 £ 0.04 eV. Core-level energy separations were also
measured in each material. For ZnTe, we obtained a Te 4d;/; to Zn 3d core-level
energy separation of 30.02 4 0.02 eV; for GaSb, we measured a Sb 4d;;; to Ga 3d
core-level energy separation of 12.80 - 0.02 eV.

To measure the Ga 3d to Zn 3d heterojunction core-level energy separation,
a heterojunction sample was grown consisting of ~ 25 A ZnTe grown on GaSb.
The GaSb surface exhibited an initial (1 x 3) RHEED pattern; a streaky (2 x 1)
ZnTe RHEED pattern appeared within approximately five seconds after the ZnTe
growths were begun, indicating that growth was two-dimensional. Growth of
the GaSb/ZnTe heterojunction sample required the use of both MBE growth
chambers, with the samples being transported between the two systems under
UHV conditions. Immediately following all growths, samples were transported
under UHV conditions to the XPS analytical chamber for analysis.

Representative XPS spectra for bulk GaSb, bulk ZnTe, and GaSb/ZnTe het-
erojunctions are shown in Figs. 5.16(a), (b), and (c), respectively. The valence-
band spectra for the bulk GaSb and bulk ZnTe samples are shown on enlarged
scales, as indicated in the figure. The Ga 3d core-level to valence-band-edge bind-
ing energy and the Sb 4d;/, to Ga 3d core-level energy separation were measured

in bulk GaSb; the Zn 3d core-level to valence-band-edge binding energy and the
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Te 4d;s/; to Zn 3d core-level energy separation were measured in bulk ZnTe. In
the GaSb/ZnTe heterojunction sample we measured the Ga 3d to Zn 3d hetero-
junction core-level energy separation and the Sb 4ds;; to Ga 3d and Te 4ds;; to
Zn 3d core-level energy separations. The Sb 4dg/, to Ga 3d and Te 4ds; to Zn
3d core-level energy separations were measured in both the bulk and the hetero-
Junction samples to ensure that the core-level binding energies we measured in
the GaSb/ZnTe heterojunction were truly characteristic of the bulk material.
Our measurements on the GaSb/ZnTe (100) heterojunction sample yielded a
Ga 3d to Zn 3d core-level energy separation of 8.84+0.03 eV. An analysis of Sb 4d,
Ga 3d, and Te 4d core-level spectra from bulk GaSb or ZnTe and from the GaSb/-
ZnTe heterojunction revealed some evidence of an interfacial reaction similar to
that occurring for the AlSb/ZnTe interface; however, the chemically shifted peaks
in core-level spectra from the GaSb/ZnTe heterojunction were considerably less
pronounced than those observed in the AlSb/ZnTe heterojunction. Figs. 5.17(a),
(b), and (c) show the Sb 4d, Ga 3d, and Te 4d core-level spectra, respectively,
from bulk GaSb or.-ZnTe and from the GaSb/ZnTe heterojunction. The Sb 4d
core-level spectrum from the heterojunction contains a sizable component shifted
to higher binding energy, arising from Sb atoms on the ZnTe surface; the Ga
3d heterojunction spectrum appears to contain a small peak component shifted
to higher binding energy that is not present in the bulk spectrum, which would
arise from Ga atoms in a reacted layer formed at the \GaSb /ZnTe interface; the Te
4d heterojunction spectrum contains a peak component shifted to lower binding
energy that is not present in the bulk spectrum, which would arise from Te
atoms in an intermediate layer at the GaSb/ZnTe interface. Shifts of the Ga 3d
peak component to higher binding energy and of the Te 4d peak component to
lower binding energy are consistent with what one would expect, on the basis

of electronegativity arguments similar to those presented in Section 5.2.3, for a
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Figure 5.16: Representative binding energy XPS spectra for (a) bulk GaSb (100),
(b) bulk ZnTe (100), and (c) a GaSb/ZnTe (100) heterojunction. The Ga 3d
core-level to valence-band-edge binding energy was measured in the bulk GaSb
samples, the Zn 3d core-level to valence-band-edge binding energy in the bulk
ZnTe samples, and the Ga 3d to Zn 3d core-level energy separation in the GaSb/-
ZnTe heterojunction. Longer sampling times were used in the vicinity of the
valence-band edges to obtain adequate intensity in the valence-band spectra.
The valence-band spectra for the bulk GaSb and ZnTe samples are also shown

on enlarged intensity scales, as indicated in the figure.
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reacted layer containing Ga and Te.

Using Eq. (5.5), we obtain a GaSb/ZnTe (100) valence-band offset
AE,(GaSb/ZnTe) = 0.60 & 0.07 V. This result is in fairly poor agreement with
the value of 0.34 £ 0.05 eV obtained by Wilke and Horn[26] for the GaSb/ZnTe
(110) heterojunction. The origin of this discrepancy is unknown, but a num-
ber of possibilities exist. Wilke and Horn observed considerable evidence of a
GaSb/ZnTe interfacial reaction, which could affect the value of the band offset
differently for their measurement than for ours. In addition, the difference in
crystal orientation ((100) for our measurements compared to (110) for Wilke and
Horn) will affect the detailed structure of the interface and could therefore influ-
ence the band offset value. Theoretical values for the GaSb/ZnTe valence-band
offset are shown in Figs. 5.2 and 5.10, and range from 0.69 eV[17] to 1.58 eV[21].

5.3.3 Demonstration of Nontransitivity

Combining our measured valence band offsets for the AlSb/ZnTe, AlSb/-
GaSb, and GaSb/ZnTe heterojunctions of 0.42 eV, 0.39 eV, and 0.60 eV, re-
spectively, we see from Eq. (5.3) that tra.nsitifrity for the AlSb/GaSb/ZnTe
(100) material system is violated by 0.21 £ 0.05 eV. This discrepancy is far
larger than the experimental uncertainty of our measurements. From Egs. (5.2),
(5.4), and (5.5), we can see that the transitivity rule can be verified simply

from the measured core-level energy separations in the three heterojunctions:

AE,(AISb/ZnTe) + AE,(AlSb/GaSb) + AE,(GaSb/ZnTe) =  (5.6)

GaSb ZnTe AlSb GaShb AlSb ZnTe
(EGasd — Eznid) + (Exlzp — Egesd) — (Exzp — Ezn34)-

If transitivity were valid for the AlSb/GaSb/ZnTe material system, one would

expect Eq. (5.3) to be true to within £0.05 eV or better; our measurements
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Figure 5.17: XPS spectra for (a) the Sb 4d core level, (b) the Ga 3d core level,
and (c) the Te 4d core level from bulk GaSb or ZnTe and from a GaSb/ZnTe
heterojunction. For the Sb 4d core level, the bulk spectrum exhibits a small
component shifted to higher binding energy that is thought to be due to excess Sb
on the GaSb surface; in the heterojunction spectrum, the peak shifted to higher
binding energy originates from Sb on top of the ZnTe layer. For the Ga 3d core
level, the bulk spectrum contains only a single component; the heterojunction
spectrum contains a small peak component shifted to higher binding energy,
indicating that Ga bonding to Te is present in a reacted layer at the GaSb/-
ZnTe interface. For the Te 4d core level, the heterojunction spectrum contains
a component shifted to lower binding energy that is not present in the bulk
spectrum; the presence of this peak indicates that Te bonding to Ga is present

in the reacted layer at the GaSb/ZnTe interface.
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therefore demonstrate a clear violation of the transitivity rule.

Fig. 5.18 illustrates the deviation from transitivity by placing the conduction-
and valence-band edges of AlSb, GaSb, and ZnTe on a common energy scale,
with the relative positions of adjacent materials determined by our measured
valence-band offsets. As shown in the figure, it is not possible to place all three
materials on this common energy scale in a manner consistent with our mea-
surements. This result indicates that for the AlSb/GaSb/ZnTe material system,
band offsets are not determined solely by the properties of the bulk constituent
materials, but are strongly influenced by properties of specific interfaces. The ex-
perimental verification of transitivity in the Ge/GaAs/AlAs material system[56],
and theoretical calculations indicating that even when the detailed structure of
abrupt interfaces is taken into account, band offsets are still expected to obey
transitivity[13, 15, 20, 54, 55], then suggest that in the AlSb/GaSb/ZnTe (100)
material system, chemical reactivity at the III-V/II-VI interfaces has a signifi-
cant influence on band offset values. Our confirmation of commutativity for the
A1Sb/GaSb (100) valence band offset suggests that the AlS.b/ GaSb interfaces
are abrupt and that chemical reactivity is relatively unimportant in AlSb/GaSb
heterojunctions. This is what one would expect, given the presence of the com-
mon anion (Sb) in each constituent in the AlSb/GaSb heterojunction. Chemical
reactions at the AlSb/ZnTe and GaSb/ZnTe interfaces, for which considerable
evidence was observed in XPS core-level spectra from AlSb/ZnTe and GaSb/-
ZnTe heterojunctions, would therefore appear to exert a substantial influence on

valence-band offsets in the AlSb/GaSb/ ZnTe material system.
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ZnTe AISb GaSb ZnTe

Figure 5.18: An illustration of nontransitivity in the AlSb/GaSb/ZnTe material
system. The conduction- and valence-band edges of AlSb, GaSb, and ZnTe have
been placed on a common energy scale determined by our measured band offset
values; we have measured band offsets between adjacent materials in the figure.
It is not possiBle to place all three materials on a common energy scale consistent
with our measurements, indicating that properties of specific intérfaces, rather
than simply bulk properties, are a major factor in determining bé.nd offset values.
Reported theoretical and experimental results indicate that for abrupt interfaces,
band offset values should be transitive; these results therefore suggest that chem-
ical reactions at the AlSb/ZnTe and GaSb/ZnTe interfaces exert a substantial

influence on band offset values.
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5.4 Direct Observation of Band Offset Varia-
tion Arising from Interface Chemistry

The observation of nontransitivity of band offsets in the AlSb/GaSb/ZnTe
(100) material system, although suggestive, still provides only indirect evidence
of the influence of III-V/II-VI interface reactions on band offset values. We have
therefore conducted a series of experiments that demonstrate more directly the
effect of chemical reactivity on band offset values for the AlSb/ZnTe (100) and
GaSb/ZnTe (100) heterojunction systems.

As discussed in Section 5.2, varying the temperature at which the AISb/-
ZnTe heterojunction was grown between 270°C and 330°C did not have any
effect on the value of the AISb/ZnTe band offset. Petruzzello et al.[64], however,
have reported that the structural quality of ZnSe grown on GaAs is strongly
influenced by exposure of the GaAs surface to an initial flux of Zn or Se prior to
growth of the ZnSe layer. Initial exposure of the substrate to a Zn flux leads to
extremely high structural quality at the interface and throughout the ZnSe film,
whereas initial exposure to a Se flux results in significant deterioration of sample
quality. We have therefore studied the effect on band offset values in III-V/II-VI
heterojunctions of exposing the III-V substrate surface to an initial Zn flux just
prior to growth of ZnTe. |

Two samples were grown for this study, one consisting of ~25 A ZnTe grown
on (GaSb with the GaSb surface exposed to a Zn flux for ~ 1 min. immediately
preceding growth of the ZnTe layer, and one consisting of ~25 A ZnTe grown on
AISb with the AlISb surface exposed to a Zn flux for 60 seconds prior to growth of
the ZnTe. Both the GaSb and the AlSb surfaces exhibited sharp (1 x 3) RHEED

patterns before and during exposure to the Zn flux, and a streaky (2 x 1) ZnTe
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RHEED pattern was observed within approximately five seconds (~ 4 A) after
growth of ZnTe commenced.

Figs. 5.19(a) and (b) show representative XPS binding-energy spectra for
the GaSb/ZnTe and AlSb/ ZnTe heterojunction samples, respectively. For the
GaSb/ZnTe heterojunction, we measured the Ga 3d to Zn 3d, Sb 4ds;; to Ga
3d, and Te 4d;/; to Zn 3d core-level energy separations, and for the AlSb/ZnTe
sample we measured the Al 2p to Zn 3d, Al 2p to Sb 4ds/;, and Te 4ds/; to Zn
3d core-level energy separations. GaSb/ZnTe and AlSb/ZnTe valence-band offset
values were determined from the measured Ga 3d to Zn 3d and Al 2p to Zn 3d
core-level energy separations, respectively, and the Sb 4d; 2 to Ga 3d, Al 2p to
Sb 4ds/z, and Te 4ds/, to Zn 3d core-level energy separations were compared to
values obtained in bulk GaSb, AlSb, and ZnTe to confirm that the core-level
energies were indeed those characteristic of bulk material.

For the GaSb/ZnTe heterojunction grown with an initial exposure of the GaSh
surface to Zn preceding growth of the ZnTe layer, our measurements yielded a
Ga 3d to Zn 3d core-level energy separation of 8.8940.03 eV, compared to 8.84 +
0.03 eV for the GaSb/ZnTe heterojunction grown without the initial exposure to
Zn. This value corresponds to a valence-band offset of 0.554:0.07 eV, compared to
our previous value of 0.60 + 0.07 eV. The initial exposure to Zn at the interface
therefore induces a slightly greater deviation from transitivity. However, the
evidence for enhancement or suppression of the interfacial reaction is inconclusive.
From Fig. 5.17, one sees that the chemically shifted peak component for the Ga
3d core-level spectrum from the original GaSb/ZnTe heterojunction sample is
quite small. An analysis of the Ga 3d core-level spectrum from the GaSb/ZnTe
heterojunction grown with the initial Zn exposure yields a chemically shifted peak
component of similar size, the difference between the two being smaller than the

uncertainties inherent in the fitting procedure.
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Figure 5.19: Representative binding-energy XPS spectra for (a) GaSb/ZnTe (100)
and (b) AlSb/ZnTe (100) heterojunctions. For these samples, the III-V surface
was exposed to an initial flux of Zn immediately preceding growth of the ZnTe
layer. Band offsets for the GaSb/ZnTe and AlSb/ZnTe heterojunctions were
determined by measuring the Ga 3d to Zn 3d and Al 2p to Zn 3d core-level

energy separations, respectively, in the XPS spectra.
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For the AISb/ZnTe heterojunction grown with an initial Zn exposure at the
AlSb/ZnTe interface, we obtained an Al 2p to Zn 3d core-level energy separation
of 63.18 £ 0.03 eV, corresponding to a valence-band offset of 0.32 + 0.07 eV.
Our measurements on AlSb/ZnTe heterojunctions grown without an initial Zn
exposure yielded an Al 2p to Zn 3d core-level energy separation of 63.08+0.03 eV,
corresponding to a valence-band ;ﬁ'set of 0.4240.07 eV. In this case, the initial Zn
exposure leads to a smaller deviation from transitivity. In addition, an analysis
of the Al 2p core-level spectra from samples grown with and without an initial
exposure to Zn suggests that the Zn treatment does indeed suppress partially
the interfacial reaction. Figs. 5.20(a) and (b) show, respectively, Al 2p core-level
spectra for samples grown with and without the initial exposure to Zn. As seen in
the figures, the relative height of the chemically shifted component compared to
the peak from the bulk AlSb layer is somewhat smaller for the sample grown with
the initial Zn exposure, suggesting that the Zn treatment has partially suppressed
the formation of the interfacial layer.

A comparison of the heterojunction spectra for the Sb 4d and Te 4d core
levels would not yield information about the relative degrees of interfacial re-
activity in samples grown with and without an initial Zn exposure, since the
signal from a given layer decreases exponentially with depth in the sample. For
the Ga 3d and Al 2p core levels, the signals from the bulk GaSb or AlSb and
from the interface layer are both attenuated by the presence of the ZnTe layer;
the relative height of the two components is therefore indepéndent of the ZnTe
layer thickness. For the Sb 4d and Te 4d core levels, the relative height of the
chemically shifted component compared to the main peak is quite sensitive to the
precise ZnTe layer thickness, rendering comparisons of spectra between samples
somewhat questionable.

These results demonstrate that it is possible, under certain growth conditions,
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Figure 5.20: Al 2p core-level XPS spectra from AlSb/ZnTe heterojunction sam-
ples grown (a) with and (b) without an initial exposure of the AlSb surface to
Zn immediately preceding growth of the ZnTe layer. The chemically shifted com-
ponent appearing at higher binding energy, arising from Al atoms present in the
reacted interface layer, is smaller compared to the component from bulk AlSb for
the sample with the initial exposure to Zn at the interface. This result suggests

that the initial Zn flux might partially suppress the reaction at the interface.
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to alter the nature or the degree of the chemical reaction at III-V/11-VI interfaces,
and that such alterations can exert a substantial influence on band offset values
in these heterojunctions. For the GaSb/ZnTe heterojunction, the initial Zn flux
induced a slightly greater deviation from transitivity, but the effect of the Zn
treatment on the interfacial reaction could not be determined. For the AlSb/-
ZnTe heterojunction, the initial Zn flux reduced the deviation from transitivity
and appeared to suppress partially the interfacial reaction between AISb and
ZnTe. In the case of AISb/ZnTe, therefore, the Zn treatment appeared to produce
an interface that in some sense was more abrupt, and brought the band offset
values for the AlSb/GaSb/ZnTe material system into closer agreement with the

transitivity rule that is expected to hold for ideal, abrupt interfaces.

5.5 Conclusions

In this chapter we have presented a series of studies of band offsets in III-
V/II-VI heterojunction systems. The growth and characterization of the II1-v/-
II-VI samples used in these experiments required the use of two MBE growth
chambers and the XPS analytical chamber, all of which were connected via UHV
transfer tubes. The ability to transfer samples among the two growth chambers
and the analytical chamber under UHV conditions allowed samples to be grown
and characterized under carefully controlled conditions, and was critical for these
experiments. The elevated substrate temperatures required to evaporate surface
passivation layers used to protect samples transferred through atmosphere would
have introduced substantial complications because of the highly reactive nature
of III-V/II-VI interfaces, and could have severely hindered efforts to observe
variations in interfacial reactivity with growth conditions.

The original motivation for these experiments was to determine the feasibility
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of an AlSb/ZnTe heterojunction-based LED concept proposed by McCaldin and
McGill[6]; the viability of this device concept depended critically on the band
offset value for the AlSb/ZnTe heterojunction. Our measurements yielded a
valence-band offset of 0.42 & 0.07 eV, corresponding to a conduction-band offset
0f 0.2140.07 eV. The value we obtained for the AlSb/ZnTe conduction-band offset
is compatible with efficient operation of the proposed AlSb/ZnTe heterojunction
LED, provided that the AISD layer in the device is heavily doped n-type.

Our experiments in the AlSb/ZnTe material system yielded considerable ev-
idence of a chemical reaction that occurred at the AlSb/ZnTe interface. An
analysis of the Al 2p, Sb 4d, and Te 4d core-level spectra from AlSb/ZnTe het-
erojunction samples indicated that an intermediate layer containing primarily Al
and Te, probably in the form Al,Te;, was formed at the A1Sb/ZnTe interface. In
addition, our measurements on the heterojunction samples and on thicker (275 A)
layers of ZnTe grown on AlSb indicated that a layer of Sb was present on the
ZnTe surface, and moved along the growth front as ZnTe was deposited.

An issue of particular interest was the possible effect of the interface layer on
the value of the band offset in this material system. To address this issue, we
studied band offset transitivity in the lattice-matched Ale/ GaSb/ZnTe material
system. For lattice-matched material systems, there is considerable theoretical
and experimental evidence that band offsets should obey the transitivity rule,
provided that the actual experimental interfaces have an atomic structure suf-
ficiently close to that of a perfect crystalline interface. Agreement of the band
offsets we measured for the AlSb/GaSb/ZnTe material system with the transi-
tivity rule would therefore have suggested that the electronic structure of the III-
V/II-VI interfaces was close to that of abrupt interfaces, and that the interfacial
reactions were not strongly influencing band offset values. A significant deviation

from transitivity, however, would have suggested that the nonideal structure of
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the III-V/II-VI interfaces was affecting the band offset values.

To test the transitivity rule, we measured valence-band offsets for the AlSh/-
GaSb and GaSb/ZnTe heterojunction systems, obtaining values of 0.39 4 0.07 eV
and 0.60 + 0.07 eV, respectively. Combining these values with our measured
AlSb/ZnTe valence-band offset, we determined that the transitivity rule was vi-
olated by 0.21 + 0.05 eV, suggesting that chemical reactions at the ITI-V/II-VI
interfaces were affecting band offset values. We also verified the commutativity of
the AlSb/GaSb valence-band offset, which indicated that the AISb/GaSb inter-
faces in our samples were abrupt and relatively unaffected by chemical reactions.

We also made attempts to observe more directly the effect of III-V/II-VI in-
terface reactions on band offset values. Because the substrate temperatures at
which the III-V/II-VI interfaces were grown were quite low, we felt that a re-
duction in substrate temperature would not help to suppress the formation of an
interfacial layer. We therefore attempted to suppress the interface reaction be-
tweeh the Group III (Ga or Al) and Group VI (Te) atoms by exposing the III-V
surfaces to a pure Zn flux immediately preceding growth of the ZnTe layer in the
heterojunction. This procedure reduced the valence-band offset in the GaSb/-
ZnTe heterojunction by 0.05 eV to 0.5540.07 eV, and reduced the valence-band
offset in the AlSb/ZnTe heterojunction by 0.10 eV to 0.32+40.07 eV. The shift in
the GaSb/ZnTe valence-band offset increased slightly the deviation from transi-
tivity, but the shift in the AlSb/ZnTe valence-band offset decreased the violation
of transitivity. In addition, an examination of the Al 2p core-level spectra from
AISb/ZnTe heterojunctions grown with and without the initial exposure to Zn at
the interface suggested that the initial Zn flux produced a partial suppression of
the interface reaction between AlSb and ZnTe. These results therefore seemed to
indicate that, in the case of AlISb/ZnTe, a partial suppression of the interfacial

reaction yielded a band offset value in closer agreement with the transitivity rule
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that is expected to be valid for ideal interfaces.
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Chapter 6

Measurement of Band Offsets in
II-VI Heterojunction Systems:
CdSe/ZnTe

6.1 Introduction

6.1.1 Background and Motivation

The CdSe/ZnTe material system has been considered as a possible candidate
for the fabrication of green light emitters based on heterojunction injection of
electrons into p-type ZhTe, using either n-CdSe/p-ZnTe or n-(CdSe); _,(ZnTe). /-
p-ZnTe heterojunctions. As discussed in Chapter 5, the inability to dope ZnTe
n-type obviates the possibility of fabricating ZnTe-based green light emitters us-
ing simple ZnTe p-n homojunctions; the use of heterojunctions has been proposed
as a particularly promising alternative for injecting electrons into p-type ZnTe
and achieving visible electroluminescence[l, 2, 3]. CdSeis a potentially attractive

candidate for this application because it can be doped n-type, and although its
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equilibrium crystal structure is wurtzite, it can be grown in the cubic zincblende
~ structure on ZnTe with a lattice mismatch of only ~ 0.44%. However, the fea-
sibility of this approach depends critically on the conduction-band offset in the
CdSe/ZnTe heterojunction system.

In addition, the band offset in the CdSe/ZnTe heterojunction is of interest
for the information its value might provide about band offsets for other het-
erojunction systems involving Se and Te compounds, such as ZnSe/ZnTe. The
“common anion rule” of McCaldin, McGill, and Mead[4] states that, for a wide
range of semiconductor compounds (materials containing Al being the most no-
table exception), the valence-band offset between two materials will depend only
on the anion contained in each compound; the physical basis for this rule was
discussed in some detail in Chapter 1. The value of the CdSe/ZnTe valence-band
offset might provide insight into the general validity of the common anion rule
and possibly a basis for determining band offset values in other heterojunction
systems such as ZnSe/ZnTe.

Theoretical predictions for the CdSe/ZnTe valence-band offset extend, as
usual, over a wide range of values. Fig. 6.1 shows the range of values predicted
for the CdSe/ZnTe valence-band offset. The electron affinity rule[5] predicts
AE, = 0.93 €V using the electron affinity data of Milnes and Feucht[6], and
AE, = 0.86 eV if the compilation of Freeouf and Woodall is used[7]. Harrison’s
LCAO theory([8] yields a value of 0.85 eV for the CdSe/ZnTe valence-band offset,
and Kraut’s adaptation of Harrison’s theory[9] using Hartree-Fock neutral atom
energies predicts AE, = 1.11 eV. Frensley and Kroemer’s pseudopotential theory
yields a valence-band offset of 0.55 eV without interfacial dipole corrections[10],
and 0.64 eV with dipole corrections included[11]. The theory of Harrison and
Tersoff[12] predicts AE, = 0.31 eV. Among the more empirical models, the com-
mon anion rule[4] predicts AE, = 0.55 ¢V, and Katnani and Margaritondo[13, 14]
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obtain AFE, = 0.35 eV. Not shown in Fig. 6.1 is the prediction of Von Ross[15],
AE, = —0.36 eV, which disagrees with all of the other predictions by 0.86 eV
or more. Because of these large discrepancies, theoretical predictions are of little
use in determining the actual value of the CdSe/ZnTe valence-band offset.

A number of studies of the CdSe/ZnTe heterojunction system have been per-
formed, but the samples used for these investigations were typically of low quality
compared to those that can be grown currently by techniques such as molecular-
beam epitaxy (MBE). Gashin and Simashkevich{16, 17] fabricated CdSe/ZnTe
heterojunctions by evaporating CdSe onto (110) ZnTe, obtaining cubic CdSe
with the same crystallographic orientation as the substrate for substrate temper-
atures ranging from 450 to 700°C. On the basis of electrical measurements and
the electron affinity rule for conduction-band offsets[5], Gashin and Simashke-
vich proposed a valence-band offset of ~0.13 eV and a conduction-band offset of
~0.4 eV, corresponding to a Type I band lineup. However, their estimate of the
band offset assumed an electron affinity for CdSe of 3.93 eV, whereas Miines and
Feucht[6] give an electron affinity of 4.95 eV for CdSe. Gashin and Simashke-
vich also observed, depending on the method of sample preparation, either red (a
main peak at 1.87 eV and a secondary peak at 2.05 eV at 80 K) or green (a sin-
gle peak at 2.24 eV) electroluminescence from CdSe/ZnTe heterojunctions, all of
which corresponded to recombination in the ZnTe layer. Yellow electrolumines-
cence (a peak at 2.05 eV at 80 K) was also observed from Cu-doped CdSe/ZnTe
heterojunctions[18]. Fedotov et al.[19] have also observed both red and green
electroluminescence in CdSe/ZnTe heterojunctions. Buch et al.[20, 21] studied
photovoltaic properties of n-CdSe/p-ZnTe heterojunctions and proposed a CdSe/-
ZnTe band diagram with a valence-band offset of 0.23 eV and a conduction-band
offset of 0.75 eV, corresponding to a Type II band alignment.

Various investigators have also observed evidence for interdiffusion of atoms,
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Figure 6.1: Valence-band offset values for the CdSe/ZnTe heterojunction pre-
dicted by several theories(5, 4, 6, 8, 9, 10, 11, 12, 13, 14]. Theoretical predictions
for the CdSe/ZnTe valence-band offset extend over an extremely wide range of

values, making them of little use in determining the actual band offset value.
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and the resulting formation of an intermediate compound or solid solution, at
the CdSe/ZnTe interface. Fedotov et al.[19] observed diffusion of Cd, Zn, and
Te atoms in CdSe/ZnTe and CdS/ZnTe heterojunctions, and a resulting region
of solid solution, with apparent diffusion lengths of up to several um. Buch et
al.[20, 21] postulated the formation of a CdSe;_,Te, layer at the CdSe/ZnTe
interface on the basis of evidence of absorption near the heterojunction interface
at energies as low as 1.45 eV. Photocurrent and cathodoluminescence studies by
Simashkevich and Tsiulyanu[22] have suggested that a CdSe/ZnTe solid solution
is formed at the CdSe/ZnTe heterojunction interface. Finally, Senokosov and
Usaty;[23] postulated, on the basis of electrical and photoresponse measurements,
that a high-resistivity layer of CdTe was formed by interdiffusion at an n-CdSe/-

p-ZnTe heterojunction.

6.1.2 Summary of Results

In this chapter we discuss our measurement of the CdSe/ZnTe (100) valence
band offset by x-ray photoelectron spectroscopy (XPS). Sample growth for these
experiments involved the use of two separate molecular-beam epitaxy growth
chambers connected via ultrahigh vacuum (UHV) transfer tubes. An MBE cham-
ber dedicated to growth of III-V semiconductors was used to deposit GaSb buffer
layers on GaSb substrates. These samples were then transferred under UHV con-
ditions to a growth chamber devoted to growth of II-VI materials, in which CdSe
and ZnTe films were grown. The samples were then transferred under UHV to
the XPS analytical chamber for characterization.

CdSe films were grown to thicknesses up to ~400 A on ZnTe surfaces. Obser-
vations of reflection high-energy electron diffraction (RHEED) patterns during

growth of the CdSe films indicated that the CdSe was growing in cubic zincblende
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form, rather than its natural wurtzite structure. XPS measurements were per-
formed for thick films of CdSe (100) and ZnTe (100), and for heterojunctions
consisting of either ~ 25 A of CdSe grown on ZnTe or ~ 25 A of ZnTe grown
on CdSe. Measurements of the Se 3d5/; and Te 4dy/; core-level to valence-band-
edge binding energies in bulk CdSe and bulk ZnTe, respectively, and measure-
ments of the Te 4ds/; to Se 3ds/; core-level energy separation in CdSe/ZnTe
heterojunctions yielded a valence-band offset AE, = 0.64 + 0.07 eV. The cor-
responding conduction-band offset for CdSe/ZnTe is AE, = 1.22 + 0.07 eV
for room-temperature band gaps for ZnTe and for cubic CdSe of 2.25 eV and
1.67 €V, respectively. These results indicate that injection of electrons directly
from n-CdSe into p-ZnTe is not feasible. However, electron injection from n-
(CdSe);-z(ZnTe), into p-ZnTe remains a possibility, depending on the dopability
of n-(CdSe);_,(ZnTe), alloys.

6.1.3 Outline of Chapter

We describe the growth of the bulk CdSe and ZnTe films and of the CdSe/-
ZnTe heterojunction samples in Section 6.2.1. The XPS measurements and data
analysis are described in Section 6.2.2. Values are obtained for the Te 4ds/,
core-level to valence-band-edge binding energy in ZnTe, the Se 3ds/; core-level
to valence-band-edge binding energy in CdSe, and the Te 4ds/; to Se 3ds/, core-
level energy separation in CdSe/ZnTe heterojunctions. Results are discussed in

Section 6.3, and conclusions are presented in Section 6.4.
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6.2 Experiment

6.2.1 Sample Growth

The samples prepared for this study were grown by molecular-beam epitaxy
in two Perkin-Elmer 430P MBE systems. An MBE chamber dedicated to the
growth of III-V semiconductors was used to grow GaSb buffer layers on GaSb
(100) substrates to provide a smooth starting surface for grbwth of the ZnTe
and CdSe layers. All samples were grown on p-type GaSb (100) substrates, with
p ~ 1% 10" cm™3. Following oxide desorption at 530°C, a GaSb buffer layer
was grown at 100 A/min. with the substrate at 475°C. Once the GaSb buffer
layers were grown, the samples were transferred under UHV conditions to an
MBE chamber devoted to the growth of II-VI materials. ZnTe layers were grown
at rates of 50 — 75 A/min. and with the substrate at 270°C; a growth rate of
~60 A/min. and a substrate temperature of 270°C were used for growth of the
CdSe layers.

The Te 4ds/; core-level to valence-band-edge binding energy was measured in
two 275 A films of ZnTe, as discussed in Section 5.2. To measure the Se 3ds/,
core-level to valence-band-edge binding energy in CdSe, two samples were grown,
each consisting of ~400 A CdSe grown én ZnTe. Reflection high-energy electron
diffraction patterns monitored during growth of the CdSe layers showed very
little deviation from the initial (2 x 1) ZnTe surface pattern, indicating that the
CdSe film was growing in cubic zincblende form rather than its natural wurtzite
structure. X-ray diffraction measurements for cubic CdSe epilayers grown on
GaAs (100) substrates have yielded[24] a cubic lattice constant agys, = 6.077 A;
the lattice fnisma.tch between cubic CdSe and ZnTe (az,p. = 6.104 A) should

therefore be only ~0.44 %.
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The Se 3d;;; to Te 4ds); core level energy separation was measured in two
heterojunctions consisting of ~25 A of CdSe grown on ZnTe, and in two hetero-
junctions consisting of ~ 25 A of ZnTe grown on CdSe. Immediately following
all growths, the samples were transported under UHV conditions to the XPS
chamber for analysié. The ability to perform both sample growth and XPS char-
acterization without exposing samples to atmosphere allowed us to eliminate
experimental uncertainties associated with surface passivation and subsequent
evaporation of protective capping layers. This aspect of the experiment was of
considerable importance, in light of the evidence discussed in Section 6.1.1 that
interdiffusion of atoms and the resulting formation of intermediate compounds

or a solid solution can occur at the CdSe/ZnTe interface.

6.2.2 XPS Measurements and Data Analysis

Fig. 6.2 shows a schematic energy-band diagram for the CdSe/ZnTe hetero-
junction. Strain-induced effects on the electronic band structure of the two mate-
rials have been neglected, because of the small lattice mismatch (0.44%) between

cubic CdSe and ZnTe. As shown in the figure, the valence-band offset is given by

AE, = (B, — EJ™™) + (Esay,, - Bk ,) — (BSS: | — E%%Se). (6.1)

XPS measurements were obtained using a Perkin-Elmer Model 5100 analysis
system with a monochromatic Al Ka x-ray source (hv = 1486.6 eV). The mea-
sured linewidth for Au 4f core-level peaks was ~0.75 eV, and the pressure in the
analysis chamber was typically ~5 x 1071° Torr. The analysis chamber is con-
nected to the MBE growth chambers via UHV transfer tubes, allowing samples
to be grown and characterized without being exposed to atmosphere. This capa-

bility may have helped to reduce interdiffusion of atoms and inhibit the formation
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Figure 6.2: Schematic energy-band diagram for the CdSe/ZnTe heterojunction.
Because the Cd 4d and Zn 3d core-level peaks overlap in energy, the Se 3d and
Te 4d core levels in CdSe and ZnTe, respectively, have been used to measure the

valence-band offset.
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of an intermediate compound or solid solution at the CdSe/ZnTe interface. Such
reactions had been observed in some previous studies of CdSe/ZnTe heterojunc-
tions, as discussed in Section 6.1.1. Representative XPS spectra for bulk CdSe,
bulk ZnTe, and a CdSe/ZnTe heterojunction are shown in Figs. 6.3(a), (b), and
(c), respectively. The valence-band spectrum for the bulk ZnTe sample is also
shown on an enlarged intensity scale, as indicated in the figure.

As seen in Fig. 6.3, the Cd 4d and Zn 3d atomic core levels overlap in energy,
making the determination of the Cd 4d to Zn 3d core-level energy separation
in the CdSe/ZnTe heterojunction relatively difficult. We have therefore chosen,
as indicated in Eq. (6.1), to use the Se 3ds/, and Te 4ds/, atomic core levels as
reference levels in CdSe and ZnTe, respectively.

Core-level peak positions were obtained by subtracting from each core-level
peak a background function proportional to the integrated photoelectron inten-
sity, and fitting the resulting core-level spectra to characteristic peak-shape func-
tions consisting of two identically shaped Voigt functions separated by a fixed
spin-orbit splitting, whose relative heights scaled as (2J + 1). For the Cd 4d
and Zn 3d core levels, the peak position was taken to be the average of the po-
sitions of the spin-orbit-split components, weighted by the degeneracy (2J + 1).
The relatively large spin-orbit splittings of the Se 3d and Te 4d atomic core lev-
els (A3 = 0.86 eV and Al = 1.46 eV) allowed us to resolve clearly the
spin-orbit-split components of each core-level peak; the Se 3ds/; and Te 4ds/,
core-level peak components were therefore used as reference levels for the band
oftset measurement. The uncertainty in measured core-level energy separations
was estimated to be +0.02 eV, and measurements of core-level energy separations
were typically reproducible to approximately +0.01 eV.

The position of the valence-band edge in each bulk XPS spectrum was deter-

mined using the precision analysis technique of Kraut et al.[25]. In this approach,
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Figure 6.3: Representative binding-energy XPS spectra for (a) bulk cubic CdSe
(100), (b) bulk ZnTe (100), and (c) a CdSe/ZnTe (100) heterojunction. The Se
3ds/a core-level to valence-band-edge binding energy is measured in the bulk cubic
CdSe samples, the Te 435/2 core-level to valence-band-edge binding energy in the
bulk ZnTe samples, and the Se 3ds;, to Te 4ds/, core-level energy separation in
the CdSe/ZnTe heterojunctions. Longer sampling times have been used in the
vicinity of the valence-band edge for the spectra in (a) and (b). The valence-band
spectrum for the bulk ZnTe sample is also shown on an enlarged intensity scale,

as indicated in the figure.



274

the XPS spectrum near the valence-band edge is modeled as a convolution of
a theoretical valence-band density of states with an experimentally determined
XPS instrumental resolution function. This model function is then fitted to the
experimental data to give the position of the valence-band edge. The XPS instru-
mental resolution functién was determined from measured XPS spectra for Au 4f
core-level peaks, for which the inherent linewidth attributable to lifetime broad-
ening is known[26]. The theoretical valence-band density of states was calculated
using the empirical pseudopotential method[27]; spin-orbit interactions[28] and
a nonlocal effective mass parameter[29] were included in these calculations. The
empirical pseudopotential parameters were obtained by optimizing the calculated
band structure to give the best agreement at the I, X, and L points in the Bril-
louin zone with previously calculated band structures and measured critical-point
energies for CdSe[30] and ZnTe[27, 31, 32, 33].

Figs. 6.4(a) and (b) show the valence-band spectra, model functions fitted
to the XPS data, and calculated valence-band densities of states for cubic CdSe
(100) and ZnTe (100), respectively. The valence-band edge in these figures, as
determined by the fitting procedure described above, is taken to be at 0 eV.

6.3 Results and Discussion

Measurements obtained from the two bulk cubic CdSe samples yielded a Se
3ds); core-level to valence-band-edge binding energy of 52.51 + 0.05 eV. The
separation between the Se 3d5/, and Cd 4d was determined to be 42.78 £0.03 eV,
yielding a Cd 4d to core-level to valence-band-edge binding energy of 9.73 +
0.05 eV. To our knowledge, these are the first measurements of atomic core-level
binding energies in cubic CdSe.

As discussed in Section 5.2.3, measurements on bulk ZnTe samples yielded



275

Intensity (arb. units)

14

12 10 8 6 4 2 0

Energy (eV)

Intensity (arb. units)

oo =2
Binding energy (eV)

Figure 6.4: Typical XPS valence-band spectra and model functions fitted to the
experimental data for (a) cubic CdSe (100) and (b) ZnTe (100). The theoretical
valence-band densities of states used to construct the model functions are shown
in the insets to each figure. These model functions are used to determine the

position of the valence-band edge in each spectrum.
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values of 9.42 + 0.04 eV and 30.02 + 0.02 eV for the Zn 3d core-level to valence-
band-edge binding energy and the Te 4d5;; to Zn 3d core-level energy separation,
respectively. These values correspond to a Te 4d5 /2 core-level to valence-band-
edge binding energy in ZnTe of 39.44 + 0.04 eV. Comparison of these results
with previous measurements is difficult; reported values{34, 35, 36] for the Zn 3d
core-level to valence-band-edge binding energy range from 9.1 eV to 9.84 V.

The Se 3ds;, to Te 4ds/; core-level energy separation was measured in two
heterojunctions consisting of ~25 A of CdSe grown on ZnTe, and in one hetero-
junction consisting of ~25 A of ZnTe grown on CdSe. For these three heterojunc-
tions, the core-level energy separation was measured to be (Eé’e‘?,?;5 /2 %:;r;s /,) =
13.71+0.02 eV, yielding a valence-band offset AE, = 0.643-0.07 eV. A measure-
ment of the Se 3ds/; to Te 4ds/, core-level energy separation was also made in
one additional heterojunction consisting of ~25 A of ZnTe grown on ~120 A of
CdSe that was deposited on a thicker CdSe film that had been used for bulk CdSe
XPS measurements. This heterojunction yielded a core-level energy separation
(ESsa,, — /2 %;‘;I;i /2) = 13.8510.02 eV, suggesting that adverse growth conditions
might influence band offset values in the CdSe/ZnTe material system. Earlier
observations of interdiffusion and the formation of solid solutions at the CdSe/-
ZnTe interface, as discussed in Section 6.1.1, lend support to the possibility that
specific growth conditions might influence the detailed structure of the interface,
and thereby induce shifts in band offset values.

Theoretical predictions for the CdSe/ZnTe valence-band offset extend over
a wide range of values, ranging from the value of Harrison and Tersoff{12],
AE, = 0.31 eV, to Kraut’s calculation[9] of 1.11 eV for the CdSe/ZnTe va-
lence band offset. Fig. 6.5, like Fig. 6.1, shows the range of values proposed
for the CdSe/ZnTe valence-band offset, and also includes the valence-band off-

set value we obtained from our measurements. The large discrepancies among
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the theoretical values in Fig. 6.5 clearly indicate the need for reliable experimen-
tal measurements of band offsets for CdSe/ZnTe and other novel heterojunction
systems.

Using room-temperature band gaps for ZnTe and for cubic CdSe[24] of 2.25 eV
and 1.67 eV, respectively, we obtain a conduction-band offset AE,(CdSe/ZnTe) =
1.22 £ 0.07 eV, corresponding to a Type II, staggered band alignment. The size
of the conduction-band offset indicates that injection of electrons directly from
n-CdSe into p-ZnTe is probably not practical. However, electron injection from n-
(CdSe)1-(ZnTe), into p-ZnTe refnains a possibility, depending on the dopability
of n-(CdSe);_.(ZnTe), alloys. Fig. 6.6 shows the valence- and conduction-band

alignments for the CdSe/ZnTe heterojunction obtained from our measurements.

We also note that the value we obtain for the CdSe/ZnTe valence-band offset
differs significantly from the valence-band offset value obtained for the ZnSe/-
ZnTe heterojunction by Rajakarunanayake et al.[37] by analyzing the optical
experiments of Kobayashi et al.[38] and interpreting their data using theoretical
calculations of superlattice band structure. The analysis of Rajakarunanayake et
al. yielded a ZnSe/ZnTe valence-band offset of 0.98 + 0.10 eV, compared to our
value of 0.6410.07 eV for the CdSe/ZnTe valence-band offset. On the basis of the
common anion rule[4], one would expect the valence-band offsets for the ZnSe/-
ZnTe and the CdSe/ZnTe heterojunctions to be quite close. One possible source
of this discrepancy is that the ZnSe/ZnTe heterojunction is heavily strained, with
a lattice mismatch of over 7%. The band offset value obtained in Ref. [37] is the
discontinuity in the average position of the light-hole, heavy-hole, and split-off
valence bands in each material, a quantity that is expected to depend only weakly
on strain[39, 40]. It is possible, however, that a dependence of the average valence-

band offset on strain might significantly augment an actual deviation from the
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Figure 6.5: Valence-band offset values for the CdSe/ZnTe heterojunction pre-
dicted by several theories(5, 4, 6, 7, 8, 9, 10, 11, 12, 13, 14], and the valence-band

offset value obtained from our measurements, AE, = 0.64 4+ 0.07 eV.
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Figure 6.6: Conduction- and valence-band alignments determined by our mea-
surements for the CdSe/ZnTe heterojunction. We obtained AE, = 0.64+0.07 eV,
corresponding to AE, = 1.22+40.07 eV, yielding a Type II, staggered band align-
ment. As seen in the figure, the conduction-band offset is too high to allow

efficient injection of electrons from n-CdSe into p-ZnTe.
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common anion rule to produce the discrepancy we have observed between the

CdSe/ZnTe and ZnSe/ZnTe valence-band offsets.

6.4 Conclusions

In this chapter we have presented the measurement of the CdSe/ZnTe (100)
heterojunction valence-band offset by x-ray photoelectron spectroscopy. The
CdSe/ZnTe material system is of potential interest for heterojunction injection
of electrons from n-CdSe or n-(CdSe);_.(ZnTe), into p-ZnTe to achieve visible
electroluminescence in ZnTe. In addition, the CdSe/ZnTe valence-band offset
could provide insight into the validity of the common anion rule for valence-band
offsets, and possibly information about band offsets in other material systems
containing Se and Te, such as ZnSe/ZnTe.

We have been able to grow cubic CdSe on ZnTe with a lattice mismatch of only
~0.44%, and have performed, to our knowledge, the first measurements of atomic
core-level binding energies in cubic CdSe. Our measurements of the Se 3ds /2
and Te 4d;/, core-level to valence-band-edge binding energies in CdSe and ZnTe,
respectively, and of the Se 3ds/, to Te 4d; /2 core-level energy separation in CdSe/-
ZnTe heterojunctions, have yielded a valence-band offset AE,(CdSe/ZnTe) =
0.64 £ 0.07 eV, corresponding to a conduction-band offset AE.(CdSe/ZnTe) =
1.22 £ 0.07 eV. The size of the CdSe/ZnTe conduction-band offset obviates the
possibility of achieving practical electron injection directly from n-CdSe into p-
ZnTe; however, electron injection from n-(CdSe);_,(ZnTe), into p-ZnTe remains
a possibility, depending on the dopability of n-(CdSe);_.(ZnTe), alloys. We
have also observed evidence that details of growth conditions might also affect
band offset values for the CdSe/ZnTe interface; this possibility is supported by

earlier observations of atomic interdiffusion and formation of solid solutions and
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intermediate compounds in CdSe/ZnTe heterojunctions. Finally, a comparison
of our result for the CdSe/ZnTe valence-band offset with a determination of the
ZnSe/ZnTe average valence-band offset appears to yield a substantial deviation
from the common anion rule. However, complications arising from strain in the
ZnSe/ZnTe heterojunction system may be at least partially responsible for this

discrepancy.
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Chapter 7

Theoretical Simulation of Novel
Semiconductor Tunnel

Structures

7.1 Introduction

7.1.1 Background and Motivation

Ini;erest in quantum-mechanical tunneling in semiconductors, and in particu-
lar in tunnel devices exhibiting negative differential resistance, can be traced to
the invention of the tunnel diode by Leo Esaki in the 1950’s[1]. The proposal of
semiconductor device structures such as superlattices and multiple-barrier het-
erostructures whose operation is based on tunneling phenomenal2], and the subse-
quent demonstration of resonant tunneling in a double-barrier heterostructure[3],
initiated the development of an entire field of research directed towards the eluci-
dation and utilization of tunneling phenomena in various types of semiconductor

heterostructures. The development of sophisticated epitaxial growth techniques
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such as molecular-beam epitaxy (MBE) and metalorganic chemical vapor de-
position (MOCVD) has made possible the fabrication of heterostructures with
dimensions controllable at the atomic level, and the observation of high-speed
oscillations in GaAs/Al Ga;_,As double-barrier heterostructures[4] has led to
intense interest in the application of double-barrier resonant tunneling diodes in
particular for developing high-speed semiconductor devices.

In conjunction with experimental advances in the performance, variety, and
applicability of resonant-tunneling heterostructures, a general theoretical frame-
work has gradually been developed(2, 5, 6, 7, 8, 9, 10] for understanding and
theoretically simulating the behavior of resonant tunneling devices. Such an un-
derstanding is critical in attaining the highest possible performance from these
devices, since the ultimate limits for speed and other device characteristics may
be determined eventually by factors such as quantum-mechanical tunneling times,
electron coherence lengths, and other basic physical considerations. In addition,
the fundamentally quantum-mechanical nature of resonant tunneling allows one
to use structures such as double barriers, quantum wells, superlattices, and even-
tually quantum wires and dots, to investigate some very basic issues in quantum
mechanics.

A theoretical understanding of tunneling in heterostructures also allows one
to simulate, at least semiquantitatively, the electrical behavior of these devices.
This capability enables one to explore a large region of device parameter space
and to investigate new device concepts much more efficiently than could be done
experimentally, and also provides insight into many aspects of the observed elec-
trical behavior of tunneling devices. Theoretical modeling and simulation have
proven to be particularly useful in the study of interband tunnel structures in
the InAs/GaSb/AlISb material system, in which transport can occur between

conduction-band states in InAs and valence-band states in GaSb[11, 12, 13, 14].
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For device structures realized in this material system, band-structure effects are
of essential importance and lead in some cases to device behavior which, while
somewhat nonintuitive, can be explained very clearly by appropriate theoretical

modeling(15].

7.1.2 Outline of Chapter

In this chapter are explained the basic theoretical models we have used to
simulate a wide variety of tunnel structures. The simulations begin with a cal-
culation of electrostatic band bending in device structures by solving Poisson’s
equation in one dimension with an overall charge-neutrality condition imposed
across the entire device. These band-bending calculations are described in Sec-
tion 7.2. The computed device profiles are then used to calculate transmission
coefficients for our device structures, using transfer-matrix methods based on the
original technique of Kane[16]. The transfer-matrix method, and its implementa-
tion for a variety of band structure models, are presented in Section 7.3. Section
7.3.1 describes the basic transfer-matrix method as implemented for a simple
one-band (electron) band-structure model; Sections 7.3.2 and 7.3.3 discuss the
calculation of transmission coefficients for more realistic band-structure models.
Transmission coefficients computed as a function of a carrier’s incident energy
are then used to calculate actual current-voltage characteristics in devices. Our
calculated currents do not include transport mechanisms that rely upon scatter-
ing processes, and are therefore somewhat idealized. Nevertheless, the agreement
between currents calculated using the methods described in this chapter and cur-
rents measured in actual devices is relatively good. Our method for calculating
current-voltage characteristics is described in Section 7.4. In Section 7.5, we il-

lustrate the use of these methods by calculating current-voltage characteristics
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for double-barrier tunnel structures realized in the III-V/II-VI material systems

GaAs/ZnSe and InAs/ZnTe. The main results are summarized in Section 7.6.

7.2 Calculation of Electrostatic Band Bending

The first step in simulating the electrical behavior of a quantum heterostruc-
ture device is to calculate the energy-band profile of the structure. In our models,
we compute the energy-band profile b}; solving Poisson’s equation across the de-
vice, imposing a condition of charge neutrality over the entire structure. Because
we are concerned primarily with transport in the direction perpendicular to the
direction of growth in a heterostructure, we calculate band profiles only in the
growth direction, and assume that the potential does not vary in the other direc-
tions. Our model employs the Thomas-Fermi approximation, assuming that the
positions of the band edges at a given point in space are determined solely by
the carrier concentrations at that point. We also assume that a quasi-Fermi level
can be defined at every point in the device, and that the positions of the band
edges relative to the quasi-Fermi level are determined by carrier concentrations
calculated using simple parabolic band structures.

For a one-dimensional semiconductor heterostructure, Poisson’s equation can

be written, in MKS units,

?d(z) _ pl(2)
i e (71
or, relating the electrostatic potential ¢(z) to the conduction-band-edge profile
E.(z) by the expression E.(z) = —e¢(z),

d*E.(z) _ep(2)

dz? e ’

(7.2)

where e is the electron charge, € is the dielectric constant, and p(z) is the charge
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density. The charge density p(z) is given by the expression
p(z) = —e(n(z) — p(z) + Na(z) — Np(2)), (7.3)

where n(z) and p(z) are the electron and hole densities, respectively, N(z) is
the density of ionized acceptors, and Np(z) is the density of ionized donors.
The concentrations of donors and acceptors are determined by doping profiles
incorporated during growth, and it is typically assumed that the dopants are fully
ionized. The electron and hole densities n(z) and p(z) are calculated as functions
of the conduction- and valence-band-edge positions E.(z) and E,(z) using an
approximation to the full Fermi integral for each carrier type and assuming a
parabolic structure for both bands. For simplicity, we will describe the calculation
of the electron concentration n(z) as a function of the conduction-band-edge
position E,(2); the calculation relating p(z) to E,(z) is completely analogous.
In general, the carrier concentration as a function of the chemical potential p

(equal at zero temperature to the Fermi energy E;) is given by

n = [ DE(E)E (r4)
1 IYm* 3/2 Lo . 1
— 2q? ( A2 ) /E (E ~ E) (B-mkaT 1 TaE, (7.5)

where we have used the expressions for the Fermi function f(E) and the electronic

density of states D(E)

1 .
f(E) = (B-m)/ksT 1 1’ (7.6)
x\ 3/
DE) = i?(%)az(E—Ec)l/? (7.7)

In Eqgs. (7.5) - (7.7), m* is the conduction band effective mass, kp is the Boltz-
mann constant, and T is the carrier temperature.
To obtain tractable expressions for n(z) as a function of E., we consider sepa-

rately the cases of a nondegenerate (u < E.) and a degenerate (4 > E.) electron
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gas, and then interpolate between the two cases. For u < E., we approximate

the Fermi function f(z) by a simple exponential, obtaining

1 /2m*\%? (oo —(E-p)/kgT
nx g (F) [ (BB ety (78)
- 2_13 (-2%;:)3/2 o(Ec=p)/ksT /°° E" /2 E' kT g g (7.9)
T 0
om* 3/2
_ %( ;; ) (kpT)*/?e~(Ee=w)/ksT (7.10)
= Fi(p-E), (p<E) (7.11)

For p > E., we again start from Eq. (7.5), but use the Sommerfeld expansion for

Fermi integrals[17]:

1 (2m*\¥? [ (E - B,)dE
"= pre) (—fzr) /Ec e(Be—u)/ksT | 1 (7-12)
1 m* 3/2 E;
75 (77 {/ (B = B)'?dE + (u - Ey)(Ey — E)'/?
2 1

Using the fact that n is independent of T', we see from Eq. (7.13) evaluated at
T = 0 that

n=—
32

We can then obtain from Eq. (7.13) a relation between the Fermi energy E; and

1 <2m*

2

)3/2 (E; — E.)*. (7.14)

the chemical potential u,

w= B - :_2(151’:3311)9) (7.13)
or . =
E.f - E. = 5 (f” - Ec) + \/(/‘ - Ec)2 + ':;_(kBT)ZJ . (716)

Substituting Eq. (7.16) into Eq. (7.14), we finally obtain

1 /m*\3¥2 \/ 2 13/2
e [ — _ — 2 —_ 2
R (hz) (b= Ee)+1/(n— E)* + 3(kBT)J (7.17)

= B(u—-E), (¢>E). (7.18)
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We then perform an interpolation between the two cases y < E. and u>E,

using the expressions for n given in Eqs. (7.10)-(7.11) and (7.17)-(7.18):
g P g q

~ (e E) Fy(p — E.)
n(” - EC) ~ 1 + ez(“—Ec)/kBT 1 + 6_2(“_Ec)/kBT (7.19)
1 1 /72m* 3/2 BV T
T 14 e 2wBojksT [Z (th> (kpT)3/2e~(w—Ee)/ksT
3/2
1 m* 3/2 1r2
3r2 (?) {(" —Ee)+ \/(ﬂ —E) + -3—(kBT)2} ].(7.20)

Fig. 7.1 shows the electron density as a function of chemical potential y for GaAs
(m* = 0.067m), calculated using Eq. (7.20) for temperatures of 10 K, 77 K, and
300 K.

Defining a new potential variable ®(z) = p — E.(z), we can then write Pois-

son’s equation (7.2) as

dzigz) _ e:z(n(@(z)) — p((2)) + Na(z) — Np(2)). (7.21)

To obtain a numerical solution to Eq. (7.21), it is convenient to convert the single
second-order differential equation to a system of first-order differential equations.

Defining ¥(z) = d®(2)/dz, we can write Eq. (7.21) in the form

L2 ( 2(2) ) - ( () ) . (1.22)
4z \ ¥(2) (*/€)(n(2(2)) — p(®(2)) + Na(z) — Np(2))

To complete the specification of the problem, we impose on the solution a bound-
ary condition that the total charge integrated across the entire device structure,

taken to be the interval z € [0, L], be zero, i.e.,
L L
/0 p(z)dz = —e /0 n(z) — p(2) + Na(z) — Np(z)dz = 0. (7.23)

Given the type of problem specified by Eqgs. (7.22) and (7.23), there are two

approaches that are commonly used for obtaining a numerical solution for ®(2).
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Figure 7.1: Electron density as a function of chemical potential for GaAs
(m* = 0.067m,) calculated using Eq. (7.20) for temperatures of 10 K, 77 K,
and 300 K. The energy of the conduction band edge has been taken to be 0 eV.
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In one approach, an initial guess is made for ®(z) and ¥(z) at some suitable initial
position 2z = zo. A solution for all z is then obtained by a combination of numer-
ical and analytical integration of the differential equation (7.22) from the initial
point z = z,. Once this solution has been obtained, the total charge density in
the structure is computed using Eq. (7.23); the result is then used to generate a
new guess for ®(zo) and ¥(z,), and the procedure is repeated until the boundary
condition (7.23) is satisfied to within the desired tolerance. The implementation
of a method of this type for simplified conditions (e.g., zero temperature) and
device structures is described in detail in the Ph.D. thesis of A. R. Bonnefoi[18].
Although this method is adequate for the structures and conditions considered
by Bonnefoi, it is not easily generalized to more complicated device structures
or functional forms for n(®(z)). In addition, the technique is not terribly robust
— an incorrect initial guess for (z) and ¥(z,) can often lead to divergences in
the integration across the device structure. A somewhat related problem is that
the band-edge profile obtained by integration across the device structure is often
extremely sensitive to small changes in the initial guess, making convergence to
the correct solution difficult to achieve. This method is therefore not particularly
attractive for treating band bending in complicated device structures and in the
presence of conditions such as nonzero carrier temperature, degenerate and non-
degenerate carrier populations, and the presence of substantial densities of both
electrons and holes.

The other approach is based upon so-called “relaxation” techniques, and is
described in detail by Press et al.[19]. In this approach, the differential equation
(7.22) is approximated by a finite-difference equation on a mesh of points across
the device structure. An initial guess is made for the solution in the entire device
structure. One then calculates, to linear order, the corrections to the guess that

would be needed for the solution to satisfy the finite-difference equation and the
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boundary conditions. These corrections are then applied to the solution, and the
procedure is iterated until the solution satisfies the finite difference equation and
the boundary conditions to the desired tolerance.

To apply this relaxation technique to the calculation of electrostatic band
banding, one slight modification was required in the specification of the prob-
lem by Eqs. (7.22) and (7.23). The implementation of the relaxation technique
requires that the boundary conditions be local. However, the charge neutrality
condition (7.23) is nonlocal, since an integral over the entire device is required.
Fortunately, one can use Poisson’s equation (7.22) to write the charge-neutrality

condition as a local boundary condition:

0 = /o ¥ o(2)dz (7.24)
= e ["n(2)  p(2) + Na(z) = No(2)dz (7.25)
= —%/OLed‘fliz)dz (7.26)
= [e®(2)]; = ¥(z)|, - e¥(2). (7.27)

For the complete specification of the problem two boundary equations are re-
quired, since there are two first-order differential equations in (7.22). We there-
fore chose to require that ¥(z) = 0 at both endpoints of the device structure.
Physically, this corresponds to the condition that the electric field vanish at both
endpoints of the device.

An outstanding advantage of the relaxation method is that it has proven,
in our experience, to be extremely robust. Provided that the device structure
specification includes the entire region over which appreciable band bending oc-
curs, the technique converges to the correct solution even for very rough initial
guesses, and the solutions do not diverge to infinity within the device structure

during the iteration procedure. The technique also does not depend on analytic
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approximations based on specific functional forms for quantities such as carrier
concentrations, and therefore can be generalized quite easily to include secondary
effects such as, for example, nonparabolic band structure. The stability of the
iteration procedure would also seem to make a relaxation technique a natural
choice for more fully self-consistent band-bending calculations that include, for
example, coupled computations of electron and hole wave functions using the
Schrédinger equation and of band bending using the Poisson equation.

Figs. 7.2(a), (b), and (c) show band-edge and Fermi-level profiles, electric
field, and charge density, respectively, for an InAs/AlSb/InAs/AlSb/InAs double-
barrier tunnel structure under an applied bias of 400 mV at a temperature of
300 K. The conduction- and valence-band-edge profiles were calculated using the
relaxation technique described above, and the electric field E = (dE.(z)/dz)/e

and charge density p(z) were derived from these calculated band-edge profiles.

7.3 Calculation of Transmission Coefficients

Once the energy band profiles for a device structure have been obtained, trans-
mission coeflicients are calculated using the transfer-matrix method developed by
Kane[16], adapted to account for various band-structure models and the resulting
boundary conditions on wave functions at interfaces between different materials.
As described in the following sections, the transfer-matrix method allows trans-
mission coefficients to be calculated for arbitrary energy-band-edge profiles, and
is, in principle, easily adapted to include band-structure models more realistic
than the simple one-band model that has typically been used. The transmission
coeflicient alone yields a great deal of information about transport across semi-
conductor heterostructures, and as described in Section 7.4, provides the basis

for calculating current-voltage characteristics for heterostructure devices.
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Figure 7.2: (a) Conduction-band-edge (solid line) and valence-band-edge (dashed
line) profiles and the quasi-Fermi levels (dotted line), (b) electric field, and (c)
charge density calculated for an InAs/AlSb/InAs/AlSb/InAs double-barrier tun-
nel structure using the relaxation method described in the text. The calculations
were performed for a donor concentration of 1 x 10® cm~2 in the InAs electrodes
and at a carrier temperature of 300 K. The barrier and quantum-well layers were

assumed to be undoped. A bias of 0.4 V was applied to the device.
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7.3.1 The One-Band Model

The transfer-matrix method is based on the ability to describe, for a carrier
in a crystal with constant external potential, the carrier wave function and its
derivative at a point 2’ as a linear function of the wave function and its derivative
at a point z. For a band-structure model that includes only a single parabolic
conduction band with an effective mass m*, the implementation of the transfer-
matrix method is especially simple. Schrodinger’s equation for such a model
1§

1) =~ 7 () +vewe = o). (1w

The probability current for the Hamiltonian in Eq. (7.28) is given by

g [W (J_i'/i) _ ( 1 d¢*) 4 , (7.29)

2 m* dz m* dz

From Eqs. (7.28) and (7.29), and the physical requirement that probability cur-
rent be conserved, we obtain the requirements that 3(z) and (1/m*)(dv(z)/dz=)
be continuous across the device structure. In a constant external potential
V(z) = Vb, the wave functions are simply plane waves; a general wave function

and its derivative divided by the effective mass can therefore be written

'¢(Z) Aeikz + Be—ikz (7 30)
L dyg(z) | = _’_"’_*(Aeikz — Bemiks) ’ '
m

m* dz

where k = \/2m*(E — Vb)/h%. From Eq. (7.30), one can derive the form of the

transfer matrix T(zy, 2¢):

*

¥(z) cos k(2 — z,) "’: sin k(21 — zp) P(z)
1d = k 1 dy(z
— zZiZ) s - sink(z; — 29)  cos k(z; — o) ;:-———152 ) —
P(2)
= T(ZI,Zo) 1 d¢(Z) . (731)

m* dZ z=zg
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For E < V4, k is imaginary and it is convenient to write the transfer matrix as a

function of k = \/2m*(Vo ~ E)/K%:

*

¥(z) cosh k(z; — zp) 7: sinh k(2 — 25) ¥(z)
%ﬂz(z—z) — ;:: sinhk(z; — 20) coshk(z; — 20) ;11711{% —
¥(z)
= T(ZI,ZO) id"ﬁ(z) . (732)
m* dZ z==zp

To calculate the transmission coefficient across a device structure with an ar-
bitrary energy band profile, we specify a mesh of points {2}, typically equally
spacéd, over the device and approximate the true energy-band profile by a
piecewise-constant profile with constant band edges in the intervals between mesh
points. The transmission coefficient is obtained by calculating the amplitude of
the transmitted and reflected plane waves scattered by the device structure for an
incident plane wave of unit amplitude. The incident and scattered plane waves

are described by a wave function of the form

eikz + ,’.e-ikz P S 0
YORE - (1.33)
tetks z2> L

The wave functions for z < 0 and z > L can then be related by the transfer

matrix calculated for the device structure: |

1+~ tetks=rL
ik:=o(1 B r) = T(O, 21) et T(Zn-—I) L) ik:=L teikz=LL
M.=o m,=L
teik,=LL
= TOD) | kg, |- (7.34)
m::L

The amplitude of the transmitted wave ¢ is then given by

2
t = .
mz:Okzz ( kz:L M=o T21)

(7.35)

T + LTzz +1 Ty — —

mz:Lkz=0 m.=r kz:O
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The transmission coefficient T is simply the ratio of the transmitted to the inci-

dent current. From Eq. (7.29) we therefore obtain

mz:Okz=L 2
= —it .
T mz:Lkz=0, [ (7.36)
_ mz:O"’z:L
- mz:Lkz=0
4
— 3 z - 5. (7.37)
Ty + ——22=k Ty ) + =L Ty — —2= Ty
. mz:Lkz=0 m.=r, kz:O

7.3.2 Two-Band Models

For certain device structures a simple one-band model is insufficient for de-
scribing even the relatively basic principles upon which the operation of the de-
vice is based. This is the case, for example, for interband tunnel structures in the
InAs/GaSb/AlSb material system. In these structures, transport occurs between
conduction-band states in InAs and valence-band states in GaSb; it is therefore
necessary to include both a conduction band and a valence band in one’s mode] if
one hopes to obtain even a rudimentary description of these devices. Various two-
band models have been employed[8, 9] to simulate transport in interband tunnel
structures. These models include the lowest conduction band and the light-hole
valence band, with the heavy-hole valence band being neglected on the basis of
the small coupling between the conduction and heavy-hole bands near the Bril-
louin zone center. For computational purposes the tight-binding model employed
by Ting et al.[9] has proven to be more efficient, since the transfer matrices con-
tain only rational functions rather than the trigonometric functions present in
the transfer matrices for the two-band % - 7 model employed by Séderstrom et
al.[8]. For pedagogical purposes, however, the k- p model is conceptually simpler,
and therefore it will be presented here.

A two-band k - P model based on the theory of Bastard[20, 21] has been
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used to develop a transfer-matrix approach for simulating the electrical behavior
of interband devices. In general, the Schrédinger equation for an electron in a
periodic potential may be written

2

HyulF,7) = [L T vm] Vul,7) = Bntn(B ), (7.38)

2m,

where P is the momentum operator, V(7) is the periodic potential, 1/:,,(E, 7) is the
electron wave function for the band n, E, is the energy eigenvalue for the band
n, and m, is the free electron mass. The electron wave function 'qbn(/:, 7) may be
written in terms of the Bloch function u,, as xb,,(l;, F) = e"':"?u,,(g, 7), which, when

substituted into Eq. (7.38); yields

2 Rhk-P B o -
P N hk + + V| un(k,7) = Equn(k, 7). (7.39)

2m, me 2m,

For a semiconductor in which we consider n bands, the n Bloch functions
at k = 0 can be chosen to form a complete, orthonormal set; thus, every Bloch
function u,-(lg, 7) may be written as a linear combination of the n Bloch functions
at k = 0,

ua(k, @) = 3 coui(k = 0,7), (7.40)
i

and the Bloch functions at k = 0 may be chosen to satisfy the orthonormality

condition

/uf(ié = 0,1")u;:(l§ = 0,7?)(131‘ = 6,',;1, (741)

where the integral is taken over a unit cell in the crystal. Substituting the ex-
pansion (7.40) into Eq. (7.39), multiplying by u;‘(l; = 0,7), and integrating over
the unit cell, we obtain

- h2k?
i(k =
(E( 0) + 2

—

) -
— i’) 5ijci’i + —Tn—ek . Pj,-c,-:i = 0. (7‘42)

e
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Noting that the index ¢’ in Eq. (7.42) is unnecessary and letting ¢ — 1, and
exchanging indices i < j, we obtain
k2

2m, -

Solving Eq. (7.43) for the eigenvalues E and corresponding eigenvector compo-

ki

me

k- Pjp; = 0. (7.43)

(E;(I; =0) + E) 8i; +
nents 1; yields the energy band structure in the semiconductor.

In the two-band model of Bastard[20, 21], only the lowest conduction band
and the light-hole valence band, labeled ¢ and v, respectively, are included. In ad-
dition, the electron kinetic energy term A%k?/2m, is neglected, which is valid near
k = 0 and is consistent with the neglect of other bands in the semiconductor(21].
We may choose coordinate axes such that k-P = kP , and because the momentum

operator P has odd parity, the matrix elements P; satisfy
Py = [ui(k = 0,2)Pus(k = 0, 2)dz = (1 - &;)p. (7.44)

Using Eq. (7.44), we obtain the following form for the eigenvalue equation for the
Bastard model, Eq. (7.43):

E.— FE @k Ve
5 e =0, (7.45)
P
k E,—E |\ ¢,
me

where E. and E, are the energies of the conduction and valence bands, respec-
tively, at k = 0. The eigenvalues E of Eq. (7.45) are then given by the solutions

to

(E. - E)E, ~ E) - (%)zkz =0, (7.45)

e

or

E = %[(E5+Ev)i(Ec—E,,)\Jl+4(m—e(£—p_E;—)) kZJ (7.47)

L (2 P )k?
~ 4 2 me(Ee ~ E,)" (7.48)
E, — —(2—-F )k?.

2m." m.(E. - E,)
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From Eq. (7.48) it is apparent that the conduction and valence band effective
masses m; and m. are equal; this is approximately true in most direct-gap semi-
conductors, and we therefore determine p? from the known values for m* and m?

using the relation
me

2 _ me(Ee — Ey) (me
N 4 m*

c

) : (7.49)

The eigenvectors corresponding to the eigenvalues E(k) then satisfy

*
m‘U

_ me(E — E.)

¢‘U - hpk ¢C (7-50)
_ __ hpk
= Y (7.51)

In the Bastard model, it is also assumed that the matrix element p is equal in all
materials. In the work presented here, p is not taken to be constant, but instead
varies slightly from material to material. We have, however, assumed the Bloch
functions u.'(rk = 0, z) to be the same in all materials.

The probability current J in the Bastard model is obtained in the standard

way from the continuity equation

d (= v dJ
= /_ " Wldz— [~ Tdz=o, (7.52)

and is given by
J = L ey + 9l (7.53)

From Eq. (7.53) it can be seen that requiring continuity of the probability cur-
rent is not sufficient to yield boundary conditions at an interface for both the
wave function and its derivative. To obtain the appropriate boundary condi-

tions, consider the the first row of Eq. (7.45), and substitute Eq. (7.51) for ¥, to

obtain

e

(E, — E)go — (_n’:_)zpk (E,,Zi E) ke = 0. (7.54)
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Expressing k as an operator, k = —i(d/dz), yields

(. - EYp. + (mi) pdiz (E%"E%) ~0, (7.55)

€

from which we see that the appropriate boundary conditions to apply at an
interface are that 4. and (p/(E, — F))(dv./dz) should be continuous. A similar
procedure yields the boundary conditions for the valence band components — 1,
and (p/(E. — E))(dy,/dz) should be continuous across an interface.

The relationships (7.50) and (7.51) between the conduction- and valence-band
components contributing to the wave function at a given energy allow one to con-
sider only one of the components in computing transfer matrices and transmission
coeflicients. The results for the other component will follow from Eq. (7.50) or
(7.51). We therefore consider only the conduction-band component 1, in deriving
expressions for the transfer matrices and transmission coefficients in this model.
This simplification allows one to apply the formulae derived for the one-band
model directly to the determination of transfer matrices for the two-band % - P
model, with only small modifications required to account for the different bound-
ary conditions in the two-band model. The resulting expressions for transfer

matrices are, for E > E, or E < E,,

Ye
p di. (7.56)
E,—Edz/,.,
cos k(21 — 2o) 7{!1_ (E"; E) sin k(21 — 2o) Ve
- &
p . p ¢
—k <E-u — E) sin k(21 — z) cos k(z, — 2o) E,-Edz/,_,
Ye
= T(z1,20) p  di, , (7.57)

Ev ~FE dz z=2zp
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and, for £, < E < E,,

Pe
p dy. (7.58)
Ev —E dz z=2z

cosh k(2; — 24) % (E" — E) sinh £(2; — z) Ve
- p : p__dy.
K (Ev — E) sinh £(2; — 29) cosh k(2z; — zp) E, —E dz e
Ye |
= T(2,2) p i , - (7.59)
E,~Edz/,.,,

where k = (m/kp),/(E — E.)(E — E,) and = (m/hp)/~(E - E.)(E — E,).
To obtain an expression for the transmission coefficient in the two-band model,

one again considers transmitted and reflected wave functions scattered by the

device structure from an incident plane wave of unit amplitude. . can then be

written

eikz + re-—ikz z < 0
Ye(2) = , : (7.60)
teik? z2>L

The transfer matrix across the device structure is then used to relate the wave

functions for z < 0 and z > L:

1+ tetks=rl
= T(0, L)
. Pz=o0 ? . P:=L iherL
kymo | ————— ] (1 - koop | =———="—— ] teth==t
T ( o E) (1-7) i ( o E) e |
(7.61)
The amplitude of the transmitted wave is then given by
‘ 2
- pz:Lkz=L(Ev z=0 — E) . ( pz:Lkz:L Eu z=0 — E ) ‘
Ty + : Ty +i | /5T, — 222~
. pz=0k2=0(Ez=L - E) 2 Ev,z:L - F 12 pz:Okzzo 2
(7.62)

From Eqgs. (7.53) and (7.50) we then obtain for the transmission coefficient

_ kz:O E -~ Ec,z:L 2
T = (kz=L) (E - Ec,z:O) ,tl (763)
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_ kz=0 E — Ec,z:L %
- kz:L E - Ec,z:O
4

p::Lkz=L(Ev z2=0 — E) ) 2 ( pz:LkzzL Eu 2=0 — E )2 ‘
' Tyy| + (-Be=tle=fp,  Zwe=0” 7
pzzokz=0(Ev,z=L - E) 2 Ev,z:L —-F 12 pz=0k2=0 n

(Tn ¥
(7.64)

7.3.3 Beyond Two-Band Models

It is also possible to perform more elaborate calculations of transport in semi-
conductor heterostructures that include the effects of interactions with the heavy-
hole and split-off bands. For transport in the z direction, only the conduction
band and light-hole band states are coupled for I;” = (kz, ky) = 0; for Ell # 0,
however, there are band-mixing effects that can affect the detailed structure of
transmission coefficients in interband tunnel structures.

Ting, Yu, and McGill[22] have performed calculations of transport in in-
terband tunnel structures using the eight-band effective-bond-orbital model of
Chang(23, 24|, which includes the light-hole, heavy-hole, and split-off valence
bands and the lowest conduction band. The effective-bond-orbital model is es-
sentially an adaptation of Kane’s eight-band k - 5 model|25] using a tight-binding
formalism, and provides a realistic ‘description of the band structure relevant for
transport in interband tunnel devices. The method of Ting et al. also circumvents
numerical difficulties that arise in transfer-matrix calculations for multiband mod-
els of semiconductor electronic structure. Because of the many complex bands
that are present in multiband models, exponentially growing states tend to pro-
duce instabilities in transfer-matrix calculations for devices larger than a few
tens of Angstroms|[26]. Ting et al. have adapted a method used by Lent and
Kirkner[27] to solve the two-dimensional Schrodinger equation for quantum wave

guides and formulated the problem of calculating transmission coeflicients as a
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banded linear system of equations that can be solved without encountering the
numerical problems present in the transfer-matrix method.

Fig. 7.3 shows (a) a schematic energy-band diagram for a prototypical in-
terband transport structure, InAs/GaSb/InAs, and (b) transmission coefficients
calculated for this structure at various values of ’:ll' As can be seen from Fig.
7.3(a), transport in the InAs/GaSb/InAs device involves both conduction-band
states in the InAs electrodes and valence-band states in the GaSh quantum-well
layer. The transmission coefficients calculated using both the eight-band model
and a simpler two-band model, shown in Fig. 7.3(b), show that although the pres-
ence of the heavy-hole states in the full eight-band model introduces considerable
structure in the transmission coefficients for Ell # 0, the largest resonances, which
will dominate the resonant current in the device, are well described by the simple
two-band model. For the InAs/GaSb/InAs structure, it therefore suffices to in-
clude only the conduction and light-hole bands in modeling current transport. In
other devices, however, it has been found[22] that the presence of the heavy-hole
states induces more significant changes in calculated transmission coeflicients,
and that the full eight-band model is needed to describe transport properties

accurately.

7.4 Calculation of Current-Voltage Character-
istics

Once the transmission coefficient has been calculated as a function of incident
energy for a device structure, an integral can be computed over the incident
electron distribution to yield the current density in the device. The general

prescription for calculating the current density from the transmission coeflicient
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Figure 7.3: (a) A schematic energy-band diagram for the InAs/GaSbh/InAs in-
terband transport structure, and (b) transmission coefficients calculated for this
structure using both the eight-band effective-bond-orbital model (solid line) and
a simple two-band model (dotted line), for various values of I;“ (in units of 27 /a,
where a is the cubic lattice constant of InAs and GaSb). As seen in (a), transport
in this device involves conduction-band states in InAs and valence-band states
in GaSb. The eight-band model describes the full interactions among the con-
duction, light-hole, heavy-hole, and split-off bands, while the two-band model
includes only the conduction and light-hole bands. Figure (b) shows that, while
the presence of the heavy-hole band produces extra structure in the transmission
coeflicient for 1;” # 0, the largest resonances, which will dominate the resonant
current through the device, are described quite accurately by the two-band model.
The two-band model therefore provides a relatively accurate description of trans-
port in the InAs/GaSb/InAs device. In other structures, however, it has been
found that the full eight-band model is necessary to describe interband transport

processes.
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has been adapted from the approach of Tsu and Esaki[2]. Briefly stated, the
method consists of integrating over the Fermi distribution of the incident electron
population, including appropriate Fermi factors for occupied states in the emitter
and empty states in the collector, and including appropriate velocity factors for
the incident electrons. The total energy F and the wave vector component parallel
to the device profile I;” are taken to be conserved.

For a device structure to which a voltage V' has been applied, the current

density can be written

=15 ( [ T(Bramo, )FBNL - F(E + V)= (gli ) dky,mod’ky

/T(E_L,zzL,/;”)f(E + eV)[ f(E)]— (—g—,f—g-) ko_,z.;Ldzk”), (7.65)

where k; is the component of the wave vector normal to the device profile, E is
the energy corresponding to ky, f(E) and f(E + eV) are the Fermi distributions
for the emitter and collector electrodes, respectively, and (1/A)(0E/8k, ) is the
group velocity in the direction normal to the device profile. T(E J_,,=o,12,,) is
the transmission coeflicient for a carrier incident at z = 0 to be transmitted to
= L, and T(E J_'zzL,I:“) is the transmission coefficient for a carrier incident
at 2 = L to be transmitted to z = 0. By an argument based essentially upon
time-reversal symmetry[28], it can be demonstrated that, for given values of E
and Ky, T(EL .0, k)) = T(EL.=1,kj) = T(EL, k). For the remainder of this
chapter, therefore, E, will refer to £, ,—o. Eq. (7.65) can then be simplified to

J = esh (/ T(E_L,’;”)f(E)[l - f(E+ EV)]dE_Ldzk” -
[TELRAE+ s~ (ENdE) (199
= = [ T(BLR)IF(E) - F(B + eV)dBLdky, (7.67)
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In principle, the transmission coeflicient T(E L,I;H) always has some depen-
dence on I—v:”. For the one-band model described in Section 7.3.1, however, this
dependence arises only if the effective mass m™* varies across the device structure,
and even when the effective mass does vary, the dependence of T'(E I;H) on I:H
is small[29]. Thus, for the one-band model we have T(E,, E,,) ~ T(E,), and the

current density (7.67) can be written

7= ([ TEE) - B+ Va2 (1s5)
B = . ~(EL—u)/keT
BTETE /E T(E_L)[mzzoln(]__f.e (EL-p)/ks )

CmiyIn(14 e ErVon/kaT) 4 (7.69)

where m* is the conduction-band effective mass for the one-band model, and E.
is the position of the conduction-band edge at z = 0. This simplification in the
one-band model leads to a significant decrease in the amount of computation re-
quired to obtain a current-voltage characteristic, since it is necessary to calculate
only the one-dimensional integral in Eq. (7.69), rather than a multidimensional
integral as given in Eq. (7.67).

For the more elaborate band-structure models described in Section 7.3, the
expression for the current given by Eq. (7.69) does not apply, and one must
calculate the multidimensional integral of Eq. (7.67). In the two-band models
discussed in Section 7.3.2, the band structure is assumed to be isotropic in ];;”,

and Eq. (7.67) can be simplified to a two-dimensional integral,
e
J =55z [ T(ELB)IF(E) - F(E + eV)|dELkydky. (7.70)

For the eight-band model discussed in Section 7.3.3, the band structure is
anisotropic and the current density must be calculated using the full three-

dimensional integral in Eq. (7.67).
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7.5 III-V/II-VI Resonant Tunneling Struc-
tures

To illustrate the calculation of current-voltage characteristics in semiconduc-
tor heterostructures using the techniques discussed in this chapter, we present in
this section calculations, using the two-band model described in Section 7.3.2, of
current-voltage characteristics for double-barrier resonant-tunneling structures
realized in two lattice-matched III-V/II-VI material systems, GaAs/ZnSe and
InAs/ZnTe[29]. Such structures could be of interest for a variety of reasons.
ZnSe is a potentially important II-VI material because its lattice parameter is
very close to that of GaAs (~0.27% lattice mismatch), and because its wide band
gap (2.67 eV) would make possible emission of blue light. Recently developed
low-temperature growth techniques such as migration-enhanced epitaxy[30, 31]
allow the growth of GaAs and possibly other III-V materials at substrate temper-
atures compatible with II-VI material growth, making feasible the experimental
realization of these structures. GaAs/ZnSe and InAs/ZnTe tunnel structures
might in fact provide a novel way to study mixed III-V/II-VI material systems
and growth techniques, since structures of fairly high quality are required for
fabrication of functional double-barrier resonant-tunneling structures.

For actual device applications, one advantage that a GaAs/ZnSe structure
might have over a GaAs/Al,Ga;_,As device is speed. One of the parameters
that will ultimately limit the speed of a double-barrier resonant-tunneling device
is the RC time constant for charging the capacitor formed by the barriers. This
parameter can be estimated as 7 ~A/AE, where AE is the width of the trans-
mission resonance for a given quasi-bound state in the double barrier; typically,

T in a double-barrier structure is on the order of 1 ps. Since the capacitance is
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proportional to the dielectric constant in the barrier, and since ZnSe has a lower
dielectric constant than Al.Ga;_,As (9.1 compared to ~ 12), the capacitance,
and therefore the RC time constant, should be reduced by replacing Al,Ga;_,As
by ZnSe.

InAs/ZnTe tunnel structures should exhibit an even greater advantage in
speed. The dielectric constant for ZnTe is 10.4, which again is smaller than that
in Al,Ga,_.As. More importantly, InAs has a much higher mobility than GaAs
(33 000 cm?/V-s compared to 8500 cm?/V-s at 300 K). The resistivity in InAs
will therefore be much lower than in GaAs, leading to a substantial reduction
in the RC time constant. The low resistivity in InAs will also permit a greater
fraction of the voltage drop across the structure to occur in the active region of
the device, so that a smaller bias voltage will be required to reach the resonance
peak.

The material parameter that is most critical, however, in determining the
electrical properties of a double-barrier tunnel structure is the conduction-band
offset. The valence-band offset for the GaAs/ZnSe (110) heterojunction has been
measured by x-ray photoelectron spectroscopy[32] and found to be, depending
on growth conditions, between 0.96 and 1.10 eV at 300 K. The corresponding
conduction-band offset is between 0.15 and 0.29 eV, which is comparable to the
conduction-band offset in the GaAs/Al,Ga;_,As material system (~ 0.25 eV
for z = 0.33). In the InAs/ZnTe material system, the conduction-band offset
is probably very large, which is another advantage of this system over GaAs/-
Al,Ga;_.As. The value of the InAs/ZnTe band offset has not been measured
directly, but we can obtain some idea of its value if we assume transitivity of band
offsets. We will do this in spite of the evidence presented in Chapter 5 that band
offsets in III-V/II-VI material systems often violate the transitivity rule[33]; the

deviations from transitivity measured in our experiments were ~0.2 eV, which is
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sufficiently small that the arguments presented here will not be strongly affected.

For GaAs/ZnSe, we use the valence-band offset measured by Kowalczyk et
al.[32], AE, = 1.10 eV. For the InAs/GaAs heterojunction, a valence-band off-
set of 0.17 eV has been measured[34]. However, the InAs/GaAs heterojunction
system has a large lattice mismatch (~7%), and the strain configuration in the
heterojunctions grown for the band offset measurements was unknown; the un-
certainty in the measured InAs/GaAs valence-band offset may therefore be quite
large. For the ZnSe/ZnTe material system, which also has a large lattice mis-
match (~ 7%), a value of 0.98 eV has been obtained(35]. Using these values,
we deduce a valence-band offset for InAs/ZnTe of ~ 0.30 eV, corresponding to
AE, ~ 1.6 eV. The large conduction-band offset will reduce thermionic currents
through higher resonances and over the barrier, facilitating device operation at
room temperature.

Fig. 7.4(a) shows an energy-band diagram for an InAs/ZnTe/InAs/ZnTe/InAs
double-barrier tunnel structure, and Fig. 7.4(b) shows calculated current-voltage
characteristics for an InAs/ZnTe double barrier with 20 A ZnTe barriers and a
50 A InAs quantum well. The InAs electrodes were assumed to be doped n-type
with a carrier concentration n = 1 x 10'® cm™3. As seen in the figure, the current-
voltage characteristics are very similar at 300 K and 77 K. This similarity is a
consequence of the extreme height (AE, = 1.6 eV) of the ZnTe barriers and of the
relatively large (compared to kgT') energy width of the Fermi sea in the emitter.
Although the valley current, at approximately 0.6 V applied bias, is unrealis-
tically low in these calculations because of the neglect of scattering processes,
the negligible difference between the valley currents calculated at 300 K and at
77 K indicates that thermionic currents in actual devices should be effectively
suppressed by the ZnTe barriers. The calculated current-voltage characteristics

also show a slight decrease in the peak current density at 300 K compared to
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that at 77 K. This result is a consequence of the broader Fermi distribution in
the emitter at higher temperatures. The resonance in the InAs quantum well acts
as an energy filter for incoming electrons — only electrons with E, in a narrow
energy window centered about the resonance energy E, will be able to tunnel
through the double-barrier structure. For a given total carrier concentration,
the broader Fermi distribution at higher temperatures reduces, for £ < Ey, the
number of carriers with £, = Ej, and therefore reduces the resonant current in
the device. As can be seen from Eq. (7.69), however, the peak resonant current
occurs near £, = 0 in the emitter; the size of this effect will therefore decrease
as the energy width of the Fermi sea increases. Finally, the calculated current-
voltage characteristic at 300 K exhibits a more rapid initial increase in current
than the characteristic at 77 K. This is also due to the broader Fermi distribution
at higher temperatures. For applied bias well below the peak, the resonance is
at energies E; > E;; the number of carriers with energy greater than the Fermi
energy E; increases with temperature, resulting in larger currents at low bias for
higher temperatures.

Fig. 7.5(a) shows an energy-band diagram for a GaAs/ZnSe/GaAs/ZnSe/-
GaAs double-barrier tunnel structure, and F1g 7.5(b) shows calculated current-
voltage characteristics for a GaAs/ZnSe double barrier with 30 A ZnSe barriers
and a 50 A InAs quantum well. The GaAs electrodes were assumed to be doped
n-type with a carrier concentration n = 1 x 10'® cm™32. Because the height of the
ZnSe barriers is relatively small (AE, = 0.29 eV, compared to AE. = 1.6 eV for
the InAs/ZnTe structure), the current-voltage characteristics at 77 K and 300 K
are quite different. As with the InAs/ZnTe double-barrier structure, the broader
Fermi distribution at higher temperature causes the peak current density to be
somewhat lower at 300 K than at 77 K; this effect is slightly more pronounced for

the GaAs/ZnSe structure because of the smaller energy width of the Fermi sea in
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Figure 7.4: (a) Energy-band diagram for the InAs/ZnTe/InAs/ZnTe/InAs dou-
ble-barrier tunnel structure, calculated for V = 0.45 V. The conduction-band
edge is represented vby a solid line, the valence-band edge by the heavy dashed line,
and the quasi-Fermi level in each layer by the dotted line. (b) Current-voltage

(J-V) characteristics calculated for this device structure at 77 K and 300 K.
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the GaAs emitter compared to that in the InAs emitter. The faster initial increase
in current density at 300 K compared to 77 K arises from the same mechanism
as in the InAs/ZnTe double-barrier structure. In addition, the current-voltage
characteristic at 300 K exhibits a much lower peak-to-valley current ratio and
a much more rapidly rising current density at high bias than at 77 K; these
features are both a result of the low barrier height presented by the ZnSe layers.
At 300 K, the Fermi distribution in the emitter yields a substantial number of
electrons with energies near or above the top of the ZnSe barriers; these electrons
are transmitted across the device structure with very little attenuation, leading
to a relatively large thermionic current independent of the position in energy of
the tunneling resonance produced by the double barrier. As the voltage bias is
increased, the height of the ZnSe barriers with respect to the Fermi level in the
emitter is reduced, leading to the observed increase in current density for high

bias.

7.6 Conclusions

In this chapter we have presented a discussion of some of the theoretical tech-
niques we have employed to simulate the electrical behavior of a wide variety of
semiconductor heterostructure devices. The starting point for these simulations
is a calculation of the conduction- and valence-band-edge profiles in a device,
incorporating electrostatic band bending due to material sequence, doping pro-
files, and voltage applied to the structure. Band bending is calculated by solving
Poisson’s equation in one dimension for the device, using the Thomas-Fermi ap-
proximation to relate the local carrier concentration to the band-edge positions
at each point, and enforcing an overall charge-neutrality condition across the de-

vice structure. Our experiences indicate that the use of relaxation algorithms to



319

—
Q
~—

__oks/znSe double_ borrier

= T

0.4
< 0 : e ]
= -0.4 ¢ -
$-08} -j
© -1.2F ]
e S q
3 -2} it :

YN S D ]

0 500 1000
(b) Position (Angstroms)

E 90 e .
S 77K ki

e 300K
2 60 i

: 50 - "“ ,', ]

= 40 | , A

§ nf 7 A

=z 20 2 ]

g 10 _-l,, \ ,_—"/’ -

8 0 B P 4@ 4 1-.—-—/
0 0.2 0.4

Voltage (V)

Figure 7.5: (a) Energy-band diagram for the GaAs/ZnSe/GaAs/ZnSe/GaAs dou-
ble-barrier tunnel structure, calculated for V = 0.12 V. The conduction-band
edge is represented by a solid line, the valence-band edge by the heavy dashed line,
and the quasi-Fermi level in each layer by the dotted line. Because of the large en-
ergy separation between the conduction- and valence-band edges throughout this
device structure, the role of the valence band is negligible. (b) Current-voltage

characteristics calculated for this device structure at 77 K and 300 K.
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solve Poisson’s equation is highly preferable to numerical integration from a sin-
gle point in the device structure, because of various numerical instabilities that
can arise in using the latter method.

Once the energy-band profiles have been calculated for a device structure,
transport properties are studied by calculating transmission coefficients that
give the probability for carriers with given energy E and parallel wave vector
EII to be transmitted across the device structure. We have employed a variety
of band-structure models to vcalculate transmission coefficients. For devices in
which transport involves only conduction-band states throughout the structure,
a simple one-band model, described in Section 7.3.1, is sufficient. For structures in
which conduction-band and valence-band states interact, more complicated band-
structure models are required; in Section 7.3.2 we presented a two-band model
that accounts for the most important interactions between conduction-band and
valence-band states, and in Section 7.3.3 we described briefly a model developed
by Ting, Yu, and McGill[10] to describe the full range of interactions between
the conduction-band and valence-band states. Because increasing complexity in
the band-structure model used to calculate transmission coefficients exacts an ex-
tremely high price in computational efficiency, it is generally desirable to employ
the simplest possible model that adequately describes the phenomena one wishes
to investigate.

In many cases, calculation of transmission coefficients is sufficient to yield a
useful description of device behavior. Often, however, one wishes to calculate
actual current-voltage characteristics for a device. Current-voltage characteris-
tics can be obteﬁned by integrating calculated transmission coefficients over the
incident carrier distribution, as we have described in Section 7.4. Our calcula-
tions of current-voltage characteristics yield a semiquantitative description of the

electrical behavior of heterostructure devices. Peak current densities and often
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peak voltages for tunnel structures can be calculated semiquantitatively; how-
ever, nonresonant currents, such as valley currents in double-barrier structures,
are not calculated accurately because of our neglect of scattering processes.
Finally, we have illustrated the use of the techniques described in this chapter
by calculating current-voltage characteristics for double-barrier tunnel structures
realized in two III-V/II-VI material systems, InAs/ZnTe and GaAs/ZnSe. Such
devices could be of interest because of the possibility of operation at higher speeds
than might be obtainable in conventional GaAs/Al,Ga;_,As double-barrier struc-
tures, and could also provide a useful way to study epitaxial growth of III-V/II-
VI material systems. Our studies indicate that double-barrier structures in the
InAs/ZnTe and GaAs/ZnSe material systems should be viable device concepts,
and also demonstrate some of the possible advantages and disadvantages of each

device.
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Chapter 8

Carrier Transport in
Two-Terminal Interband Tunnel

Structures

8.1 Introduction

8.1.1 Background and Motivation

Until quite recently, investigations of resonant tunneling had been confined
primarily to studies of the standard double-barrier resonant-tunneling structure
discussed by Tsu and Esaki[l] and first demonstrated by Chang, Esaki, and
Tsuf2], with efforts focused primarily on the GaAs/Al,Ga;_,As and InGaAs/-
InAlAs material systems. Advances in epitaxial growth techniques for the InAs/-
GaSb/AlSb material system, however, have led to considerable interest in tun-
neling devices involving coupling between the conduction and valence bands
of different materials across heterointerfaces. The first devices of this type to

be proposed[3] and demonstrated[4, 5, 6, 7| were single-barrier structures in
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which negative differential resistance (NDR) arose from the enhanced tunnel-
ing probability for electrons tunneling near the valence band edge of the barrier.
More recently, resonant interband tunneling structures have been proposed[8]
and demonstrated[9, 10]; in these devices, NDR arises from conduction-band
electrons in an InAs emitter tunneling through AlSb barriers into quasi-bound
valence-band states in a GaSb quantum well. NDR in interband tunneling devices
is also enhanced because of blocking of current through the device structure by
the GaSb band gap for voltages beyond resonance. Devices with peak-to-valley
current ratios as high as 20:1 at 300 K, and as high as 88:1 at 77 K, have been
realized[9], and NDR has been demonstrated in other device structures with peak
current densities of over 1 x 10° A/cm? and corresponding peak-to-valley current
ratios of 1.2-1.8 at 300 K][11, 12].

The novel transport properties of interband tunneling devices arise from the
unusual energy band alignments found in the InAs/GaSb/AlSb material sys-
tem. Fig. 8.1 shows the relative positions of the conduction- and valence-band
edges for InAs, GaSb, and AISb. Valence-band offsets for the InAs/GaSb{13] and
GaSb/AlISb{14] heterojunctions have been measured by x-ray photoelectron spec-
troscopy; we have assumed that the value of the InAs/AlSb valence-band offset is
given by the transitivity rule. As shown in the figure, the conduction-band edge of
InAs lies below the valence-band edge of GaSb, allowing conduction-band states
in InAs to interact with valence-band states in GaSb in heterostructures contain-
ing both materials. The InAs/AlSb and GaSb/AISb band offset values are such
that AISb acts as a barrier for transport of carriers between InAs conduction-band
states and GaSb valence-band states.

In addition to the unusual electronic properties that arise in heterostructures
realized in the InAs/GaSb/AlSb material system, InAs and GaSb possess a num-

ber of electrical properties that make them particularly attractive materials for
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Figure 8.1: Relative positions of the conduction-band edges (dashed lines) and
valence-band edges (solid lines) for InAs, GaSb, and AlSb, as determined from
the InAs/GaSb and GaSb/AISb valence-band offsets measured by x-ray photo-
electron spectroscopy[13, 14] and assuming transitivity of band offsets. The con-
duction-band edge shown for AISb is the indirect minimum, in the A direction

‘in the Brillouin zone.
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quantum-effect devices, such as tunnel structures. InAs is easily doped n-type,
has very high electron mobility (~ 33 000 cm?/V-s at 300 K), and naturally
forms n-type ohmic contacts. GaSb can be doped p-type[15] and has a small p-
type Schottky barrier, facilitating the formation of p-type ohmic contacts. These
properties reduce parasitic series resistance for metal contacts to n-type InAs
and p-type GaSb, and make possible contact to relatively thin layers of InAs or
GaSb, because of the lack of surface depletion. An additional advantage of InAs
is its small effective mass compared to that of GaAs (mj,,, = 0.023m, compared
to mgaa, = 0.067m.), which enhances quantum effects so that subband spacings
in quantum-confined structures such as quantum wells, wires, and dots will be
larger for given feature sizes in InAs than in GaAs; thus, technological limitations

such as lithographic resolution should be less restrictive for InAs than for GaAs.

8.1.2 Summary of Results

In this chapter we discuss some results obtained in theoretical and experimen-
tal studies of interband transport in the InAs/GaSb/AlSb material system. A
wide variety of interband transport devices exhibiting negative differential resis-
tance have been grown, fabricated, and characterized in the McGill group labora-
tories. A brief overview of this work is presented in this chapter. In addition, we
describe a more detailed theoretical and experimental study of current-voltage
characteristics in the InAs/GaSb/InAs device structure that demonstrated the
resonant nature of transport through the GaSb quantum well, despite the absence
of classically forbidden barrier regions. By studying theoretically calculated and
experimentally observed peak current densities in these devices as a function of
GaSb layer width, we have demonstrated that transmission resonances are formed

that are due solely to the imperfect matching of wave functions at the InAs/GaSb
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interfaces. Our results also suggest that coupling between InAs conduction-band
and GaSb heavy-hole states has little influence on the current-voltage character-

istics of these devices.

8.1.3 Outline of Chapter

Section 8.2 presents an overview of recent developments in two-terminal inter-
band transport devices. Several device structures that have been demonstrated
in the McGill group, and their respective advantages, disadvantages, and novel
properties of interest are briefly discussed. In Section 8.3 we focus on the InAs/-
GaSb/InAs device structure, which is, in some sense, the most elementary of the
devices exhibiting resonant interband transport. We present a theoretical and ex-
perimental study of the dependence of the resonant current density on the GaSb
layer width in the InAs/GaSb/InAs device that demonstrated the existence of
resonances in the GaSb quantum-well layers, despite the absence of classically
forbidden barrier layers surrounding the GaSb layer; the resonances are formed
solely by the imperfect coupling of the InAs conduction band and GaSb valence
band wave functions at the InAs/GaSb interfaces. Conclusions are presented in

Section 8.4.

8.2 Overview of Two-Terminal Interband

Transport Structures

The variety of band alignments available in the InAs/GaSb/AISb material
system allows the realization of a large number of device structures exhibit-
ing NDR. Table 8.1 summarizes some of the interband transport device struc-

tures that have been grown, fabricated, and characterized in the McGill group



330

laboratories[9, 11, 12, 16, 17, 18], and lists the key performance characteristics
of these devices. As shown in the table, an extremely wide variety of device
structures can be devised that exhibit NDR, with either very high peak-to-valley
current ratios and relatively low peak current densities, very high peak current
densities and relatively low peak-to-valley current ratios, or intermediate values
for both parameters.

The key feature that allows the realization of such a wide range of device
" structures exhibiting NDR is the Type II broken-gap band alignment for the
InAs/GaSb heterojunction. Because the conduction-band edge of InAs is lower in
energy than the valence-band edge of GaSb, transport processes in heterostruc-
tures containing InAs and GaSb involve interactions between conduction-band
states in InAs and valence-band states in GaSb. The combination of these in-
teractions, the superior electrical properties of InAs and GaSb, and the blocking
effect of the InAs or GaSbh energy band gaps for transport in structures biased
beyond resonance leads to markedly superior performance in many interband
transport devices compared to that of more conventional structures.

The first device of this type to be demonstrated was the n-InAs/AlSb/GaSb/-
AlSb/n-InAs resonant interband tunnel (RIT) structure[9]; a schematic energy-
band diagram for this device is shown in Fig. 8.2(a). Soderstrom et al.[9] reported
peak-to-valley current ratios as high as 20:1 and 88:1 at 300 K and 77 K, respec-
tively, for RIT devices. The operation of the device is based on transport of
electrons in the InAs electrodes through quasi-bound valence-band states in the
GaSb quantum well. At low bias, resonant tunneling of electrons occurs via the
quasi-bound valence-band state in the GaSb quantum well. For voltages beyond
resonance, the electrons must tunnel not only through the AlSb barriers, but also
through the forbidden energy gap of the GaSb quantum well. This leads to very

strong suppression of the valley current beyond resonance, resulting in extremely
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Material Sequence Temperature | Peak-to-Valley | Peak Current

(K) Current Ratio Density
(A/cm?)
n-InAs/AISb/InAs/AlSb/n-InAs 300 4.0 3.7 x 10°
300 13.0 4.0 x 10°

n-InAs/AlSb/GaSb/AlSb/n-InAs 300 12 950
77 60 1.7 x 10°

300 21 50

7 88 90
p-GaSb/AlSb/InAs/AlSb/p-GaSb 300 8.0-10.0 450-500
7 16 450-500
n-InAs/GaSb/n-InAs 300 2.2 5.1 x 103
300 1.2 1.2 x 105
n-InAs/GaSb/InAs/GaSb/n-InAs 300 2.2 1.2 x 104
n-InAs/GaSb/AlSb/GaSb/n-InAs 300 3.5 1.4 x 10*
n-InAs/p-GaSb 300 1.7 4.2 x 10*
n-InAs/GaSb/AlSb/p-GaSb 300 1.5-1.8 1.6 x 105
n-InAs/AlSb/InAs/p-GaSb 300 1.5-1.7 3.1 x 102

n-InAs/Al1Sb/GaSb/n-InAs 300 15.0-18.0(2) | 2.7 x 103(e)
1.6-2.2(0) 1.5 x 10%(%)

¢)Reverse bias, i.e., negative voltage applied to electrode next to AISb barrier.

(®)Forward bias, i.e., positive voltage applied to electrode next to AlSb barrier.

Table 8.1: A summary of some of the interband transport device structures grown,

fabricated, and characterized in the McGill group laboratories(9, 11, 12, 16, 17,

18], and a list of their key performance characteristics.
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high peak-to-valley current ratios.

The RIT device concept can also be extended to a structure in which there
are no classically forbidden barrier regions, i.e., the n-InAs/GaSb/n-InAs device;
Fig. 8.2(b) shows a schematic energy-band diagram for this structure. Because
of the absence of the AlSb barrier regions in this device, the peak current densi-
ties are much larger than in the original RIT structure — (few)x 10?2 A/cm? for
a typical RIT compared to (few)x10* A/cm? or more for an InAs/GaSb/InAs
device. Transmission resonances in the InAs/GaSb/InAs devices are also very
broad, with widths corresponding to quasi-bound-state lifetimes of a few tens
of femtoseconds(19], compared to typiéal quasi-bound-state lifetimes of picosec-
onds or longer for typical double-barrier structures. The short resonant-state
lifetimes in these structures suggest that limitations on device speed arising from
quantum-well charging effects should be much less stringent than for conven-
tional double-b‘arrier structures. However, the absence of the AlSb barriers also
induces a severe deterioration in the valley current, with typical InAs/GaSb/InAs
structures exhibiting peak-to-valley ratios of 1.2-2.2 at 300 K.

Current-voltage characteristics for the InAs/GaSb/InAs structure also exhibit
a number of interesting features. Because the InAs conduction-band states and
GaSb valence-band states interact directly at the InAs/GaSb interfaces, the na-
ture of this interaction is more apparent in these devices than in structures with
AISD barriers separating the InAs and GaSb layers. Section 8.3 describes a study
of the resonant current density as a function of GaSb layer width in the InAs/-
GaSb/InAs device structure that demonstrates the existence of resonances in the
GaSb quantum well that are due solely to confinement induced by the imper-
fect matching of InAs conduction-band and GaSb valence-band wave functions
at the InAs/GaSb interfaces. This confinement is quite different from the quan-

tum confinement induced by classically forbidden barrier regions in conventional
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. Ee
____________ R SORR—
(b) InAs/GaSb/InAs
o : EC
_______________ l e m————- Ev

Figure 8.2: Schematic energy-band diagrams for (a) the InAs/AISb/GaSb/AlSb/-
InAs (RIT) and (b) the InAs/GaSb/InAs device structures. In each diagram, the

conduction-band edge is represented by a solid line and the valence-band edge by

a dashed line.
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double-barrier structures.

Large peak current densities have also been observed from a class of interband
transport devices based on carrier transport from InAs conduction-band states
into GaSb valence-band states. Schematic energy-band diagrams for three devices
of this type are shown in Fig. 8.3. Fig. 8.3(a) shows an n-InAs/p-GaSb device,
Fig. 8.3(b) an n-InAs/GaSb/AlSb/p-GaSb device, and Fig. 8.3(c) an n-InAs/-
AlSb/InAs/p-GaSb device. In each of these three devices, the peak current occurs
for low positive bias (positive voltage applied to the GaSb layer), with electrons
traveling from InAs conduction-band states into unoccupied GaSb valence-band
states. For higher applied bias, transport of electrons from the InAs electrode
is blocked by the GaSb band gap, resulting in NDR. Current densities in these
devices are relatively high — ~4x10* A/cm? for the InAs/GaSb structure and up
to 1.6 x 105 A/cm? for the InAs/GaSb/AlSb/GaSb structure, with peak-to-valley
current ratios in both cases of 1.5-1.8 at room temperature.

An interesting feature observed in the latter device structure is that the in-
sertion of the AlSb barrier in the GaSb electrode layer yields an increase in the
peak current density, rather than reducing the current, as one might expect. This
somewhat counterintuitive result occurs because the insertion of the AISb barrier
induces the formation of a resonant quasi-bound state that is due to confinement
of carriers in the middle GaSb layer by the AlSb barrier and the InAs/GaSb
interface. This resonance enhances the probability for transport between the
InAs conduction-band states and the GaSb valence-band states, resulting in an
increased peak current density. A similar argument should hold for the effect
of the AISb barrier in the InAs/AlSb/InAs/GaSb structure. However, it is also
expected that the peak current density in these devices should depend quite sen-
sitively on the separation between the AlSb barrier layer and the InAs/GaSb

interface. In order for the peak current density to be enhanced by the resonance,
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(a) InAs/GaSb

(b) InAs/GaSb/AISb/GaSb

(c) InAs/AISb/InAs/GaSb

Figure 8.3: Schematic energy-band diagrams for (a) an n-InAs/p-GaSb structure,
(b) an n-InAs/GaSb/AlSb/p-GaSb structure, and (c) an n-InAs/AlSb/InAs/-
p-GaSb structure. The conduction-band edges are represented by solid lines, and

the valence-band edges by dashed lines.
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it is necessary for the occupied states in the InAs electrode, the quasi-bound state
in the middle InAs or GaSb layer, and the unoccupied states in the GaSb elec-
trode to be aligned in energy; this will occur only for fairly specific values of the
confinement energy of the quasi-bound state resonance, which is determined pri-
marily by the separation between the AlSb barrier and the InAs/GaSb interface.
Theoretical calculations of peak current density as a function of the width of the
middle GaSb layer in the device structure shown in Fig. 8.3(b) and of the middle
InAs layer in the device structure shown in Fig. 8.3(c) indicate that this should
be a very pronounced effect[11]. The resonances formed in structures of the type
shown in Fig. 8.3(b) and (c) are also very broad, with a resonance width corre-
sponding to a lifetime of ~25 fs for an InAs/GaSb/AlISb/InAs structure with a
51 A GaSb quantum well and a 12 A AISb barrier. This extremely short intrin-
sic lifetime and the high peak current densities observed in these devices make
structures of this type very promising as possible components in high-frequency
oscillators.

A number of other device structures in the InAs/GaSb/AlSb material system
have been demonstrated to exhibit NDR in their current-voltage characteristics.
A more detailed description of this work and of some other possible device ap-
plications in the InAs/GaSb/AlSb material system has been given by Collins et
al.[18].

8.3 Interband Transport in InAs/GaSb/InAs
Structures

As discussed very briefly in Section 8.2, the InAs conduction-band states

interact directly with the GaSb valence-band states at the InAs/GaSb interfaces
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in the InAs/GaSb/InAs device structure, and the nature of this interaction has
direct consequences for the current-voltage characteristics of these devices. The
current transport mechanism in the InAs/GaSb/InAs structure has been claimed
by some investigators[20] to be simply ohmic conduction from one InAs electrode
to the other through the GaSb valence-band states. However, studies we have
performed of the peak current density in InAs/GaSb/InAs devices as a function
of GaSb layer width provide convincing evidence refuting this explanation and
demonstrating that despite the absence of classically forbidden barrier regions
in these structures, transmission resonances still exist because of the imperfect
coupling between the InAs conduction-band states and the GaSb valence-band
states. Our results also suggest that the coupling between conduction-band and
heavy-hole states produces a relatively small contribution to the peak resonant

current density in these structures.

8.3.1 Device Structures

The samples for this study were grown in a Perkin-Elmer 430 molecular-
beam epitaxy system using GaAs (100) substrates. Functional devices were
routinely obtained despite the large lattice mismatch between GaAs and the
lattice-matched InAs/GaSb/AlSb material system; our technique for obtaining
high-quality InAs, GaSb, and AlSb grown on GaAs substrates has been described
elsewhere[21]. The device structures consisted of InAs electrode layers, doped
n-type with Si to an estimated carrier concentration of n =~ 2 x 107 cm™3,
surrounding a nominally undoped GaSb quantum-well layer ranging from 60 to
300 A in thickness. The GaSb wells were separated from the InAs electrode layers
by nominally undoped InAs spacer layers ranging in thickness from 50 to 75 A.

A schematic energy-band diagram for the InAs/GaSb/InAs device structure is
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shown in Fig. 8.2(b). Circular device mesas 6 pm in diameter were fabricated
using standard photolithography and a wet etch. Ohmic contacts to the InAs
were formed by evaporation of Au/Ge, and devices were probed at 300 K and
77 K using a thin gold wire.

Fig. 8.4 shows current-voltage characteristics measured at 77 K and 300 K
for an InAs/GaSb/InAs device with a GaSb layer width of 74 A. We obtained
a peak current density at 300 K of ~ 1 x 10° A/cm?, significantly higher than
previously reported results for this device structure[20]; peak-to-valley current

ratios for these devices were approximately 1.5:1.

8.3.2 Calculation of Transmission Coefficients

A theoretical analysis of these devices reveals a number of interesting features.
Because interband tunneling devices involve both conduction and valence band
states, any theoretical model for these structures must include both the conduc-
tion and the valence bands, and must also correctly account for the interactions
between these bands. We have implemented a simple two-band, tight-binding
model[22], incorporating the conduction and light-hole bands, that satisfies these
requirements. As discussed in Section 7.3.2, the heavy-hole valence band has
been neglected, based on the small coupling between the conduction and heavy-
hole bands. This model, in conjunction with realistic band-bending calculations
as described in Section 7.2, allows us to simulate semiquantitatively the current-
voltage behavior of a wide variety of interband tunneling devices.

The two-band, tight-binding model employed here is very similar to the two-
band k - P model described in Section 7.3.2, but has proven to be more effi-
cient computationally, since the transfer matrices contain only rational functions,

rather than the trigonometric functions present in the transfer matrices for the
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line) for an InAs/GaSb/InAs interband tunneling device with a GaSb layer width
of 74 A.



340

two-band & - p model. The two-band, tight-binding model is constructed from
a linear chain of alternating s and p orbitals, with on-site energies E, and E,,
respectively. The on-site energies E, and E, in the tight-binding model are anal-
ogous to the band-edge energies E. and E,, respectively, in the two-band k-p
model. The nearest-neighbor interaction ¢ between adjacent s and p orbitals is

determined from the effective mass m* according to[22]
h2
T 2mrd?

where d is the spacing between unit cells. The band structure in the tight-binding

t2

(B, — Ep), (8.1)

model is then given by the secular equation
kd
(E — E,)(E — E,) — 4t*sin’ (7) = 0. (8.2)

The interaction term ¢ is analogous to the matrix element p in the k- P model,
as can be seen by comparing Eq. (8.1) with Eq. (7.49) and Eq. (8.2) with Eq.
(7.46).

The physics of the tight-binding model is therefore reassuringly similar to
that of the k - p model. However, in the tight-binding framework wave-function
amplitudes at adjacent lattice sites are related very naturally by the hopping
term ¢, so that transfer matrices in the tight-binding formalism contain only
rational functions of the energy and the material parameters. In the k- p frame-
work, the wave functions are plane waves with wavelengths that are not simply
related to any lattice spacing; computation of the transfer-matrix elements is
therefore more complicated than in the tight-binding framework, resulting in a
loss of computational efficiency. We have therefore used the tight-binding model
to calculate transmission coeflicients in the InAs/GaSb/InAs device and in other
interband tunnel structures. Once the transmission coefficients have been calcu-
lated, current-voltage characteristics are obtained using the methods described

in Section 7.4.
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Simulations of the InAs/ GaSh /InAs structure for varying GaSb layer widths
and subsequent experimental measurements for these devices have provided
strong evidence that the mechanism for current transport through the GaSb
layer is indeed resonant. Fig. 8.5 shows transmission coefficients in the energy
range between the InAs conduction band edge (E = 0 eV) and the GaSb valence
band edge (E = 0.15 eV) calculated for devices with three different GaSb layer
widths. The main feature of interest is that despite the absence of any classically
forbidden barrier regions in the energy range of interest, transmission resonances
are formed that are due solely to the imperfect matching of InAs conduction-
band and GaSb valence-band wave functions at the InAs/GaSb interfaces. For
the 45 A GaSb well (Fig. 8.5(a)), the quantum confinement energy places the
quasi-bound state below the InAs conduction band edge; in this case, resonant
transport cannot occur. For the 90 A GaSb well (Fig. 8.5(b)), a single, broad
resonance is present in the transmission coefficient, and for the 300 A GaSb well
(Fig. 8.5(c)), a large number of resonances occur in the energy range between
the InAs conduction band edge and the GaSb valence band edge. This vari-
ation in the transmission coefficient leads to a strong dependence of the peak
current density on the GaSb layer width. The absence of a resonance should lead
to a very small resonant current for a device with a thin GaSb layer; devices
with intermediate GaSb layer widths should exhibit much higher resonant cur-
rent densities, because of the presence of the single broad resonance. For wide
GaSb layers, however, the peak current density should decrease; the resonances,
although more numerous, are significantly narrower than for GaSb layers of in-
termediate width and therefore allow less of the incoming electron distribution
to be transmitted across the GaSb layer.

A somewhat curious feature of the calculated transmission coefficients is that

the width of the transmission resonance is not related in a straightforward way
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Figure 8.5: Theoretical transmission coeflicients for InAs/GaSb/InAs interband
transmission devices for GaSb layer widths of (a) 45 A, (b) 90 A, and (c) 300 A.
On the energy scale shown, the InAs conduction-band edge is at 0 eV, and
the GaSb valence-band edge is at 0.15 eV. These calculations demonstrate that
quasi-bound states should be formed in the GaSb quantum-well layer, despite
the absence of classically forbidden barrier regions, simply from the imperfect
matching of InAs conduction-band and GaSb valence-band wave functions at the

InAs/GaSb interfaces.
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to the strength of the coupling of InAs and GaSb wave functions at the resonance
energy. In a typical double-barrier tunnel structure, the width of the transmission
resonance, and therefore the quasi-bound-state lifetime, is determined primarily
by the attenuation of the wave function in the barrier layers; this dependence
yields, for example, an exponential dependence of resonance width on barrier
thickness in a double-barrier structure[23]. One might, therefore, expect reso-
nance widths in the InAs/GaSb/InAs structure to be determined primarily by
the strength of the coupling between the InAs and GaSb wave functions at the
resonance energy. In the InAs/GaSb/InAs structure, however, resonances at sim-
ilar energies can have very different energy widths, as seen in Figs. 8.5(b) and
(c).

That this should indeed be the case may be seen by deriving an analytical
expression for the transmission coefficient for an InAs/GaSb/InAs structure with
no applied bias. The transfer matrix for the entire device is given simply by the

transfer matrix for propagation across the GaSb layer:

__ ;'GaShb
cosk'L (E___g!__) sink'L
T(0, L) = ok P : (8.3)
- (m) sink'L cosk'L

where we have used the expression given in Eq. (7.57) for the trans-

fer matrix in the two-band k& - P model; E is the energy, kK =

(m/hpGaSb)\/(E — EG®Sb)(E — ES#5b) is the wave vector in the GaSb layer, and
L is the width of the GaSb layer. Using Eq. (7.64), we obtain the transmission
coefficient for the InAs/GaSb/InAs structure,

4
T = 5

Prask(E — EF*) Paesuk/ (B — E)
(2cosk'L)? + (pGaSbk,(E,I,nAs ~F) sin k'L + E(E — EGesb) sin k'L
(8.4)

where k = (m/hpInA,)\/(E — ElAs)(E — EInAs) is the wave vector in the InAs
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electrodes. Defining

pInA,k(E - EGaSb)
alE) = Y 8.5
( ) PGaSbk'(E},"A’ - E) ( )

_ [@* " 5yEs=_p) .

N (EBSS® - E)(EA — EY’ '

we can rewrite Eq. (8.4) in the form
4
T = Y - (8.7)
217 12 1]
4cos* k'L + (a(E) + 5 E)) sin® k'L
4

= : - (8.8)

4+ (a(E) - ﬁ)z sin? k'L

From Eq. (8.8) we see that resonances occur for sink’L = 0, or ¥' = nr/L.

Performing a Taylor series expansion of Eq. (8.8) about the resonance energy E,,

where k' = (m/hpGaSb)\/ (En — E8*SP)(E, — ES*S*) = nr/L, and recognizing
that, near a resonance, the transmission coefficient should be of the form 7 =

1/(1+ (E — E,)?/T?), we can obtain an expression for the resonance width I':

1\ (Apcass |’ GaSb |, GaSb)) 7
r = 47r(a(E,,)—— ) ( )(2E,,—(Ec + B3S*)) —

o(E,) m L?
(8.9)
x Z”; (8.10)

From Eq. (8.10) we see that the width of a resonance should vary approximately
inversely with the square of the GaSb layer width, and directly with the resonance
index n. An examination of Fig. 8.5 shows that this does indeed appear to be

the case.



345

8.3.3 Current-Voltage Characteristics: Theory and Ex-
periment

Using the transmission coefficients calculated for the InAs/ GaSb/InAs de-
vice structures, we have computed current-voltage characteristics as a function
of GaSb layer width. Fig. 8.6(a) shows the theoretically calculated difference
between the peak and valley current densities as a function of GaSh layer width;
calculated valley currents are extremely small compared to the peak currents,
because of the neglect of scattering processes. Fig. 8.6(b) shows the difference
between the peak and valley current densities measured experimentally for de-
vices with varying GaSb layer widths. The difference between the peak and
valley current densities, rather than simply the peak current density, has been
used in order to eliminate contributions to the peak current density from inelastic
transport mechanisms, which have not been included in our calculations; as seen
in Fig. 8.4, the thermionic contribution to the nonresonant current is relatively
small.

As shown in Fig. 8.6, both the experimental and the theoretical curves exhibit
the qualitative dependence on GaSb layer width expected from our analysis of
the transmission coefficients for these structures. In particular, the sharp drop
in the resonant current for narrow GaSb layers is strong evidence that the cur-
rent flow in these devices is due to transport through a resonance in the GaSb
layer, rather than to simple ohmic conduction through the GaSb valence band
that is e(ventually blocked by the GaSb band gap; if the transport mechanism
were simply ohmic conduction, the current would not be expected to decrease
in devices with narrow GaSb layers. The quantitative discrepancy between the
theoretical and experimental values for the resonant current could arise from a

number of factors. The calculated peak current densities are quite sensitive to the
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separation between the InAs conduction-band edge and the GaSb valence-band
edge, meaning that uncertainties of a few hundredths of an eV in the InAs/GaSb
valence-band offset, or small amounts of As incorporated into the GaSb layers,
could significantly affect the quantitative agreement between theory and experi-
ment. The qualitative behavior tha,t we observe, however, should not be affected
by these uncertainties.

The drop in resonant current at a GaSb layer width of 60 A also suggests
that transport through heavy-holelike states in the GaSb layer is relatively unim-
portant. The lowest heavy-holelike quasi-bound state should remain above the
InAs conduction-band edge for GaSb layer widths of approximately 27 A or more;
if resonant transport through heavy-holelike quasi-bound states were important,

NDR in these devices should persist for GaSb layer widths well below 60 A.

8.4 Conclusions

Interband transport structures are a general class of semiconductor het-
erostructure devices realized in the lattice-matched InAs/GaSb/AlSb material
system and involving carrier transport between conduction-band states in InAs
and valence-band states in GaSb. The unusual conduction- and valence-band
alignments in this material system, in which the conduction-band edge of InAs
is lower in energy than the valence-band edge of GaSb, permit considerable flex-
ibility in the design of heterostructure devices and allow the realization of new
device concepts that are not possible in more conventional material systems such
as GaAs/Al,Ga;_ As.

In this chapter we have presented an overview of experimental and theoreti-
cal studies of trahsport in two-terminal interband transport structures, and have

described a detailed study of transport in InAs/GaSb/InAs device structures as
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a function of GaSb layer width that helped to clarify a basic issue regarding the
nature of carrier transport across the InAs/GaSb interface. A wide variety of in-
terband transport structures exhibiting negative differential resistance have been
grown, fabricated, and characterized in the McGill group laboratories. Various
device structures have been found to yield extremely high peak current densities
or high peak-to-valley current ratios, making them of considerable interest for
high-frequency oscillators or various logic applications.

A particularly simple device, the InAs/GaSb/InAs structure, was found to
exhibit behavior that helped elucidate the basic nature of interband transport
across the InAs/GaSb interface. We performed a theoretical and experimental
analysis of the dependence of the current-voltage behavior of InAs/GaSb/InAs
interband transport devices on GaSb layer width. Our results demonstrated that
transport in these devices occurs primarily via light-holelike transmission reso-
nances in the GaSb quantum wells formed because of the imperfect matching of
InAs conduction-band and GaSb valence-band wave functions at the InAs/GaSb
interfaces, rather than through simple ohmic conduction, as had been previously
proposed. Our results also suggested that coupling between the InAs conduction-
band states and GaSb heavy-hole valence band states is relatively unimportant
in these devices. In addition, this study allowed us to determine the GaSb layer
width that yielded optimum device performance. For a GaSb layer width of 74 A,
we obtained peak current densities of 1 x 10° A/cm?, significantly higher than

any other reported results for this device structure.
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Chapter 9

Calculation of Hole Tunneling
Times in GaAs/AlAs

Double-Barrier Structures

9.1 Introduction

9.1.1 Background and Motivation

The high-frequency behavior of the double-barrier heterostructure proposed
by Tsu and Esaki[l] has been a subject of intense study because of interest
in high-speed devices, such as oscillators(2, 3, 4] and switching elements[5, 6],
based on the double-barrier structure. Several experimental7, 8, 9] and
theoretical[10, 11, 12, 13, 14] studies have focused on the characteristic time scale
for electron tunneling processes, an issue of both practical and fundamental physi-
cal importance. In one study, Jackson et al.[7] used photoluminescence excitation
correlation spectroscopy(15, 16, 17] to study the decay of photoexcited electron
and hole populations in undoped GaAs/AlAs/GaAs/AlAs/GaAs double-barrier
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heterostructures. An unexpected result in this experiment was that electrons and
holes were observed to have very similar tunneling times; if all the photoexcited
holes in the quantum well are assumed to relax to the lowest subband, which
corresponds to a heavy-hole state at the Brillouin zone center, a simple model of
hole tunneling would suggest that the holes should be characterized by a much
longer tunneling time than the electrons, because of the large effective mass of
the heavy holes. Fig. 9.1 shows the tunneling times measured experimentally
by Jackson et al.[7], along with electron, heavy-hole, and light-hole tunneling -
times calculated from theoretical transmission-resonance widths for GaAs/AlAs
double-barrier structures. As seen in the figure, the calculated electron tunneling
times agree reasonably well with the experimental times; however, the heavy-hole
tunneling times are orders of magnitude larger than the measured times.

This observation of unexpectedly short hole tunneling times in GaAs/AlAs
double-barrier heterostructures could influence the interpretation of other exper-
iments in which tunneling escape of photoexcited carriers from a quasi-bound
state has been studied. Tsuchiya et al.[8] studied time-resolved photolumines-
cence spectra from photoexcited carriers in the quantum well of a GaAs/AlAs
double-barrier heterostructure, and claimed to measure the electron tunneling
escape time by assuming escape of photoexcited holes to be negligible. How-
ever, the results of Jackson et al. indicate that this ‘a.ssumption is not valid, and
that in the experiment of Tsuchiya et al., both electron and hole tunneling times
must be included. A theoretical understanding of the origin of these unexpect-
edly short hole tunneling times is needed to develop a correct interpretation of
tunneling-time measurements in which both electrons and holes are present. In
addition, such an understanding would be of importance in the design and study
of device structures involving tunneling transport of holes, and would also be of

considerable fundamental physical interest.
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Figure 9.1: Tunneling times measured as a function of barrier thickness in GaAs/-
AlAs double-barrier structures. Also shown are tunneling times for electrons,
heavy holes, and light holes calculated from theoretical transmission-resonance
widths for GaAs/AlAs double barriers. The electron tunneling times are in rea-
sonable agreement with the experimental times, but the calculated heavy-hole

times are orders of magnitude larger than the measured times.
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In this chapter we propose an explanation for these anomalously short hole
tunneling times. By including quantum-well band-mixing effects in our calcu-
lations of hole tunneling times, we have found that, for sufficiently high hole
temperatures and concentrations, average hole tunneling times are obtained that
are comparable to electron tunneling times in the same structure. Our calculated
electron and hole tunneling times are thus in good agreement with the previously

reported experimental results of Ref. [7].

9.1.2 Summary of Results

We have developed a model for calculating tunneling escape times for holes in
a double-barrier heterostructure that explains the anomalously short hole tunnel-
ing times measured by Jackson et al.[7] using photoluminescence excitation cor-
relation spectroscopy. Because of band-mixing effects, tunneling times for holes
are found to be much shorter than the calculated heavy-hole tunneling time. At
the Brillouin zone center (l—e}' = (kg ky) = 0), the qﬁantum-well valence sub-
bands can each be characterized as being entirely heavy-holelike or light-holelike;
for I;“ # 0, however, each subband is composed of a mixture of heavy-hole and
light-hole components. By including this effect in a phenomenological model
for calculating average tunneling times for a population of holes in the lowest
quantum-well valence subband, we obtain average hole tunneling times that are
comparable to electron tunneling times. Our calculations are in good agreement
with the experimental results of Ref. [7]. The average hole tunneling time is a
function of the distribution of holes in the lowest subband, and therefore depends
on both the carrier concentration and the carrier temperature. Our results sug-
gest that, for low carrier concentrations and temperatures, an increase in the

average hole tunneling time might be observable. More recent calculations using
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the effective-bond-orbital model[18, 19] to compute transmission coefficients for
valence-band states in a GaAs/AlAs double-barrier heterostructure demonstrate
the basic validity of our earlier phenomenological model for calculating average

hole tunneling times.

9.1.3 Outline of Chapter

The 4 x 4 Luttinger-Kohn Hamiltonian used to calculate the quantum-well
valence band structure is described in Section 9.2; actual calculations of quantum-
well band structure are also presented in this section. Section 9.3 describes the
model we have used to calculate average hole tunneling times for a distribution of
holes in the lowest valence subband. In Section 9.4 we present calculated average
hole tunneling times and compare these times to calculated electron tunneling
times and experimentally measured tunneling times from Ref. [7]. It is shown
that the average hole tunneling times calculated using our model, theoretically
calculated electron funneling times, and experimentally measured carrier escape
times are all within an order of magnitude of each other, contrary to what one
would expect on the basis of a simple calculation of heavy-hole tunneling times.
Section 9.5 contains a brief description of more recent calculations of average hole
tunneling times derived from transmission coeflicients computed using the eight-
band effective-bond-orbital model[18, 19]. Conclusions are presented in Section

9.6.
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9.2 Luttinger-Kohn Valence-Band Hamilto-
nian

We begin by calculating the valence-band structure in a GaAs quantum well
with AlAs barriers; we assume that in the double-barrier structure, the finite
barrier thickness has a negligible effect on the quantum well band structure, and
merely broadens the quantum-well bound states because of the finite lifetime for
tunneling escape through the barriers. Calculations of quantum-well bound-state
energies and of energies of transmission resonances in double-barrier structures in-
dicate that this approximation should be valid. Based on the relatively large spin-
orbit splitting in GaAs and AlAs (A((,;“A‘ = 0.34eV and A}4* = 0.29 eV), we have
neglected spin-orbit coupling in these calculations. With these approximations,

the valence bands can be described by the 4 x 4 Luttinger-Kohn Hamiltonian[20],

(P+Q+V() L M 0
. L P—-Q+V(z) 0 M
M- 0 P-Q+V(z) L ’
\ 0 M* ~L* P+Q+V(z2) )
(9.1)
where ,
K2 a2 |
P = ol (k: + k2 — 22—2) : (9.2)
h? d?
Q = 2me")’2 (k: + k; + 22'2_2) 3 (93)
L= 2 V12vs(ke — ik )i 9.4
T 2m. To\Be =) (9-4)
hz 2 2 .
M = _2me\/§ [v2 (K2 = k2) + 2ivskaky ] ; (9.5)

me 1s the free-electron mass, and V{(z) is the quantum-well potential produced by

the AlAs barriers. The Hamiltonian (9.1) is written in the angular-momentum ba-
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sis set, with basis elements {|j,m)} (j = 3/2 and m = £3/2,+1/2); {3/2, +3/2)
are zone-center heavy-hole states, and |3/2,+1/2) are zone-center light-hole
states. 71, 72, and 3 are the Luttinger parameters; for simplicity, we employ
the spherical approximation[21] and set vy, = 3 = ¥, with the values of 74; and
¥ determined by the known heavy- and light-hole effective masses for GaAs and
AlAs[22]. We have assumed a valence-band offset of 0.55 eV between GaAs and
AlAs(23], and a direct band gap of 3.13 eV in AlAs at 80 K.

The quantum-well subband structure is obtained by substituting the Hamil-
tonian (9.1) for fixed k., k, into the time-independent Schrédinger equation,

S Hyy(s) = Bos(z),  i=1,..4 (9.6)

i=1

and solving for the eigenvalues E. We impose the following boundary conditions
on the problem: (a) all wave functions should decay exponentially as z — +oo,
(b) the wave function components 9;(z) should be continuous at the GaAs/AlAs
interfaces, and (c) the probability current density should be continuous at the
interfaces|24].

To derive the condition for current continuity, we define parameters DJ“,E such
that

, a2 d
”‘d 5 +iD3 a g~ + D3, Ekoks, (9.7)

where the indices a and @ can be z or y. An expression for the probability current

ij=

can be derived from the continuity equation

d dJ
= / (2)|Pdz — / ~dz=0; (9.8)
the resulting expression for the probability current density is
1 zZx zZz d’(bk i 0 zZz d¢
J = Zh{[ D3tk + D J¢ +[ D%k, — D2 ko¢.} (9.9)
1

om0 ognn 2285} o0
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From Eq. (9.10) we see that the appropriate boundary conditions to impose are
that ; and [%fo‘ka + fod%] %; be continuous at each interface.

For k, = k, = 0, the Hamiltonian (9.1) is diagonal, and there is no mixing
between the heavy- and light-hole states; each valence subband can therefore be
identified unambiguously as either heavy-holelike (|3/2,43/2)) or light-holelike
(13/2,£1/2)) in character. For Ell = (ks,ky) # 0, however, the Hamiltonian
is no longer diagonal, and interactions occur between the light-hole and heavy-
hole states; each valence subband is therefore composed of a superposition of the
zone-center heavy-hole and light-hole components. The lowest valence subbands
calculated for a 58 A GaAs quantum well surrounded by AlAs barriers are shown
in Fig. 9.2.

Figs. 9.3(a) and (b) show light-hole and heavy-hole probability densities in
the lowest subband for EII = 0 and l;” # 0, respectively. As shown in the figure,
the lowest subband has purely heavy-hole character for 1—5” = 0; for l;” # 0, the
band is i)rimarily heavy-holelike but also contains a small component from the
lowest light-hole subband; smaller contributions from higher subbands can also
be seen. For the calculated probability densities shown in F ig. 9.3, we have taken
the GaAs quantum well to be centered at z = 0, with the AlAs barriers located
at z = +29 A.

The total probability density for each basis component |j,m) at a given en-
ergy, Pjjm)(E), is obtained by integrating the spatial probability density across
the entire structure. Fig. 9.4 shows the decomposition of the lowest quantum
well subband into the individual zone-center basis components. As seen in the
figure, the lowest subband is entirely heavy-hole in character for Ky =0, but, as

ky increases, contains an increasing contribution from the zone-center light-hole

state.
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Figure 9.2: Valence subband structure for a 58 A GaAs quantum well surrounded
by AlAs barriers. The quantum-well subband structure was calculated using the
4x4 Luttinger-Kohn Hamiltonian in the spherical approximation. The two lowest
subbands (labeled hhl and Ah2) correspond to pure heavy-hole states at k = 0.
The third subband (labeled Ih1) corresponds to a pure light-hole state at & = 0.
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Figure 9.3: Individual components of the quantum-well wave function in the low-
est valence subband for (a) /;” =0, and (b) EII # 0; the components corresponding
to the lowest heavy-hole and lowest light-hole states are labeled k1 and lh1, re-
spectively. The GaAs quantum well is taken to be centered at z = 0, with the
AlAs barriers located at z = +29 A. For l;” = 0, the band is purely heavy-hole
in character. For EH # 0, the band is primarily heavy-hole in character with a
small component from the lowest light-hole subband; smaller contributions from

higher subbands (unlabeled) can also be seen in (b).
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Figure 9.4: Decomposition of the lowest quantum-well subband (labeled hhl
in Fig. 9.2) into the zone-center heavy-hole and light-hole basis components.
The solid lines represent heavy-hole components, and the dashed lines represent
light-hole components. Thick lines represent the lowest heavy-hole and light-hole
zone-center states; the thin lines represent higher subbands. As shown, the hhl
subband is entirely heavy-hole in character at the Brillouin zone center (ky =0),

but develops increasing light-hole character away from the zone center, as ky

increases.
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9.3 Phenomenological Model for Average Hole
Tunneling Times

Tunneling escape times for holes in the quantum-well layer of a double-barrier
heterostructure are calculated assuming that all the holes in the quantum well
have relaxed to the lowest valence subband, and that the hole distribution is
characterized by a carrier temperature T,. Measurements for GaAs/Al,Ga;_.As
multiple-quantum-well structures indicate that intersubband relaxation times for
electrons are less than 200 fs[25], and studies of carrier thermalization in opti-
cally excited GaAs quantum wells yield electron thermalization times of less than
10 fs and hole thermalization times of approximately 60 fs[26]. However, Shum et
al.[27] have found that although carrier thermalization occurs very rapidly (within
less than 1 ps), the carrier temperature T, remains well above the lattice temper-
ature for a considerably longer time, because of the creation of a nonequilibrium
phonon population by the initial rapid cooling of carriers; the characteristic de-
cay time for the electrons and nonequilibrium phonons was found to be ~ 30 ps
for photoexcited carriers in a GaAs multiple-quantum-well structure. Because
the photoexcitation energy in the experiment of Jackson et al.[7] was, at 2 eV,
considerably higher than the quantum-well transition energy of 1.6 — 1.8 eV, the
relevant carrier temperature 7, during the measurement of tunneling escape times
could have been considerably higher than the lattice temperature.

Given the carrier temperature T, a chemical potential g for the holes in the

lowest quantum-well subband can be determined from the condition

p= [ DB)f(n, B, T)dE, (9.11)

where D(E) is the density of states in the quantum well, f(g, E, T,) is the Fermi

distribution function, and p is the total hole population. The probability density
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for each basis component averaged over the entire hole distribution is then given
by

Bimy(p,T.) = 11; | D(E)f (s, B, T.) By (E)E. (9.12)

To obtain an average hole tunneling rate 1/7,, we simply take an average of
the tunneling rates for the individual light- and heavy-hole components, weighted

by the probability density for each basis component given by Eq. (9.12), i.e.,

o= R (0.13)
The heavy- and light-hole tunneling times are calculated from the full widths
at half maximum (FWHM) of the transmission probability resonances in the
double-barrier structure using the relation 7 ~ &/A Epwgpr. Transmission prob-
abilities were calculated using the transfer-matrix method of Kane[28], modified
to account for the different hole effective masses in GaAs and AlAs. Wave vec-
tors in the AlAs barriers were estimated using a two-band & - 5 model[29] for
the light-hole components and a one-band model for the heavy-hole components.
For GaAs/AlAs double-barrier structures, tunneling times for light holes were
found to be somewhat shorter than for electrons and several orders of magnitude
shorter than for heavy holes; thus, even a small amount of band mixing can have
a large effect on the average hole tunneling time.

It is also instructive to examine the hole tunneling time as a function of energy

E, or equivalently, of k. Eq. (9.13) may be rewritten using Eq. (9.12) as

1 1 feo 1

= Z L oo s rpeaE) L )
- [T 2@ BT (Iz) Pu,m)(E),Ijlm)) B (915
_ L Ly,
= D(EV (1, B, o) s, (9.16)
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where

= 3 Py (E(ky))— (9.17)

Th(k”) - i T|j,m)

Fig. 9.5 shows the hole tunneling time 7,(k)) given by Eq. (9.17) plotted as a
function of k| for the lowest quantum-well valence subband, labeled Akl in Fig.
9.2. As shown in the figure, the hole tunneling time at ky =0 is given by the pure
heavy-hole value. For ky # 0, the hole tunneling time decreases rapidly because
of the increasing contribution to the Akl valence subband wave function from the

zone-center light-hole state, as shown in Fig. 9.4.

9.4 Comparison with Experimental Results

Our results indicate that valence-band mixing can play an important role in
determining tunneling times for holes. In Fig. 9.6 we have plotted, for T. = 80 K,
theoretical average hole tunneling times calculated using Eq. (9.13) as a func-
tion of hole population and barrier thickness; also plotted are theoretical electron
tunneling times and experimental carrier population-decay times measured at
T = 80 K[7]. Electron and hole densities for these measurements were estimated
to be approximately 10' cm™2. At the estimated experimental carrier concen-
trations, the calculated hole and electron tunneling times are in good agreement
with these experiments. Jackson et al.[7, 30] have discussed other effects, such as
diffusion and quantum-well charging, that may conspire to make the electron and
hole tunneling escape times exactly equal, but these effects will be small com-
pared to the reduction in hole tunneling times caused by mixing of the valence
subbands.

In Fig. 9.7 we have plotted the hole tunneling time as a function of hole con-
centration and hole temperature for a barrier width of 28 A. These results indi-

cate that for sufficiently low hole temperatures and concentrations, band-mixing
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Figure 9.5: Hole tunneling time (k) plotted as a function of ky for the low-

est quantum-well valence subband, labeled hhl in Fig. 9.2, for a double-barrier

heterostructure with a 28 A barrier width. At ky = 0, mn(ky) is given by the

pure heavy-hole value. For & # 0 the hole tunneling time decreases rapidly be-

cause of the increasing contribution to the valence subband wavefunction from

the zone-center light-hole state, as shown in Fig. 9.4.
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Figure 9.6: Calculated average hole tunneling times (solid lines) and electron
tunneling times (dashed lines), and experimentally measured tunneling times for
barrier widths of 16, 22, 28, and 34 A. Experimental carrier concentrations in the
work of Ref. [7] were estimated to be approximately 10'* cm~2. For each struc-
ture, calculated electron and hole tunneling times are comparable in magnitude,
and at the estimated experimental carrier concentrations are in good agreement

with experimental measurements.
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effects are diminished and the average hole tunneling time increases, asymptoti-
cally approaching the pure heavy-hole value. This is exactly the result one would
expect, since for low carrier temperatures and concentrations, the holes are very
close to the bottom of the band (k) = 0), where the band is almost entirely heavy-
hole in character. For higher carrier temperatures and concentrations, however,
calculated hole tunneling times rapidly drop to values comparable to electron
tunneling times, since even a small light-hole component in the hole population
causes a very significant reduction in the average hole tunneling time. It is pos-
sible that much longer hole tunneling times might be observed in experiments
similar to that of Jackson et al.[7] but in which lower photoekcitation intensities,
yielding a lower hole concentration, and lower photoexcitation energies, yielding

a lower carrier temperature, were used.

9.5 Transmission Resonances Calculated in

the Effective-Bond-Orbital Model

More recently, Ting, Yu, and McGill[31] have performed calculations of trans-
mission coefficients for hole states in GaAs/AlAs/GaAs/AlAs/GaAs double-
barrier tunnel structures using the eight-band effective-bond-orbital model[18, 19]
discussed in Chapter 7, and have used these calculated transmission coefficients
to deduce tunneling times for hole states in these structures. These calculations
confirm the validity of the more heuristic model discussed in Sections 9.3 and 9.4.

To obtain average tunneling times using the effective-bond-orbital model,
transmission coefficients were calculated as a function of energy F and wave
vector parallel to the direction of confinement, l;”. The energies of the transmis-

o
sion resonances for the double-barrier structure as a function of ky corresponded
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Figure 9.7: Calculated average hole tunneling times as a function of hole concen-
tration and temperature for a barrier width of 28 A. For low hole temperatures
and hole concentrations, the average tunneling time increases signiﬁcantly,i and

should asymptotically approach the pure heavy-hole tunneling time.



370

to the valence subband structure in the GaAs quantum well, and the widths of
these resonances yielded tunneling times Th(ii;”) for each point in each subband
via the usual relationship 7 ~ A/AErwgsy. Tunneling times for electrons in
the GaAs/AlAs double-barrier structure were also ca.lcula.ted using the effective-
bond-orbital model.

Fig. 9.8 shows the hole tunneling time for the lowest (hh1l) valence subband
calculated as a function of l:” = (kz,0) using the effective-bond-orbital model.
The hole tunneling times were found to be essentially isotropic in the Brillouin
zone, so that Th(];”) ~ Tn(kyj). The pure light-hole and heavy-hole tunneling times
in this model are somewhat different from those obtained using the 4x4 Luttinger—r '
Kohn Hamiltonian, but the dependence of the hole tunneling time on k) for small
Ky is seen to be very similar to that obtained using the earlier phenomenological
model. For larger values of k|, the tunneling time calculated from transmission-
resonance widths actually increases, rather than approaching a fixed multiple
of the light-hole value, as occurs in the phenomenological model. This effect
is due to the mixing of the zone-center light-hole and heavy-hole states that
occurs for Ell # 0 even in bulk material; this mixing has not been included in the
calculation of tunneling times in the phenomenological model, but turns out to
have a relatively small effect on the average tunneling time.

Fig. 9.9 shows average hole tunneling times and average electron tunneling
times calculated using the effective-bond-orbital model, and experimental carrier
decay times observed in Ref. [7]. As shown in the figure, the average hole and elec-
tron tunneling times and the experimentally observed carrier decay times are all
within approximately an order of magnitude of each other, in agreement with the
basic conclusions drawn from the calculations using the phenomenological model
for hole tunneling times. The actual times calculated using the phenomeno-

logical model and using the resonance widths obtained from the effective bond
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Figure 9.8: Hole tunneling time as a function of &y for the Akl valence subband,
for a double-barrier heterostructure with a 28 A barrier width. The hole tunneling
time in the effective-bond-orbital model was found to be essentially isotropic, so
that r;,(I;”) ~ Th(ky). At kj = 0, 7, is given by the pure heavy-hole value. The
tunneling time initially decreases with increasing kj, then increases because of
the mixing of the zone-center light-hole and heavy-hole states that occurs even in
bulk material. However, this increase has little effect on average tunneling times

calculated for hole population distributions in a quantum well.
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orbital model differ somewhat, partly because of the neglect of bulk mixing of
the zone-center light-hole and heavy-hole states in the phenomenological model,
but primarily because of the different pure light-hole and pure heavy-hole tun-
neling times obtained from the 4 x 4 Luttinger-Kohn Hamiltonian and from the
effective-bond-orbital model for band structure.

In Fig. 9.10 are shown calculated average hole tunneling times as a function
of hole concentration and hole temperature for a barrier width of 28 A. As in
the calculations using the phenomenological model, the average hole tunneling
times asymptotically approach the pure heavy-hole tunneling time for low hole
concentrations and hole temperatures, and rapidly decrease for higher concen-
trations and carrier temperatures. The average tunneling times calculated using
resonance widths from the effective-bond-orbital model actually increase slightly
for very large hole concentrations and high carrier temperatures, because of the
increase in 74(ky) with k), as shown in Fig. 9.8. However, this effect is quite small
compared to the reduction in tunneling time from the pure heavy-hole value that
occurs due to mixing in the quantum well of the pure heavy-hole and light-hole

states to form each individual quantum-well valence subband.

9.6 Conclusions

In this chapter we have presented some theoretical studies of tunneling times
for holes in GaAs/AlAs double-barrier tunnel structures. Prior to this work, it
was often assumed|8] that tunneling times for photoexcited holes in the quantum
well of a GaAs/AlAs double-barrier tunnel structure would be extremely long,
because of the large effective mass for the heavy-hole valence band in GaAs and
AlAs. However, we have found that band-mixing effects in the lowest valence

subband in the GaAs quantum well induce a sharp reduction in hole tunneling
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of each other, confirming the basic conclusions obtained from calculations using

our earlier phenomenological model.
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Figure 9.10: Average hole tunneling times as a function of hole concentration
and hole temperature calculated from transmission resonance widths obtained
using the effective-bond-orbital model. As in the phenomenological model, the
average hole tunneling time asymptotically approaches the pure heavy-hole value
for low hole concentrations and hole temperatures, and decreases rapidly for
higher concentrations and carrier temperatures. These calculations also yield
an increase in the average hole tunneling time for very high hole concentrations
and temperatures, arising from the increase in 74(ky) that occurs for large k) in
this model, as shown in Fig. 9.8. However, this effect is small compared to the
reduction in tunneling time from the pure heavy-hole value that occurs because
of mixing in the quantum well of the pure heavy-hole and light-hole states to

form each individual quantum-well subband.
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times; this occurs because of the admixture, for l;” # 0, of light-hole character in
the lowest valence subband, which has entirely heavy-hole character at the zone
center (I;“ = 0). We have performed calculations of average hole tunneling times
using a phenomenological model in which the hole tunneling rate as a function
of ky is obtained by adding the tunneling rates for heavy holes and light holes
weighted by the relative heavy-hole and light-hole components in the valence
subband at each k. Our results demonstrate that band-mixing effects can reduce
hole tunneling times, averaged over an entire hole population distribution, to
values comparable to light-hole and electron tunneling times. More recent results
obtained by calculating transmission coefficients for GaAs/AlAs double-barrier
structures using the effective-bond-orbital model for band structure and relating
the transmission resonance widths AErwym to the tunneling time, using the
standard relationship Th(l;:”) ~ h/ AEFWHM(I;;”), confirm the basic validity of the
earlier, more heuristic approach.

Our results provide an explanation for experimental observations[7] that un-
der certain conditions, tunneling times for holes were much shorter than expected
for the lowest heavy-holelike valence subband, and comparable in fact to electron
tunneling times. Specifically, we have found that for sufficiently high hole temper-
atures and concentrations, band-mixing effects lower the average hole tunneling
times to values comparable to electron tunneling times, whereas for very low hole
temperatures and concentrations, band mixing becomes less important and the
hole tunneling times asymptotically approach the pure heavy-hole value. It might
be possible to observe much longer hole tunneling times in experiments similar to
that of Jackson et al.[7], modified to investigate hole tunneling times using lower
photoexcitation energies and intensities to yield hole distributions characterized

by very low concentrations and carrier temperatures. Finally, these results could
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have relevance for device concepts involving tunneling transport of holes, since
tunneling times for holes could be much shorter than expected on the basis of
a simple model of heavy-hole tunneling, and might impose a much less severe

limitation on device speed than one would first assume.
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