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To
HD 112127

There's not the smallest orb which thou behold'st

But in his motion like an angel sings,

(Shakespeare)
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PREFACE

The extensive list of spectral line measurements
obtained during the course of this work is not reproduced
here, but has been placed in a separate volume on file at
Caltech. It is available to anyone who wishes to use it.

A small portion of the thesis has appeared in The

Astrophysical Journal and is reproduced here in its

original form.
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ABSTRACT

In this work a detailed analysis is carried out for
twenty-six normal and super-metal-rich (SMR) K dwarfs and
giants in the solar neighborhood. The observational
material consists of line measurements on tracings of high
dispersion spectra along with photoelectric scans covering
a wide range of wavelengths. The program Atlas was employed
to construct the model atmospheres; the temperature fit was
provided by a matching of the predicted continua to the
de-blanketed scans. H, wing profiles were also used to
obtain information on the temperatures. The major con-

clusions that were reached are the following:

1) A gravity defect sets in at about spectral type K2
in both dwarfs and giants; its nature is such that progres-
sively lower gravities are required in order to obtain equal
ion and neutral abundances as one goes to cooler stars. In
the coolest stars the spectroscopic gravities imply masses
lower than O.lM@. It is suggested that the effect may be
caused by a new opacity source that is acting to steepen the
spectral gradient in the visual and near-infrared, thereby
falsifying the temperatures. The dependence of the unknown

absorber on the temperature and gravity are discussed and a
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rough formula describing this dependence is given. It is
shown that the new opacity also explains various discre-

pancies noted by other observers.

2) The SMR stars are generally overabundant by about
0.2 - 0.3 dex relative to the normal-abundance comparison
stars of the same temperature. An overabundance of sodium
by about 0.5 dex is found for all the SMR stars, with the
exception of the dwarf 54 Psc, which is found to have
essentially‘normal metal abundances. ©6UMi, the coolest
giant in the program, is also the most super-metal;rich,
with a general overabundance of about 0.4 dex and a sodium
enhancement of 0.8 dex. The iron overabundance is rather

marginal in most of the giants (AFe ~ 0.1).

3) No correlation is found between metal abundance and
turbulence. 1In pérticular, the SMR stars in this program
are not found to possess high microturbulent velocities.
The'U-B deficiencies can be explained by the effects of a
slight metal enhancement on the colors (Strom et al. 1971)

and the line blocking due to the CN violet system.

4) The SMR dwarfs all lie high on the main sequence,
in keeping with their derived metal abundances. It is not
necessary to invoke substantial variations in helium content

to account for their positions.
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I. INTRODUCTION

Recent studies by Spinrad and Taylor (1969; hereafter
referred to as ST) and Taylor (1970) on metal abundances in
late type stars have pointed to the possible existence of a
class of "super-metal-rich" (SMR) stars (i.e., possessing
greater than Hyades abundances) among field stars and
cluster members. Their technique has consisted of narrow-
band photoelectric photometry of strong spectral features
and selected continuum points in conjunction with a simple
theoretical treatment relating line strengths to abundances.
The major cdnclusions are the following: (1) approximately
5% of the field dwarfs and 15% of the field giants are SMR;
(2) there exists a tight correlation between nitrogen,
sodium and iron abundances; (3) a cutoff in the production
of SMR stars took place around the time of formation of the

9 years). Published

0ld galactic cluster M67 (age n 3x10
broad-band colors also support the interpretation of SMR
stars as being metal rich in that these stars exhibit a
marked ultraviolet deficiency when compared to normal stars
with the same infrared colors.

When the abundances derived by the scanner technigue
are compared with those based on model-atmosphere or curve

of growth methods, however, a discrepancy is seen to arise.

In the case of the giants the scanner abundances are system-



atically too high for spectral types later than about K1, a
situation that holds also for the G7 giant AHya. ST inter-
pret this as evidence for a systematic error in the conven-
tional abundance determination procedures for late type
giants (in the case of the dwarfs there are too few abun-
dance analyses available in the literature for a meaningful
comparison). Since their method involves the comparison of
program stars with a set of standards having the same temp-
erature, while nearly all other published abundance of cool
stars have involved comparison with a hotter star (the sun,
Hyades or eVir) ST propose that an unknown temperature de-
pendent opacity source is operating to increase the continu-
ous absorption. This would decrease the line strengths in
the cooler stars and would therefore result in speciously
low abundances when comparison is made with a hotter star
in which the opacity is presumably known.

A model-atmosphere analysis of four SMR giants has
recently been published by Strom, Strom and Carbon (1971)
in which it is concluded that the ultraviolet deficiency and
the apparent strengthening of the lines in these stars is
caused by one or a combination of the following effects:
(1) increased turbulence which results in considerable line
blocking in the blue and ultraviolet regions of the spectrum,
thereby affecting the broad-band colors in such a way as to

mimic metal enhancement; (2) a small increase in metal abun-



dance which, due to the overlapping of line wings in cool
stars, has the same effect on broad-band colors as an in-
crease in the turbulence; (3) a lowering of the boundary
temperature resulting from the enhanced molecular bands

(CN and CO) observed in these stars in addition to effects
(1) and (2), the result of which would be a strengthening of
the lines formed in the outer layers of the atmosphere.

The question of supermetallicity is important in our
understanding of the past history of the Galaxy - if the
phenomenon is real, serious doubt is cast on the theory of
a uniform enrichment of the disk. Moreover, evidence for
supermetallicity has been found in other galaxies - in the
cores of giant ellipticals and in the nuclei of spirals
(Spinrad 1966, 1967; McClure and van den Bergh 1968). A
source of some puzzlement is the large difference in the
percentages of SMR dwarfs and giants found by ST in the
solar neighborhood (5% vs. 15%) and the fact that the SMR
giants attain much higher metallicities than do the dwarfs.

In view of the importance of the SMR phenomenon it was
decided to undertake a detailed analysis of a selection of
SMR giants énd dwarfs along with a group of apparently normal
or previously analyzed stars included for purposes of com-
parison. It was also decided to place particular emphasis
on the dwarfs since they would be expected to be free of

complications resulting from possible evolutionary effects



(e.g., surface phenomena such as mixing with enriched
material from the interior). Hopefully an explanation could
be found for the discrepancies between the scanner and model-
atmosphere abundance results as well as the difference in

the range of abundance in the SMR giants and dwarfs.



II. PROGRAM STARS

The stars included in the program are listed in Table 1
along with the MK classification, the apparent visual magni-
tude, and the broad-band color indices. Nearly all the stars
have been analyzed by ST and Taylor (1970), and those found
by them to be SMR (or suggested as being SMR from incomplete
data) are marked by an asterisk. The MK classifications as
well as the apparent visual magnitudes are from the Bright

Star Catalogue; in nearly all cases (the dwarfs are all lumin-

osity Class V and the giants, except for 18 Lib A, are
Class III). The sources of the color indices are also
listed.

In the following, the results of previous work, as well
as features of interest are described for each star in the
program. All scanner results refer to Taylor (1970) or ST.

£ Boo A, a well known Yerkes G8 V standard, possesses
strong H and K reversals as well as a high lithiﬁm abundance
(Herbig 1965). Taylor's scans indicate a moderate metal
deficiency ([Fe/H] = -0.4), a result that is supported by
the small U-B index. Herbig's (1965) value of [Fe/H] = 0.0
is too high due to an incorrect choice of temperature
(A = ;02 rel. to the sun).

70 Oph A is also a Yerkes standard with strong H and K

reversals. A rough analysis by Dijke (1946), based on esti-



TABLE 1

PROGRAM STARS

Dwarfs
HD Name Sp. m, U-B B-V R~-I Source
131156 £ Boo A G8V 4.72 .23 .72 .43 2,5
165341 70 Oph A KOV 4,25 .57 .78 .38 5
75732*  p! Cnc KOV 5.94 .63 .86 .40 2,4
145675* 14 Her KOV 6.64 .66 .87 .40 2,4
185144 o Dra KOV 4.68 .37 .80 .41 1
3651* 54 Psc KOV 5.84 .57 .85 .39 1
22049 e Eri K2V 3.73 .58 .88 .47 1
166620 HR 6806 K2V 6.30 .59 .87 .49 1
219134 HR 8832 K3V 5.57 .89 1.00 .53 1
32147* HR 1614 K5V 6.21 1.00 1.06 .49 1
201092 61 Cyg B K7V 6.02 1.23 1.37 .83 1
Giants
28307 6! Tau KOIII 3.85 .72 .95 .47 1
27371 Yy Tau KOIII 3.66 .79 .99 .47 1
28305 e Tau KOIII 3.54 .87 1.01 .50 1
22148*  HR 8924 K3IIT 6.25 1.14 1.08 1
206952 11 Cep KOIII 4.71 1.09 1.10 .54 1
140573* o Ser K2III 2.65 1.25 1.17 .56 1
39003 vV Aur KOTIII 4.06 1.09 1.14 .56 1
85503* u Leo K2III 3.94 1.40 1.22 .58 1
12929 o Ari K2TII 2.00 1.13 1.15 .62 1
112127* K2III 6.87 1.43 1.26 .58 6
132345* 18 Lib A K3III-IVp 6.02 1.49 1.32 .60 3,4
34334 16 Aur K3IIX 4.65 1.27 1.27 .71 1
98262 vV UMa K3IIT 3.48 1.55 1,40 .70 1
50778 9 CMa K4III 4.06 1.69 1.43 .78 1
139669* 6 yMi K5III 5.14 1.89 1.58 .87 3,4
Sources:
Johnson et al. (1966)

Ut WMo
L e ]

. Gliese (I%9637
Hansen and Kjaergaard (1971)
Dickow et al.
Lutz (1971)"

. Helfer and Sturch (1970)

(1970)



Table 1 (continued)

Remarks:

£ Boo A: R-I is for £ Boo AB.
18 Lib A, 6 UMi: The R-I colors are based on a calibration
of narrow-band photometric indices

(Hansen and Kjaergaard 1971).
*SMR or suspected SMR.



mates of line strengths on high dispersion spectra, indicates
approximately solar abundances.

! Cnc is a good example of a SMR dwarf. A visual in-

P
spection of the spectrum reveals that the lines, particularly
those due to CN, are considerably stronger than in 70 Oph A.
The scanner data, in fact, indicates that this star has the
strongest bands of CN found among the dwarfs in Taylor's
program.

14 Her is very similar to p! Cnc - in fact, high dis-
persion spectra of the two stars are nearly indistinguish-
able. |

o Dra is another Yerkes standard and was added to the
program at a later time in order to check a rather sur-
prising gravity effect that will be described in subsequent
chapters. Taylor's scans indicate that the star may be
slightly underabundant in CN and Fe.

54 Psc is another example of a SMR dWarf, but not as
extreme as p! Cnc or 14 Her. According to the scans the CH
absorption at 14300 is very strong and the CN bands are
reasonably pronounced. This star is also a Yerkes standard.

€ Eri, a Yerkes K2 V standard, has been analyzed by
Krishna Swamy (1966), who finds essentially solar abun-
dances from a study of strong damping lines in the spectrum.
In Taylor's diagrams of line strength vs. temperature, it

falls roughly on a mean line for all the dwarfs in the
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program, somewhat below the Hyades.

HR 6806, a dwarf rather similar to € Eri, appears to
possess Hyades abundances of Na, Mg and Ca and noticeably
lower abundances of Fe and CN, according to the scanner data.

HR 8832, a Yerkes K3 V standard, falls near the Hyades
in all except Fe in Taylor's abundance diagrams. G. Cayrel
(1966) concludes that the star has solar abundances on the
basis of a model-atmosphere analysis. Wilson (1962) has
noted that the CN bands appear stronger than normal.

HR 1614, classified as K5 V on the basis of its line
strengths, has a smaller R-I than HR 8832. It is a good
example of a SMR star, lying well above the Hyades in the
scanner abundance diagrams.

61 Cyg B was added to the program in order to check the
aforementioned gravity effect, just as ¢ Dra. It is the
fainter component of a well-known high velocity double and
possesses strong H and K reversals. Kandel (1968) was
unable to fit the measured profiles of Ca 24227 and Na D to
calculated profiles without employing a rather high effect-
ive temperature. (This result will be discussed in more
detail in subsequent chapters.)

6! Tau, y Tau and € Tau have been analyzed by many

authors (e.g., Helfer and Wallerstein 1964, Griffin 1969,
Strom et al. 1971), with the general conclusion that they,
as well as the other members of the Hyades, are slightly

overabundant in metals in comparison with the sun (between
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0.1 and 0.2 dex). In fact, Alexander (1967) obtains

[Fe/H] = 0.2 to 0.3 for the Hyades G dwarfs, a value that is
a bit higher than obtained by Helfer et al. (1959). The
Hyades giants, with the exception of 6! Tau, are known to
possess exceptionally strong CN absorption for their spec-
tral class (Griffin and Redman 1960); conversely, ! Tau
exhibits stronger H and K reversals than do the other giants
(Wilson 1959).

HR 8924 is one of the most extreme SMR giants observed
by ST. 1Its MK spectral type, K3 III, assigned on the basis
of the line strengths, is'mﬁch too late for its infrared
energy distribution - in fact, the ST temperature index
suggests a spectral type closer to Kl III. Eggen (1962),
using an absolute magnitude of MV = 2,25, places it among
the high-velocity stars with Q = 91 km/sec (Q = VU?+VZ+W?).
Wilson (1971), however, obtains Mv = 3,2 from the H and K
reversal strengths on three plates, a result which lowers
the total space velocity to Q = 61 km/sec. The absolute
magnitude indicates that the star may actually be Type IV or
III-IV,

ll Cep is a normal giant, with slightly enhanced CN
and Na D. It and v Aur were included as comparison stars.

v_Aur is a normal star with slightly weaker lines than
11 Cep. 1Its CN lies a bit above the mean for the ST survey
stars.

o Ser exhibits SMR features such as strong CN and Na D,
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but not to the same extent as HR 8924 or u Leo. A study of

the molecular bands by Greene (1969) shows that the C/0
ratio as well as the N abundance are greater than in the
sun, thus explaining the CN strength. A curve of growth
analysis by Griffin (1969) yields metal abundances greater
than solar by 0.2 to 0.3 dex.

U _Leo may be regarded as the SMR giant prototype, lying
well above the mean in all the scanner line strength vs.
temperature curves except in the case of CH 14300 (this band
is quite saturated, with the result that the CH index is
more sensitive to blanketing in the comparison bands than to
changes in CH abundance). From their scanner data ST derive
a mean metallicity of 0.6 dex compared to the sun. Peat and
Pemberton (1968), however, derive a solar abundance and Strom
et al. (1971) obtain an abundance only slightly higher than
solar.

o Ari is a normal field giant, departing by more than
one error bar from the mean line in the ST line strength
diagrams only in the case of Na.

HD 112127 is listed by ST as a possible SMR giant on
the basis of its extremely strong CN bands (Keenan 1963).
Helfer and Sturch (1970) derive [Fe/H] = 0.29 from the
broad-band colors, the highest value in their sample of 132
K giants near the North Galactic Pole.

18 Lib A is a SMR star with very strong CN and Na D.
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16 Aur falls near the mean line in all the ST line
strength diagrams except for CN, in which it appears to be
somewhat deficient.

Vv _UMa was not analyzed by ST and was included in the
present program at a later date in order to check the gravity
effect. Although assigned the same spectral type as 16 Aur
its U-B and B-V indices are both larger and the CN absorp-
tion appears more pronounced (Deeming ([1960], however,
assigns a CN deficiency to both stars).

6 CMa also is not included in the ST program. An
indication that the star has normal composition is the fact
that it falls on the mean giant curve in the color-color
plot of Johnson (1966). It is a high-velocity star, with a
radial velocity of 97 km/sec and a total space velocity of
103 km/sec (Eggen 1962).

6 UMi has very strong Na D and Ca A4227, but both the
Mg A5175 and the CN absorption depart rather little from the
mean lines in the ST diagrams. Griffin (1960), on the
basis of photoelectric measurements, noted that the star is

extremely strong lined.
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ITI. PHOTOGRAPHIC PHOTOMETRY
a) Observations and Calibration

The spectrograms used in this work were all obtained
with the 100" telescope at Mt. Wilson or with the 200" at
Palomar by various observers. The relevant data for the
plates are listed in Table 2 (the P and C prefixes denote
Palomar and Mt. Wilson spectra respectively). The plates
were all traced with the direct intensity microphotometer of
the California Institute of Technology, with a projected
slit width of approximately 10u. The intensity calibration
was in most cases provided by a wedge-slit spectrogram taken
with an auxiliary spectrograph and, in some cases, by means
of intensity-strip calibrations recorded next to the stellar
spectrum itself. A comparison of the calibrations provided
by the two methods showed good agreement. Great care was
taken to adjust the microphotometer to changing clear plate
levels, since on some baked plates this quantity varied by
as much as 10% from one end of the spectrum to the other.

b) Line Measurements

The clear plate level and continuum were drawn on all
the tracings by hand. The proper placement of the continuum
posed a rather serious problem, particularly toward the
shofter wavelengths. It is felt, however, that for wave-
lengths greater than about 25300 a reasonably accurate level

has been drawn even in the case of the cooler giants.
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TABLE 2

PLATE MATERIAL

HD Name Plate No. Emulsion Dispersion Observer
131156 £ Boo A Pb 43672 IIa-0 4.5 JBO
Pb 4546 IIa-D 6.7 JBO
Pb 5941 103a-F 6.7 JLG
165341 70 Oph A Ce 11422! 1IIa-D 6.7 WKB
Pb 10093, 103a-F 6.7 JLG
Pb 10098  IIa-O 4.5 JLG
Pb 10099  IIa-D 6.7 JLG
Pb 10099 103a-F 6.7 JLG
75732 p! Cnc Pb 9802§ IIa-F 6.7 JLG
Pb 9819 IIa-0 4.5 JLG
Pb 9996, IIa-D 6.7 JLG
Pb 9996°_  103a-E 6.7 JLG
Pb 10000 IIa-O 6.7 JLG
Pb 10000° 103a-E 6.7 JLG
145675 14 Her Pb 100967  IIa-D 6.7 JLG
Pb 10096, 103a-F 6.7 JLG
Pb 10097_  IIa-O 4.5 JLG
Pb 102207 IIa-D 6.7 JLG
Pb 10220° 103a-F 6.7 JLG
185144 o Dra Pb 7552 IIa-F 6.7 RPK
3651 54 Psc Ce 19404 IIa-D 16.3 \Y/o}
Ce 19405 103A-F 16.3 \'/o)
Ce 19406 IIa-D 16.3 VO
Ce 19959 103a-F 16.3 SJA
22049 e Eri Ce 11755%! 103a-D 6.7 WKB
Ce 11755% 103a~F 6.7 WKB
166620 HR 6806 Pb 10094 103a-F 6.7 JLG
Pb 101007  IIa-D 6.7 JLG
Pb 10100, 103a-F 6.7 JLG
Pb 10101 .  IIa-O 4.5 JLG
Pb 10105 IIa-D 6.7 JLG
Pb 10105° 103a-F 6.7 JLG
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Table 2 (continued)

PLATE MATERIAL

HD - Name Plate No. Emulsion Dispersion Observer
219134 HR 8832 Pc 6239 _  IIa-O 9.0 OCW
Pb 10117 IIa-D 6.7 JLG
Pb 10117° 103a-F 6.7 JLG
32147 HR 1614 Ce 14303 IIa-0 9.0 OCW
Ce 19404 IIa-D 16.3 VO
Pb 99997 ITIa-D 6.7 JLG
Pb 9999 ITa-E 6.7 JLG
201092 61 Cyg B Pb 96250  IIa-0 4.5 JLG
Pb 9633, IIa~D 6.7 JLG
Pb 9633 IIa-F 6.7 JLG
28307 6! Tau Ce 11661! 103a-D 6.4 GW
Ce 14280 103a-D 6.4 GW
Ce 15028,  103a-D 6.4 GW
Ce 16536~ 103a-F 6.4 GW
27371 Y Tau Ce 13171 103a-D 6.4 GW
Ce 13173 IIa-F 6.4 GW
28305 £ Tau Ce 11581! IIa-D 6.7 WKB
Ce 11660! 103a-D 6.7 WKB
Ce 11660; 103a-F 6.7 WKB
Ce 16536% 103a-F 6.4 GW
221148 HR 8924 Pb 9810§ ITIa-D 6.7 JLG
Pb 9810 IIa-F 6.7 JLG
206952 11 Cep Pb 9799@ IIa-D 6.7 JLG
Pb 97997 IIa~-F 6.7 JLG
Pb 98117 IIa-D 6.7 JLG
Pb 9811 IIa-F 6.7 JLG
140573 o Ser Pb 9597°_ IIa-F 6.7 JLG
Ce 19733  IIa-D 6.4 VO
Ce 19733  IIa-D 6.4 VO
Ce 19734 ITa-F 6.4 VO
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Table 2 (continued)

PLATE MATERIAL

HD Name Plate No. Emulsion Dispersion Observer
39003 v Aur Pb 98043 IIa-D 6.7 JLG
Pb 9804 IIa-F 6.7 JLG
85503 u Leo Pb 9806; IIa-D 6.7 JLG
Pb 9806 IIa-F 6.7 JLG
Pb 9821 IIa-D 6.7 JLG
Pb 9997@ IIa-D 6.7 JLG
Pb 9997 103a-E 6.7 JLG
12929 o Ari Ce 11427} IIa-D 6.7 WKB
Ce 114272 IIa-F 6.7 WKB
112127 Ce 19732g IIa-D 16.3 VO
Ce 19732 IIa-D 16.3 VO
Ce 19740 103a-F 16.3 VO
132345 18 Lib A Pb 96017  IIa-D 6.7 JLG
Pb 9601 IIa-F 6.7 JLG
Pb 9995! IIla-D 6.7 JLG
Pb 99952a IIa-F 6.7 JLG
Pb 10103 IIa-D 6.7 JLG
34334 16 Aur Ce 19733a IIa-D 6.4 \1/0)
Pb 98037 IIa-D 6.7 JLG
Pb 9803 ITa-F 6.7 JLG
98262 v UMa ce 19739 103a-D 6.4 Vo
50778 6 CMa ce 19735°  IIa-D 6.4 Vo
Pb 9805, IIa-D 6.7 JLG
Pb 9806 IIa~-F 6.7 JLG
139669 5 UMi Pb 7336§ IIa-F 6.7 JLG
Pb 81251% IIa-D 6.7 JLG
Pb 81257°A IIa-D 6.7 JLG
Pb 812578  IIa-F 6.7 JLG
Pb 8125°"B IIa-F 6.7 JLG
Pb 8268! ITa-D 6.7 JLG
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Table 2 (continued)

PLATE MATERIAL

Observers:

JLG Greenstein, J. L.
WKB - Bonsack, W. K.
OCW - Wilson, 0. C.

JBO - Oke, J. B.

SJA - Adelman, S. J.
VO ~ Oinas, V.

RPK - Kraft, R. P.
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The line list was compiled with the aid of the second
revision of Rowland's Atlas (Moore, Minnaert, and Houtgast

1966) and the Utrecht Atlas (Minnaert, Mulders, and Hout-

gast 1940). Only lines relatively free from blending were
chosen, in the belief that a small amount of good data is
far superior to a large collection of doubtful measurements.

Except for the strongest lines, all the measurements
were done using the triangle approximation - if the line was
weak its area was approximated as nearly as possible by
drawing a triangle directly on the tracing. In the case of
stronger lines a triangle was also drawn to measure the
wing area, and a planimeter was used for very strong damping
lines.

Since spectrograms taken at two different telescopes as
well as with somewhat varying dispersions were employed, it
was important to determine whether this resulted in any
systematic differences between the measured line strengths.
In particular, Helfer and Wallerstein (1968) obtain slightly
greater equivalent widths from Mt. Wilson spectra than they
do from Palomar material. In order to check this effect,
equivalent widths from Mt. Wilson and Palomar plates were
plotted against each other for 70 Oph A and 16 Aur. In the
case of 70 Oph A there was no systematic difference, while
for 16 Aur lines weaker than log w/2 = -4.8 tended to be

stronger by about .05 dex in the Mt., Wilson measurements.
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This difference could be entirely due to a slight difference
in the placement of the continuum (the continuum is much
easier to locate in the hotter dwarf 70 Oph A), and is not
considered significant. In order to check the effects of
varying dispersion, equivalent widths measured on 6.7 &/mm
and 16.3 A/mm plates (for HR 1614) were plotted against each
other, and a definite trend in the direction of larger equiv-
alent widths for the lower dispersion was apparent. Begin-
ning at about log w/A = =4.5 the discrepancy reaches a maxi-
mum of approximately .10 dex at log w/A = -5.0. Since there
is good agreement for log w/XA > -4.5, the discrepancy is
probably due to differences in the placement of the continuum,
since lines that were possible unresolved blends in the
16.3R/mm spectrum were eliminated by comparison with the
tracing of the higher resolution plate. Measurements made

at the lower dispersion were given 1/3 weight when calcu-
lating the mean in the case of HR 1614. The only stars for
which there are only 16.3 R /mm plates available are 54 Psc
and HD 112127. 1In the case of the former the line spectrum
is considerably weaker than in HR 1614; therefore, errors in
the placement of the continuum and the inclusion of possible
blends should be diminished. 1In the case of the SMR candi-
date HD 112127, however, some error is to be expected in the
strengths of the weaker lines, and the results for this star

are necessarily of lower weight than for the others.
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Comparison of the equivalent widths with those derived
by other observers is obviously in order. In particular,
very good agreement is achieved with the results of Strom
et al. (1971) for p Leo and with Griffin (1969) for 6' Tau.
The values obtained by Helfer and Wallerstein (1964), how-
ever, are all systematically too high by about .07 to .10 dex,
even though the very same plates measured by them were used
in the present work. Griffin (1969) notes similar differ-
ences between his measurements and those of Helfer and
Wallerstein (1964). Some discrepancies are also apparent in
a comparison with Mrs. Cayrel's (1966) measurements of
HR 8832 on 12.5 &/mm spectra, in that her values tend to be
about .06 dex too high. These results point to the necess-
ity of having all spectra reduced and measured by the same
individual if uniformity is to be achieved.

It should be noted that the instrumental profile of a
spectrograph is of the dispersion type (van de Hulst and
Reesinck 1947), which will result in substantial wing struc-
ture even in weak spectral lines. The usual effect will be
a placement of the continuum that is too low, particularly
in fairly crowded regions of the spectrum. For this reason
the measured equivalent widths may all be slightly too small,
but since all the conclusions in this work depend on relative
line strengths and abundances, a constant correction factor

will not have much effect.
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IV. PHOTOELECTRIC OBSERVATIONS

a) 60" Observations

The second major observational basis on which this work
rests is a series of narrow-band photoelectric measurements
obtained for the program stars with the Cassegrain scanner
at the 60" telescope on Mt. Wilson. The instrument has been
described previously by Oke (1964). It features Ebert-Fastie
optics and a plane grating which provides a dispersion of
10 &/mm in the second order; the wavelength is changed by
rotating the grating, with a setting accuracy of about 1 .
An RCA 7102 tube cooled to dry ice temperature was used for
all the measurements, which extended from 5060 R to 10800 X.

The main purpose of the scans was to obtain accurate
temperatures for the stars by a comparison with predicted
fluxes from model atmospheres. Several wavelengths were also
included between 7000 & and 9000 A& in order to provide in-
formation about the CN red system. The band width employed
was generally 40 R, although a 20 R width was also used for
many of the brighter stars. The instrument was not actually
used to "scan" the spectra; rather measurements were made at
discrete wavelengths with integration times chosen to provide
good photon counting statistics (at least 2000 total counts
per setting). A series of measurements was always repeated
in the opposite direction in wavelength, and if agreement

was not good to a few percent the data was discarded. The
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wavelengths (Table 3) were chosen to fall in regions of uni-
form line absorption and near the Oke (1970) standard points.
Several wavelengths were added during the latter part of the
observing program, so that some of the stars have more com-
plete data than others.

Calibration of the instrumental intensities was pro-
vided by observations of standard stars (Oke 1964), of which
a minimum of three were included during each night's run.

The absolute calibration rests ultimately on the energy dis-
tribution of Vega, which has undergone rather large revisions
during the past few years. The two most recent calibrations,
those of Hayes (1970) and Oke and Schild (1970), show
excellent agreement except for wayelengths longward of 1lu énd
shortward of the Balmer jump, where the Oke values are brighter
by about .05 mag. The Oke and Hayes calibrations agree at
9950 R, but the use of Hayes' calibration for wavelengths
beyond this\point results in a pronounced dip with respect to
9950 R in the case of the hotter dwarfs, which are quite free
of blanketing in this region (except at 10800&). Oke's cal-
ibration was therefore used in all the reductions (a differ-
ence of .05 mag produces a change of less than 100° in the
derived temperatures). The atmospheric extinction coeffic-
ients employed are listed by Oke (1965), who also describes
the general reduction procedure. The computer program that

was used to do the calculations was originally written by
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TABLE 3

SCANNER WAVELENGTH LIST

A (R) Oke's A's
5000 5000
5100

5263 5263
5350

5460

5546 5556
5584

5638

5730

5750

5832 5840
5892

6055 6050
6370 6370
6440

6720

6800 6800
6820

7100 7100
7400

7530 7550
7850 7850
8080 8080
8400 8400
8804 8804
9950 9950
10250 10250
10400 10400
10520

10800 10800
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J. B. Oke and later modified by Robert 0'Connell, whom I

thank for instruction in its use.

b) The Taylor and ST Scans

The spectral scans of ST and Taylor (1970) are based
on an instrumental intensity system defined by observations
of a set of standard stars with the Wampler scanner at Lick
Observatory. These include three of the Oke standard stars
(29 Psc, 109 Vir and 58 Agl), a circumstance which allows a
transformation to the absolute intensity system. Unfortun- -
ately, one of the stars (58 Agl) has an absolute calibration
that extends only to 6055 &, while of the two remaining stars
one (29 Psc) is stated by ST as having somewhat lower accur-
acy with respect to the instrumental system. Transformation
coefficients were calculated for each of the stars, and the
values for 29 Psc were given 1/3 wt. in computing the mean.
For wavelengths greater than about 5000 & the internal agree-
ment for the three stars is quite good (within a few percent)
but for wavelengths closer to 4000 & the discrepancies become
rather large (10% in some cases). ST and Oke (1964) both
claim internal accuracy to within a few percent for their
measurements so it is difficult to decide where the error
lies. In any case, the transformation to the absolute system
is accurate to a few percent in the main region of interest
(A > 5000 &), while for shorter wavelengths the standard

deviation is on the order of five percent. All the stars in
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the program that were also studied by ST and Taylor (1970)
were converted to the absolute system for comparison with the
results obtained with the 60" telescope and in order to extend
the wavelength raﬁge below 5000 X. Figure 1 illustrates the
comparison in the case of p! Cnc - as can be seen the agree-

ment is quite good.

c) Blanketing Corrections

In order to compare the measured energy distributions
with fluxes from model atmospheres it is necessary to correct
for the effects of line absorption in the various passbands.
This was done by measuring the energy subtracted from the
continuum by planimetry of the tracings. The usual blanket-
ing coefficients n are defined by
. l_fF}\dA
[ Fax
where FA and Fc refer to the observed flux and the estimated
continuum respectively and the integrals are taken over the
width of the band. The n's were converted to differences in
magnitude Am and these quantities are tabulated in Table 4
(Am v n for small n). The 15 & and 30 X measurements refer
to passbands employed by ST or Taylor (1970), who used a 30 R
band width for wavelengths greater than 5360 R and 15 & for
shorter wavelengths. Both widths were used for the normali-

zation band at 5360 R, at which point the grating order was
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Fig. l.--Comparison of the energy distribution of p' Cnc
obtained in this work with Taylor's (1970) data.
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TABLE 4

BLANKETING CORRECTIONS Am

A(R) AA £ Boo A 70 Oph A opo! Cnc 14 Her ¢ Dra 54 Psc
5000 15 .28 .28 .26
20 .18 .26 .25 .23
40 .20 .27 .27 .23
5100 40 .20
5264 40 .16 .27 .27 .25
5300 15 .10 .18 .16 .13
5350 20 .08 .10 .12 .13 .11
40 .10 .12 .12 .11
5360 15 .06 .09 .09 .09
30 .10 .14 .14 .14
5460 40 .08 .14 .14 .13
5546 20 .05 .08 .08 .07
40 .06 .07 .10 .10 .09
5584 20 .16 .16 .15
5638 20 .04 .06 .09 .08 .06
40 .07 .09 .10 .08
5731 20 .03 .03 .04 .03
5750 40 .03 .05 .04 .05 .04
5832 20 .02 .03 .02 .02
40 .01 .02 .03 .02 .02
5864 30 .03 .06 .06 .05
5892 20 .27 .30
30 .08 .17
6044 20 .02 .02 .02 .02
6055 40 .02 .02 .02 .02 .04 .02
6110 30 .05 .07 .07 .07
6180 30 .06 .07 .07
6370 40 .02 .04 .04 .02 .03
6382 20 .02 .02 .01
6386 30 .03 .05 .05 .04
6440 40 .03 .07
6620 30 .02 .05 .02
6720 40 .05
6800 40 .01 .03 .07
6820 20 .03 .07



Table 4 (continued)

BLANKETING CORRECTIONS Am

28

A(&) A) € Eri HR 6806 HR 8832 HR 1614 61 Cyg B 6! Tau
5000 15 .23 .22 .26 .33 .30 .30

20 .18 .23 .31 .31

40 .24 .20 .26 .34 .33 .31
5100 40 .20 .20 .34 .47
5264 40 .27 .20 .28 .33 .30 .25
5300 15 .15 .12 .17 .22 .17 .19
5350 20 .09 .12 .18 .18

40 .14 .09 .13 .18 .17 .14
5360 15 .08 .06 .11 .13 .13 J11

30 .14 .12 .17 .20 .19 .15
5460 40 .13 .10 .15 .18 .20 .15
5546 20 .04 .08 .10 .10

40 .09 .06 .10 .13 .12 .12
5584 20 L11 .20 .18
5638 20 .05 .08 .10 .08

40 .08 .06 .09 L11 .09 .14
5731 20 .03 .05 .08 .07
5750 40 .06 .03 .06 .08 .06 .09
5832 20 .02 .02 .04 .04

40 .02 .02 .02 .04 .04 .07
5864 30 .07 .04 .05 .08 .07 L11
5892 20 .21 .60

30 .19 .23 .36 .40 .19
6044 20 .01 .01 .03
6055 40 .03 .02 .02 .05 .06
6110 30 .08 .07 .08 .12 .15 .10
6180 30 .07 .07 .09 .12 .15 .12
6370 40 .03 .03 .04 .05 .12 .09
6382 20 .01 .02 .03 .15
6386 30 .05 .03 .06 .07 .18 .08
6440 40 .06 .04 .07 .09 .09
6620 30 .03 .03 .04 .07
6720 40 .04 .03 .05 .06
6800 40 .03 .02 .04 .14
6820 20 .04 .16



29

Table 4 (continued)
BLANKETING CORRECTIONS Am
A(&) AX vy Tau € Tau HR 8924 11 Cep. o Ser v Aur
5000 15 .30 .39 .30 .36 .26
20 .27 .33 .23
40 .31 .38 .31 .26
5100 4G .18 .19
5264 40 .27 .28 .34 .30
5300 15 .20 .24 .23 .27 .20
5350 20 .14 .17 .21 .16
40 .16 .20 .18
5360 15 .09 .14 .13 .15 .13
30 . .14 .20 .18 .22 .16
5460 40 .15 .15 .18
5546 20 .13 .15 .11
40 .12 .13 .15 .14 .13
5584 20 .19 .21 .15
5638 20 .12 .17
40 .14 .13 .18 .14 .14
5731 20 .14
5750 40 .09 .09 .12 .09
5832 20 .06 .08
40 .07 .07 .08 .07 .04
5864 30 .09 .11 .09 .13 .07
5892 20 .25 .32
30 <17 .33 .20 .25 .14
6044 20 .04 .06
6055 40 .06 .06 .07 .06
6110 30 .09 .10 .12 .12
6180 30 .12 .13 .14 .14
6370 40 .08 .12 .12 .09
6382 20 .07 .09
6386 30 .10 .12 .08 .12
6440 40 .08 .09 .09
6620 30 .08 .10 .12
6720 40 .09 .08 .09
6800 40 .06 .06 .12 .08 .06
6820 20 .12 .07 .06 .05
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Table 4 (continued)

BLANKETING CORRECTIONS Am

A(R) AX uy Leo o Ari HD 112127 18 Lib A 16 Aur v UMa

5000 15 .39 .30 .36 .39 .25
20 .36 .33 .35 .23
40 .39 .36 .39 .26

5100 40

5264 40 .37 .36 .42 .30

5300 15 .27 .21 .25 .30 .21

5350 20 .19 .22 .21 .15 .24
40 .19 .22 .15

5360 15 .13 .14 .16 .15 .13
30 .20 .19 .23 .21 .16

5460 40 .20 .25 .24 .15

5546 20 .12 .20 .17 .11 .16
40 .15 .23 .19 .13

5584 20 .20 .31 .24 .15 .20

5638 20 .15 .22 .18 .12 .17
40 .17 .24 .19 .13

5731 20 .13 .14 .16 : .16

5750 40 .14 .16 .17 .09

5832 20 .08 .10 .10 .05 .09
40 .08 .11 .11 .07

5864 30 .10 .09 .15 .12 .09

5892 20 .39 .40 .37 .36
30 .28 .18 .32 .29 .18

6044 20 .07 .08 .08

6055 40 .08 .10 .07

6110 30 .14 .10 .16 .10

6180 30 .14 .12 .16 .18 .11

6370 40 .14 .16 .16 .10

6382 20 .12 11 .12

6386 30 .14 .08 .13 .16 .09

6440 40

6620 30 .13 .09 .14 .07

6720 40

6800 40 .12 .06

6820 20 .09
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Table 4 (continued)

BLANKETING CORRECTIONS Am

A(R) AN 6 CMa 6 UMi
5000 15
20 .30
40
5100 40
5264 40
5300 15 .37
5350 20 .20 .29
40
5360 15 .18
30 .27
5460 40
5546 20 .16 .18
40
5584 20 .21 .24
5638 20 .15 .20
40
5731 20 .14 .18
5750 40
5832 20 .08 .12
40
5864 30 .16
5892 20 .28 .53
30 .42
6044 20 .05 .08
6055 40
6110 30 .14
6180 30 .19
6370 40
6382 20 .07 .19
6386 30 .17
6440 40
6620 30
6720 40 .15
6800 40 .08
6820 20
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changed. The choice of 5360 & as the fitting point for the
30 R and 15 R scans is rather unfortunate, hbwever, in that
there are large differences in the mean blanketing under the
two bands at this wavelength; i.e., while the 15 & band con-
tains few strong lines, a somewhat wider band covers several
very strong ones. This difference had to be taken into
account when the scans were converted to the absolute system,
with the direction of the change being such that the points
below 5360 R must be :aised by an amount equal to the diff-
erence in the blanketing under the 30 R and 15 & bands. This
circumstance necessarily introduces some additional error
into the energy distribution for shorter wavelengths.

The scanner intensities obtained with the 60" telescope
are listed in Table 5 with the results expressed in magni-
tudes and normalized to mv=.00 at 6055 R. Although most stars
had measurements taken with 20 X and 40 % passbands, only the
40 R data are listed unless exclusively 20 R measurements were
made. Aside from a few exceptions, all the intensities are
a mean from two or more scans - in the few cases Qhere there
is only one scan available there is good agreement with the
intensities obtained at 20 R. Two of the program stars,

70 Oph A and o Ari, do not appear in Table 5. In the former,
the secondary is too close to permit separation from the
primary star image in the scanner entrance aperture, and

in the case of the latter no scans were taken since the star
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TABLE 5

SCANNER ENERGY DISTRIBUTIONS m,,

1

A (R) 1/ £ Boo A p* Cnc 14 Her o Dra 54 Psc ¢ Eri
5000 2.000 .36 .46 .47 .41 .51 .50
5100 1.960 .39 .47 .48
5264 1.900 .29 .37 . 36 .32 .39 .38
5350 1.869 .24 .24 .28 .23 .25 .28
5460 1.832 .19 .25 .24 .20 .25 .24
5546 1.803 .14 .20 .21 .15 .20 .17
5584 1.791
5638 1.774 .15 .18 .18 .14 .18 .15
5731 1.745
5750 1.739 .07 .09 .07 .09 .10 .08
5832 1.715 .06 .06 .05 .05 .07 .04
5892 1.697
6044 1.655
6055 1.651 .00 .00 .00 .00 .00 .00
6370 1.570° -.01 -.03 -.01 -.05 -.02 -.06
6382 1.567
6440 1.553 -.05 -.02  -.06
6720 1.488 -.08 -.09 -.13
6800 1.471 -.08 -.11 -.12 -.09 -.10 -.15
6820 1.466
7100 1.408 -.15 ~-.14 -.12 -.12
7400 1.351 -.13
7530 1.328 -.16 -.1l6 -.16 -.17
7850 1.274 -.17 -.21 -.21 -.18
8080 1.238 -.18 -.21 -.20 -.19
8400 1.190 -.23 ~-.24 -.27 -.30 -.25 -.34
8804 1.136 -.17 -.21 ~-.17 -.24 -.20 -.28
9700 1.031 ~.28 -.29 -.28
9950 1.005 ~-.28 -.31 -.32 -.36 -.33 -.42
10250 .976 -.26 -.34 -.34 -.37 -.34 -.44
10400 .962 -.28 -.34 -.35 -.37 -.35 -.44
10520 .951 -.28 -.35 -.34 -.37 -.37 -.46
10800 .926 -.27 -.28 -.30 -.28
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Table 5 (continued)

SCANNER ENERGY DRISTRIBUTIONS m,

A (R) 1/A HR 6806 HR 8832 HR 1614 61 Cyg B 8! Tau vy Tau

5000 2.000 .50 .65 .71 1.08 .56 .56
5100 1.960 .46 .67 1.20 .44 .47
5264 1.900 .34 .51 .55 .72 .40 .42
5350 1.869 .27 .37 .42 .59 .28 .30
5460 1.832 .24 .32 .33 .53 .24 .26
5546 1.803 .21 .26 .26 .38 .20 .20
5584 1.791

5638 1.774 .16 .21 .24 .30 .18 .18
5731 1.745

5750 1.739 .09 .13 .18 .18 .10 .12
5832 1.715 .05 .08 .08 .13 .06 .06
5892 1.697

6044 1.655 ,

6055 1.651 .00 .00 .00 .00 .00 .00
6370 1.570 -.07 -.05 -.01 -.07 -.04 -.02
6382 1.567

6440 1.553 -.11 -.06 -.14 -.05 -.05
6720 1.488 -.15 -.14 -.23 -.11 -.13
6800 1.471 -.16 -.15 -.14 -.21 -.14 -.15
6820 1.466

7100 1.408 -.20 -.20 -.19 -.40

7400 1.351 -.26

7530 1.328 -.28 -.28 -.26 -.59

7850 1.274 -.30 -.32 -.32 -.66

8080 1.238 -.31 -.33 -.32 -.73

8400 1.190 -.35 -.40 ~-.37 ~.79 -.33 -.32
8804 1.136 -.28 -.34 -.35 -.77 -.30 -.30
9700 1.031 -.49

9950 1.005 -.43 -.51 -.51 -1.01 -.44 -.43
10250 .976 -.48 -.53 -.54 -1.04 -.47 -.47
10400 .962 -.45 -.54 -.55 -1.05 -.46 ~.47
10520 .951 -.48 -.55 -.55 -1.06 -.47 -.48

10800 .926 -.48 -.47 -.53 -1.04
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Table 5 (continued)

SCANNER ENERGY DISTRIBUTIONS m,

A(&) 1/ € Tau HR 8924 11 Cep o Ser v Aur u Leo

5000 2.000 .56 .64 .64 .64 .57 .73
5100 1.960 .47 .60

5264 1.900 .46 .47 .57
5350 1.869 .31 .33 .33 .35 " .33 .41
5460 1.832 .26 .30 .36
5546 1.803 .23 .25 .25 .25 .22 .30
5584 1.791 '

5638 1.774 .20 .27 .24 .26 .22 .29
5731 1.745 .16

5750 1.739 .12 .17 .15 .15 .17
5832 1.715 .07 .07 .08 .08 .08 .09
5892 1.697 .30

6044 1.655 .00

6055 1.651 .00 .00 .00 .00 .00
6370 1.570 -.03 -.01 -.03 -.05 ~-.06 -.01

6382 1.567

6640 1.553 -.06 -.06

6720 1.488 -.12 -.15

6800 1.471 -.15 -.15 -.17 -.19 -.17
6820 1.466 -.18

7100 1.408 -.16 -.17 -.18 -.23 -.17
7400 1.351 : -.24
7530 1.328 -.26 -.28 -.30 -.30 -.29
7850 1.274 -.34 -.35 -.36 -.37 -.39
8080 1.238 -.31 -.29 -.36 -.33
8400 1.190 -.31 -.38 -.39 -.39 -.41 -.41
8804 1.136 -.30 -.38 -.39 -.41 -.41 -.43
9700 1.031 -.54
9950 1.005 -.43 ~-.52 -.55 -.57 -.60
10250 .976 -.48 -.57 -.60 -.63 -.62 -.67
10400 .962 -.49 -.57 -.58 -.63 -.62 -.67
10520 .951 -.51 -.58 -.61 -.64 -.62 -.71

10800 .926 -.53 ~-.55 -.64 -.61 -.66



Table 5 (continued)

SCANNER ENERGY DISTRIBUTIONS m

36

AY)

A(R) 1/\ HD 112127 18 Lib A 16 Aur v UMa 6 CMa 6 UMi
5000 2.000 .72 .71 .74 .85 .91 1.03
5100 1.960
5264 1.900 .56 .57 .58
5350 1.869 .41 .39 .44 .44 .53 .51
5460 1.832 .36 .34 .39
5546 1.803 .31 .30 .30 .30 .34 .35
5584  1.791 .34 .37 .42
5638 1.774 .29 .26 .26 .30 .32 .41
5731  1.745 .23 .25 .25
5750 1.739 .15 .16 .18
5832  1.715 .08 .08 J11 J11 .13 .14
5892 1.697 .32 . .33 .54
6044 1.655 .00 .00 .00
6055 1.651 .00 .00 .00
6370 1.570 -.01 -.01 -.08
6382 1.567 -.08 =-.,10 -.10
6440 1.553
6720 1.488
6800 1.471 -.18 -.20 -.22
6820 1.466 -.25 =.25 -.29
7100 1.408 -.19 -.23 -.30 -.30 -.32 -.31
7400 1.351 -.28 -.26 -.38
7530 1.328 -.34 -.36 -.42 -.46 -.53 -.66
7850 1.274 -.42 -.45 -.49 -.44 =-.59 =-.71
8080 1.238 -.36 -.36 -.50
8400 1.190 -.44 -.45 -.57 -.63 ~-.68 -.83
8804 1.136 -.49 -.53 -.60 -.63 =-.71 -.85
9700  1.031 -.59 -.60 -.75
9950  1.005 -.68 -.69 -.80
10250 .976 -.71 -.76 -.84 -.91 -1.02 -1.17
10400  .962 -.73 -.77 -.86 -.92 -1.00 -1.18
10520  .951 -.73 -.81 -.87 -.93 =1.03 -1.22
10800  .926 -.72 -.75 -.85 -.94 -1.04 -1.22
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was added too late in the program. ST scans, transformed to
the absolute system are, however, available for o Ari. The
ST and Taylor (1270) scans are not listed here but the trans-
formation coefficients R(A) from their instrumental system
to the absolute system are given in Table 6. R(}) is defined
as
10”47

I())

R(}) =

where I()) is the instrumental intensity normalized to 1000
at 5360 X.

For purposes of illustration deblanketed scans of p! Cnc,
HR 8832, HR 8924 and HD 112127 are shown in Figures 2-5, with
the continuum from the appropriate models drawn in. No
blanketing measurements could be made in the lu region, so
the continuum fit is a bit uncertain at this point. However,
Griffin (1964) has published equivalent widths of all meas-
ureable lines in the 1lu region of Arcturus (K2IIIp) from
tracings of I-Z plates obtained at Mt. Wilson. These measure-
ments were used to calculate the blanketing in the relevant
passbands, with the result that all the corrections are on
the order of .0l mag. A comparison of Arcturus and Betel-
geuse (K5III) in this region by Griffin (1964) reveals that
the spectra are remarkably similar, even though great differ-

ences are apparent at shorter wavelengths. Furthermore, an
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TABLE 6

COEFFICIENTS R(A)* FOR TRANSFORMATION OF ST INSTRUMENTAL
SCANS TO OKE (1970) ABSOLUTE SYSTEM

A{Aa) R{))x10®

4040 .78
4200 .79
4227 .81
4300 .88
4340 .93
4364+ .96
4384+ .96
4474+ 1.08
4500 1.06
4715 1.39
4788+ 1.58
4900 2.11
5000 1.91
5175 1.90
5300 2.37
5360 2.68
5864 3.37
3892 3.43
6110 3.51
6180 3.65
6386 4.40
6564 5.25
6620 5.91
7000 12.6
7100 15.9
7400 42.4
7980 58.4
8190 65.1
8400 76.1
8662 79.0
8800 8l.6
9200 108.

10300 221.
10700 394.

*R(A) is defined on page 37
+*From Taylor's (1970) scans
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Fig. 2.--p' Cnc: .deblanketed scan with the energy distri-
bution from the adopted model (Teff = 5400 K) drawn in.
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Fig. 3.--HR 8832: deblanketed scan with the energy dis-
tribution from the adopted model (Teff = 4800 K) drawn in.
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.Fig. 4.--HR 8924: deblanketed scan with the energy dis- .
tribution from the adopted model (Teff = 4900 K) drawn in.
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Fig. 5.--HD 112127: deblanketed scan with the energy dis-
= 4600 K) drawn in.

tribution from the adopted model (Teff



43

inspection of the 1lu region in the solar spectrum (Mohler

et al. 1950) reveals entirely negligible blanketing. It
therefore seems safe to assume that blanketing will be quite
small even for the coolest stars in the program, particularly
since there is no contamination of the passbands by the CN
red system (Davis and Phillips 1963).

Two rather surprising features are revealed by an in-
spection of the scans. The most striking is the persistence
of a large dip at 8804 & that is present in all the program
stars and often amounts to more than .l mag. That the dip
cannot be due to a sharp spectral feature is shown by the
fact that the same discontinuity is observed with passbands

of varying widths. An inspection of the Photometric Atlas

of Arcturus (Griffin 1969) reveals the absence of significant

blanketing in this region (except for one moderately strong
Mg line):; the same conclusion is reached in the case of the
sun (Mohler et al. 1950). Since Arcturus is known to be a
metal-poor star it was thought that the blanketing in the
region of interest might be spuriously low. Scans of Arcturus
were obtained at the 60" telescope in order to explore this
possibility, with the result that the dip at 8804 & is fully
as strong as in the program stars. Two possibilities remain:
(1) there is an error in the calibration of Vega; (2) there
exists a gradual depression in the continuum near 8804 & for

the stars that have been studied. That the first explanation
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is implausible is shown by the fact that the Oke (1964), the
Oke and Schild (1970), and the Hayes (1970) calibrations all
yield the same dip in the continuum. It is puzzling, how-
ever, that there appears to be no correlation of the size of
the discontinuity with spectral type or  lumimaesity class. To
explore this further a series of scans covering a large range
in spectral type (kindly provided by Dr. Hyron Spinrad from
"his galaxy spectrum synthesis program) was transformed to the
absolute system. An inspection of the scans shows that the
discontinuity sets in rather abruptly near F0, with little
change in depth as one proceeds to later spectral types.

The second notable feature of the deblanketed scans is
the persistence of a flux excess at 5264 & in the dwarfs
amounting to approximately .05 mag. Errors in the placement
of the continuum on the tracings at this wavelength cannot be
the cause since, if anything, the continuum was drawn too low.
To reduce the blanketing corrections by .05 mag would necess-
itate lowering the continuum to a point where it would ob-
viously pass through the upper portions of the absorption
lines. Plate calibrations were carefully checked at this
point in order to eliminate photometric errors. In order to
investigate the possibility that the blanketing correction at
neighboring wavelengths might be too low due to a depression
of the true continuum by the wings of strong lines on the

superposition of many weak lines, synthetic spectra were very



45

kindly computed by Dr. R. A. Bell for K0 and K3 dwarf models
in the regions covered by the 5000, 5264 and 5350 & pass-
bands. Although the line list in Dr. Bell's program is ex-
tensive, no trace of a depression in the continuum was evi-
dent. Possible molecular absorption was also investigated,
but with negative results. Pending a future clarification
of the mystery, the intensities at 5264 and 8804 & were
ignored in the fitting of calculated model fluxes to the ob-

served points.



46

V. MODEL ATMOSPHERES

a) Description of the models

The model atmospheres used in this work were generated
by means of the program Atlas written by R. Kurucz of the
Smithsonian Astrophysical and Harvard College Observatories
(Kurucz 1969 a, b). The opacities include H ,H, H2+, He ,
Mg, Si, Fe, and electron and Rayleigh scattering. Since H
is the most important opacity source and the bulk of the
electrons are supplied by the metals in all the stars under
study, it was essential to include the correct abundances of
the important electron donors Mg, Si, Fe (along with Na and
Ca in the coolest stars) in the "solar abundance" models.
The adopted solar abundances for these elements are given in
Table 7; it should be noted that Fe is now recognized as an
important supplier of electrons due to the recent revision
in its abundance (Gartz et al. 1969).

The usual assumptions of plane-parallel stratification
and local thermodynamic equilibrium were employed in all the
models. Convection within the framework of the mixing length
theory was also included, with the ratio of mixing length to
scale height equal to 1. Convection carries only a very
small percentage of the flux in the case of the giants and
becomes important only in the coolest dwarf 61 Cyg B. The
usual choice of 5000 & for the standard optical depth was

not adhered to since the emitted flux in this wavelength



47

TABLE 7

SOLAR ABUNDANCES*

ELEMENT ABUNDANCE SOURCE

He 11.0 1
Fe 7.6 2
Si 7.5 4
Mg 7.5 5
Ca 6.2 5
Na 6.2 3

*Abundances are given as log (el./H)+1l2

Sources:
1. Peimbert and Costero 1969
2. Gartz et al. 1969
3. Lambert and Warner 1968a
4. Lambert and Warner 1968b

5. Lambert and Warner 1968c
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region is rather small in the cooler stars; instead it was
decided to calculate the standard opacities at 8000 R. One
convenient result of this choice is that T(tr = 1) is almost
exactly equal to Teff in all the models. The Rosseland mean
optical depths were also calculated by the program for pur-
poses of comparison with other model atmospheres.

The models were iterated to one percent flux and flux
derivative constancy, except in the case of the deeper layers
where convection becomes important. Flux constancy is much
too severe a criterion in this case, since fluctuations of
only a feQ degrees can produce large changes in the convective
energy transport. Therefore the calculations were terminated
when two successive iterations produced essentially the same
temperature structure in the layers responsible for the con-
tinuous emission. 61 Cyg B presented special difficulties
since all attempts at convergence resulted in large oscilla-
tions in the temperature. The best flux constancy both in
and above the convective zone was achieved by forcing the
temperature gradient below T = 1 to be adiabatic, with the
result that the deviation of the flux and flux derivative
from constancy is about 4% in the radiative region, a figure
which became progressively worse upon subsequent iterations.
The first iteration was therefore chosen to represent the
star.

Atmospheric parameters believed to be representative of
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normal stars were chosen for all the initial models; i.e.,
solar abundances and logarithmic gravities of 4.4 - 4.6 for
the dwarfs and 2.7 - 1.9 for the giants (G9III - K5III). It
turns out that the emergent flux is quite insensitive to the
gravity -and the chemical composition, a result which is due
to the fact that H remains the dominant opacity source over
the entire range of gravities and temperatures used for the
models. For purposes of illustration models for a typical

dwarf and giant are reproduced in Figures 6 and 7.

b) The Balmer Lines

The hottest stars in the program possess Hu line wings
of measurable strength and therefore provide another means of
obtaining the temperature. The main source of broadening is
collisions with other hydrogen atoms (i.e., resonange broad-
ening) (Traving and Cayrel 1960); in this case there is essen-
tially no dependence on the surface gravity, but there is some
dependence on the metal abundance, as can be seen from the
following simple argument. The depth at some point in the
line wing is given by

b v
K

where kv and Kk denote the absorption in the line and in the
continuum, respectively. Assuming the line broadening to be

of the resonance type and the continuous absorption to be due

to H , we have
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Therefore,

Since the electron donors are almost totally ionized in the

stars that are hot enough to posSess measurable Ha wings

D« NH/NM

In other words, there is a dependence on the metal to hydro-
gen ratio.

The program used to compute the Balmer line profiles
was written by Deane Peterson and is designed to be used in
conjunction with the Atlas model atmospheres. The program
performs calculations using both the Griem (1964) and the
Edmonds, Schluter, and Wells (1967) Stark broadening theories;
however, since the dominant broadening mechanism in the pro-
gram stars is resonance broadening there is very little diff-

erence between the results obtained using the two theories.

¢) The Line Strengths

The abundance program that was used in the present work
is called Widthd4 and is also designed to be used in con-
junction with Atlas. In effect it calculates the depths at
various points in a line, which it then integrates to give

the equivalent width. The abundance of the element is varied
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until agreement is achieved with the equivalent width ob-
tained from measurements. If strong lines are used it is
necessary to choose the proper values of the velocity and
damping parameters. The exact way in which the program was

used will be described in subsequent chapters.
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VI. THE ABUNDANCE ANALYSIS

a) Temperatures

A proper analysis of a stellar atmosphere requires a
good knowledge of its temperature structure. As noted in
the previous chapter, the chief temperature criterion used
in this work is the set of deblanketed continua obtained by
means of a photoelectric scanner in conjunction with tracings
of high dispersion spectra. The temperatures obtained by
fitting these continua to the calculated emergent fluxes from
model atmospheres are not true effective temperatures since
the effects of line blocking on the atmospheric structure
were not taken into account in the models. Rather, the de-
rived temperatures are characteristic of the continuum form-
ing regions of the star and are not a measure of the total
emitted flux. Ignoring the line absorption in the models
results in too high a value for the boundary temperature and
therefore wrong parameters for the region of.formation of
strong neutral lines. The effect of this on the derived
abundances Will be discussed in subsequent sections.

A second temperature criterion for the hotter stars is
the strength of the wings of Ha' Figure 8 shows the meas-
ured and predicted profiles for the hottest star in the pro-
gram, £ Boo A; the agreement between the scanner and Ha temp-
erature is quite good. The SMR dwarfs p'Cnc, 14 Her, and

54 Psc all possess Ha wings that are too shallow for the
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Fig. 8.--H_ profile in & Boo A from three plates. The
error bars indicate the maximum and minimum measured values
for each point. The profile from the adopted model (Teff =
5600 K) has been drawn in.



56

Ol



57

scanner temperature, a discrepancy that is partly explained
by the dependence of Ha wing absorption on metal abundance.
An unbelievably high abundance (v .7 dex w. r. t. the sun)
is required to completely remove the discrepancy in the case
of p!Cnc and 54 Psc, a figure which is not supported by the
subsequent abundance analysis. Errors in drawing in the con-
tinuum may be partially responsible. It is interesting to
note that Hu is considerably weaker in the SMR star HR 1614
than it is in HR 8832, a Yerkes standard of the same tempera-
ture, although the wings are rather weak in both stars due to
their late spectral type.

Although reliable temperatures could be obtained for only
a few stars by means of the Ha wing profiles, complete Ha pro-
files were drawn for all the stars from tracings of the spec-
tra, with averaging done in a straightforward manner if more
than one plate was available. Two rather interesting features
soon became apparent: (1) stars with strong H and K reversals
have a greater residual intensity in the case of H i (2) the
core of Ha is quite asymmetrical in giants cooler than the
Hyades, with the centroid displaced to the red. A very
slight asymmetry is also detectible in the Hyades giants as
well as in the cooler dwarfs. In connection with (1) it is
interesting to note that stars with strong H and K reversals
also appear to possess a measurable He line at 110830

(Vaughan and Zirin 1968), adding further motivation to spec-
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ulations on the presence of strong chromospheric activity in
these stars. The Ha asymmetry in (2) is due to the presence
of a strong CoI line at A6563.41; a graphic separation of
the profile of Ha in the spectrum of Arcturus (Griffih 1969)
and the profile of Co A5483.35 (approximately the same e. p.
and strength as A6563.41 according tc Mcore i1959§) results
in a completely symmetrical core.

The excitation temperature varies froﬁ element to
element and is not a good parameter on which to base the
choice of a model for a star. Therefore the scanner temper-
ature remains as the main temperature criterion, except in
the case of 70 Oph A where no scans were obtained due to
the proximity of the secondary component. For this star the
temperature was chosen from a consideration of the H, wings,
the excitation temperature, and the R-I color.

A comparison of the temperatures obtained in this
work with those derived by other workers generally shows
good agreement. For example, the temperatures of u Leo and
the Hyades giants derived by Strom et al. (1971) differ by
100 K or less from the results presented here. In most
cases, however, comparisons are not possible since workers
often list excitation and ionization temperatures relative

to some standard star.
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b) gf values

Originally it was decided to use absolute gf values
available in the literature, such as those published by
Corliss and Bozman (1962) and Corliss and Warner (1964). In
fact, several curves of growth for various elements were con-
structed using these gf values and lines measured for the
program stars. However, the scatter in the curves was often
extremely large and, particularly in the case of Fe I, a
rather pronounced wavelength dependence was occasionally
apparent. Another difficulty was that many weak lines in the
red region of the spectrum had no published gf values, which
meant that some of the most useful lines for an abundance
determihation could not be used. Therefore, it was decided
to employ solar gf values in which the effect of the atmos-
phere had been subtracted out by means of a model solar
atmosphere. An immediate consequence of this choice is, of
course, that all the derived stellar abundances are thereby.
expressed‘relative to the solar values.

A number of circumstances make the sun a favorable choice
as a comparison star for an analysis of late-type spectra.
First of all, lines lying on the linear or the flat part of
the stellar curve of growth will generally lie well back on
the linear part of the solar curve, thus minimizing the un-

certainties in the exact shape of the solar curve of growth.
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Secondly, the main source of continuous absorption is ex-
pected to remain H throughout spectral type K, thus avoiding
complications that might arise if stars with widely different
opacity sources were compared. In addition, the sun is the
only star for which it is possible to obtain a direct deter-
mination of the T-1 relationship, thereby increasing the
reliability of the derived solar gf values.

When the sun is used as a reference star it is generally
recommended that the solar spectrum be recorded with the same
equipment and at the same dispersion as the stellar spectrum
under study. In the case of relatively cool stars, however,
the corresponding solar absorption lines are often so weak
that only the highest dispersions are capable of yielding
accurate measurements. Therefore, the second revision of
Rowland's atlas (Moore et al. 1966) was used as the source of
solar equivalent widths, with corfections made on the basis
of direct measurements in the Utrecht Atlas (Minnaert et al.
1940) if the published values were obviously in error.

The equivalent width of a weak line can be separated
into components that depend on the atmospheric structure on
the one hand and the gf value of the transition on the other;
i.e.,

(1) log (W/X) = log T + log gf + log (Nel/NH)

weak
which is the representation used by Cayrel and Jugaku (1963).
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The solar gf value for a weak line is then easily obtained
by subtracting the unsaturated line strength I' and the
abundance from the measured equivalent width. T, of course,
is calculated by means of a model for the solar atmosphere.
In the case of strong lines the situation is a bit more com-
plicated, and the lines must be de-saturated with the aid of
a suitable curve of growth before the above formula can be
used. Various theoretical and empirical solar curves of
growth are available in the literature; the major difference
between them is in the position of the turnoff of the damping
portion of the curve. As was pointed out above, however,
most of the lines in the program are guite weak in the sun,
so the choice of the proper curve is not too critical. It
was decided to use the Cowley (1964) empirical curve of
growth since its shape at the shoulder closely resembles the
curve derived directly from the Atlas models. Calculations
also showed that the difference between the neutral and the
ion curve of growth is guite small in the sun, justifying
the use of one curve for all the lines. The vertical coor-
dinate, however, had to be changed depending on the atomic
weight of the element in gquestion; for this purpose a turbu-
lent velocity of 1.8 km/sec was assumed.

It was also necessary to adopt a model for the sun in
order to calculate the I''s. Many solar T-1 relationships

have appeared in the literature; most are in reasonable
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agreement in the region of formation of weak lines and the
continuum, but large differences appear in the temperature
structure near the surface where the strong lines are

formed. It is for this reason that it was decided to treat
the effect of saturation in the strong lines with the
empirical Cowley curve; it is therefore necessary to consider
only the deeper layers where the weak lines are formed. The
T-1 adopted here is the one used by Cayrei and Jugaku (1963),
Krishna Swamy (1966), and Bell (1970). For 1.,,, > 2 it |
lies quite close to the T-1 used by Holweger (1967) in his
empirical solar model and deviates only slightly from the
Bilderberg model (Gingerich and de Jager, 1968). One small
complication is the fact that the equivalent widths in Moore
gﬁ al. (1966) are determined for the center of the solar disk
while the program calculates line strengths averaged over the
entire disk. Rather than undertake a modification of the
program it was decided to change the T-t slightly in the
following way. Cayrel and Jugaku (1963) have presented
tables of unsaturated line strengths (i.e., T''s) for the
center of the solar disk and for a grid of model dwarf at-
mospheres. By interpolation in the grid it was found that an
atmosphere with T ¢ =5930 K yielded the same line strength
integrated over the disk as the model at Tofs =5780 K yielded
at the center of the disk; the equality holds for ions as well

as neutrals. Therefore, the solar T-t1 used in the present
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program was scaled upward by 2.5% in T. It had originally
been planned to use the solar I''s published by Cayrel and
Jugaku (1963), but comparison with the results from Atlas and
Width4 showed discrepancies amounting to as much as .2 dex
for a few elements. These differences were of a systematic
nature and were found to hold for all the models in the grid.
The derived solar gf values depend, of course, on the assumed
abundances of the elements in the sun; i.e., what is really

obtained is log gf + log (Nel/N This provides a means

H)®‘
for checking the gf values with the values available in the
literature. A plot of the published log gf against the

log gf + log(Nel/NH)® used in this work should yield a value
of the abundance equal to the abundance obtained by using
the published log gf values, provided that the model atmos-
phere used is similar to the one employed here. Such plots
were constructed for several elements, with the result that
there was generally good consistency between the sets of gf
values. Of particular importance are the values for Fe I
and Fe II, and the plots for these two ions are illustrated
in Figures 9 - 11. In the case of Fe II there are no pub-
lished gf values for the yellow-red region of the spectrum,
so comparison was made with the "astrophysical” gf values
derived by Warner (1968) from Penel and Sirius. The agree-

ment is reasonably good, thereby increasing confidence in

the results obtained in this work. The solar gf values are
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Fig. 9.--Comparison of the astrophysical Fe I gf values

derived in this work with the experimental values of Corliss
and Warner (1964). The straight line implies log (Fe/H) =
~5.3, which compares well with the value of -5.4 obtaine& by

Aller EE.Ei'

(1964) using Corliss and Warner's gf values.
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Fig. 10.~-Comparison of the astrophysical Fe I gf values
derived in this work with the new experimental gf values in
Gartz and Kock (1969), Bridges and Wiese (1970), Richter and
Wulff (1970), and Wolnick et al. (1970). The straight line
yields log (Fe/H) = -4.5, 1in good agreement with the new
revised solar Fe 2bundance (Gartz et al. 1969).



66

|
N

log gf\ +log (Fe/H),
|
W

l 2 3
log gfx (Warner)

Fig. ll.--Comparison of the astrophysical Fe II gf values
derived in this work with the astrophysical gf values of
Warner (1968). The straight line yields log (Fe/H) = -5.5,
the same value as obtained by Warner (1968) in his %nalysis
using Fe II lines.
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not tablulated here but will be supplied to anyone who wishes

to use them.

c) Dwarf Abundances from Cayrel and Jugaku Models

As mentioned in the previous section, Cayrel and Jugaku
(1963) have calculated unsaturated line strengths for the
center of the solar disk and for a series of dwarf models
with log g = 4.5, thereby providing a quick method by which
to obtain stellar abundances relative to the sun. The models
all incorporate a scaled sdlar T-1 relation, as well as the
usual assumptions of L.T.E. and plane-parallel stratification.
The discrepancies noted in the previous section in the values
of T are of a systematic nature and will cancel out in a dif-
ferential analysis. The abundance analysis is very simple
and involves the plotting of a curve of growth with the

following abscissa:
(2) . log ¥ = log X® - log P@ + log T,

where log X® is the abscissa read off from a solar curve of
growth which has been normalized such that the ordinate and
abscissa are equal on the linear part of the curve. From

equation (1) it is seen that log Y is equivalent to

log ¥ = log T, + log gf + log (N, ,/Ny)g

Therefore, the abundance relative to the sun is given by the
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intercept of the linear part of the empirical curve with the
log Y axis. The accuracy of the result depends, of course,
on how well the model from which the I','s were derived rep-
resents the star being analyzed. A check is providéd by an
analysis of the corresponding ionized lines, and the model
is varied until consistent abundances are obtained for ions
and neutrals. Another check is provided by the fit of lines
of varying excitation potential, but this is of lower accur-
acy in practice.

Using the above method, a preliminary abundance analysis
was performed for the dwarfs in the program, and the results
are shown in Table 8. The effective temperature is nominal
and does not characterize the total flux from the model.

The velocity parameter was obtained by a comparison of the
Fe curves of growth with the theoretical curves of Hunger
(1956) for pure absorption in the Milne-Eddington model.
These curves resemble the Cowley (1964) curve and the curves
generated by Atlas - Width4 quite closely in the "shoulder".
Two curves of growth for p! Cnc (Fe I and Fe II) are repro-
duced in Figures 12 and 13 for purposes of illustration. In
most cases the accuracy of the fit to the theoretical curve
is on the order of .1 dex.

Thus far the results have been quite self-consistent,
but no use has yet been made of the scanner energy distribu-

tions. When the fluxes from the Cayrel and Jugaku models



TABLE 8

DWARF ABUNDANCES FROM CAYREL AND JUGAKU MODELS*
£ Boo A 70 Oph A ! ¢cne 14 Her o Dra 54 Psc

8rs 90 .925 .95 .95 .95 .95
V(km/sec) 2.6 2.8 2.2 2.2 .3 2.2
Na -.05 .34 .55 .66 .05 .27
Ca .10 .27 .33 .44 .20
yrrt .12 .00 ~.06 .16
st -.01 .00 .27 .27 -.15
Sc II -.14 .00 .09 .27 -.15
v -.02 .23 .35 .44 .18
Cr ~.01 .14 .27 .29 .04
CriI -.05 .13 .41 .49 .04
Ti -.05 .12 .28 .35 .20
TilI -.08 .08 .35 .44 .04
Mn -.23 .10 .38 .64 .14
Mg' .03 .24 .36 .44 .06
Fe -.04 .13 .31 .38 .03 .04
FeIl -.01 .04 .30 .37 .03 .04
si -.09 .10 .32 .30 .04

* Abundances are given as log (el/H), - log (el/H)
* ®

.f.

Abundances for these elements are of low weight
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DWARF ABUNDANCES FROM CAYREL AND JUGAKU MODELS*

€ Eri HR 6806 HR 8832 HR 1614 61 Cyg B
bors .95 .975 1.00 1.00 1.15
V(km/sec) 2.6 2.6 2.5 2.4 2.4
Na .24 .14 .40 .76 -.13
Ca .26 .13 .28 .43 ~-.03
yIr' -.63 -.41 .82
set -.20 .53
ScII -.15 ~-.19 -.17 .07
\Y .27 .11 .22 .57
Cr .12 -.13 .11 .35 -.30
CriIl .12 ~.06 -.03 .49
Ti .20 .02 .17 .42 -.17
TilT -.01 -.05 .18 .44 -.09
Mn 12 -,27 .14 .37
Mg ' .30 .21 .17 .42 -.38
Fe .07 -.06 .05 .26 -.30
FeIl -.03 .00 .06 .24
Si -.09 -.13 -.12 .15 -.30
*Abundances are given as log (el/H), - log (el/H)®
+

Abundances for these elements are of

low weight
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Fig. 12.—-p1 Cnc: Fe I curve of growth (yellow - red
region). The I''s (unsaturated line strengths) for the star
are from the Cayrel and Jugaku (1963) T = 5300 K model
and the log Xe's are from the Cowley (lggg) curve.
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Fig. 13.--p! Cnc: Fe I curve of growth (yellow - red
region). The TI''s for the star are from the Cayrel and
Jugaku (1963) T £ = 5300 K model and the log X@'s are from
the Cowley (196$f curve.
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are compared with the measured fluxes, however, a rather
large discrepancy is seen to arise; namely, the predicted
fluxes are characteristic of a considerably higher tempera-
ture than is indicated by the scans, and the situation be-
comes worse with later spectral type. Figures 14 and 15
provide an illustration of this phenomenon in the case of

£ Boo A and HR 1614, A solution would be to use correspond-
ingly cooler models for the stars, but this results in diver-
gent abundances for ions and neutrals, as may be seen in Fig-
ures 16 and 17, which illustrate curves of growth of Fe I
and Fe II in the case of HR 8832. One of the curves has
been constructed for eeff = 1.00 while the other is for eeff
= 1.125, which is the temperature of the model that fits the
scanner energy distribution. Several points are worth
noting: (1) the scatter in the points becomes larger as one
progresses toward later spectral types (compare with Figﬁre
12); (2) the main difference in the two Fe I curves lies in
the lower value of the velocity parameter (V = 1.9 km/sec)
derived from the cooler model, while the abundance, depend-
ing mostlyvon weak lines of high excitation, remains essen-
tially the same; (3) the scatter is somewhat diminished in
the eeff = 1.00 Fe & curve, but the difference is rather
slight, considering the large temperature difference; (4)
the fit of the ion and neutral curves is obviously much

better with the hotter model. In connection with (2) it
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e SCANNER POINTS
+ BLANKETING CORRECTIONS

— ATLAS MODEL
--- C.J. MODEL

L A ' -

2.0 1.8 16 14 1.2 1.0 08
L/ ()

Fig. l4.--Deblanketed scan of £ Boo A. The Cayrel and
Jugaku model that forces equality of the ion and neutral
abundances has been drawn in (T (C,J.) = 5600 K); it is
apparent that a lower model temSé%ature is needed to obtain
agreement with the scan. Note also the persistent dip at
8804 A (1/) = 1.135).



76

-.6}
-4}
-2t
O}
ml/
2k
2 e SCANNER POINTS
4 + BLANKETING CORRECTIONS
' : —— ATLAS MODEL
. ——-C.J. MODEL
OF
20 I8 16 |4 1.2 0 08
1/ M)

Fig. 15.--Deblanketed scan of HR 1614. It is apparent
that the Cayrel and Jugaku model (T (C.J.) = 5040 K), which
forces equality of ion and neutral gggndances, is too hot.
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Fig. 16.--HR 8832: curve of growth (yellow - red region).
The Cayrel and Jugaku model (T f(C.J.) = 5040 K) has been
chosen to force equal abundanc8£ from Fe I and Fe II. The
symbols are the same as in Fig. 12.
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Fig. 17.--HR 8832: curve of growth (yellow - red region).
The Cayrel and Jugaku model (T f(C.J.) = 4480 K) has been
chosen to provide agreement wi%ﬁ the scanner energy distri-
bution. Note the large discrepancy between the Fe I and
Fe II points. The symbols are the same as in Fig. 12.
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should be mentioned that the abundances of elements that are
easily ionized, e.g., Na and Ca, will depend strongly on the
temperature of the assumed model in the range of spectral
types being considered.

In spite of the as yet unexplained anomalies discussed
above, the relative abundance of the metals derived for stars
with similar temperatures should be fairly reliable. Thus,
an inspection of Table 8 reveals that the stars found by
Taylor (1970) to be strongly SMR (p! Cnc, 14 Her, and HR 1614)
are indeed overabundant by ~v .3 dex compared with the other
dwarfs in the program. 54 Psc, listed as SMR on the basis of
its strong CH and CN absorption, appears to be overabundant
only in Na, while 70 Oph A, stated by Taylor (1969) as having
Hyades abundances, appears to possess a marginally high abund-
ance of Ca as well as Na. The temperature chosen for ¢ Eri
is undoubtedly too high relative to the other stars with eeff
= .95 since a comparison of the respective scans reveals its
energy distribution to be considerably redder. A lower temp-
erature would, of course, result in lower abundances, espec-

ially for Na.

d) Rough Analysis of the Giants

A preliminary rough analysis was also performed for the
giants in the program (except v UMa) and the results are
shown in Table 9. The procedure involved the determination

of Oex from the Fe I curve of growth and the assumption that
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BI = eex; the electron pressure was derived from a considera-
tion of the Fe I - Fe II equilibrium. The solar gf values
described previously, as well as the Hunger (1956) theoretical
curve of growth with pure absorption in the M.E. model, were

employed in the analysis. The exact details are available in

any text on stellar atmospheres, e.g., Aller's Astrophysics

(1963), and will not be repeated here. The abundances and
the electron pressure are expressed relative to a mean for
the three Hyades giants in the program.

The abundances in Table 9 are necessarily very rough,
but a few trends are worth noting. First of all, only the
two hottést SMR giants, HR 8924 and o Ser, have abundances
that are substantially above the Hyades, but in no case does
the Fe abundance exceed .2 dex. Na is the only element that
is systematically overabundant by a large factor in all the
SMR giants, which, in a sense, is not surprising since the
strength of the Na-D lines is one of the main criteria in the
selection of these stars. A second feature.is the sharp drop
in the relative abundances and the electron pressure after
18 Lib A; even 6 UMi, which has been described as very strong
lined, has abundances substantially below the Hyades. Part
of the difference might well be due to incorrect values of

eex’ but this is certainly not the whole story.
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TABLE 9

ROUGH ANALYSIS* OF GIANTS RELATIVE TO THE HYADES

HR 8924 11 Cep o Ser v Aur u Leo o Ari

8oy 1.13 1.20 1.20 1.20 1.23 1.23
P, .4 -.1 .0 -.3 -.5 -.7
Na .6 .0 .4 -.1 .2 -.4
Ba II .1 -.1 -.1 -.2 -.5 -.1
Ca .5 .1 .2 -.1 -.1 -.2
Y II -.5 .3 .3 .2 -.3 -.4
Sc .3 .5 .6 .1 .3 -.3
Sc 1I .3 .0 .3 .1 -.3 -.7
\ .8 .2 .5 .1 .2 -.2
Cr .4 - .2 -.1 .1 -.5
Ccr 11 .2 .6 .0 .0 -.4
Ti .7 .1 .2 -.1 .1 -.2
Ti I .5 -.2 .2 -.1 -.2 -.4
Zr .6 .1 .3 .0 .1 -.3
Mn .9 .0 .7 .0 .2 -.2
Mg .4 -.1 .3 -.2 .0 -.3
Fe .2 .0 .2 -.2 -.3 -.5
Si .2 .0 .2 .0 -.1 -.3

*Abundances and P, expressed logarithmically relative to

the Hyades giants
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Table 9 (continued)

ROUGH ANALYSIS* OF GIANTS RELATIVE TO THE HYADES

HD 112127 18 Lib A 16 Aur 8 CMa g UMi

8 ox 1.25 1.25 1.35 1.37 1.50
P, -.5 -.5 -1.4 -1.3 -2.4
Na .1 .4 -.5 -.4 .1
Ba IT -.5 -.4 -1.2 -.8 -1.0
Ca -.1 .0 -.4 -.4 -.2
Y II -.7 -.1 -1.3 -.3 -.9
Sc .4 A -.4 -.2 -.4
Sc II -.4 -.2 -.9 -.8 -1.1
\'/ .3 .1 -.4 .0 -.2
Cr -.1 .0 -.8 -.4 -.4
Cr II .4 -.2 -.6 -.3 -.5
Ti .1 .0 -.4 -.1 -.3
Ti II -.3 -.7 -.4 -.7
2r .1 -.1 -1.0 -.5 -.6
Mn .3 .0 -1.0 -.6 -.5
Mg .2 .0 -.6 -.4 -.7
Fe -.2 -.3 -1.0 -.8 -.9
Si -.1 -.2 -.8 -.8 -.7

*
Abundances andPe expressed logarithmically relative to

the Hyades giants
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e) Fine Analysis

Unexpected anomalies have appeared in the results of
the preliminary analysis of both the giants and the dwarfs -
in the sense of increasing discrepancies with later spectral
types. The next logical step in the attempt to clarify the
situation is a fine analysis employing the results of the
photoelectric measurements as well as the model atmospheres
generated by Atlas.

Since the unblanketed models almost certainly give a
wrong representation for the region of strong and medium-
strong line formation, it was decided to use these lines
to interpolate smoothly to the weak-line region of the curve
of growth (with the aid of the Fel curve) and to calculate
the abundance using a given point on the weak-line region of
this mean curve. This procedure allows the use of many weak
lines that have no published gf values; possible attendant
errors are discussed in part j).

The abscissae of the curves of growth used in the

preliminary analysis were

log (gfk)S - eex X

in the case of the giants, where the subscript S refers to
the fact that the gf values have been derived from the solar
atmosphere, and log Y, which is equivalent to

log ¥ = log I' + log gfg + log (Nel/NH)@
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in the case of the dwarfs. Therefore, it was possible to
determine for each empirical curve of growth the gfS value
corresponding to a given log W/X on the theoretical Hunger
(1956) curve drawn in as the best fit. The derived gfs's
then represented the best value for a line (real or hypothet-
ical) with the same log W/A, and the abundance could then be
derived using only this one representative line. Log gfS
values were derived for all the curves of growth for log W/XA
= -5.5, and the turbulent velocities were determined from the
vertical shift required to fit the empirical Fe I and the
Hunger curves. The value of log W/A = -5.5 was chosen be-
cause, with‘lines this weak, the derived abundance is quite
insensitive to the precise value of the turbulence, and most
stars had a least one curve (Fe I) that was reasonably well
determined in this region.

In the case of the giants the determination of the gfs's
required the establishment of a mean excitation potential x
- for each element; this posed no difficulties since the spread
in y was very small for all the elements except Fe I. Two
curves were, in fact, constructed for Fe I - one for yx near
1 ev and another for values near 4 ev (these were used to
determine eex in the rough analysis); the great majority of
Fe I lines in all the stars lie around 4 ev, so that this
curve is the more reliable. Vertical shifts were also taken

into account in drawing in the best fit for light elements
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such as Na and Mg; i.e., an Fe I curve with the proper ver-
tical correction was drawn through the points. In some of
the hotter giants, including the three members of the Hyades,
coincidence between the low and high e.p. Fe I curves could
be achieved only by a downward vertical shift of the low e.p.
curve by v .04 dex. The effect is similar to the one found
by Helfer and Wallerstein (1964) in the Hyades giants, al-
though not guite as pronounced. Figure 18 illustrates the
situation in the case of 8! Tau. 1In the stars requiring the
vertical shift (11 Cep, v Aur, and o Ari, in addition to the
Hyades) it was found that a similar displacement improved the
fit in the case of other elements with low»e.p. lines, e.g.,
V and Ti. The effect on the resulting abundances is a de-
crease on the order of .1 dex.

The resulting abundances, based onvmodels with assumed
normal gravities and solar compositions, are listed in Tables
10 and 11. A glance at Table 10 (the dwarfs) reveals several
features: (1) the abundances of the ions and neutrals do not
agree, the discrepancy increasing with later spectral type;
(2) the abundances of the neutrals are lower and those of the
ions are higher than derived from the Cayrel and Jugaku models;
(3) the SMR stars p! Cnc, 14 Her and HR 1614 have noticeably
higher abundances than the other dwarfs.

The reéson for the discrepancy in (2) is the fact that

hotter models were used in the Cayrel and Jugaku method in
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Fig. 18.--6' Tau: curxve of growth for low e.p. Fe I
lines. A vertical shift of 0.06 dex is necessary to ob-
tain agreement with the 4 ev Fe I curve.
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TABLE 10

DWARF MODEL ATMOSPHERE ABUNDANCES* FROM YELLOW-RED SPECTRA

£ Boo A 70 Oph A p' Cnc 14 Her o Dra 54 Psc

T ff 5600 5500 5400 5400 4300 5300
log g 4.4 4.4 4.4

Ve . . . .
Na -.23 .17 .46 .54 -.12 .13
Ba II .22 .02 .15 .21 .237F .26
Ca -.08 .10 .24 .33 .03
Sc -.22% .00t .21 .29 ~-.04
Sc 1II .08 .22 .32 .48 .09t
\Y ~-.28 .07 .30 .37 .02
Cr -.17 .01 .16 .15 -.13
Cr II 147 .24 .35 .34 L21%
Ti -.19 -.04 .20 .25 -.02
Ti II -.04 .04 .34 .34 .11
Mn -.38 ~-.04 .20 .42 -.13
Mg _ -.15% 11 L2371 .307 -.09%1
Fe (1) -.30 -.14 .09 .16 -.32 ~-.21
Fe (4) -.24 -.11 11 .18 -.22 -.15
Fe§ -.26 -.12 .11 .18 -.25 -.17
Fe II .22 .19 .41 .40 .21 .29
Si -.10 .10 .36 .29 .09

*Abundances are expressed logarithmically relative to the sun.
tAbundance has low weight.

iFe is the mean of the abundance from the high and low e.p.
lines, with Fe(l) given 1/3 weight.
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Table 10 (continued)

DWARF MODEL ATMOSPHERE ABUNDANCES* FROM YELLOW—RED SPECTRA

g Eri HR 6806 HR 8832 HR 1614 61 Cyg B
Teff 5150 SOOQ 4800 4900 3700
log g 4.4 4.4 4.4 4.4
Ve . . . .
Na -.02 -.15 .09 .53 -.70
Ba IT .31 -.03 .04 .26 -.08
Ca .01 -.15 ~-.06 .19 -.65
Sc -.15% -.27% .03t .06t -.30
ScIl .12 .10 .22 .37
v -.04 -.23 ~-.15 .34 -.43
Cr -.14 -.43 ~-.13 .06 -.53
CrIiI .37 .15 W25+
Ti -.15 ~.27 -.20 .05 -.61
Ti II .09 .02 .58+ .50
Mn -.20 -.66 -.22 -.06 -.21%
Mg .08t .03+ 077 .29t .03%
Fe (1) -.29 -.41 -.40 -.08 ~.65
Fe (4) -.14 -.25 -.12 .07 .06t
pe .19 ~.30 -.21 .02 -.65
Fe II .33 +45 .67 .67 2.53%t
Si .01 .02 .18 w35 .84+

*Abundances are expressed logarithmically relative to the sun.

tAbundance has low weight.

jFe is the mean of the abundance from the high and low e.p.
lines, with Fe (1) given 1/3 weight.
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TABLE 11

GIANT MODEL ATMOSPHERE ABUNDANCES*

6 !Tau Y Tau € Tau HR 8924 11 Cep o Ser v Aur U Leo
Teff 5150 5050 5050 4900 4800 4750 4750 4650
log g 2.7 2.7 2.7 2.6 2.5 2.5 2.5 2.4
Vg 1.4 1.4 1.6 1.5 1.5 1.8 1.4 1.8
Na 17 .33 .28 .66 .20 .57 .10+t .43
Ba II .57% .52%F .48+ .13+ .39% .63+ .35% .24+
Ca .10 .11 .23 .46 .10 .29 -.07 .15
Y II .09+ -.18+t -.07% 167 .14 241 -.18%
Sc .18 .14 .29 .25 .62 .71t L12% 547
Sc IT .18 .28 .29 .12 .21 .37 .44 .23
v , 24 .28 .29 .78 .41 .72 .16 .55
Cr .16 .15 .21 .30 .04 .35 .00 .27
Cr IT .12 .29 .42 .41 .73 .32 .53
Ti .20 .05 .08 .47 .16 .31 -.02 .25
Ti II .22 .29 .37t .23% .09t .35+ .23% .30%
Zr .18+t .06+ -.04 .26 L1l .28 -.10 .18"
Mn .24% .14+ .29t .92+ .25% .89+ .1l0% .54+t
Mg .13 .10 .19 .35+ .00+ .491+ -.05+ .16+
Fe (1) .11 .00 .04 .00 -.03 .20 -.17 -.01
Fe (4) .22 .08 .09 .10 .09 .24 ~-.07 -.01
re® .18 .05 .07 .07 .05 .23 -.10 ~-.01
Fe II .16 .14 .19 .03 .10 .20 .13 .14
Si .15 .17 .22 .19 .12 .34 .23 .20

*Abundances are expressed logarithmically relative to the

sun.
+Abundance has low weight.

§Fe is the mean of the abundances from the high and low e.p.

lines, with Fe(l) given 1/3 weight.
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GIANT MODEL ATMOSPHERE ABUNDANCES*

o Ari HD112127 18 Lib A 16 Aur v UMa 6 CMa 6 UMi
T .. 4650 4600 4550 4250 4200 3900 3750
log g 2.4 2.3 2.3 2.1 2.1 1.9 1.7
v, 1.6 2.4 2.0 1.6 1.9 1.7 1.9
Na -.10 .25 .72 -.19 .04  -.41 .39
Ba II .59+  .30% .41+ .16+ 1.12+  .41f .81t
Cca .06  -.01 .21 -.19 =-.13  -.46 -.08
Y II  ~-.06 .06  -.50% .33+ .44+t
sc -.07+  .51% .34+ -.13+% -.83+ -.19%
sc II .05  -.05 .21 .18 .38 .24 .58
v .17 .54 .37 .01 .12 04 .41
Cr -.29  -.01 .20 -.51 -.37  -.35 .04
cr 1T .37 .79+ 324 .51 .57 .95+ 1.35%
i -.01 .14 .09  -.19 ~.21  -.28 -.0lt
Ti IT .41t -.23% .26 .42+ 1.18+ .64+ 1.18%
7r ~.19 .04 -.08  -.83% -.32  -.86 -.48
Mn .10+ .48% 324 -.50+ =-.03f ~-.06% .56t
Mg -.15¢  .19% .23+ -.03+ -.17f .17t .31%
Fe (1) -.25  -.13 .01 -.41 -.16  -.35 .26
Fe (4) -.19  -.07 .02  -.39 -.20  -.09 .17
re¥®  -.21  -.09 .02  -.39 -.19  -.22 .20
Fe II .13 e .17 .32 .48 .82 1.42
si .19 .14 .21 .02 .31 .48 .73

*Abundances are expressed logarithmically relative to the

sun.

+Abundance has low weight.
§Fe is the mean of the abundances from the high and low e.p.
lines, with Fe(l) given 1/3 weight.
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order to force equality of the ions and neutrals, while in
the present method the temperatures were derived independ-
ently. It should be noted that the "effective temperatures™
used in the two methods are both nominal (i.e., are not dir-
ectly related to the total emitted flux although the Tosf in
the Cayrel and Jugaku models comes closer to bein§ so), and
while the Atlas Teff is a characteristic temperature of the
continuum forming regions, such is not the case with the
Cayrel and Jugaku models. In fact the energy distributions
from the two sets of models will be equal if the Cayrel and
Jugaku Teff is decreased by 7%. Thus, even though the same
Teff is obtained for £ Boo A by the two methods, the Cayrel
and Jugaku model is hotter by N 300° in the weak line and
continuum forming regions. With this in mind, it is seen that
consistent results are obtained by the two methods.

Looking now at the giant abundances (Table 11) we find
the same discrepancies between the ions and neutrals as in
the dwarfs, although the situation is not too bad for stars
of earlier type than 16 Aur (K3 III). In fact the neutral
and ion abundances agree nicely in 6! Tau, while for HR 8924
a slight underabundance is even derived for the ions. The
latter result indicates that HR 8924 may belong to luminosity
class III - IV, a conclusion which appears reasonable also on

the basis of the absolute magnitude data (see Chapter II).

A comparison with the rough analysis (Table 9) shows good
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agreement for the hotter stars, but for the cool stars the
rough analysis predicts much lower ion abundances; the abund-
ances of neutral elements that are mostly ionized even at low
temperatures (e.g., Na and Ca) are in fair agreement for all
the stars, however. The differences are, of course, due to
the fact that in the rough analysis the Fe I and Fe II abund~
ances were forced to be equal, thereby providing a relation-
ship that allows the derivation of the electron pressure; as
noted previously the derived P, is extremely low for stars
cooler than 18 Lib A, which implies that the spectroscopic
gravity will also be very small.

As a next step, the gravity in the Atlas models was
varied in order to force equality between the ions and neu-
trals; Tables 12 and 13 show the results.

The procedure involved an estimate of the gravity change
required for each new model, the calculation'bf the approp-
riate model, and the derivation of a new set of abundances
(which showed much better agreement between the neutrals and
ions). Instead of now generating another complete set of
models to remove any small discrepancies, the following method
was employed. 1In all the models the weak line strengths vary
as (a-g)a, where a is the abundance of the electron donors
and a = 0.5 for the ions and o = O for lines of neutral ele-
ments that are mostly ionized. A grid of values of a was cal-

culated for various temperatures and gravities for several
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TABLE 12

ABUNDANCES* WITH FORCED EQUALITY OF IONS AND NEUTRALS

(YELLOW-RED SPECTRA)

£ Boo A 70 Oph A p! Cnc 14 Her o Dra 54 Psc
Teff 5600 5500 5400 5400 5300 5300
log g 3.8 3.9 3.6 3.8 3.7 3.8
log a® -.3 .0 .2 .2 -.3 -.2
Na -.23 .17 .46 .54 -.12 .13
Ba II -.14 -.19 -.11 .03 -.21 -.14
Ca -.08 .10 .24 .33 .03
Sc -.22% .00+ .21 .29 -.04
Sc II -.31 -.01 .06 .30 -.27
\Y% -.28 .07 .30 .37 .02
Cr -.17 .01 .16 .15 -.13
Cr II -.25% L02%F .07 .16 -.16%t
Ti -.19 -.04 .20 .25 -.02
Ti II -.43 -.18 .06 .16 ~.26
Mn -.40 -.06 .17 .40 -.17
Mg -.17% . 09% .20 .28+ -.13%
Fe (1) -.37 -.18 .04 .13 -.41 -.28
Fe (4) -.30 -.14 .06 .15 -.29 -.21
Fe® -.32 -.15 .06 .15 -.33  -.23
Fe II -.23 -.05 .11 .20 -.31 -.14
Si -.27 .00 .22 .20 -.10
: a = mean of Fe, Mg, Si abundances.

*Abundances are expressed logarithmically relative to the

sun.

t+Abundance has low weight.
§Fe is the mean of the abundance from the high and low e.p.
lines, with Fe(l) given 1/3 weight.
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Table 12 (continued)

DWARF ABUNDANCES* WITH FORCED EQUALITY OF IONS AND NEUTRALS
(YELLOW-RED SPECTRA)

e Eri HR 6806 HR 8832 HR 1614 61 Cyg B @
T 5150 5000 4800 4900 3850
log g - 3.6 3.3 2.7 3.2 1.2
log a® -.2 -.3 -.3 .0 -1.3
Na ~.02 -.15 .09 .53 -.64
Ba II ~.13  -.63 ~.58 -.03  -1.86
ca 01 -.16 .06 .19 -.78
sc ~.154¢ -.27+ .03+ .06+  -.53
sc II -.32  -.51 -.70%  -.16
v -.04 -.23 -.18 .34 -1.32
Cr -.14 -.43 -.16 .06  -1.14
cr II -.07 -.47 -.28+
T4 -.15  -.27 -.24 .05  -1.16
TioTI -.35  -.60 ~.34f  -.03
Mn -.28  -.80 -. 46 -.18  -1.58+
Mg .00+ ~-,11+ - 174 J17+  -1.28%
Fe (1) -.43 -.64 -.77 -.27  -2.16
Fe (4) ~.25  -.44 - 45 -.10  -1.44%
pe’ -.28 =-.50 -.51 -.03  -1.92
Fe II -.20  -.30 -.49 01 -.71%
si -.25 -.36 ~.40 .01 -.97+

a = mean of Fe, Mg, Si abundances.

*Abundances are expressed logarithmically relative to the
sun.

+Abundance has low weight.

§Fe is the mean of the abundance from the high and low e.p.
lines, with Fe(l) given 1/3 weight.

ttlog g has been determined from blue plate data.
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TABLE 13

GIANT ABUNDANCES* WITH FORCED EQUALITY OF IONS AND NEUTRALS

8l1Tau y Tau € Tau HR 8924 11 Cep o Ser v Aur u Leo
T ff 5150 5050 5050 4900 4800 4750 4750 4650
log g 2.5 2.3 2.2 2.7 2.3 2.0 1.9 1.9
log a‘ .2 .1 .1 .2 .0 .3 -.1 .1
Na .17 .33 .28 .66 .20 .57 .10 .43
Ba II 571 .39% «31% 241 «30% .55¢% .09t .08+t
Ca .10 .11 .23 .46 .10 .29 -.07 .15
Y II .09+ ~-.31+ =-.24% .07+ .06+ =-,061 -~-.34%
Sc .18 .14 .29 .25 .62% 714 12+ .54+
Sc II .18 .15 .12 .25 .12 .29 .15 .07
v .24 .28 .29 .78 .41 .72 .16 .55
Cr .16 .15 .21 .30 .04 .35 .00 .27
Cr 1II .12 .16 .24 .32 .65 .04 .36
Ti .20 .05 .08 .47 .16 .31 -.02 .25
Ti II .22 .16 .19+ .37+ .00+ .27t ~-.05% .13t
Zr .18+ .06t ~.04 .26 .11+t .28 -.10 .18%
Mn .24+ 137 .27% .93+ .23+ .88+ .08+ .51%
Mg .13 .08 .17 .36 -.02% .48+ -.07+% .13t
Fe (1) .11 -.02 .00 .04 -.07 .19 -.22 -.06
Fe (4) .22 .06 .06 .13 .07 .23 -.12 -.06
Fe® .18 .03 .04 .10 .02 .22 -.15 -.06
Fe II .16 -.01 .00 .15 .00 .12 -.15 -.03
Si 15 0 .11 .13 .26 .07 .29 .07 .09
: a = mean of Fe, Mg, Si abundances.
*Abundances are expressed logarithmically relative to the
ngﬁédance has low weight.
§Fe is the mean of the abundance from the high and low e.p.

lines, with Fe(l) given 1/3 weight.
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Table 13 {(continued)

GIANT ABUNDANCES* WITH FORCED EQUALITY OF IONS AND NEUTRALS

oo Ari HD112127 18 Lib A 16 Aur v UMa 6 CMa 6 UMi

T, er 4650 4600 4550 4250 4200 4000 3850
log g 1.6 2.0 1.9 .7 .7 .3 -.5
log a® -.3 .0 .1 -.5 -.4 -.5 -.4
Na -.10 .25 .72 -.19 .04 -.27 .57
Ba II .15+ .18+ .28+ -.63f .38+ -.40t -.18%
Ca .06 -.01 .21 -.19  -,13 -.29 .11
Y IT  -.51 -.07 -1.31% -.57t -.65%
Sc -.08+ .51+ .34% -. 13+ . -.69t =-.06%
Sc IT -.34 -.17 .09 -.62 -.38 =-.68 ~-.60
v .15 .54 .37 .01 .12 .06 .32
Cr -.31 -.01 .20 -.51 =-.37 -.33 =~-.02
Cr IT ~-.10 .67+ .19+ -.34 =-.23 -.23t .04t
Ti -.03 .14 .09 -.19 ~-.21 -.18 .08
Ti IT -.06+ -.35% .13 -.43% .38t ~-.33%f -.13%
Zr -.21 .04 -.08 -.83+ -.32 -.71 ~-.33
Mn -.01% .46+ .29+ -.74t ~.26+ ~-.47t -.02%
Mg -.26% L17% .20% -.27+ =~-.40t -.27t ~-.31%
Fe (1) -.42 -.17 -.06 -.86 -.54 -,92 -.57
Fe (4) -.34 -.10 -.06 -.72 =.53 ~-.69 -.55
re’  -.37 -.12 -.06 -.77 -.53 =-.77 -.55
Fe II ~.42 -.10t .01 -.78 -.56 -.81 ~-.49
si -.25 .06 .13 -.56 =.23 -.47 -.30

a = mean of Fe, Mg, Si abundances.
*Abundances are expressed logarithmically relative to the
sun.
tAbundance has low weight.
§Fe is the mean of the abundances from the high and low e.p.
lines, with Fe(l) given 1/3 weight.



100

ions and neutrals and this was used to derive the final value
of asg (a is completely equivalent to g in the effect on the
abundances) .

An attempt was made to determine the accuracy of the de-
rived spectroscopic gravities. In the most favorable cases
(the hottgst stars) the accuracy of the relative shifts in the
neutral and ion curves of growth is expected to be about .10
dex (averaged over the Fe, Ti, and Cr neutral-ion pairs),
while for the coolest stars the value is around .20 dex.
Errors of this size will result in uncertainties in log (a‘*g)
of .2 and .4 dex, respectively. In addition, errors in the
assumed temperatures will also produce errors in the derived
gravities. For example, the use of Hayes' calibration of
Vega would increase the scanner temperatures by slightly less
than 2%, which would result in somewhat lower ion abundances;
the effect is a systematic increase of .2 to .3 dex in the
derived values of the spectroscopic gravity. The total error
in the derived gravities is thus expected to be between .4
and .7 dex for the hottest and coolest stars, respectively.

Taking the above errors to be in the most favorable
sense (i.e., in the direction of too small derived gravities)
it is seen that for the giants the gravity begins to be un-
acceptably low at T = 4250 K, while in the case of the dwarfs
the values are all too low, particularly for T < 5150 K. HR

8832, for example, has a spectroscopic gravity characteristic
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of a giant.

It was thought that some error might have been introduced
into the foregoing analysis by the scarcity and relative weak-
ness of ionized lines in the yellow-red spectral region, par-
ticularly in the case of the dwarfs. An analagous analysis
was therefore carried out for most of the dwarfs based on line
measurements on tracings of blue plates. Equivalent widths of
neutral and ionized Fe, Ti, and Cr were measured in the wave-
length region longward of 4500 R on IIa-0 plates; line blend-
ing is serious even in this region of blanketing minimum and
the continuum is rather poorly defined for the cooler dwarfs.
Nonetheless, many ionized lines could be measured even in 61
Cyg B, although the region longward of 4700 & had to be elim-
inated due to the extremely strong MgH absorption. Table 14
shows the results, which show fairly good agreement with the
numbers obtained by means of the previous analysis. The
largest difference is in the value of the gravity for HR 8832,
put for the stars as a group there is no systematic trend
toward higher gravities.

There does, however, appear to be a slight difference in
the abundances, in that somewhat lower values are derived for
Ti and Cr from the blue spectra. In the case of Fe, however,
there is good agreement, and since the Fe curve of growth is
the best determined it seems probable that there is no large
difference in the photometry of the blue and yellow—réd

regions.
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TABLE 14

DWARF ABUNDANCES* WITH FORCED EQUALITY OF IONS AND NEUTRALS

(BLUE SPECTRA)

Teff log g Fe Fe II Ti Ti II Cr Cr II
§ Boo A 5600 3.9 -.36 -.42 -.48 -.45 -.30 -.28
70 Oph A 5500 3.9 -.11 -.17 -.10 -.08 -.10 .08
p! Cnc 5400 3.5 .16 .04 .08 .12 .15 .26
14 Her 5400 3.4 .26 .19 .20 .21 .24 .42
HR 8606 5000 3.3 ~-.50 -.56 -.55 -.58 -.45 -.26
HR 8832 4800 3.4 -.44 -.37 -.47 -.56 -.42 -.29
HR 1614 4900 3.1 -.05 .—.18 .07 .24 .24 .32
61 Cyg B 3850 1.2 -1.56 -1.28 -1.48 -1.89 -1.07 ~-1.17

*Abundances are expressed logarithmically relative to the sun.
The overall metal abundance, log a, is the same as in Table 13.
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Inspection of the tables reveals that the effect of a
change in the gravity on the abundances derived from neutral
lines of mostly ionized elements is extremely small. Fe, Si
and Mg, the main electron donors, all have high ionization
potentials, however, so that their abundances are more or
less gravity dependent. For the three coolest stars (61 Cyg
B, & CMa, and 6 UMi) the gravity change is so large that a
difference in the emergent flux distribution of the corre-
sponding models becomes evident, necessitating a slight in-
crease in the value of Teff in order to maintain agreement

with the scans.

f) Stellar Masses

It is of some interest to determine what masses are im-
plied by the derived gravities. The surface gravity, ex-
pressed relative to the solar value, is given by
(3) 1log (g/g@) = log (M/M®) + 4 log (Te/Te®) + .4(Mb—Mb®)
where Te denotes the true effective temperature, as opposed
to the nominal T_c.. The differences between the two temper-
atures are expected to be fairly small, so that Teff could be
used in equation (3) with little attendant error. It was de-
cided, however, to calculate true effective temperatures for
at least some of the program stars, using the general proced-

ure employed by Oke and Conti (1966).
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The method involves a measurement of the total flux

blocked by the absorption lines, whereupon Te is given by

Te = Tegs (F/Fc)%
where F is the total flux from the star and Fc is the flux
from the line-free model that best fits the continuum between
the lines. The flux ratios were obtained by superimposing
the scanner points directly on the emergent flux distribution
curve of the appropriate model, the fit being achieved by
means of the de-blanketed points. The scanner wavelengths
cover the region AX4000~10800, where the data of Taylor (1970)
and ST were used for A<5000 A. In order to obtain information
on the absorption further in the infrared the equivalent
widths of features in the AA11400-25130 region of Arcturus
measured by Montgomery et al. (1969) were summed and converted
to n's (blocking fractions) covering 500 R intervals. Al-
though the CO bands are guite strong, the fraction of total
flux removed remains rather small, particularly since the
energy curves of K stars are fairly low in the region of max-~
imum line strength (2.4u). Since there is no scanner data
for A<4000 R the blanketing in this region was set equal to
that obtained for the 30 X passband centered on 14227 of Ca I.
Effective temperatures were calculated for four stars
(p! Cnc, HR 8832, uy Leo, and 6 UMi), and since the correc-

tions to the nominal Teff were small in each case (= 3%) the
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values of Te for the remaining stars were simply obtained by
interpolation. The results (Table 15) are in excellent
agreement with those of Oke and Conti (1966) when proper
account is taken of the different absolute calibrations of
Vega that were used. The interhal error in log Te is ex-
pected to be about 0.006 dex (75K at T =5000 K); systematic
errors may well be somewhat larger, but this will not alter
any of the conclusions reached here. Figure 19 shows the
energy curve for u Leo, with the scanner points and the
absorption from CO included. It is apparent that the bulk
of the radiation is in the near infrared, which reduces the
effect of the strong absorption in the blue and visual
regions.

The absolute magnitudes of the dwarfs were calculated

by means of the parallaxes published in the General Catalogue

of Trigonometric Stellar Parallaxes (Jenkins 1952), with

accuracies better than 0.1 mag in most cases. The trigono-
metric parallaxes of the giants are much too uncertain for
all but a few of the nearest stars, i.e., o Ari and o Ser;
however, H and K line magnitudes for several giants were
kindly provided by Dr. Olin Wilson, and in a few cases the
reversal widths were measured by the writer. Bolometric
corrections were obtained from Johnson (1966).

The masses, calculated by equation (3), are given in
Table 15 along with the relevant data. Effective tempera-

tures based on Johnson's (1966) wvalues of Te vs. R=I1 are
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Fig. 19.--Line blanketing in u Leo relative to the adop-
ted Atlas model. The blanketing in the far infrared is
from the data of Montgomery et al. (1969) for Arcturus.
Note the rather small effect of the heavy blanketing in the
blue on the total emergent flux.
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TABLE 15

SPECTROSCOPIC MASSES AND EFFECTIVE TEMPERATURES

STAR Te Te(J) Mv B.C. log g M/M®
£ Boo A 5450 5.35 -.05 3.8 .2
70 Oph A 5310 5440 5.39 -.12 3.9 .3
p! Cnc 5180 5340Q 5.29 -.12 3.6 .2
14 Her 5180 5340 5.64 -.12 3.6 .1
g Dra 5120 5290 5.94 -.12 3.7 .1
54 Psc 5120 5390 5.84 -.12 3.8 .2
e Eri 5000 5000 6.14 -.22 3.6 .1
HR 6806 4850 4920 6.30 -.26 3.3 .05
HR 8832 4650 4760 6.48 -.33 3.1 .03
HR 1614 4750 4920 6.30 -.26 3.2 .04
61 Cyg B 3650 3900 8.35 -.90 1.2 .0004
6! Tau 5000 .80 -.20 2.5 1.0
Y Tau 4900 .80 -.20 2.3 .8
e Tau 4900 4810 .54 -.24 2.2 .7
HR 8924 4700 3.2% -.26 2.7 .2
11 Cep 4650 4680 1,.3* -.32 2.3 .6
o Ser 4560 4580 1.18 -.36 2.0 .4
v Aur 4610 4580 A -.36 1.9 .7
U Leo 4440 4460 .4+ -.42 1.9 .7
o Ari 4500 4300 L2XH -.42 1.6 .4
HD 112127 4400 4460 41t -.44 2.0 1.0
18 Lib A 4370 4370 1.588§ -.47 1.9 .3
16 Aur 4130 4090 —o 3w -.72 .7 .2
v UMa 4080 4100 -. 7% -.70 .7 .2
6 CMa 3780 3960 .38 -.86 .3 .05
6 UMi 3660 3820 ~1.08 -1.04 -.5 .04

Wilson (1971)
* K-line magnitude measured by the writer

§ Mean of K-line and trig. parallax

§8 Bidelman (1958)
++ Blaauw (1963)
** Trig. parallax
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included for purposes of comparison with the temperatures
derived in this work.

It is apparent that the low spectroscopic gravities
have resulted in unacceptably low masses. In fact, two of
the visual binaries, £ Boo A and 70 Oph A, have well deter-
mined orbits and, therefore, reliable masses of 0.83 and
0.89M@ respectively (Harfis et al. 1963); comparison with
Table 15 reveals that the spectroscopic masses are lower by
factors between 3 and 4. A judicious stretching of the
possible errors can explain away the discrepancies in this
case, but the situation gets completely out of hand for

slightly cooler stars.

g) Molecular Bands

Information on surface gravities can be obﬁained from
luminosity sensitive molecular bands; for éxample, CN and C2
are both known to correlate positively with luminosity while,
on the other hand, MgH exhibits a negative correlation. The
difficulty in working with CN is that it is necessary to use
the lines in the infrared CN red system in order to avoid
the heavy blanketing which is present throughout the spectral
region occupied by the CN violet system. The SMR stars all
possess enhanced CN absorption, but their spectroscopic
gravities are no lower than those of the comparison stars,
leading to the conclusion that nitrogen may well share in
the metal enrichment in these stars. The work of Greene

(1969) on o Ser also supports this interpretation.
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An article on C2 Swan band strengths in p! Cnc, 14 Her,
and 70 Oph A by Greenstein and Oinas (1968) is reproduced in
the Appendix. The results show that the enhanced 02 absorp-
tion in p! Cnc and 14 Her can be explained on the basis of
dwarf model atmospheres with equal carbon and oxygen abun-
dances, while the C/0 ratio in 70 Oph A is only slightly
higher than in the sun. Subsequently, an attempt was made
to measure C2 lines in the K2 dwarf HR 6806, but the band
proved to be much too weak, in keeping with the interpreta-
tion, based on Schadee's (1968) models, that the star has a
gravity characteristic of a dwarf and normal metal abundances.

The spectroscopic gravity of HR 8832 (log g = 3.0) is
low enough to approach a giant of the same spectral class.

It was therefore decided to compare the strength of the MgH
(0,0) band near 5180 A with that of the giant star 11 Cep,
which has the same effective temperature and a spectroscopic
gravity of log g = 2.3. Several lines in Schadee's (1964)
list were measured in the region between 5050 and 5200 R.
Line blending and uncertainties in the placement of the con-
tinuum are severe in this region, but these effects should
cancel out to some extent in a differential comparison of the
two stars. Rotational line strengths SK were calculated from
formulae.in Schadee (1964) and the usual graphs of log WK/SK
vs. K(K+1l) were constructed. Although the scatter was fairly

large, particularly for HR 8832, the band intensity log WO/So
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turned out to be 2.0 % 0.3 and 1.0 + 0.2 respectively for
HR 8832 and 11 Cep; i.e., the ratio of the number of MgH
molecules "above the photosphere" in the two stars is ten

to one. In order to compare this result with the model
predictions the following simple one-layer approximation was
used. The number of molecules N above the atmosphere is

given approximately by

TP

K MHng

Introducing the dissociation constant K(T), where

K(T) = Mg H
PMgH
and assuming that fi = 1.27 and NMg/NH = 3.2 x lO-5 the

following expression is obtained:

T Pg (l—X)
K K (T)

(4) N(MgH) = 1.2 x 10%°

where x is the degree of ionization of Mg. Values of Pg, K,
~and T were obtained from the (4800, 4.4) and (4800, 2.6)
models at (Rosseland) optical depths of 0.06, 0.12, and 0.22;
three points were chosen in order to determine what effect
the exact choice of the "representative point" would have on

the derived values. The dissociation constants K(T) were

obtained from Tsuji (1964). The values of N(MgH) turned out
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to be 5.5 x 10'%, 7.5 x 10'%, and 8.3 x 10!°® for the dwarf
atmosphere, and 9.5 x 10'*, 1.1 x 10?°%, 1.1 x 10*° for the
giant. Assuming that the mean depth of formation of MgH
eould be different in the two stars, the maximum and minimum
ratios of the number of molecules above the photosphere turn
out to be 8.7 and 5.0 respectively. When compared with the
empirical.ratio of 10 it is seen that a gravity difference
larger than 1.8 dex is required to explain the relative
strengths of MgH. It appears, therefore, that the spectro-

scopic gravities in the cool dwarfs are much too low.

h) The H-R Diagram

An H-R diagram for the program stars, constructed from
the data in Table 15, is presented in Figure 20. It was
decided to employ Te as the abscissa instead of the usual
B~V since the latter is sensitive to metal abundances. Also
included in the diagrams are loci of the old galactic clus-
ters M67 (Sandage 1955) and NGC 188 (Sandage 1962), in addi-
tion to a plot of cool stars in the solar neighborhood with
m>0Y050 and R-I colors in the literature; a list of nearby
field stars with accurate parallaxes was obtained from Arp
(1958) . The B~V colors in the published cluster diagrams
(corrected for reddening) were transformed to R-I via
Johnson's (1966) calibration and thence to the T of Table 15

by means of the R-I vs, log Te relation for the program stars
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Fig. 20.--H-R diagram for the program stars and nearby
field stars with accurate parallaxes. Note the tendency
of the SMR giants to lie near the old open cluster loci.
Note also the positions of the SMR dwarfs on the upper

bound of the main sequence.
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(Figure 21). The zero age main sequence of Johnson and
Iriarte (1958) is also included in the diagram. The positions
of HD 112127 and 6 UMi are rather uncertain, the absolute
magnitude of the former being estimated from Blaauw's (1963)
calibration and the close spectral similarity to u Leo,
while in the case of the latter the K line and the trigono-
metric parallax give highly discordant absolute magnitudes
(-1.4 and 1.5 respectively). The width of Ha (greater than
that of any other star in the program) and the presence of
fairly strong H and K reversals, however, argue against
placing 6 UMi among the group of extremely old and underlum-
inous stars. Greater weight was therefore given to the K
line magnitude than to the rather small and uncertain trigo-
nometric parallax (0Y019).

An inspection of Figure 20 reveals various interesting
features. First of all, a comparison of the positions of
the Hyades giants with Iben's (1964) evolutionary tracks
(transformed to the Mv' log Te plane) yields a mass on the
order of 2.5 M®. However, the SMR giants, with the possible
exception of 6 UMi, lie near the loci of the o0ld open clust-
ers M67 and NGC 188, and can therefore be presumed to possess
masses in the neighborhood of 1 M® (Demarque 1968), particu-
larly’since the ST scans indicate close composition similar-
ities between the cluster and field SMR giants. It is inter-

esting to note that Demarque (1968) is able to obtain a
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detailed fit between his models and the H-R diagram of NGC
188 only by assuming a metal abundance that is twice solar.
The fact that the SMR giants appear to be o0ld and under-
luminous was also notea by 8T. As in the case of the hotter
dwarfs, the errors in the early K giant spectroscopic

masses are large enough not to rule out agreement with the
expected masses; but, just as with the dwarfs, the differ-
ences become huge with later spectral types.

Another feature in Figure 20 is the fact that the SMR
dwarfs lie near the upper bound of the stars defining the
main sequence. The large spread in absolute magnitudes for
stars with the same temperature has been noted by Taylor
(1970) , who ascribes the effect to possible variations in
helium abundance. It is well known that the position of a
star above or below the main sequence is dependent on the
chemical composition (cf. Demarque 1967, Cayrel 1968), in
the sense that a metal-rich or helium-poor star will be
brighter than a metal-poor or helium-rich one with the
same effective temperature, provided that other factors such
as convection do not change. Figure 22 represents an H-R
diagram, on a larger scale, of the program dwarfs and those
dwarfs found by Taylor to be SMR that have more than one
parallax determination in the literature. Included are
also the main sequences calculated by Demargque (1967) for
various compositions, as well as the locus of NGC 188. The

latter is included only as an aid in visualizing the
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Fig. 22.--Positions of SMR and normal dwarfs on the main
sequence. Demarque's (1967) theoretical main segquence loci
are labeled by their values of X and Z (fractional abundan-
ces of hydrogen and the metals). The zero age and present
day locations of the sun are also included. Note the
strong tendency of the SMR dwarfs to lie high on the main
sequence. The highest lying comparison star, HR 8832, has
line indices comparable to the Hyades dwarfs in Taylor's
(1970) diagrams.
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relationship with Figure 20 - its position on the vertical
scale is dependent, of course, on the assumed chemical
composition. The transformation from Taylor's temperature
index [6620] to log T, was effected by the transformation
[6620] -+ (R-I) - 1log T_,. A glance at Figure 22 reveals that
the SMR dwarfs all lie gquite high on the.main sequence,
although the error bars are rather large in some cases. For
example, 54 Psc lies lower than p! Cnc, a result which is
consistent with the abundances derived here. HR 8832 also
lies rather high, in keeping with its position near the
Hyades in Taylor's line strength diagrams, although the
abundances derived in the present work are a bit lower; the
presence of the large gravity defect in this star, however,
renders the results of the analysis rather suspect.

Taylof (1970) has constructed an H~R diagram for those
dwarfs in his program having accurate parallaxes, but claims
to find no correlation between metal abundance and height
above the main sequence. However, of the ten stars listed
by him as lying more than three probable errors above the
fiducial Hyades main sequence three are SMR, two (HR 8832
and HD 160346) have above average line blocking in several
passbands, two (¢ Boo A and ¢ Dra) are in the present pro-
gram and are found to lie substantially below the metal-rich
stars and two (12 Oph and HR 5568) have [6620] indices
(used as the abscissa in Taylor's diagram) that are much

too red for the published R-I colors. A rough correlation
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between metal enhancement and height above the main sequence
appears, therefore, to exist, although a quantitative assess-
ment of the effect is not possible due to the presence of
large probable errors in many of the parallaxes.

The data does not rule out the possibility that varia-
tions in helium content may be responsible for some of the
luminosity dispersion in Figure 22. Even a rather small var-
iation in the helium abundance can have a large effect on the
relative luminosities; according to Faulkner's (1967) quasi-
homology relations, a reduction of the helium abundance by
number from 0.1 (the value used in the models) to 0.0 results
in a brightening of 0.8 mag. The effect on the stellar spec-
trum, however, is practically negligible — calculations with
a 5500 X hydrogen-rich model show that changes in ion and
neutral weak line strengths amount to only 0.02 and -0.04 dex
respectively, with no difference in the emergent continuum.

Evolutionary brightening for K dwarfs is probably negli-
gible due to the large time scales required. Even increasing
the helium content by substantial amounts will not have a
very large effect on the time that it takes a star to reach
the turn-off point on the main sequence (cf. Faulkner 1967).
Moreover, a high helium abundance increases the effective
gravity in a stellar atmosphere, and would therefore increase
the observed gravity defect in the program stars. In addi-

tion, if it is assumed that the SMR dwarfs are evolved
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helium~rich stars, one would expect the neutral 1line
strengths to increase uniformly — a circumstance that is
contradicted by the results obtained here.

i) Discussion of Previous Work

Model atmosphere analyses have been performed by other
observers for some of the stars in the program; it is ob-
viously of interest to compare the ion and neutral abundances
deduced by them with the results of the present work.

G. Cayrel (1966) has analyzed HR 8832 by means of the
Cayrel and Jugaku (1963) models, utilizing spectrograms with
dispersions of 13 i/mm in the yellow-red and 10 Z/mm in the
blue. The gravity was assumed to be 4.5 in the log from the
outset, while the temperature was obtained from calculations
of the profiles of the Na-D and Mg triplet lines and the cal-
ibration of Oke and Conti's (1966) (ee)c vs, R-I, where (ee)c
is the temperature of the model that best fits the flux be-
tween the lines. From these considerations a value of eeff
= 1.07 was adopted, although the calculated weak line stergths

show that a model with ee = 1.05 was actually used in de-

ff
riving the abundances. It turns out, however, that the eeff

in the Cayrel and Jugaku models is quite different from the
(ee)c of the Swihart and Fischel (1960) models that were
used by Oke and Conti. In fact, a direct comparison shows
that the latter are very similar to the Atlas models and, in

fact, that (ee)C = 8 (Atlas). The use of (ee)c in the

eff
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Cayrel and Jugaku models therefore results in a temperature
that is too high by about 325 K in the continuum and weak
line forming regions; in fact, a temperature of eeff (Cayrel)
= 1.125 is needed to match the observed flux in the contin-
uum.

Even with the adopted temperature, however, the abund-
ance derived from Fe II is greater than that for Fe I by 0.28
dex. The abundance from Ti II is greater than that from Ti I
by only 0.08 dex; however, the theoretical curve of growth
has been drawn through the Ti II points so as to yield a
minimum value for the abundance. Indeed, if the curve is
passed through the middle of the scatter of points defining
the moderately strong line region (there are no weak lines)
an overabundance of about 0.25 dex is obtained. The strong
lines should actually fall below the neutral-line curve of
growth, as will be seen in section 3), which increases the
discrepancy even further. The discrepancy for Zr I, II is
0.75 dex while that for Sc I, II is 0.02 dex; both values are
of low weight, however, since only a few line measurements
are available. The abundance of La from only one line of
La II is 0.70 dex relative to the sun.

The above discrepancies point to the conclusion that
either the temperature of the model is too low or the gravity
is too high. However, as was seen above, the temperature is

already much too high, leaving as the only alternative a
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drastic reduction in the gravity. This is in complete
agreement with the results of the present work.

G. Cayrel (1966) has also analyzed a group of K giants
relative to the standard e Vir. It is of some interest that
the spectroscopic gravities of the two coolest ones, HD 6833

and ¢ Aur, turn out to be unexpectedly low: 1.3 and 1.0 dex
respectively. The R-I colors of these stars, on Johnson's
system, are 0.64 and 0.72, which imply effective temperatures
of approximately 4280 and 4020 K respectively. A comparison
with Table 15 indicates that HD 6833 is cooler than 18 Lib A
by about 100 K, while ¢ Aur has roughly the same temperature
as v UMa. It will be remembered that it was for stars cooler
than 18 Lib A that the gravity defect in the giants became
unacceptably large; Mrs. Cayrel's results provide good
confirmation of this result.

Strom et al. (1971) have published an analysis of
several K giants, including y Tau, € Tau, U Leo, and ¢ Aur.
The models employed by them were generated by Atlas and are
therefore similar to the ones used here. The plate material
and line measurements that were used were not homogeneous,
however, and small systematic errors might therefore be
expected.

The derived parameters for the two Hyades giants are in
reasonably good agreement with the values obtained here; in
particular, the gravities differ by only about 0.2 dex. The

microturbulence derived by Strom et al. is much too high in
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all the stars, however, since V_ was obtained by matching

t
the calculated curve of growth of the unblanketed model

atmosphere with the empirical curve. Since the line free
model predicts strong lines that are always too shallow the
resultant Vt will be much too large. The parameters for

1 Leo are somewhat different from the values derived here,
the temperature and the gravity obtained by Strom et al.
both being higher by 100 K and 0.7 dex, respectively. It
should be noted that the temperature and gravity obtained by
Strom et al. were both derived spéctroscopically, with no
use made of the information on the colors; in fact, Strom
et al. state that their temperatures for the SMR stars

might be a bit too high. A reduction of the temperature of
U Leo by 100 K necessitates lowering the gravity by almost
0.4 dex in order to preserve equality between the abundances
from the ions and neutrals. This results in fairly good
agreement (within a factor of two) with the gravity derived
here,

The gravity obtained by Strom et al. for ¢ Aur is 2.0
in the log, much higher than the value from Mrs. Cayrel's
analysis. However, only two Fe II lines were used by Strom
et al. in deriving the spectroscopic gravity, while Mrs.
Cayrel employed 16 lines of Fe II and 21 of Ti II; much
greater weight must therefore be given to her result. A

reduction of the model temperature used by Strom et al.

(T = 4500 K), which is much too high for the published
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infrared colors, will also substantially lower the
gravity.

An analysis of u Leo and ¢ Aur has just been completed
by Vaziaga (1971). The effective temperature and the gravity
were determined from profiles of strong metal lines (Na I,
Mg I, and Fe I), the ionization equilibrium, and mass
estimates based on the positions of the stars in the H-R
diagram. The use of line profiles for obtaining model
parameters is open to some criticism, however, since the
uncertainty in the placement of the continuum for stars of
type K2 III or later renders the wing profiles of all except
possibly the Na D lines highly uncertain. The Mg triplet,
particularly, lies in a region of heavy blanketing where the
plate sensitivity is changing very rapidly. As for the Fe I
lines, only a bare hint at the wing structure is available
for the lines in the green region of the spectrum used by
Vaziaga. As a result, the fitting of observed to calculated
profiles was done essentially on the basis of the line cores,
a procedure which presupposes an accurate knowledge of the
structure in the extremely tenuous regions of the atmosphere.

The effective temperatures obtained by Vaziaga are
presumably "true" effective temperatures since line-blanketed
models were constructed for each star. The temperatures and
logarithmic gravities for u Leo and ¢ Aur are 4500, 2.3 and
4200, 2.0, respectively. The agreement is quite good with

the values for u Leo derived in this work. The R-I, Te
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calibration (Figure 21), however, yields Te = 4020 for ¢ Aur,
substantially lower than Vaziaga's value.» A reduction of
the temperature by 200 K would lower the gravity to approx-
imately 1.2 dex if equal abundances are to be preserved for
ions and neutrals.

In a recent analysis of late type dwarfs, Kandel (1968)
finds that the observed wings of the Ca 14227 and Na D lines
are much too shallow for the profiles predicted on the basis
of model atmospheres. The hottest star in his program is
61 Cyg B, which requires an effective temperature of 4350 K
to fit the Na D profiles. The effective temperature of
61 Cyg B derived in this work is 3650 K, while Johnson's
calibration yields 3900 K. The discrepancies become even
larger for cooler stars. Although Kandel does not consider
low gravity models, it is apparent that a drop in the
gravity will have the effect of decreasing the strength of
the predicted line wings in the same way as a raising of the
temperature. As a way out of the difficulty Kandel postu-
lates the presence of an extra absorber, which would shift
the region of formation of the line wings to less dense
regions of the atmosphere. This will be discussed further
in section j).

Mention should also be made of the work of Krishna
Swamy (1965) on € Eri. Using the T-1 of Cayrel and Jugaku

(1963) he adopts a model with Te = 5050 K and log g = 4.56.

ff
The characteristic temperature of the continuum and weak
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line forming regions is 5400 K, which is hotter by 250 K
than the value used in the present work. 1In fact, a cal-
culation of the emergent flux from the model shows that it
is much too blue by comparison with the scans. The temper-
ature and gravity were derived by Krishna Swamy on the
basis of calculated profiles of the wings of strong lines,
a procedure that has led to the same sort of discrepancy as
found by Kandel, although to a lesser degree in this case.
It is also of some interest to note that Helfer and
Wallerstein (1968), in a curve-of-growth analysis of a
selection of twenty-seven early K giants, derive spectro-
scopic masses that are sub-solar in many cases. Only one
star, 20 Cyg K3 III, is cool enough (R-I = 0.70) to fall
into the category of stars expected to show a large
gravity defect; and, in fact, the derived gravity is rather

low, with Alog g = -0.9 relative to the Hyades.

j)} The Gravity Defect

We have seen in the previous section that the results
of other 6bservers are not in disaccord with the conclusion
that there is a temperature dependent effect which is oper-
ating to produce ion lines that are too strong by comparison
with the neutral species, the result of which is the deriva-
tion of spectroscopic gravities that are unacceptably low.
The effect becomes pronounced at approximately the same

spectral type (K2-K3) in both the giants and dwarfs, at
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temperatures where the abundant electron donors (Fe, Mg and
Si) are becoming predominantly neutral. The giants are, of
course, much cooler than the dwarfs at this point, so that
the gravity itself is playing a role in the gravity defect;
indeed, while 6' Tau has a reasonable spectroscopic gravity,
that of € Eri, a dwarf with the same effective temperature,
is too low by a factor of ten.

Agreement between the neutrals and ions can be achieved
for reasonable gravities if the temperatures of the models
are systematically increased. In the case of the dwarfs
increases of 200, 500, and 1000 K are needed for spectral
types KO0, K2, and K7, respectively, while for the giants the
correction jumps from about 100 K at type KO to 500 K at K3.
It is hard to see, moreover, how the photometric errors
could increase drastically for cooler stars. If anything,
the neglect of blanketing in the lu passbands in the fitting
of the scans to the models would be expected to yield
temperatures that are too high.

Interstellar reddening is negligible for all the stars,
with the possible exception of HD 112127, which is at a
distance of about 200 pc. This star lies very close to the
north galactic pole, however, so that the reddening can be
assumed to be minimal.

As a further check on the scans and in order to
investigate the possibility of reddening due to circumstellar

grains, the eight-color photometry of Johnson (1966) was
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converted to an absolute intensity scale using Johnson's
(1965) calibration. This calibration, based on the solar
energy curve, has been checked by Becklin (1968), who
derived practically the same numbers. The uncertainty in
the transformation coefficients beyond lu is about 10%,
while for shorter wavelengths the accuracy is considerably
better. The intensities for € Eri are plotted in Figure 23,
with the scanner points and the energy curve of the adopted
Atlas model added for purposes of comparison. The scanner
and the Johnson points have been superimposed so as to fit
at the VvV, R, and I bands. The overall agreement is quite
good, the slight depression at the K filter (2.2u) being due
possibly to the first overtone band of CO. 1In particular,
there is no indication of the presence of an infrared excess
in € Eri or in any of the other program stars.

The model atmospheres used in this work do not
incorporate the effects of the line spectrum on the atmo-
spheric structure. It is well known, however, that the
presence of absorption lines results in a drop in the
boundary temperature of a star and an increase in the
temperature of the slightly deeper layers. A quantitative
assessment of the effect in a rigorous fashion has never
been carried out, however, and reliance has always been
placed on statistical and semi-empirical blanketing schemes.

A recent set of calculations by Mihalas and Luebke (1971)
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Fig. 23--g Eri: comparison of Johnson's (1966) points
(transformed to the absolute system) with the Atlas model
(T £ = 5150 K) that best fits the scanner data. The error
ba%g correspond to 10% errors in the transformation coef-

ficients beyond 1.0 p (Becklin 1968).



132

GO

Tl
o1 (M) X/1

Gl

o¢

SLNIOd (996!) NOSNHOI e
SLINIOd Y3NNVIS o

G'0-



133

demonstrates that the backwarming effect depends essentially
on line strength and not very much on the details of line
formation; but, by contrast, the temperature drop in the

sur face layers is a sensitive function of non-LTE effects

in the lines.

In order to investigate the effect that changes in the
temperature structure would have on the predicted neutral
and ion line strengths the following atmospheres were con-
structed: model a, with a scaled solar T-1, yielding the
same continuum flux as the (4800, 4.4) line-free model;
models b, ¢, and d, similar to a, but with temperature in-

creases beginning at 1, = 0.3 and extending to increasingly

R
more tenuous layers. The logarithmic gravity was set equal
to 4.4 in all cases. The idea was to construct a set of
widely differing models, all of which would predict the
same continuum slope in the region between 0.5 and 1.0u.
The T-T of the models are illustrated in Figure 24 and the
emergent céntinua are plotted in Figure 25.

A glance at Figure 25 reveals that the continuum of
model a is virtually indistinguishable from the line-free
model, while models b, ¢, and d become increasingly bright
shortward of 1.6u. It should be noted, however, that the
slopes shortward of 1.0u all agree very well, so that the

scanner measurements made in this work would be insufficient

to separate even the most extreme of the models.
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Fig. 24.--Models constructed to yield the same continuum
slope shortward of 1.0 u as the Atlas (4800, 4.4) model:
a - scaled solar T-t; b,c,d - modifications of a. The
gravity in all the models is 4.4 in the log.
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Fig. 25.--Comparison of the emergent fluxes from the
models in Fig. 24. The zero point on the vertical scale
is arbitrary. Note the identical slopes shortward of 1.0 .
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The logarithmic weak-line strengths relative to the
line-free model are presented in Table 16 for four elements,
including the ions and neutrals used in determining the
spectroscopic gravities. It is apparent that the differences
are quite small, particularly for the ions and high excita-
tion neutrals. The effects of a chromosphere would there-
fore be expected to be rather small, unless the temperature
increase is quite substantial at fairly large optical depths
(t=0.05). In this case, however, difficulties would arise,
such as greatly reduced depths in the cores of strong lines,
extremely strong H and K emission, etc. It should be noted,
however, that the relative shifts of the ions and neutrals
in the most realistic model, a, are in such a direction as
to increase the gravity defect, since the line-free model
already predicts ion lines that are too weak relative to
the neutrals. A change in the right direction by about 0.3
in the log is predicted by model 4, but even this is much
too small, considering that the gravity defect for HR 8832
is about 1.5 dex. Variations in line strength will, of
course, be considerably larger if strong spectral lines
formed high in the atmosphere are considered, since the
line-free model will obviously predict strong lines that are
too shallow by comparison with the blanketed model a. It is
for this reason that the strong lines have been treated

merely as a means to extrapolate smoothly to the weak line
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TABLE 16

LINE~-FREE MODEL

4,

Element e. p. a b c a
Fe 1.00 .04 -.01 -.08 .14
Fe 4.00 -.02 -.04 -.05 .05
Fe II 3.50 -.02 -.01 .01 .04
Cr 3.00 .05 -.02 -.01 .17
Cr II 4.00 .03 .02 .01 .01
Ti 1.50 .13 .04 -.02 .23
Ti II 1.50 -.01 -.02 -.02 .03
Na 2.00 .05 ~-.12 .20
Na II 2.00 -.01 -.03




140

region of the curve of growth and as indicators of the
turbulent velocity. The point to remember here is that any
lowering of the boundary temperature will act to increase
the gravity defect.

Several elements possess only strong lines in the
cooler stars, and as discussed in part e) the extrapolation
to the weak-line region was performed by assuming that the
curve of growth is similar to the Fe I curve of growth with
the same excitation potential. In order to check the
validity of this procedure, curves of growth for several ion
and neutral lines were constructed for all the 4800 K high
gravity models; the damping constant was set egual to ten
times the classical value in all cases. The resulting
curves are fairly similar for all the models, with model a
showing the greatest difference in the shape of the neutral
and ion curves. Figure 26 illustrates the curves of growth
of model a for various excitation lines of Cr and Fe. It
is apparent that the difference between the ion and neutral
curves is greatest for Fe - which is reasonable since iron
is predominaﬂtly neutral, thereby accentuating the effects
of neutral-ion stratification. A set of curves was also
constructed for Na, but when proper allowance was made for
the difference in thermal velocities, these were seen to be
identical to the Cr curves - which is also reasonable since

both Cr and Na are almost fully ionized.
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Fig. 26.--Theorxetical curves of growth from the scaled
solar model (4800, 4.4) at A = 5600 Ranav, =2 km/sec.
Note the relatively large differences betweén the ion and
neutral curves, particularly in the case of iron.
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Let us now determine what abundance errors are to be
expected if the neutral Fe curves are used to extrapolate
the empirical curves of growth down to log W/A = -5.5,
which is the representative point at which all the abundances
were calculated. Obviously, if the measured equivalent
widths are all in the range log W/A = -5.5 there will be no
errors, provided, of course, that the model chosen for the
star is correct. As the lines increase in strength, however,
it is apparent from Figure 26 that increasingly large devia-
tions are to be expected. For example, the abundance derived
from 4 ev lines of Fe II near log W/XA = -5.0 will be too low
by 0.32 dex, while an underabundance of only 0.10 dex is
derived from equally strong lines of Cr II of the same
excitation potential. The abundances from low excitation
potential lines of mostly ionized elements will, on the other
hand, be slightly too high. This discussion is presented in
order to indicate the direction of the errors in the abun-
dances of the ions and neutrals due to curve-of-growth effects
if only strong lines are available - quantitative results
depend on an accurate knowledge of the temperature structure
in the tenuous regions of the atmosphere. It is clear, how-
ever, that the errors are in the direction of increasing the
ion abundances relative to the neutrals, with a resulting
increase in the gravity defect.

Another possible explanation of the gravity defect,

suggested by Dr. Roger Ulrich (1971) on the basis of his
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calculations on convective stellar envelopes, is that the
convective motions in the cool stars may lead to rising and
falling streams with very different temperatures and that
the excess ions might be produced in the hot component. The
temperature structure of a two-stream model incorporating a

grey atmosphere with T = 4250 K, log g = 2.0, and M = 1.0M

e O]

was very kindly provided by Dr. Ulrich. The maximum temper-
ature difference between the hot and cold streams increases
from 81 XK at TR = 0.1 to 500 K at TR = 1.0, while at TR = 4.0
the difference has climbed to 1615 K. In order to calculate
the effect that such a difference would have on the abundances,
the temperature structure of the (4250, 2.3) Atlas model was
altered to produce a hot and a cold model to represent the
two streams; the mean difference between the streams was
taken to be T(mean) = 2/3 T(max) at each optical depth point.
Although the emitted fluxes from the two models are quite
different, the averaged energy distribution is almost
identical with that of the normal model for wavelengths
beyond 5000 A. Line strengths were calculated for the
neutral and ionized species of Fe, Cr, and Ti and the results
averaged, with weights depending on the difference in the
continuum fluxes. The resulting mean abundances for both
ions and neutrals turned out to be virtually identical to
those from the normal model.

Thus far no plausible explanation has been found for

the gravity defect. One remaining possibility is that the
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discrepancy lies in the presence of an unknown absorber
which is acting to smoothly depress the continuum in the
region shortward of about 1.5 in such a fashion as to
roughly mimic the energy distribution of a cooler star
having only H opacity. It might be mentioned that the
region to the red of 1.5u, taken by itself, provides very
little information on the temperature, as may be seen in
Figure 27 in which the continua from the (4900, 4.4) and
(5300, 4.4) models are superimposed so as to coincide in
the far infrared. The slopes longward of 1.5y are nearly
identical, which means that only absolute flux measurements
or a comparison with the relative fluxes at shorter wave-
lengths could distinguish between the two atmospheres. It
is noteworthy that even for the sun there is a possible
extra absorber already at 4600 ﬁ, amounting to as much as
one half the accepted value (Heintze 1968), although
according to Holweger (1970) the continuum depression in
this region can be explained by the presence of extremely
faint and individually unmeasurable lines. It might be
similarly argued that faint lines have formed a pseudo-
continuum in the yellow-~red "windows" in the program stars
and that the blanketing corrections to the scanner points
are therefore too small. The fact, however, that the ion-
neutral discrepancy sets in at quite different temperatures
in the giants and the dwarfs argues rather strongly against

this possibility.
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Fig. 27.--Comparison of the (5300, 4.4) and (4900, 4.4)
model fluxes. The curves have been shifted vertically to
coincide in the far infrared. The zero point on the ver-
tical scale is arbitrary.
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Assuming that an extra absorber is present, it seems
reasonable that it should be operating mainly in the cool
regions of the atmosphere since the opacities at higher
temperatures are presumably fairly well known, at least for
wavelengths greater than 5000 R. Though the effect on the
spectral lines depends on a knowledge of the depth dependence
of the opacity it is possible that the backwarming effect
of the new absorber could begin as far out as the region of
formation of the moderately weak neutral lines; the picture
could then be similar to model ¢ or d (Figure 24). Some-
what smaller doses of the new absorber would be needed in
that case since these models predict diminished ion-neutral
discrepancies.

In any case, the new opacity would help explain the
following: (1) the ion-neutral discrepancy, which would be
due to a falsification of the temperature through the effect
on the emergent flux; (2) the results of ST, which indicate
that the usual model—atmosbhere and curve-of-growth analyses
lead to increasingly low metallicities for’cool stars; (3)
the effect noted by Kandel (1968), that there is a large
discrepancy between the predicted and observed strength of
the wings of Na D and Ca A4227 for late K and M type dwarfs.
The conclusion (2) of ST is also supported by the abundances
derived in this work; i.e., although 16 Aur falls near the
mean in the ST line strength diagrams a metal deficiency of

0.5 dex relative to the Hyades is obtained even if a high
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gravity is assumed. Even v UMa, which has stronger lines
than 16 Aur but the same temperature, is deficient by about
0.4 dex. The same trend is also present in the dwarfs; i.e.,
although HR 8832 falls near the Hyades in Taylor's (1970)
line strength diagrams its derived abundance, based on the
high gravity model, is somewhere between -0.2 and -0.3 dex
relative to the Hyades giants. If the low gravity models

are used larger abundance differences are, of course,
obtained.

The following procedure was used to obtain numerical
estimates of the magnitude of the new absorber. The tem-
perature increase necessary to force equality between the
neutral and ion abundances in the normal gravity models was
calculated for each star in the program; a comparison of
the emergent flux from the hotter model with that from the
model that agreed with the scans then allowed a determination
of the continuum depression that would be necessary in the
visual region in order to force the relative fluxes of the
two models to agree at 0.5 and 1.0u. It was then necessary
to calculate how much extra absorber would be required to
depress the flux in the hot model by this given amount.

The emergent flux is given by the well-known expression:

Fo= 2 [sv (1) E, (1) dt

Setting Sv = B and neglecting constant factors since only

V

relative fluxes are of interest, the formula becomes:
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oo

F, = gf{exp [28780/T (1 )] _1}—1E2(Tv)dTv

where A = 5000 A has been used in the Planck function.
Denoting the ratio of the new absorber to the known one by
f, the integral becomes:

F, = (1+f)d/Eexp [28780/T(rv)]—1}'1E2 [(1+£) 7 ldT,

where it has been explicitly assumed that the addition of
the new absorber will have only a small effect on the over-
all temperature structure of the star. The ratio of the
flux from the depressed-continuum model to that from the
original hot model can then be calculated for varying values
of f until agreement is obtained with the required flux
depression. In order to make the integrals more tractable,
the Cayrel and Jugaku (1963) T-T relation, as written by
Krishna Swamy (1966), was employed:

30T

- T —
T = 3/4 T8 (1.39 + T - 0.815e 254 0. 025e )

tH

where 1 T, = T

R 5000° This T-1 yields a continuum flux that

is virtually identical to that from the Atlas model except
in the ultraviolet. It is, of course, necessary to take

into account the difference in the parameters Tofs (Atlas)
and T (C. J.) that define the models in order to obtain

eff
proper agreement.
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The above procedure was carried out for several
representative dwarfs and giants, and the results are pre-
sented in Table 17. The quantity Am is the continuum de-
pression required for the hot model, and f is the ratio of
the new absorption coefficient to the known one., It is
apparent that inordinately large quantities of the new
absorber are not required; for example, an increase in the
opacity by about 50% or less would resolve the neutral-ion
anomaly in all but the coolest dwarf in the program. The
original assumption, that the addition of the new absorber
would have a rather small effect on the atmospheric structure
(-1, convection, etc.) appears, therefore, to be valid -
particularly since an increasingly small fraction of the
total flux is carried in the visual region of the spectrum
as one goes to cooler stars. The following relation gives
a reasonably good representation of f as a function of g and
6 (hot) for fz2 0.17 (i.e., for the dwarfs and cool giants):

eff

log (1+f) = 1.0 6 + 0.05 log g - 1.0

eff
It should be remembered that the above results are rather
schematic, since it has been assumed that £ is constant with
depth in the atmosphere.

The presence of the extra absorber could be checked by
comparing the derived abundances of the same element from

the infrared and visual regions of the spectrum. This
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TABLE 17

MAGNITUDE OF THE NEW ABSORBER

DWARFS
*

Teff Teff (hot) log g Am £
5400 5600 0.10 0.17
5000 5500 . 0.24 0.42
4800 5400 . 0.33 0.51
3700 4700 . 0.74 1.50

GIANTS
T ff Teff (hot) log g Am £*
5000 5100 . 0.06 0.08
4800 4900 0.06 0.08
4550 4700 0.08 0.11
4250 4700 . 0.31 0.48
3750 4400 . 0.54 0.87
*f

: Knew/Kold
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should be possible for some of the brightest giants such as
o Boo or o Tau. In the case of o Boo, however, the scanner
effective temperature and the fundamental effective temper-
ature from the measured diameter (Kuiper 1938) agree quite
well, which should not be the case if the aforementioned
absorber is present. Figure 28 illustrates the energy
distribution of o Boo (obtained in order to check the 28804
effect in Chapter IV) which has been deblanketed by means of

the Arcturus Atlas (Griffin 1968); the model that best fits

the points has been drawn in and it is clear that the agree-
ment is very good. The model temperature implies an effec-
tive temperature on the order of Te = 4130 K, which compares
very well with Kuiper's value of 4090 K. Further evidence
that the gravity effect in o Boo is fairly small is pro-
vided by the analysis of Griffin and Griffin (1967) who
obtain a spectroscopic gravity of log g = 1.7 (and a metal
deficiency of a factor of three relative to the sun); they
do remark, however, that this value of the gravity is some-
what lower than had been believed previously. Adding yet
another conjecture, it might be that the gravity defect is
dependent on the metal abundance to some extent, and a drop
in the abundance by a factor of three could have the same
effect on the unknown absorber as an increase of the temper-
ature by a couple of hundred degrees; this would be suf-
ficient to produce in & Boo the same small gravity defect as

observed in HD112127.
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Fig. 28.--Arcturus: deblanketed scan with the energy dis-
tribution from the (4250, 2.3) Atlas model drawn in.



155

k) The Abundances

Although the mystery surrounding the ion-neutral
discrepancy has yet to be clarified, the relative abundances
of stars of the same temperature should still be fairly
reliable. A comparison of the giant abundances with the
values obtained by previous observers is presented in Table
18 for Fe, Mg, Ca, and Na. Two sets of abundances, repre-
senting the results from the high and low gravity models,
are included. A similar compilation for the dwarfs is
given in Table 19, although in this case there are fewer
analyses available in the literature for comparison. It
might be mentioned that the abundances of ST, Taylor (1970),
Williams (1971), Peat and Pemberton (1968), Helfer and
Sturch (1970), and Hansen and Kjaergaard (1971) are based on
photometric spectral indices and might therefore be subject
to larger errors than the other analyses; in particular,
they require a fairly good knowledge of the gravity since
strong damping lines are involved in most of the measurements.

From the tables it is evident that the only element in
the SMR stars that is regularly overabundant by a factor of
three or more is Na. In the two hottest SMR giants, HR 8924
and o Ser, however, both Mg and Ca substantially exceed the
sclar abundance, which is not the case in the cooler SMR
giants u Leo and 18 Lib A. In fact, although HR 8924 and
® Ser lie no higher than u Leo and 18 Lib A in the ST line-

strength diagrams their metal abundances are substantially
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TABLE 18

GIANTS

COMPARISON OF ABUNDANCES WITH PUBLISHED VALUES

Star Fe Mg Ca Na Reference
B! Tau 0.18 0.13 0.10 0.17
0,18 0.13 0.10 0.17
0.14 0.07 -0.01 0.16 HW
0.2 0.0 0.2 G
0.23 W
-0.04 0.02 0.02 HK
0.00 0.28 PP
0.35 0.4 0.3 ST
¥y Tau 0.05 0.10 0.11 0.33
0.03 0.08 0.11 0.33
0.11 0.07 0.04 0.28 HW
0.2 -0.10 0.2 G
0.26 W
~0.05 0.03 0.03 HK
0.0 -0.10 0.00 0.4 SS8C
0.1 0.15 0.3 ST
£ Tau 0.07 0.19 0.23 0.28
0.04 0.17 0.23 0.28
0.11 0.07 -0.08 0.16 HW
0.2 -0.1 0.1 0.6 88C
0.16 W
0.02 -0.10 ~0.10 HK
0.1 0.15 0.3 ST
HR 8924 0.07 0.35 0.46 0.66
0.10 0.36 0.46 0.66
0.43 HK
11 Cep 0.058 0.00 0.10 0.20
0.02 ~0.02 0.10 0.20
0.16 HK
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Star Fe Mg Ca Na Reference
o Ser 0.23 0.49 0.29 0.57
0.22 0.48 0.29 0.57
0.2 0.0 0.4 G
0.32 W
0.19 0.39 HK
0.2 0.1 0.4 ST
V Aur -0.10 -0.05 -0.07 0.10
-0.15 -0.07 ~0.07 0.10
-0.07 ~-0.34 HK
-0.21 -0.26 -0.32 PP
u Leo -0.01 0.16 0.15 0.43
-0.06 0.13 0.15 0.43
0.1 0.0 0.3 0.7 5SC
-0.03 0.08 0.48 0.45 v
0.46 0.00%t W
0.28 0.79 HK
-0.05 0.00 0.02 PP
0.6 0.55 0.65 sT
a Ari -0.21 -0.15 0.06 -0.10
-0.37 ~0.26 0.06 -0.10
-0.23 W
-0.19 -0.53 HK
-0.22 -0.52 PP
HD 112127 -0.09 0.19 -0.01 0.25
-0.12 0.17 -0.01 0.25
0.29 HS
18 Lib A -0.02 6.23 0.21 0.72
-0.06 0.20 0.21 0.72
0.25 HK
16 Aur -0.39 -0.03 -0.19 -0.19
-0.77 -0.27 -0.19 -0.19
-0.28 HK
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Table 18 (continued)

Star Fe Mg Ca Na Reference
v UMa -0.19 -0.17 -0.13 0.04
-0.53 -0.40 -0.13 0.04
-0.13 W
-0.21 HK
8 CMa -0.22 0.17 -0.,46 ~0.41
-0.77 -0.27 -0.29 -0.27
6 UMi 0.20 0.31 -0.08 0.39
~0.55 -0.31 0.11 0.57
~0.59 HK
References:
G - Griffin (1969)
HK =~ Hansen and Kjaergaard (1971)
HS - Helfer and Sturch (1970)
HW =~ Helfer and Wallerstein (1964)
PP - Peat and Pemberton (1968)
SSC - Strom, Strom and Carbon (1971)
ST - Spinrad and Taylor (1969)
W - Williams (1971)
Comments:

lst entry is abundance from high gravity model.
2nd entry is abundance from low gravity model.

The SSC abundances are expressed relative to the sun through
the intermediary of € Vir, which was also analyzed by SSC,
using the abundances derived by Cayrel and Cayrel (1963).

tQuoted by Vaziaga (1971)
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TABLE 19

DWARFS

COMPARISON OF ABUNDANCES WITH PUBLISHED VALUES

Star Fe Mg Ca Na Reference

£ Boo A ~0.26 -0.15 -0.08 -0.23
—0-32 -0017 —0s08 -0u23

-0.4 T

0.0 H
70 Oph A -0.12 0.11 0.10 0.17
-0.15 0.09 0.10 0.17

0.0 D
o! Cnc 0.11 0.23 0.24 0.46
0.06 0.20 0.24 0.46

0.4 T
14 Her 0.18 0.30 0.33 0.54
0.15 0.28 0.33 0.54

0.0 T
o Dra -0.25 -0.12
-0.33 -0.12
54 Psc -0.17 -0.09 0.03 0.13
-0.23 -0.13 0.03 0.13

0.2 T
¢ Eri -0.19 0.08 0.01 -0.02
-0.28 g.ao0 0.01 -0.02

0.0 0.0 KS

l]\
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Table 19 (continued)

Star Fe Mg Ca Na Reference

HR 6806 -0.30 0.03 -0.1l6 -0.15
-0.50 ~0.11 -0.16 -0.15

HR 8832 -0.21 0.07 -0.06 0.09
-0.51 -0.17 -0.06 0.09
0.03 0.15 -0.11 0.04 C

HR 1614 0.02 0.29 0.19 0.53
-0.15 0.17 0.19 0.53
0.4 T

61 Cyg B -0.65 0.03 ~0.65 -0.70
-1.92 -1.28 -0.78 -0.64

References:

C - Cayrel (1966)

D - Dijke (1946)

H -~ Herbig (1965)

KS - Krishna Swamy (1966)

T =~ Taylor (1970)

Comments:

lst entry is abundance from high gravity model.

2nd entry is abundance from low gravity model.
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greater - a circumstance which the unknown absorber discussed
in section j) would neatly resolve. The same general com-
ments are applicable also to the hotter SMR dwarfs p! Cnc
and 14 Her as compared with the cooler HR 1614. It seems
safe to say, however, that iron shows only a marginal en-
hancement in the SMR giants; Vaziaga has reached a similar
conclusion in her analysis of u Leo and ¢ Aur.
A few comments are in order at this point, the first
one concerning the claim by Strom et al. that the strength-
ening of the strong and medium strong lines in u Leo is due
to a much larger than normal lowering of the boundary tem-
perature as a consequence of the enhanced molecular bands
as well as a slight increase in the metallicity. That this
cannot be the whole explanation is shown by Figure 19, which
was constructed for the purpose of calculating the back-
warming effect in u Leo. It is apparent that the red CN
bands, although stronger than in the normal giants, are not
strong enough to have much of an effect on the atmosphere;
and, although the infrared CO blanketing was taken from the
spectrum of Arcturus, even a doubling or trebling of the
strength of these features will have a negligible effect -
in any case, these bands are largely saturated in Arcturus
so that they are probably not much stronger in u Leo.
Additional evidence against a greatly depressed boundary
temperature in u Leo is the fact that the high and low excit~

ation Fe I curves of growth superimpose very well, without
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any necessity for a vertical shift. Models with lowered
boundary temperatures, however, predict an increasingly
large separation of the two curves.

The third piece of evidence against a substantially
lowered boundary temperature comes from a suggestion by
Wallerstein (1971) that the central depths of strong lines
with low transition probabilities (and therefore negligible
scattering) should serve as good thermometers for the outer
layers of a stellar atmosphere. Wallerstein shows, in fact,
that 26572 of Ca I and A4571 of Mg I, both of which arise
from singlet-triplet transitions, are good candidates for K
stars. Since for pure absorption the emission at line
center will depend only on the local temperature, the boun-
dary temperature can be obtained from
Bv(To)

(5) R, =

By Tegg)

where R, is the residual intensity at line center. Residual
intensities of the 16572 line were measured in several giants
including u Leo. Corrections due to instrumental effects
were made by assuming that the weak comparison lines were
representative of the instrumental profile and that the

A\6572 line profile could be represented by a Gaussian. The
results are given in Table 20, where the values for u Leo

and o Ser are the means from two and three plates, respec-

tively. It is seen that the boundary temperatures of the
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TABLE 20

Star

AT/Tef

c eff £
HR 8924 0.25 4900 3750 0.235
11 Cep 0.32 4800 3850 0.20
o Ser 0.38 4750 3900 0.18
v Aur 0.37 4750 3910 0.175
¢ Leo 0.28 4650 3650 0.215
o Ari 0.34 4650 3790 0.185
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SMR stars are lower by about 2% than the normal stars, which
amounts to a difference of less than 100 K. In particular,
the boundary temperature of p Leo is lower by about 130 K
than the mean of the three comparison stars - much smaller
than the reduction of 500 K proposed by Strom et al.

It might be argued that the above results have been
influenced by somewhat uncertain instrumental profile cor-
rections; the following statistical procedure was therefore
adopted as a check. Although the details will depend on the
solution of the transfer equation, it would nonetheless be
expected that in a graph of line depth vs. line strength the
position of the Ca I A6572 line relative to predominantly
scattering lines will be different for stars with greatly
differing boundary temperatures. Graéhs of (uncorrected)
line depth vs. equivalent width for approximately forty
"good" lines near 6500 A were therefore constructed for
y Leo, o Ari, and o Ser. A fairly tight fit was obtained
for all three stars (Figure 29) and for all three stars
A6572 fell almost directly on the mean curve, lending
further support to the conclusion that there is rather
little difference between the surface layers of SMR and
normal stars.

The large ultraviolet deficiencies in the SMR stars
require explanation, however, in view of the moderaﬁely
small values of Fe/H. For example, although u Leo has an

iron abundance which is only about 0.2 dex greater than in
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Fig. 29.--Line depth vs. equivalent width near 6500 A.
Note that Ca I A6572 (open circle) falls near the mean
line in both p Leo and a Ari.
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o Ari, the difference in U-B indices is 0.27 mag. This is
in agreement with ST, who find that A(U-B) = 0.26 in u Leo.
Strom et al. (1971) suggest that the large U-B indices might
be caused by higher than normal turbulence, but it is ap-
parent from the results of the present work that there is
little if any difference in the microturbulence in the SMR
and the normal stars. Indeed, the microturbulence even seems
to be slightly diminished in the SMR dwarfs. In their cal-
culations of color indices from blanketed models, however,
Strom et al. find that even a fairly small increase in the
mean metallicity can have a rather large effect on the U-B
index. For example, an increase of the metal abundance by

a factor of 1.5 in their (5000, 2.0) model produces an in-
crease of 0.17 in U-B.

Another possible cause of the abnormally large U-B
indices might be the violet system of CN, which is enhanced
in all the SMR stars. Figure 30 shows the continuum in the
U and B spectral regions from the (4550,'2.0) model, on
which the U and B filter transmission functions (Johnson 1965)
have been superimposed. Also included are the approximate
locations of the (0,1), (0,0), and (1,0) CN band sequences.
It is immediately apparent that the CN absorption will have
a much larger effect on the flux coming through the U filter:
than on the enexrgy through the B filter. The exact varia-
tion of U~-B with CN strength depends, of course, on the

details of the molecular band structure as well as a



168

Fig. 30.--Effect of the CN violet system on the U and B
colors. The emergent flux from the (4550, 2.0) Atlas model
has been drawn in, along with the approximate locations of
the (0,1), (0,0), and (1,0) band seguences. Note the con-
siderably larger effect of the CN on the U passband.



(V)X

000S 00SY O00Y 00G¢ 000¢
_ _ n o
\ 12
| | .
N A
o ;
g n




170

knowledge of the true blanketed flux distribution in this
spectral region. In fact, the increased importance of line
blocking as one progresses toward shorter wavelengths would
be expected to make the spectral gradient considerably
steeper than in the continuum model, in which case the CN
bands would have an even greater influence on U-B, as can
be seen from the placement of the CN bands under the filters.
As a rough indication of the influence of the CN absorption,
calculations were made by assuming that the blocking due to
the (0,0) sequence is twice that of the other two sequences
and adopting the mean wavelength intervals as shown in
Figure 30. Values of U~B were then calculated as a function
of the mean depth of the (0,0) band sequence by convolving
the model flux with the filter functions. The results are
illustrated in Table 21, where A(U-B) refers to the dif-
ference relative to the U-B of the CN-free model. The
values in the table should not, of course, be taken com-
pletely literally, but they do indicate the large effect
that the violet system of CN can have on the U-B index. In
particular, it seems quite reasonable that this, coupled
with the effect discussed by Strom et al., could explain
the anomalous U-B indices in the SMR stars.

Average values of the metal abundances in the SMR stars
relative to comparison stars in the same temperature range

are presented in Table 22. 54 Psc is not included in the
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TABLE 21

A(U-B) AS A FUNCTION OF THE DEPTH OF THE CN (0,0) BAND

IN THE (4550,2.0) MODEL

Depth AU AB A(U-B)
0.00 0.00 0.00 0.00
0.20 0.07 0.02 0.05
0.40 0.14 0.03 0.11
0.60 0.21 0.05 0.16
0.80 0.29 0.05 0.23




172

TABLE 22

SUMMARY OF AVERAGE SMR ABUNDANCES*

Element Dwarfs'’ Giants? 6 UMi
Na 0.5 0.5 0.8
Ba 0.2 0.0 0.3
Ca 0.2 0.2 0.4
Y 0.0 0.1
Sc 0.2 0.1 0.4
\Y 0.3 0.4 0.4
Cr 0.2 0.3 0.4
Ti 0.2 0.3 0.3
Zr 0.2 0.4
Mn 0.3 0.5 0.6
Mg 0.2 0.3 0.1
Fe 0.3 0.1 0.4
g8i 0.3 0.1 0.3

*Abundances are relative to the comparison stars.

p' Cne, 14 ller, HR 1614.

* HR 8924, o Ser, u Leo, HD 112127, 18 Lib A.
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sample of SMR dwarfs since it appears to have a normal
chemical composition, possible exceptions being carbon and
nitrogen. 6 UMi is compared only with 6 CMa since the other
stars are all considerably hotter, and if the latter is
assumed to possess essentially solar abundances (Chapter IT)
6 UMi emerges as the most extreme SMR star in the program.
Since the CN bands are quite strong in all the SMR stars,
carbon and nitrogen may well share in the general metal
enhancement; in particular, Bell (1970) is able to re-
produce the CN band strengths in synthetic spectra of o Ser
and u Leo by doubling the nitrogen abundance.

A glance at Table 22 reveals that the SMR dwarfs are
indeed metal rich to a moderate degree, as found by Taylor
(1970), but that the level of supermetallicity in the giants
is not as high as predicted by ST, the possible exception
being 6 UMi. Sodium, however, is truly SMR in all the stars.
The abundance of iron in the giants is only marginally above
normal (0.l dex), while the abundances of vanadium and
manganese might suffer from the effects of complications due
to hyperfine structure in the lines. It appears prudent at
this point to wait until the gravity discrepancy has been
clarified before embarking on a detailed comparison of the
abundances derived here with the prediction of various

theories on the origin of the chemical elements.
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APPENDIX

Tue ASTROPHYSICAL JOURNAL, Vol. 133, August 1968

TWO K DWARFS WITH ENHANCED BANDS OF MOLECULAR CARBON*

JESSE L. GREENSTEIN AND VALDAR OINAS
Mount Wilson and Palomar Observatories, Carnegie Institution of Washington
California Institute of Technology

ABSTRACT

The strong-metallic-line stars o' Cancri and HD 145675 are found to contain enhanced CN and C,,
and to a lesser extent CH. Comparison with Schadee’s models yields C/O = 1. The spectral type of both
stars is around KO V or K1 V, somewhat earlier than the metal lines would indicate. Absolute magnitudes
derived from parallax data place both stars on or slightly above the main sequence.

It is well known that stars of spectral type later than about G5 often exhibit consider-
able diversity in chemical abundances, even for the same spectral and luminosity classes.
In addition, there appears to be no one-to-one correspondence between color and spectral
types (Wilson 1962). Cayrel has made a detailed study of two early K dwarfs, HD 190404
and HD 219134, of the same spectral type but of different colors, and her results indicate
that in these two stars the abundance difierences are small, whereas there are important
differences in the turbulent velocities and effective temperatures (Cayrel 1966). That
study also indicates that sodium may present individual abundance anomalies in dwarfs.
Most common are general deficiencies of the metals in high-velocity stars. Metal excess,
however, has seldom been demonstrated.

Taylor (1967) and Spinrad and Taylor (1968) have made detailed spectrophotometric
scans of many K stars, their results indicating that a sizable fraction of these objects
(around §5-20 per cent of the old field population) may be metal-rich. Following their
suggestion, Greenstein observed a number of giants and subgiants, which one of us
(V. 0.) will study in detail. We discuss here the spectra of p! Cancri and HD 145675 (14
Her), two early K dwarfs which Spinrad and Taylor found to contain enhanced CN,
Na1, and Mg 1. The dwarfs were studied first in order to determine the full extent of
the peculiarities that might exist in supposedly unevolved stars. The spectra were ob-
tained with the 72-inch camera of the 200-inch telescope and have dispersions of 6.8 A
mm-— in the yellow and red and 4.5 A mm™! in the blue. Microphotometer tracings were
made of these spectra as well as of those of two comparison stars of classes KO V and
K2V (70 Oph A and HD 166620). Whiteoak (1967) has made scans of several K stars,
among them HD 145675, HD 166620, and the KO dwarf HD 185144. As can be seen from
Figure 1, HD 145675 and HD 185144 have roughly the same energy distribution in
the red, while the relative gradient with respect to HD 166620 places HD 145675 at
about K1. On the basis of line-ratio tests (Cr 1 A4254.4 to Fe 1 A4250.8 and Cr1 A4274.8
to Fe174271.2), the spectral types of HD 145675 and p* Cancri appear to be around K0.
However, the strength of the metal lines would indicate a somewhat later spectral type
for both stars. ‘

Since the strength of CN increases monotonically with luminosity, it was important
to make sure that p! Cancri and HD 145675 are really dwarfs. The parallaxes and ap-
parent visual magnitudes of both stars are available in the Calalogue of Bright Stars
(Hoffleit 1964) and the General Catalogue of Tn'qonometric Stellar Parallaxes (Jenkins
1952). For p' Cancri, m, = 5.94, » = 07074 + 07007, and for HD 145675, m, = 6.5,
» = 07063 + 07007; these values yield absolute visual magnitudes of 5.29 + 0.20 and

® This research was mp&orted by the U.S. Air Force under grant AFOSR-68-1401, monitored by the
ir Force Office of Scientific Research of the Office of Aerospace Research.
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5.50 + 0.22, respectively. The parallax of p! Cancri is based on two independent de-
terminations, while that of HD 145675 comes from only one. The derived absolute mag-
nitudes place both stars near or slightly above the main sequence, since the absolute
magnitude of a typical KO dwarf isaround 6.0. Both stars appear to be dwarfs also on the
basis of the strength of Sr 11 A4077, although this criterion is not quite sensitive enough
to separate reliably luminosity classes IV and V in early K stars (Wilson 1962).

The most striking feature in the spectra of p! Cancri and HD 145675 is the strength
of CN, cyanogen, in the band sequences at AA4216.0 and 3883.4. The intensity of these
features greatly exceeds the general metallic-line strengthening mentioned above. In
Figure 1, the increased absorption at 1/A = 1.33 g~ in HD 145675 corresponds to the
(4,1)-band of CN. CH is also somewhat strengthened in both stars, but the strengthen-
ing does not greatly surpass the metallic-line intensification. Most surprising is the
strength of the C; Swan bands, particularly at AA5165 and 4737 but also at AA5636,
5586, 5541, and 5129. It is seen in Figure 1 that there is increased absorption in HD
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F1e. 1.—BSpectrophotometric scans (Whiteoak 1967) of a peculiar early K dwarf HD 145675 as com-
pared with HD 185144 (K0 V) and HD 166620 (K2 V). The dips in the energy distribution are probably
due to molegular bands of CN and C,,

145675 at 1/x = 1.8 u~, which corresponds to the (2,3)-band of C,. Equivalent widths
of unblended lines in the (0,0)-band were measured in order to compare the band in-
tensity, (Wo/So), with the intensities calculated by Schadee for various compositions,
gravities, and effective temperatures (Schadee 1968). Although the scatter in the p_lot
of log (Wx/Sk) versus K(K - 1) was fairly large, the logarithm of the band intensity
turned out to be approximately 0.6 for p' Cancri and 1.0 for HD 145675. Based on the
assumption that the stars have essentially a solar metal composition, these values indi-
cate that in p! Cancri the oxygen and carbon abundances are roughly equal, while in
HD 145675 there is a slight excess of carbon over oxygen. Essentially, the C/O ratio
increases from the solar value (0.6) to slightly above unity; the C + O = CO equilibrium
frees carbon as the ratio passes through unity. Increasing the metal abundance in the
models decreases the observed C,-bang intensity for a given value of the C/O ratio. We
cannot say whether C/H increases, lacking information on the strength of the CO lines
or [0 1], which is not seen. .

Lines of neutral carbon were looked for in both stars, but aside fror some slight de-
pressions in the continuum there was nothing that could unambiguously be determined
to be a line. This was to be expected on account of the high excitation potential of

* carbon,

Figure 2 (Plate L3) shows selected regions of the spectra of p' Cancri and 70 Oph A.
The strength of the CN bands is obvious; individual Cs blends are also marked. While
the metallic-line spectra are similar, the great strengthcnin? of the wings of Mg 1 A5183.6
in p! Cancri is characteristic of strong-resonance metallic lines.
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The intensity of the (0,0)-band of Cy in 70 Oph A was determined to be Wy/S, = 0.2,
the value being somewhat uncertain because of the errors involved in measuring weak
lines. Comparison with Schadee’s models yields a C/O ratio slightly greater than that
found in the Sun.

We are grateful to Dr. Hyron Spinrad for his early communication of the discovery
of strong-line K dwarfs.
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