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Quasi-Optical Planar Grids for Microwave and Millimeter-Wave Power Combining

Abstract

Solid-state devices that produce radiation in the microwave and millimeter-wave region of the electromagnetic spectrum have relatively low power outputs compared to their electron-tube counterparts. In an attempt to obtain more power from solid-state sources, a number of power-combining schemes have been developed through the years. One of the most promising techniques involves superposing the outputs of many devices in free space. This quasi-optical approach has several advantages: the losses associated with waveguides and feed networks are eliminated, the power can be distributed over a large number of devices, and an external phase-locking signal is unnecessary. In this work, a method for quasi-optical power combining which is based on integrating devices into periodic grids is discussed. The approach is relatively simple to implement because the grid structures are planar. Thus they easily accommodate solid-state devices and allow for the possibility of wafer-scale integration. A method for analyzing the grids is presented and used to derive models for a variety of configurations. The validity of these models is investigated using a quasi-optical reflectometer. Designs and experimental results for MESFET oscillator grids operating in X-band and Ku-band are examined and discussed in detail.
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Chapter 1

Introduction

Millimeter and submillimeter-wave systems continue to be a subject of growing interest. The applications involving this portion of the electromagnetic spectrum cover a broad range of scientific disciplines, varying from the measurement of electron densities in tokamak plasmas [1] to studying emission spectra of distant celestial bodies [2]. Millimeter waves correspond to the frequencies between 30 GHz and 300 GHz and the submillimeter-wave range is regarded as the region between 300 GHz and 3000 GHz. The shorter wavelengths at these frequencies allow the use of smaller and lighter components than for microwave systems. This is important in military and space-borne applications where size and weight are a prime concern. In addition, the atmospheric attenuation of millimeter waves is relatively low compared to infrared and optical wavelengths [3], particularly in the transmission windows that lie between water vapor and oxygen absorption peaks. This property can be exploited to build radars and cameras that penetrate clouds, smoke, and haze. Other commonly cited advantages of millimeter and submillimeter wave components over their microwave counterparts include broader bandwidths and higher resolution for radars and imaging systems.

1.1 Sources of Radiation

The lack of reliable, inexpensive high-power sources, however, has been a persistent obstacle in the development of millimeter and submillimeter-wave systems. The first devices to produce radiation in this part of the spectrum were
electron tubes. Today, electron tube devices such as klystrons and crossed-field amplifiers (CFA) are widely available and can produce several kilowatts of power in the microwave and lower millimeter-wave range [4,5]. Traveling-wave tubes are capable of better than 100 W at 100 GHz [6]. In the far infrared and submillimeter-wave range, optically-pumped FIR lasers have achieved several megawatts of pulsed power [7]. Nevertheless, in many circumstances, the size, weight, and required high-voltage power supplies of these devices limit their usefulness.

For most low and medium power applications, electron tube sources have been replaced by solid-state devices. Compared to tube sources, solid-state devices are small, light-weight, inexpensive, and require small to moderate voltages. At present, IMPATT’s — the most powerful millimeter-wave solid-state sources — can produce several watts of power at 100 GHz. Silicon IMPATT’s have produced useful power up to 300 GHz [9]. A major drawback of IMPATT’s, however, is the high noise level arising from the avalanche multiplication process. Gunn diodes have better noise performance but only generate a few hundred milliwatts at 100 GHz [10]. Other two-terminal solid-state devices used to produce millimeter and submillimeter wave radiation include quantum well oscillators [11] and Josephson junctions [12], although the power levels are extremely small. An additional drawback of two-terminal solid-state sources is low DC-to-RF conversion efficiency. Better efficiencies can be realized with transistors. Pseudomorphic HEMT’s have demonstrated output powers near 60 mW at 94 GHz [13]. HEMT’s with 0.15 µm gate lengths have shown cutoff frequencies of over 170 GHz with $f_{\text{max}}$ near 350 GHz [14]. Heterojunction bipolar transistors (HBT’s) also have the potential to provide reasonable power levels at millimeter-wave frequencies without the need for sub-micron lithography. An HBT with emitter area of 80 µm² has shown 15 dB of gain with output power of 16 dBm at 35 GHz [15].
In an attempt to overcome the limited power output of solid-state devices, a variety of power-combining methods have been developed. A good review of these methods has been given by Chang and Sun for millimeter-wave frequencies [16]. Many of these techniques are based on scaled-down microwave circuits and involve resonant cavities [17] or hybrids. Resonant cavity combiners allow good isolation between the active devices and have been used up to 300 GHz. Hybrid power combiners, which often rely on external injection-locking to synchronize the sources, have been used up to 140 GHz. These approaches have a number of disadvantages. To prevent moding problems at higher frequencies, the size of the waveguide cavities must be scaled down. This makes circuit fabrication more difficult. Resistive losses in the waveguide walls, which reduce power-combining efficiency, become more severe at millimeter and submillimeter frequencies. In addition, combiners based on resonant cavities and hybrids can accommodate a limited number of devices, making large-scale power-combining impractical.

1.2 Quasi-Optical Power Combining

An approach which overcomes the limitations of power combiners based on scaled-down microwave systems involves combining the output powers of many devices in free space. Mink suggested using an array of millimeter-wave devices placed in an optical resonator as a means of large-scale power combining [18]. While it is unlikely that solid-state power-combiners will replace high-power electron tube sources, there is great potential for improvement in output power and combining efficiency by using quasi-optical techniques. Because the power is combined in free space, losses associated with waveguide walls and feed networks are eliminated. The power can be distributed over a larger number of devices than in a waveguide cavity because the quasi-optical resonator can be many wavelengths across. An external injection-locking signal is unnecessary because synchronization of the sources is accomplished by mutual coupling through the modes of the resonator.
Figure 1.1 Comparison of output power vs. frequency for various microwave and millimeter-wave sources [8].

Figure 1.2 Schematic of a patch antenna power-combining array. Each patch element is excited with a Gunn diode and synchronization is achieved by adjusting the DC bias and using a partially transmitting reflector [22].
Several types of quasi-optical power combiners have been demonstrated over the past few years. Wandinger and Nalbandian combined the outputs of two Gunn diodes at 60 GHz using tapered dielectric rod antennas coupled to a Gaussian resonator [19]. Many designs have used microstrip radiators which are synchronized with feedback or an external signal. Stephan et al. investigated the coupling between open resonators and microstrip circuits at 10 GHz [20]. The microstrip ground plane and a spherical reflector formed the Gaussian cavity. Using this configuration, the output powers of two Gunn diodes were combined in free space [21]. A different approach, shown in Fig. 1.2, involves an array of weakly coupled patch antenna elements [22]. This method is similar to classic antenna arrays; each patch antenna is a free-running oscillator containing an active device [23]. The patch elements, which may contain either Gunn diodes or MESFET’s, are synchronized using separate DC bias to each device. A dielectric slab placed above the array also facilitates locking. With this scheme, a 16-element MESFET array operating at 8 GHz produced 184 mW of power with a DC-to-RF efficiency of 25%. Linear arrays of patch antennas have also been used to combine the outputs of Gunn diodes at the second harmonic (18 GHz) [24]. More recently, a two-sided microstrip configuration has been developed that permits isolation between an external locking signal and the array output [25]. A different approach to quasi-optical power combining is based on integrating solid-state devices directly into a periodic grid.

1.3 Grid Oscillators

Grid oscillators are periodic arrays with embedded active solid-state devices. The grid is placed in a Fabry-Perot resonator to provide the feedback necessary for oscillation. This is illustrated in Fig. 1.3. Two important features distinguish grid oscillators from most quasi-optical power combiners built from microstrip circuits. First, grid oscillators do not necessarily have a ground plane and, as a result, do not rely on the interaction of microstrip modes with free-space ra-
Figure 1.3 Grid oscillator configuration. An array of active devices is placed in an open resonator.

Figure 1.4 Photograph of a 25-element oscillator grid. The devices are packaged MESFET's (Fujitsu FSC11LF) and the substrate is a laminate (Duroid) fabricated by the Rogers Corporation.
diation. Second, microstrip-based power-combiners tend to be a collection of individual free-running oscillators that are weakly coupled. Thus, the operating frequency depends primarily on the behavior of the individual oscillators. In contrast, the elements making up an oscillator grid are not themselves free-running oscillators. Mutual interaction of all the devices in the grid is necessary for oscillation to occur. Consequently, the oscillation frequency and output power are strongly affected by the device spacing and the grid configuration. Each device in the array is presented with an embedding impedance which is a function of the grid structure. This embedding impedance, together with the device impedance, determines the grid’s overall behavior as an oscillator.

A variety of transistor power-combining grids have been investigated. The first transistor oscillator grid, demonstrated by Popović et al. [26] in 1988, is shown in Fig. 1.4. The array is built on a dielectric substrate 2.35 mm thick with a dielectric constant 10.5. Packaged MESFET’s are soldered to the grid. The metallized backside of the substrate and a planar dielectric slab placed in front of the grid form a Fabry-Perot resonator. The grid oscillates at 9.7 GHz and gives an output power of 464 mW with an efficiency of 15%.

1.4 Organization of the Thesis

This thesis consists of two main sections. Chapters 2 and 3, which constitute the first section, present a simple theoretical framework for analyzing planar quasi-optical grids. The analysis technique presented is used to derive models for these grids. The second section, consisting of chapters 4 and 5, presents experimental work involving the verification and application of these models.

Chapter 2 is an outline of the induced EMF method, a technique used to analyze radiating structures. This method is applied to planar periodic grids to find expressions for the grid driving-point impedance. Two simple structures, an inductive and a capacitive grid, are analyzed to illustrate the application of the method.
In chapter 3, the transmission-line models for three different grid configurations are derived. These derivations are based on the analysis presented in chapter 2. Two of the grids, a rectangular slot array and a bow-tie array, are suitable for two-terminal device integration. The third structure is compatible with three-terminal devices and is used as the configuration for planar transistor oscillator grids.

Chapter 4 describes a quasi-optical reflectometer that uses an HP 8510 vector network analyzer. The reflectometer is used to measure the reflection coefficient of the grids analyzed in chapters 2 and 3. These measurements allow us to evaluate the validity of the grid models derived using the EMF method.

Quasi-optical power combining using planar MESFET grids is the subject of chapter 5. The planar transistor array analyzed in chapter 3 is used to design a number of oscillator grids. Two basic grid configurations are examined and a design procedure is discussed. Experimental results for the oscillator grids are also presented.

In chapter 6, suggestions for future research involving quasi-optical active grids are discussed.
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Chapter 2

EMF Analysis for Planar Grids

Planar periodic structures have long been important components for infrared and millimeter-wave applications. A periodic array, or grid, of conductors acts as a frequency selective reflector or transmitter for incident plane waves. These grids are used in quasi-optical systems as filters [1], artificial dielectrics [2], beam-splitters [3], and output couplers for lasers [4]. More recently, attention has turned to structures based on integrating solid-state devices into periodic grids. Rutledge and Schwarz developed a multi-mode detector array using a grid of microbolometers [5]. Lam et al. built a monolithic Schottky diode-grid phase shifter at 94 GHz [6]. Using packaged beam-lead diodes mounted in a bow-tie grid, Hacker et al. demonstrated a quasi-optical mixer [7]. Grids containing active solid-state devices have also been investigated for use as oscillators and amplifiers [8-10].

To reliably design systems made of quasi-optical components, it is essential to characterize the grids’ electromagnetic properties. Scattering from periodic structures can be determined rigorously by invoking Floquet’s theorem and using the method of moments [11-14]. A drawback of this approach, however, is that a relatively complicated set of equations is generated which must be solved numerically. Other numerical techniques such as the finite element method [15] or conjugate gradient method [16] use an iterative approach which may require large amounts of computer time. The difficulties associated with these rigorous analysis techniques when applied to periodic grids have made approximate
methods based on equivalent circuit models a convenient alternative [17].

One analysis technique that is useful for determining the equivalent circuit models for periodic grids is the induced EMF method. This method was first introduced by Brillouin in 1922 [18] and later developed by Carter [19]. The EMF method was originally used as a means for calculating the self-impedance of various antennas. It involves the use of Poynting's Theorem to find an expression for the driving-point impedance of a radiating structure. Tai applied the EMF method to find the input impedance of a biconical antenna [20] and a nice treatment applying the method to a center-fed dipole is given by Elliot [21]. Eisenhart and Khan [22] later extended the technique to waveguides and used it to derive the impedance of a waveguide mounting structure.

2.1 Outline of the Method

Application of the EMF method relies on knowing how the currents on a given radiating structure are distributed. As a result, the EMF method is primarily used for simple configurations on which the current distribution can be assumed with reasonable accuracy. The relation between an impressed current, \( \mathbf{J}(r) \), and the resulting electric field, \( \mathbf{E}(r) \), is given by the inhomogeneous wave equation

\[
\nabla \times \nabla \times \mathbf{E}(r) - k^2 \mathbf{E}(r) = -j \omega \mu \mathbf{J}(r),
\]

(2.1)

where \( k = \omega \sqrt{\mu \varepsilon} \). The solution of this equation determines the fields produced by the currents on a radiating structure. Usually, this involves the dyadic Green's function, \( \mathbf{G}(r|r') \), for the structure. The solution is given by

\[
\mathbf{E}(r) = -j \omega \mu \int_{\mathcal{V}} \mathbf{G}(r|r') \cdot \mathbf{J}(r') \, dv',
\]

(2.2)

where the primed coordinates denote the region containing the impressed current distribution.
Once a current distribution is assumed and the resulting fields found from equation (2.2), Poynting's Theorem is applied to determine the power radiated. Poynting's Theorem for phasors is normally stated as

\[ \oint_S \mathbf{E} \times \mathbf{H}^* \cdot ds = - \iiint_V \mathbf{E} \cdot \mathbf{J}^* dV - j \omega \iiint_V (\mathbf{H}^* \cdot \mathbf{B} - \mathbf{E} \cdot \mathbf{D}^*) dV. \]  

(2.3)

In equation (2.3) all quantities are RMS values. The term on the left is interpreted as the average power carried by the fields across the closed surface S. The first term on the right represents the power loss resulting from the flow of electric currents. This is normally associated with the ohmic losses in the system. The final term on the right involves the energy stored in the electric and magnetic fields and can be thought of as the reactive power flowing back and forth between the fields within the volume enclosed by S. When applying the EMF method, equation (2.3) is usually rearranged and put in the following form:

\[ - \iiint_V \mathbf{E} \cdot \mathbf{J}^* dV = \oint_S \mathbf{E} \times \mathbf{H}^* \cdot ds + j \omega \iiint_V (\mathbf{H}^* \cdot \mathbf{B} - \mathbf{E} \cdot \mathbf{D}^*) dV. \]  

(2.4)

The right side of this equation represents the total complex power radiated from within volume V. This includes the reactive power stored in the fields as well as that radiated across S. The total complex power can be determined by evaluating the left side of equation (2.4). For the EMF method, the driving-point impedance, Z, is calculated by equating the power delivered to Z with the total complex power radiated. As a result, the impedance is given by

\[ Z = -\frac{1}{|I|^2} \iiint_V \mathbf{E}(r) \cdot \mathbf{J}^*(r) \, dV, \]  

(2.5)

where $|I|$ is the magnitude of the assumed current distribution at the feed point.

### 2.2 Equivalent Waveguide

Finding the embedding impedance for solid-state devices integrated into a periodic grid is similar to determining the input impedance for an antenna
or waveguide mounting structure. The general task of calculating the driving-point impedance for devices in a finite grid is formidable. Complications arise from the unknown behavior of the field at the grid edges. In addition, each device in the array will couple to all other devices through the radiated fields. Even grids of moderate size generate a large number of unknowns which can make analysis exceedingly difficult. To make the problem more tractable, it is usually assumed that the grid is infinite in extent. Under this approximation, edge effects are ignored. The problem can be simplified further if the grid has internal symmetries that can be exploited.

For many grid structures, it is common to find planes of symmetry which leave the grid unchanged with respect to reflection. The simplification that results from this particular symmetry is illustrated in Fig. 2.1. Each cell of the grid in Fig. 2.1 is assumed to contain an identical AC current source. Furthermore, it is assumed that these current sources are locked to a single phase. This situation represents an array of phase-locked oscillators which is the basis for a quasi-optical power-combining grid. Symmetry planes which run horizontally can be replaced with electric walls. This results because identical currents flow above and below these planes, causing cancellation of the tangential electric field. Similarly, vertical symmetry planes can be replaced with magnetic walls. Once again, these arise from image currents. In this way, an infinite grid of phase-locked sources can be represented by an equivalent waveguide. The equivalent waveguide has electric walls on the top and bottom and magnetic walls on the sides. It should be noted that this equivalent waveguide representation is valid whenever a TEM wave is radiated from or incident on the grid. A plane wave incident from the z-direction with the electric field polarized along the y-axis will induce currents on the grid surface. As before, these currents will be in phase allowing the grid to be represented with an equivalent waveguide.

Planar periodic grids are well suited to the EMF method if the grid struc-
Figure 2.1 Schematic of a planar grid with reflection symmetry. Two symmetry planes are shown with dotted lines. If each cell is excited with an identical source, then horizontal symmetry planes can be replaced with electric walls and vertical symmetry planes with magnetic walls.

Figure 2.2 The planar grid equivalent waveguide. The waveguide has electric walls on top and bottom and magnetic walls on the sides.
ture has a simple symmetric geometry and the periodicity is smaller than a wavelength. An EMF analysis is applied to the equivalent waveguide to find the grid embedding impedance. This embedding impedance may be represented as a transmission-line circuit which describes the coupling between a device placed in the grid and a TEM wave.

Given an impressed current, equation (2.2) can be used to determine the electric field excited in the equivalent waveguide. A different approach is to expand the field in terms of the waveguide modes. A current source placed at a waveguide feed will, in general, excite all possible waveguide modes and the total field will be a superposition of these modes. They are found by solving the Helmholtz equation,

$$\nabla^2 E(r) = k^2 E(r)$$

subject to the waveguide boundary conditions. Consider the grid equivalent waveguide shown in Fig. 2.2. Traveling waves propagate along the z-axis and are characterized by a propagation vector $k_z$. The waveguide modes are classified as TEM, TM, or TE depending on which field components lie along the direction of propagation. For a wave propagating in the $+z$ direction, the TEM field components are given by

$$E(r) = E \hat{y}, \quad H(r) = -\frac{1}{\mu} \sqrt{\varepsilon} \hat{x}$$

where $E$ is a constant. The TM field components can be written as

$$E_z = E_0 \cos(k_x x) \sin(k_y y)$$
$$E_x = j \frac{k_z}{k_c^2} E_0 k_x \sin(k_x x) \sin(k_y y)$$
$$E_y = -j \frac{k_z}{k_c^2} E_0 k_y \cos(k_x x) \cos(k_y y)$$
$$H_x = j \frac{\omega \epsilon}{k_c^2} E_0 k_y \cos(k_x x) \cos(k_y y)$$
$$H_y = j \frac{\omega \epsilon}{k_c^2} E_0 k_x \sin(k_x x) \sin(k_y y).$$
Similarly, the TE field components are given by

\[
H_z = H_0 \sin(k_x x) \cos(k_y y)
\]
\[
H_x = -j \frac{k_z}{k_c^2} H_0 k_x \cos(k_x x) \cos(k_y y)
\]
\[
H_y = j \frac{k_z}{k_c^2} H_0 k_y \sin(k_x x) \sin(k_y y)
\]
\[
E_x = \frac{j \omega \mu}{k_c^2} H_0 k_y \sin(k_x x) \sin(k_y y)
\]
\[
E_y = \frac{j \omega \mu}{k_c^2} H_0 k_x \cos(k_x x) \cos(k_y y),
\]

where \( k_z = m \pi / a \), \( k_y = n \pi / b \), and \( k_c^2 = k_x^2 + k_y^2 \) with \( m \) and \( n \) being integers. \( E_0 \) and \( H_0 \) are constant amplitude factors and a propagation factor of \( e^{j(\omega t - k_z z)} \) has been assumed.

The following sections present the EMF solution for the planar grid equivalent waveguide. General expressions for the embedding impedance are derived in terms of a waveguide modal expansion. The cases of waveguide excitation with electric sources and magnetic sources are considered separately.

### 2.3 Electric Sources

In this section, we consider a planar grid equivalent waveguide which is excited with an electric current. It is convenient to define a set of orthonormal vectors which are used to expand the radiated field. This basis is constructed from the transverse electric field components given in equations (2.7)-(2.9). A unit TEM vector can be defined as

\[
\hat{w} = \frac{1}{\sqrt{ab}} \hat{y}.
\]  

Similarly, we define a unit TM vector:

\[
\hat{u}_{mn} = \sqrt{\frac{\varepsilon_0 \mu_0}{ab k_c^2}} \left\{ k_x \sin(k_x x) \sin(k_y y) \hat{x} - k_y \cos(k_x x) \cos(k_y y) \hat{y} \right\}
\]
and a unit TE vector:

\[ \hat{v}_{mn} = \sqrt{\frac{\varepsilon_m \varepsilon_0}{abk_c^2}} \{ k_y \sin(k_x x) \sin(k_y y) \hat{x} + k_x \cos(k_x x) \cos(k_y y) \hat{y} \}. \] (2.12)

The vectors are normalized so that the inner product of any two is given by

\[ \langle \hat{u}^l_{mn} | \hat{u}^k_{m'n'} \rangle = \int_0^a \int_0^b (\hat{u}^l_{mn})^* \cdot \hat{u}^k_{m'n'} \, dx \, dy = \delta_{mm'} \delta_{nn'} \delta_{ll}, \] (2.13)

where \( l \) and \( k \) denote the mode classification of TEM, TE, or TM and \( \delta \) is the Kronecker delta. These vectors are used in an expansion to represent the transverse electric field in the equivalent waveguide as

\[ E_{xy} = \varepsilon_0 \hat{w} + \sum_{m,n} \varepsilon_{mn}^{TM} \hat{u}_{mn} + \sum_{m,n} \varepsilon_{mn}^{TE} \hat{v}_{mn}, \] (2.14)

where \( \varepsilon_0, \varepsilon_{mn}^{TM}, \) and \( \varepsilon_{mn}^{TE} \) are unknown coefficients. The summations are carried out over all waveguide modes. In this expansion, the \( z \)-component of the electric field has been neglected since we assume that currents flow only in the xy-plane. The impressed electric current, \( J_{xy} \), may also be written as a sum over the basis vectors

\[ J_{xy} = j_0 \hat{w} + \sum_{m,n} j_{mn}^{TM} \hat{u}_{mn} + \sum_{m,n} j_{mn}^{TE} \hat{v}_{mn}, \] (2.15)

where expansion coefficients \( j_0, j_{mn}^{TM}, \) and \( j_{mn}^{TE} \) are determined by assuming a current distribution and evaluating the inner product \( \langle J_{xy} | \hat{u}^l_{mn} \rangle \). We can relate the expressions for \( E_{xy} \) and \( J_{xy} \) by applying Maxwell’s boundary conditions. The tangential components of \( H \) are discontinuous across a given boundary on which a surface current \( J_s \) flows. We can express this as

\[ \hat{n} \times (H^+ - H^-) = J_s, \] (2.16)

where \( \hat{n} \) represents a unit vector normal to the surface. The superscripts + and − represent the \( H \)-field components above and below the given surface. For the
equivalent waveguide of Fig. 2.2, we assume that current flows only in the $z = 0$ plane. As a result, equation (2.16) may be rewritten as

$$\mathbf{J}_{xy} \times \hat{z} = (\mathbf{H}^+ - \mathbf{H}^-)_{xy}. \quad (2.17)$$

The subscript $xy$ denotes the component of $\mathbf{H}$ perpendicular to the $z$-axis. Equations (2.17) and (2.15) can be combined to find an expression for the discontinuity in the $\mathbf{H}$-field. This discontinuity is given by

$$(\mathbf{H}^+ - \mathbf{H}^-)_{xy} = j_0 \left( \hat{w} \times \hat{z} \right) + \sum_{m,n} j_{mn}^{TM} (\hat{u}_{mn} \times \hat{z}) + \sum_{m,n} j_{mn}^{TE} (\hat{v}_{mn} \times \hat{z}). \quad (2.18)$$

We can relate the transverse components of the $\mathbf{H}$-field with those of the $\mathbf{E}$-field by the characteristic mode admittances, $Y_{mn}^l$:

$$\mathbf{H}^{(l)+}_{mn} = -Y_{mn}^l \left( \mathbf{E}^{(l)+}_{mn} \times \hat{z} \right) \quad (2.19)$$
$$\mathbf{H}^{(l)-}_{mn} = Y_{mn}^l \left( \mathbf{E}^{(l)-}_{mn} \times \hat{z} \right). \quad (2.20)$$

In equations (2.19) and (2.20), $l$ refers to the mode classification (TEM, TM, or TE) and the superscripts $+$ and $-$ indicate waves propagating in the $+z$ and $-z$ directions, respectively. The characteristic admittances for the waveguide modes may be expressed as follows:

$$Y_{0}^{TEM} = \sqrt{\frac{\varepsilon}{\mu}}$$
$$Y_{mn}^{TM} = \frac{\omega \varepsilon}{k_z}$$
$$Y_{mn}^{TE} = \frac{k_z}{\omega \mu}, \quad (2.21)$$

where $k_z$ is the propagation constant and is given by:

$$k_z = \sqrt{\omega^2 \mu \varepsilon - \left( \frac{m \pi}{a} \right)^2 - \left( \frac{n \pi}{b} \right)^2}. \quad (2.22)$$

Maxwell’s boundary conditions also require the tangential electric field be continuous. This means that the transverse $\mathbf{E}$-field for waves propagating in the $+z$
and $-z$ directions must match at the $z = 0$ plane. Using the expression for the electric field given in (2.14) and equations (2.19) and (2.20), we can find modal expansions for $\mathbf{H}^+$ and $\mathbf{H}^-$. For waves propagating in the $+z$ direction, it is necessary to use the mode admittances looking in that direction. Likewise, for waves propagating in the $-z$ direction, we use $Y_{mn}^{(l)}$ for $l = 0$. Comparison with equation (2.18) allows us to relate the electric field and current expansion coefficients:

\[
\begin{align*}
    j_0 &= - (Y_0^{\text{TEM}^+} + Y_0^{\text{TEM}^-}) \, \varepsilon_0 \\
    j_{mn}^{\text{TM}} &= - (Y_{mn}^{\text{TM}^+} + Y_{mn}^{\text{TM}^-}) \, \varepsilon_{mn}^{\text{TM}} \\
    j_{mn}^{\text{TE}} &= - (Y_{mn}^{\text{TE}^+} + Y_{mn}^{\text{TE}^-}) \, \varepsilon_{mn}^{\text{TE}}.
\end{align*}
\]

Equations (2.23) show that the expansion coefficients are related by the parallel combination of the mode admittances looking in the $+z$ and $-z$ directions. Using these relations in equation (2.14) and applying Poynting's Theorem as stated in equation (2.5), we find the driving-point impedance for the radiating structure. This is given by

\[
Z = \frac{1}{|I|^2} \left\{ \left( Z_0^{\text{TEM}^+} \parallel Z_0^{\text{TEM}^-} \right) |j_0|^2 + \sum_{m,n} |j_{mn}^{\text{TM}}|^2 \left( Z_{mn}^{\text{TM}^+} \parallel Z_{mn}^{\text{TM}^-} \right) \right\} + \sum_{m,n} |j_{mn}^{\text{TE}}|^2 \left( Z_{mn}^{\text{TE}^+} \parallel Z_{mn}^{\text{TE}^-} \right) \}. 
\]

In equation (2.24), the $\parallel$ symbol indicates the impedances are to be combined in parallel. To solve a specific problem, an electric current distribution is assumed. From this current distribution, the expansion coefficients $j_0$, $j_{mn}^{\text{TM}}$, and $j_{mn}^{\text{TE}}$ are determined. Once this is done, equation (2.24) can be evaluated to find the driving-point impedance.

An example to illustrate the application of the preceding analysis is given in Fig. 2.3(a). This grid consists of a series of equally spaced vertical metal strips. The grid unit cell is shown in Fig. 2.3(b). A current distribution is assumed on the strip and then used to determine the expansion coefficients. If the unit cell
dimensions are smaller than a wavelength, we may assume that the current is uniform along and across the strip:

\[
J_{xy} = \begin{cases} 
I_0/w, & \text{if } \frac{a-w}{2} \leq x \leq \frac{a+w}{2}; \\
0, & \text{otherwise.}
\end{cases} \tag{2.25}
\]

With this distribution, the current expansion coefficients become:

\[
j_0 = \sqrt{\frac{b}{a}} I_0 \\
j_{m0}^{TM} = 0 \\
j_{m0}^{TE} = \sqrt{\frac{2b}{a}} I_0 \cos\left(\frac{m\pi}{2}\right) \text{sinc}\left(\frac{m\pi w}{2a}\right),
\]

where we define the sinc function as

\[
sinc(x) = \frac{\sin(x)}{x}. \tag{2.27}
\]

Inserting these expressions into equation (2.24), we find a formula for the impedance of the grid:

\[
Z = \frac{b}{a} \left( Z_0^{TEM+} \parallel Z_0^{TEM-} \right) + \frac{2b}{a} \sum_{m=1}^{\infty} \cos^2\left(\frac{m\pi}{2}\right) \text{sinc}^2\left(\frac{m\pi w}{2a}\right) \left( Z_{m0}^{TE+} \parallel Z_{m0}^{TE-} \right).
\]

The grid impedance consists of two distinct terms which are added in series. The first term is a parallel combination of TEM mode impedances. TEM modes do not have a cutoff frequency and thus represent power propagating from the grid. These modes can be represented in the equivalent circuit model with a parallel combination of transmission lines of characteristic impedance \((b/a) Z_0^{TEM+}\) and \((b/a) Z_0^{TEM-}\), respectively. The second term is a sum over the waveguide TE modes. The TE mode impedances are given by \(\omega \mu / k_z\). In most applications, the dimensions of the waveguide or unit cell are chosen so that all but the lowest order (TEM) mode are cutoff. As a result, the TE modes are normally evanescent,
Figure 2.3 (a) A grid of vertical metal strips and (b) the resulting equivalent waveguide.

Figure 2.4 Equivalent transmission-line model for the inductive grid. The inductance is calculated by summing over the TE modes of the equivalent waveguide.
giving a reactive impedance of \(j\omega\mu/|k_z|\). Evanescent TE modes are inductive and thus the second term in equation (2.28) represents an inductance in series with the current source excitation. The equivalent transmission-line model for the grid is shown in Fig. 2.4. In this model, the current source can be replaced with a short to represent a passive grid of vertical metal strips.

### 2.4 Magnetic Sources

Often it is more convenient to formulate the EMF solution to a problem in terms of a voltage excitation rather than a current excitation. An example of this is the grid shown in Fig. 2.5. This grid consists of an array of horizontal metal strips. It is the dual problem to the inductive grid and can be solved assuming a voltage excitation in the gaps between the metal. This voltage excitation can be represented as a magnetic current flowing between the strips.

Magnetic currents, \(M\), are included in Maxwell's equations by augmenting Faraday's law:

\[ \nabla \times E = -M - j\omega\mu H \quad (2.29) \]

subject to the boundary condition,

\[ (E^+ - E^-) \times \hat{n} = M_s, \quad (2.30) \]

where \(M_s\) is the surface magnetic current and \(\hat{n}\) is the unit vector normal to the surface. As in the case of electric current excitation, it is convenient to define a set of orthonormal vectors which are used to expand the radiated fields. These vectors are constructed from the magnetic field components in equations (2.7)-(2.9) and are given by:

\[ \hat{w} = \frac{1}{\sqrt{ab}} \hat{x} \]

\[ \hat{u}_{mn} = \sqrt{\frac{\varepsilon_0 \varepsilon_n}{ab k_c^2}} \left\{ k_y \cos(k_x x) \cos(k_y y) \hat{x} + k_x \sin(k_x x) \sin(k_y y) \hat{y} \right\} \quad (2.31) \]

\[ \hat{v}_{mn} = \sqrt{\frac{\varepsilon_0 \varepsilon_n}{ab k_c}} \left\{ -k_x \cos(k_x x) \cos(k_y y) \hat{x} + k_y \sin(k_x x) \sin(k_y y) \hat{y} \right\}. \]
Figure 2.5 (a) Schematic of a capacitive grid consisting of horizontal metal strips. (b) The equivalent waveguide for the grid with a magnetic current excitation.

As before \( \hat{w} \) denotes the unit TEM vector and \( \hat{u}_{mn} \) and \( \hat{v}_{mn} \) are the unit TM and TE vectors, respectively. The magnetic field and magnetic current distribution are expanded in terms of this basis with unknown expansion coefficients:

\[
\begin{align*}
H_{xy} &= h_0 \hat{w} + \sum_{m,n} h_{mn}^{TM} \hat{u}_{mn} + \sum_{m,n} h_{mn}^{TE} \hat{v}_{mn} \\
M_{xy} &= m_0 \hat{w} + \sum_{m,n} m_{mn}^{TM} \hat{u}_{mn} + \sum_{m,n} m_{mn}^{TE} \hat{v}_{mn}.
\end{align*}
\]

For a magnetic current excitation, the tangential magnetic field at \( z = 0 \) is continuous while the tangential electric field is discontinuous as given in equation (2.30). Applying the boundary condition (2.30), we find that the magnetic current and field expansion coefficients are related by:

\[
\begin{align*}
m_0 &= -(Z_0^{TEM+} + Z_0^{TEM-}) h_0 \\
m_{mn}^{TM} &= -(Z_{mn}^{TM+} + Z_{mn}^{TM-}) h_{mn}^{TM} \\
m_{mn}^{TE} &= -(Z_{mn}^{TE+} + Z_{mn}^{TE-}) h_{mn}^{TE}.
\end{align*}
\]
From equation (2.34) and Poynting’s Theorem, we find the driving-point admittance for the grid:

\[
Y = -\frac{1}{|V|^2} \int_V \mathbf{H} \cdot \mathbf{M}^* \, dV
\]

\[
= \frac{1}{|V|^2} \left\{(Z_0^{TEM+} + Z_0^{TEM-})^{-1}|m_0|^2 + \sum_{m,n} (Z_{mn}^{TM+} + Z_{mn}^{TM-})^{-1}|m_{mn}^{TM}|^2ight. \\
+ \left. \sum_{m,n} (Z_{mn}^{TE+} + Z_{mn}^{TE-})^{-1}|m_{mn}^{TE}|^2 \right\}. 
\] (2.35)

An interesting feature of this equation is that the mode impedances add in series rather than parallel. This is a consequence of using a magnetic current source which requires the tangential electric field be discontinuous at \( z = 0 \). For a real grid, the tangential electric field is continuous at \( z = 0 \), which means the mode impedances should add in parallel. This can be understood by examining the relationship between an antenna and its dual and complementary structures. Dual and complimentary antennas are closely related by the Schelkunoff equivalence principle. Consider the antennas shown in Fig. 2.6. Each antenna is assumed to lie in the \( z = 0 \) plane. Usually, this is at the interface between two different dielectric media. For the dual antenna, magnetic current flows only on the magnetic conductor. An analogous situation exists for the complementary antenna where electric fields vanish on the electric conductor’s surface. The admittance of an antenna made of electric conductors can be calculated by finding the voltage appearing across the antenna feed and dividing it into the input current:

\[
Y = \frac{1}{V} 
\] (2.36)

where,

\[
V = -\int \mathbf{E} \cdot d\mathbf{l}, \quad \text{and} \quad I = \oint \mathbf{H} \cdot d\mathbf{l}.
\] (2.37)

The input voltage is determined by integrating the electric field across the antenna feed. A dielectric interface presents no problem because the tangential
Figure 2.6 Schematic of an antenna with its dual and complement. The dual antenna is obtained by replacing electric conductors with magnetic conductors.

electric field is continuous across the boundary. The current flow at the feed is calculated by integrating the magnetic field along a loop enclosing the feed point. There will be a discontinuity in the magnetic field at the interface due to the current. Thus, the integration of $\mathbf{H}$ can be divided into a part for $z > 0$ and a part for $z < 0$:

$$\oint \mathbf{H} \cdot dl = \oint_{z>0} \mathbf{H} \cdot dl + \oint_{z<0} \mathbf{H} \cdot dl \quad (2.38)$$

$$= I_{z>0} + I_{z<0}.$$  

A constant voltage appears across the antenna feed, but different currents flow for $z > 0$ and $z < 0$. This corresponds to a parallel combination for the impedances looking in the $+z$ and $-z$ directions. A similar argument can be made for antennas made of magnetic conductor. However, in this case, the discontinuity in the electric field gives rise to different voltages across the feed for $z > 0$ and
Figure 2.7 Transmission-line model for the capacitive grid.

$z < 0$. As a result, the impedances looking in the two different directions add in series. In an actual grid, there are no magnetic conductors. This means the series connections for the mode impedances in equation (2.35) should be changed to parallel connections. Hence, the admittance of the grid is given by:

$$Y = \frac{1}{|V|^2} \left\{ |Y_0^{\text{TEM}^+} + Y_0^{\text{TEM}^-}|m_0|^2 + \sum_{m,n} (Y_{mn}^{\text{TM}^+} + Y_{mn}^{\text{TM}^-}) |m_{mn}^{\text{TM}}|^2 \right\} $$(2.39)

$$+ \sum_{m,n} (Y_{mn}^{\text{TE}^+} + Y_{mn}^{\text{TE}^-}) |m_{mn}^{\text{TE}}|^2 \right\}. $$

We can apply this analysis to the equivalent waveguide of Fig.2.5. A magnetic surface current is assumed in the gap and is given by:

$$M_{xy} = \begin{cases} \frac{V_0}{w}, & \text{if } \frac{b-w}{2} \leq y \leq \frac{b+w}{2}; \\ 0, & \text{otherwise.} \end{cases}$$ (2.40)

which results in the following expansion coefficients:

$$m_0 = \frac{\sqrt{a}}{b} V_0$$

$$m_{mn}^{\text{TE}} = 0$$ (2.41)
\[ m_{mn}^{TM} = \sqrt{\frac{2a}{b}} \ V_0 \ \cos\left(\frac{n\pi}{2}\right) \ \text{sinc}\left(\frac{n\pi w}{2b}\right). \]

Using these coefficients in equation (2.39) gives the following expression for the grid admittance:

\[
Y = \frac{a}{b} \left( Y_0^{\text{TEM}+} + Y_0^{\text{TEM}^-} \right) + \\
\frac{2a}{b} \sum_{n=1}^{\infty} \cos\left(\frac{n\pi}{2}\right) \ \text{sinc}^2\left(\frac{n\pi w}{2b}\right) \left( Y_{0n}^{\text{TM}+} + Y_{0n}^{\text{TM}^-} \right).
\] (2.42)

Like the inductive grid, the input admittance consists of two terms. The first is the propagating TEM mode which is represented with a transmission-line. In parallel with this is a term consisting of a sum over the TM mode admittances. Below cutoff, these modes are capacitive and are represented by a shunt capacitor. The transmission-line model for the grid is shown in Fig. 2.7. The capacitance is calculated by adding the TM admittances looking in the forward and backward directions and summing over the modes. It is interesting to note that the capacitive grid of Fig. 2.5 is the complement of the inductive grid in Fig. 2.3. The impedances of complementary structures are related by Booker’s relation[23]. As a result, the expression for the admittance of the capacitive grid can also be derived by using equation (2.28) and substituting directly into Booker’s formula.

2.5 Stationary Character of the EMF Solution

The EMF method presented in this chapter is based on the principle of conservation of complex power. An expression for the driving-point impedance of a radiating structure is found by equating the complex power in the electromagnetic fields with the power delivered by a current or voltage source at the feed point. It is also possible to formulate a solution based on the Lorentz Reciprocity Theorem. The reciprocity theorem is conveniently expressed in terms reactions [24]. The reaction of field \( a \) with source \( b \) is defined as

\[
\langle a, b \rangle = \int_V J_b \cdot E_a - M_b \cdot H_a \ \text{d}V.
\] (2.43)
Reaction is a complex quantity which has units of power. However, it is different from complex power in two respects. First, the complex conjugate of the current is used in the expression for power. Second, the reaction is defined for a source with respect to the field produced by another source. Using equation (2.43), the reciprocity theorem can be expressed as

$$\langle a, b \rangle = \langle b, a \rangle. \quad (2.44)$$

The input impedance at the feed of an antenna can be written in terms of the self-reaction of a source placed at the feed [24]:

$$Z_{in} = -\frac{\langle a, a \rangle}{I^2} = -\frac{1}{I^2} \int_S \mathbf{E}_a \cdot \mathbf{J}_a \, ds, \quad (2.45)$$

where $I$ is the input current. Essentially, this expression is a statement that the input impedance is the ratio of voltage and current at the feed point. This is in contrast with the formulation based on Poynting’s Theorem where the impedance is found from power considerations.

An intriguing feature of equation (2.45) is that the impedance calculated with this formula is stationary with respect to small variations in the source distribution, $a$. Harrington discusses this in detail [24]. The stationary character of the solution is easily shown by assuming the source distribution can be written in the following form:

$$a = c + \epsilon \chi \quad (2.46)$$

where $c$ is the true source distribution, $\chi$ is an arbitrary error function which satisfies the boundary conditions of the problem, and $\epsilon$ is a small real parameter. The variation of the input impedance with the approximate source distribution is found by substituting equation (2.46) into (2.45) and differentiating with respect to $\epsilon$:

$$\frac{\partial Z_{in}}{\partial \epsilon} = -\frac{1}{I^2} \{ \langle c, \chi \rangle + \langle \chi, c \rangle + 2\epsilon \langle \chi, \chi \rangle \}. \quad (2.47)$$
The reactions in equation (2.47) are evaluated for the region containing the antenna. For small variations about the true source distribution, we set \( \epsilon = 0 \). Using reciprocity, we find that

\[
\frac{\partial Z_{in}}{\partial \epsilon} = -\frac{2}{T^2} (c, \chi) = 0. \tag{2.48}
\]

The second equality comes from the fact that the true electric field, \( c \) is zero on the antenna’s conducting surface. The only place where the electric field does not vanish is at the feed point. However, the error function, \( \chi \), is zero there. As a result, the variation of the input impedance with current distribution is zero to first order and equation (2.45) is a stationary formula. It therefore follows that a first-order approximation for the source distribution yields a second-order approximation to the input impedance.

Strictly speaking, the input impedance found from the induced EMF method is not stationary. The difference in the impedance formula for the EMF method is that the complex conjugate of the source current is used. However, if the assumed current distribution is real, the EMF method leads to an impedance identical to that found from equation (2.45) and thus gives a stationary solution.
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Chapter 3

Planar Grid Transmission-Line Models

An attractive feature of planar periodic grids is their capacity to accommodate solid-state devices. In addition, the performance of the grids can be understood in terms of an equivalent circuit model. In the previous chapter, a method for obtaining these models for geometrically simple grids was presented. Inductive and capacitive grids were analyzed using the induced EMF method and the corresponding transmission-line models derived. While these grids are suitable as filters and polarizers, they are not very useful structures to integrate with solid-state devices.

A variety of structures such as rectangular slot arrays and bow-tie grids are amenable to two-terminal devices. Often, the analysis of these grid configurations require the use of both electric and magnetic sources to find a complete transmission-line model. This introduces an additional complication in the EMF analysis. Furthermore, transistor arrays present the problem of how to deal with the third device terminal. In the following sections, grid configurations which are compatible with two- and three-terminal device integration are examined.
3.1 Rectangular Slot Arrays

One grid configuration which readily permits integration of two-terminal devices is the rectangular slot array. A schematic of the grid is shown in Fig. 3.1. This structure has been the building block for several previous quasi-optical grids including a multi-mode detector array [1], a Schottky diode grid phase-shifter [2], and a diode-grid multiplier [3]. The equivalent waveguide for the grid, shown in Fig. 3.2, is closely related to the waveguide mounting structure investigated by Eisenhart and Khan [4] and may be analyzed using the same method. The main difference is the unit cell is a slot configuration which is most conveniently analyzed using duality. For the analysis, we assume a current $I_0$ flows along the vertical metal strips. We also assume this current is uniform and thus specifies an “aperture” magnetic field, $H_A$. The “aperture” refers to the vertical metal strip in the unit cell and is dual to the gap or aperture in Eisenhart and Khan’s waveguide post. If the aperture field is uniform along the $y$-direction, it can be written as:

$$H_A = -\frac{I_0}{g} \begin{cases} 1, & \text{if } 0 \leq x \leq g \\ 0, & \text{otherwise.} \end{cases} \hat{x}$$  \hspace{1cm} (3.1)

The spatial dependence of $H_A$ can be expressed in terms of a Fourier series expansion:

$$H_A(x, y) = -\frac{I_0}{a} \sum_{m=0}^{\infty} \epsilon_m \sin\left(\frac{m\pi g}{a}\right) \cos\left(\frac{m\pi x}{a}\right) \hat{x}.$$  \hspace{1cm} (3.2)

$H_A$ serves as an excitation for the grid unit cell and is analogous to a uniform electric field in a waveguide post feed. The aperture magnetic field gives rise to a magnetic current, $M$, which flows in the $x$-direction as shown in Fig. 3.2. Making the assumption that the magnetic current is uniform across the gap, we may write $M$ as:

$$M(x, y) = \frac{V_0}{w} u(x) u(y) \delta(z) \hat{x},$$  \hspace{1cm} (3.3)

where the spatial dependence of $M$ on $x$ is described by $u(x)$, $\delta(z)$ is the Dirac
Figure 3.1 Schematic of the rectangular slot array. Devices are embedded in the vertical leads and DC bias is fed along the horizontal metal strips.

Figure 3.2 Equivalent waveguide for the slot array. An aperture magnetic field, $H_A \hat{x}$, assumed on the metal strip drives a magnetic current, $M$, as shown.
delta function, and \( u(y) \) is given by:

\[
    u(y) = \begin{cases} 
        1, & \text{for } 0 \leq y \leq w; \\
        0, & \text{otherwise}. 
    \end{cases}
\]  

(3.4)

The power generated by the aperture field, \( H_A \), is evaluated by using Poynting's Theorem:

\[
P = - \int_0^a \int_0^b H_A \cdot M^* \, dx \, dy
\]

(3.5)

\[
= \frac{I_0 V_0}{a} \sum_{m=0}^\infty \epsilon_{m0} \operatorname{sinc}\left(\frac{m \pi a}{n}\right) \int_0^a u(x) \cos\left(\frac{m \pi x}{a}\right) \, dx.
\]

From equation (3.5), we see that the total power generated is a summation of individual power harmonic terms, \( P_m \), and may be expressed as:

\[
P = \sum_{m=0}^\infty P_m = I_0 \sum_{m=0}^\infty V_m = I_0^2 \sum_{m=0}^\infty Z_m.
\]  

(3.6)

The last two equalities come from assuming that a constant current, \( I_0 \), is maintained on the vertical metal strip. Equation (3.6) shows that the impedance harmonic terms, \( Z_m \), add in series. As a result, the driving-point impedance for a device in the grid can be calculated by summing over the impedance terms:

\[
Z = \sum_{m=0}^\infty Z_m = \sum_{m=0}^\infty \frac{V_m^2}{P_m}.
\]

(3.7)

The power delivered by the grid can also be determined by calculating the total power in the radiated fields. This is done by applying equation (2.39) in the preceding chapter. Evaluating the inner products for the TEM, TM and TE mode expansion coefficients, we find that the total power is given by:

\[
P = \frac{V_0^2}{ab} \sum_{m=0}^\infty \sum_{n=0}^\infty \epsilon_{m0} \epsilon_{0n} \operatorname{sinc}^2\left(\frac{m \pi}{b}\right) \left\{ \frac{k^2 T M Y_n}{k^2 Y_{mn}} + \frac{k^2 T E Y_n}{k^2 Y_{mn}} \right\}
\]

\[
\times \left( \int_0^a u(x) \cos\left(\frac{m \pi x}{a}\right) \, dx \right)^2.
\]

(3.8)
In this expression, the admittances $Y_{mn}^{TM}$ and $Y_{mn}^{TE}$ are assumed to be parallel combinations of the wave admittances looking in the $+z$ and $-z$ directions. Also note that the TEM mode is included with the $m = 0, n = 0$ term. From equation (3.5) we find $V_m$ which is used with equations (3.7) and (3.8) to find the grid driving-point impedance:

$$Z = \frac{b}{a} \sum_{m=0}^{\infty} \frac{\epsilon_{m0} \text{sinc}^2\left(\frac{m\pi z}{a}\right)}{\sum_{n=0}^{\infty} \frac{\epsilon_{n0}}{k_n^2} \text{sinc}^2\left(\frac{n\pi b}{b}\right) \left\{ k_y^2 Y_{mn}^{TM} + k_z^2 Y_{mn}^{TE} \right\}}.$$

(3.9)

In this expression for the grid embedding impedance, the spatial harmonics associated with the $y$-direction add in parallel while the harmonics associated with the $x$-direction add in series. A circuit model representing this embedding impedance is shown in Fig. 3.3. The $m = 0$ term consists of a parallel combination of TEM and TM modes. Because the TEM modes are propagating waves, they are represented as a resistor. The TM and TE modes are indicated with capacitors and inductors, respectively.

**Figure 3.3** Lumped-element circuit model for the slot array embedding impedance. The TEM mode is represented by a lumped resistor. TM and TE modes are shown as capacitors and inductors, respectively.
Figure 3.4 Transmission-line model for the rectangular slot array.

Itors and inductors, respectively. Fig. 3.3 is a lumped-element representation of the grid as seen by devices embedded in the vertical metal leads. An equivalent transmission-line model for this circuit is shown in Fig. 3.4. The TEM mode is represented with a transmission line. A gap capacitance appears in parallel with the transmission line and is given by:

$$C = \frac{1}{j\omega} \frac{2a}{b} \sum_{n=1}^{\infty} \cos^2\left(\frac{n\pi}{2}\right) \sin^2\left(\frac{n\pi w}{2b}\right) \left(Y_{0n}^{TM+} + Y_{0n}^{TM-}\right)$$

which is the same capacitance calculated in equation (2.42). The remaining terms \((m > 0)\) consist of both capacitive (TM) and inductive (TE) modes which appear in series with the embedded device. In Fig. 3.4, these terms are represented with a series impedance which is given by:

$$Z_{m>0} = \frac{2b}{a} \sum_{m=1}^{\infty} \sum_{n=0}^{\infty} \frac{\sin^2\left(\frac{m\pi x}{a}\right)}{k_n^2} \sin^2\left(\frac{n\pi y}{b}\right) \left(k_y^2 Y_{mn}^{TM} + k_z^2 Y_{mn}^{TE}\right)$$

At low frequencies, the inductive modes dominate so that \(Z_{m>0}\) can be interpreted as the lead inductance of the vertical strip.
3.2 Bow-tie Grids

The bow-tie antenna is a structure which is also attractive for integration with two-terminal devices. One advantage of the bow-tie is that its input impedance is not a strong function of frequency. In fact, the impedance of an infinite bow-tie antenna is independent of frequency. As a result, this structure allows for the possibility of constructing very broadband circuits. The quasi-static impedance, $Z_{bt}$, for the bow-tie on a semi-infinite dielectric substrate may be determined from transmission-line theory [5,6]. In this analysis, the antenna input impedance is calculated as the characteristic impedance of a radial transmission line and is given by

$$Z_{bt} = \eta_0 \sqrt{\frac{2}{\epsilon_r + 1}} \frac{K(k)}{K'(k)}, \quad (3.12)$$

where $K(k)$ and $K'(k)$ are elliptic integrals, $\epsilon_r$ is the substrate dielectric constant, and $k = \tan^2(45^\circ - \theta/4)$, where $\theta$ is the bow-tie angle. A rigorous analysis of the bow-tie antenna based on the method of moments was developed by Compton [7] and gave good agreement with measured results.

An array of bow-tie antennas, shown in Fig. 3.5, may be analyzed using the techniques outlined in chapter 2. To find the equivalent circuit for the bow-tie unit cell, we assume an impressed electric current flows on the bow. In addition, an electric field will exist between the bow and the electric wall of the equivalent waveguide. We can account for this by assuming a magnetic current flows in the gap. The charge distribution on the diagonal metal strip representing a bow-tie in the unit cell can be determined by conformal mapping techniques. This charge distribution will have a singularity along the edge of the bow. In the quasi-static approximation, the current density will have the same edge singularity [8] and may be expressed as

$$J(r, \psi) = \frac{I_0}{r} \frac{1}{\sqrt{\sin^2 \phi - \sin^2 \psi}} \hat{r}, \quad (3.13)$$

where $\phi$ is the angle of the bow and $0 \leq \psi \leq \phi$. This current distribution is used in the EMF analysis of the previous chapter to find an expression for the bow-tie
**Figure 3.5** Schematic of a bow-tie grid. The equivalent waveguide is shown with solid lines representing electric walls and dashed lines representing magnetic walls.

**Figure 3.6** Transmission-line model for the bow-tie grid. The bow-tie antennas are represented as a shunt transmission line with characteristic impedance $Z_{bow}$ and electrical length $\theta_{bow}$. 
input impedance. Application of equation (2.28) gives us

\[
Z = \frac{1}{ab} \sum_{m=1}^{\infty} \sum_{n=0}^{\infty} 2\varepsilon_{0n} \frac{k_C^2}{k_z^2} A_{mn}^2 (Z_{mn+}^{TE} || Z_{mn-}^{TE}),
\]

(3.14)

where

\[
A_{mn} = \frac{\int_0^\phi \int_0^b \frac{\cos(k_x y \tan\psi)}{\sqrt{\sin^2\phi - \sin^2\psi}} \cos k_y y \, d\psi \, dy}{\int_0^\phi \sqrt{\sin^2\phi - \sin^2\psi}}.
\]

(3.15)

In equation (3.14), the TEM mode is included when \( m = 0, n = 0 \). The electric current couples to TE modes which gives rise to an inductance for the bow-tie grid. This expression gives only part of the impedance because power stored in the electric fields between the bow-ties has been neglected. We include this contribution by assuming a magnetic current flows between the bow-tie antennas. The magnetic current is assumed to have the same form as the electric current in equation (3.13) and is given by

\[
M(r, \xi) = \frac{M_0/r}{\sqrt{\sin^2\theta - \sin^2\xi}} \hat{r},
\]

(3.16)

where \( \theta = 90^\circ - \phi \) and \( 0 \leq \xi \leq \theta \). Application of equation (2.39) gives us

\[
Y = \frac{1}{ab} \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} 2\varepsilon_{m0} \frac{k_C^2}{k_y^2} B_{mn}^2 (Y_{mn+}^{TM} + Y_{mn-}^{TM}),
\]

(3.17)

where

\[
B_{mn} = \frac{\int_0^\theta \int_0^a \frac{\cos(k_x x \tan\xi)}{\sqrt{\sin^2\theta - \sin^2\xi}} \cos k_x x \, d\xi \, dx}{\int_0^\theta \sqrt{\sin^2\theta - \sin^2\xi}}.
\]

(3.18)

The magnetic current couples only to the TM modes and leads to a bow-tie capacitance. This capacitance may be considered as distributed along the length of the bow-tie. Equation (3.17) gives an expression for the total capacitance of a bow in the unit cell. Similarly, the inductance calculated in equation (3.14)
is also distributed along the length of the bow. As a result, the bow-tie array can be modeled as a section of transmission line with net inductance given by equation (3.14) and net capacitance given in (3.17). It is straightforward to show that these equations satisfy Babinet’s principle for a bow-tie flair angle of 45°. The characteristic impedance, $Z_{bow}$, and electrical length, $\theta_{bow}$, of the bow-tie transmission line are given by

$$Z_{bow} = \sqrt{\frac{L}{Y}}$$  \hspace{1cm} (3.19)

and

$$\theta_{bow} = \sqrt{\frac{L}{2Y}}.$$  \hspace{1cm} (3.20)

The bow-tie grid model is shown in Fig. 3.6. The transmission line representing the bow-tie grid appears in shunt across a second transmission line which models propagating TEM waves.

A device embedded in a bow-tie grid couples to an incident TEM wave through a short section of transmission line. The characteristic impedance for a 45° bow-tie grid on a substrate of $\varepsilon_r = 10$ is about 78 $\Omega$. This value can be made larger or smaller by adjusting the aspect ratio of the unit cell. The electrical length of the bow-tie is typically only a small fraction of a free-space wavelength. With a backshort used for reactive tuning, the bow-tie structure can offer an excellent means of matching solid-state devices to incident electromagnetic radiation [9].

**3.3 Planar Transistor Grids**

The grid configurations discussed so far have been well-suited for integration with two-terminal solid-state devices. However, it is also possible to embed three-terminal devices such as transistors and contiguous domain oscillators (CDO’s) [10] into a periodic array. Transistors, for a variety of reasons, are attractive devices for use in a quasi-optical grid. Two of the device terminals can
Figure 3.7 Configuration of a planar transistor grid. Bias lines run horizontally across the grid while the radiating leads run vertically as shown. Adjacent rows of devices share bias lines. The equivalent waveguide is shown with solid lines for electric walls and dashed lines for magnetic walls.

couple to an output wave leaving the third as a separate input terminal. By attaching the terminals to antennas designed to receive and transmit orthogonally polarized waves, it is possible to build a plane-wave amplifier [11]. The grid embedding circuit can also be used to provide feedback between the device input and output to create an oscillator [12]. Other applications have included using the transistor as a tuning element to electronically vary the resonant length of slot antennas [13]. One question that arises when using transistors as the active element in a quasi-optical array involves how to accommodate the third device terminal. The design must provide DC bias to the transistors as well as allow a means of coupling the devices to free-space radiation. In addition, a grid configuration which is completely planar has certain advantages with respect to monolithic integration. For the two-terminal device grids, DC bias is fed from the sides of the grid on horizontal metal lines. These bias lines are perpendicular
to the polarization of the incident and radiated electric fields. This suggests the planar configuration of Fig. 3.7 is a suitable design for a quasi-optical transistor grid. In this design, adjacent rows of transistors are oriented so they can share bias lines. The devices themselves are placed on (or embedded into) a central bias line which runs through the center of the unit cell. By orienting the devices in this way, the mirror symmetry of the array is preserved and this allows a unit cell equivalent waveguide to be defined. Currents on the vertical leads couple directly to radiation polarized along the $y$-direction. However, from the grid symmetry, currents on the bias lines cancel at the sides of the unit cell.

To apply the EMF method of the preceding chapter, we need to assume a current distribution on the transistor leads. A schematic of the grid equivalent waveguide is shown in Fig. 3.8(a). Two of the transistor terminals are connected to the vertical leads. We designate the currents on these leads as $I_1$ and $I_2$. The third device lead is connected on both sides to a horizontal bias line and carries a total current of $I_3$. By symmetry, half of $I_3$ will flow to the left of the device and half to the right. In addition, these horizontal currents must vanish at the sides of the unit cell where there is a magnetic wall. This leads us to the distribution shown in Fig. 3.8(b) for the current on the horizontal lead. The current is assumed to be piecewise continuous and varies linearly with distance. We also assume that the current density is uniform across the lead. Thus we write the horizontal current as:

$$J_h(x, y, z) = \frac{I_3}{2w_s} h(x)h(y)\delta(z) \hat{x}$$  \hspace{1cm} (3.21)

where

$$h(x) = \begin{cases} 
-2x/(a-w), & \text{for } 0 \leq x \leq \frac{a-w}{2}; \\
(2x-a)/w, & \text{for } \frac{a-w}{2} \leq x \leq \frac{a+w}{2}; \\
-2(x-a)/(a-w), & \text{for } \frac{a+w}{2} \leq x \leq a 
\end{cases}$$ \hspace{1cm} (3.22)

and

$$h(y) = \begin{cases} 
1, & \text{for } c - \frac{w_s}{2} \leq y \leq c + \frac{w_s}{2}; \\
0, & \text{otherwise.} 
\end{cases}$$ \hspace{1cm} (3.23)
Currents flowing in the vertical direction are also assumed to be uniform across the leads. Furthermore, because they flow into and out of electric walls, we can assume these currents are uniform along the leads. However, $I_1$ and $I_2$ may differ in magnitude and phase because they connect to different leads of the transistor.

As a result, we assume the vertical currents can be written as:

$$J_v(x, y, z) = v(x)v(y)\delta(z) \hat{y},$$

(3.24)

where

$$v(y) = \begin{cases} 
-\frac{I_2}{w}, & \text{for } 0 \leq y \leq c - \frac{w_s}{2}; \\
\frac{I_1}{ww_s} (y - c + w_s/2) + \\
\frac{I_2}{ww_s} (y - c - w_s/2), & \text{for } c - \frac{w_s}{2} \leq y \leq c + \frac{w_s}{2}; \\
I_1/w, & \text{for } c + \frac{w_s}{2} \leq y \leq b;
\end{cases}$$

(3.25)

and

$$v(x) = \begin{cases} 
1, & \text{for } \frac{a-w}{2} \leq x \leq \frac{a+w}{2}; \\
0, & \text{otherwise}.
\end{cases}$$

(3.26)

The vertical current distribution as a function of $y$ is shown in Fig. 3.8(c). In these formulas, $I_1$, $I_2$, and $I_3$ are assumed to be phasor amplitudes which may have different magnitudes and phases. The only assumptions made about the currents concern their spatial distribution along and across the leads. Using these current distributions and evaluating the inner products, $\langle J_{xy} | \hat{u}_{mn} \rangle$, we find:

$$j_0 = \frac{1}{\sqrt{ab}} \left( I_1(b - c) - cI_2 \right)$$

$$j_{mn}^{TM} = \sqrt{2\epsilon_{m0}} \frac{\cos\left(\frac{m\pi}{2}\right) \sin\left(\frac{n\pi c}{b}\right) \sin\left(\frac{m\pi w}{2b}\right) \sin\left(\frac{n\pi w_s}{2b}\right)}{ab k_c^2} \left\{ (\frac{a}{a-w}) I_3 + I_1 + I_2 \right\}$$

(3.27)

$$j_{mn}^{TE} = \sqrt{2\epsilon_{\theta n}} \frac{\cos\left(\frac{m\pi}{2}\right) \sin\left(\frac{n\pi c}{b}\right) \sin\left(\frac{m\pi w}{2a}\right) \sin\left(\frac{n\pi w_s}{2b}\right)}{ab k_c^2} \left\{ \frac{k_y}{k_x} \left(\frac{a}{a-w}\right) I_3 - \frac{k_x}{k_y} (I_1 + I_2) \right\}.$$
Figure 3.8 (a) Schematic of an equivalent waveguide for the planar transistor grid. The radiated field is assumed polarized in the $y$-direction. (b) Current distribution along the horizontal lead and (c) vertical lead.
In addition, the currents flowing into and out of the transistor must satisfy Kirchhoff's Law

\[ I_1 + I_2 + I_3 = 0. \]  

(3.28)

Applying Kirchhoff's Law to the current expansion coefficients given in equation (3.27) and using the complex power expansion of equation (2.24), we obtain the following expression:

\[ P = \{(1 - r)^2 (Z_0 + Z_L) + Z_C + Z \} I_1 I_1^* + \]

\[ \{ r^2 (Z_0 + Z_L) + Z_C + Z \} I_2 I_2^* - \{ r(1 - r) (Z_0 + Z_L) - Z_C - Z \} I_1 I_2 \]

\[ - \{ r(1 - r) (Z_0 + Z_L) - Z_C - Z \} I_1 I_2^*, \]

where the \( r = c/b \) and impedance terms are defined as:

\[ Z_0 = \frac{b}{a} (Z_0^{\text{TEM}+} \parallel Z_0^{\text{TEM}^-}) \]  

(3.30)

\[ Z_L = \frac{2b}{a} \sum_{m=1}^{\infty} \cos^2\left(\frac{m\pi}{2}\right) \sin^2\left(\frac{m\pi w}{2a}\right) (Z_{m0}^{\text{TE}+} \parallel Z_{m0}^{\text{TE}^-}) \]  

(3.31)

\[ Z_C = \frac{2}{ab} \sum_{n=1}^{\infty} \frac{1}{k_n^2} \sin^2\left(\frac{n\pi c}{b}\right) \sin^2\left(\frac{n\pi w_s}{2b}\right) (Z_{0n}^{\text{TM}+} \parallel Z_{0n}^{\text{TM}^-}) \]  

(3.32)

\[ Z = \frac{4}{ab} \sum_{m>0} \frac{1}{k_m^2} \cos^2\left(\frac{m\pi}{2}\right) \sin^2\left(\frac{n\pi c}{b}\right) \sin^2\left(\frac{m\pi w}{2a}\right) \sin^2\left(\frac{n\pi w_s}{2b}\right) \times \]

\{ (1 - \frac{a}{a - w})^2 Z_{mn}^{\text{TM}+} \parallel Z_{mn}^{\text{TM}^-} + \left(\frac{k_x}{k_y} + \frac{k_y a}{k_x (a - w)}\right)^2 Z_{mn}^{\text{TE}+} \parallel Z_{mn}^{\text{TE}^-} \}. \]

There are four distinct impedance terms in equation (3.29). \( Z_0 \) is simply the parallel combination of the TEM impedances looking in the +z and −z directions. \( Z_L \) is a sum over TE mode impedances and appears in series with \( Z_0 \). It represents the inductance associated with the vertical leads. Similarly, \( Z_C \) is a combination of TM mode impedances and gives rise to a capacitive term in
Figure 3.9 (a) Two-port equivalent network for the planar transistor grid. (b) Transistor grid network model with the center-tapped transformer.
the impedance expression. Finally, there is a term denoted as $Z$ which is a series combination of TM and TE modes. This represents capacitive and inductive impedances connected in series. Equation (3.29) is somewhat different than the previous formulas for the grid driving-point impedance because it involves two current excitations, $I_1$ and $I_2$. The form of equation (3.29) is reminiscent of the expression for the complex power delivered to a two-port linear network. Two-port linear networks are characterized by an impedance matrix relating the voltages and currents at the network terminals. By inspection, we can write the impedance matrix of the transistor grid directly from equation (3.29). This two-port network is shown in Fig. 3.9 connected as a “T” equivalent model. The terminal labels (1,2,3) correspond to the transistor currents ($I_1, I_2, I_3$).

In the “T” model for the grid, a common impedance term, $Z_0 + Z_L$, appears in all three branches. The arrangement of the impedances in this network can be represented with a circuit containing a center-tapped transformer as shown in Fig. 3.9(b). The impedance term, $Z_0 + Z_L$, appears on one side of the trans-

\[
\begin{align*}
1 & \quad 1:1 \\
3 & \quad 1 - r \\
L_m & \quad C_m \\
2 & \quad r \\
\end{align*}
\]

\[
\frac{b}{a} Z_0^{\text{TEM}+}
\]

\[
\frac{b}{a} Z_0^{\text{TEM} -}
\]

**Figure 3.10** Equivalent transmission-line model for the planar transistor grid. Propagating TEM modes are represented with transmission lines and evanescent modes with reactive lumped elements. The transformer turns ratio is given by $r = c/b$. 

former, which has a total turns ratio of $1 : 1$. On the side with the center tap, the turns ratios are $r$ and $1 - r$, respectively with the impedance, $Z_C + Z$, appearing in the center lead. The two networks shown in Fig. 3.9 are equivalent. However, the circuit of Fig. 3.9(b) is more useful with regard to finding the embedding impedance a transistor sees when placed in the grid. The grid equivalent transmission-line model is shown in Fig. 3.10. In this model, the TM and TE mode impedances are represented explicitly using capacitors and inductors. Terminals 1 and 2 of the circuit represent connections to the vertical leads of the grid. Currents in these leads couple to the radiated field through the transformer. TEM waves propagating to and from the grid are represented with transmission lines. In addition, there is a lead inductance, $L$, associated with TE modes excited by currents flowing in the $y$-direction. The third terminal of the transistor is connected to the horizontal lead running through the center of the unit cell. Currents on this lead are perpendicular to the radiated field and thus produce evanescent TE and TM modes which are modeled with reactive lumped elements. It should be noted that the model neglects the capacitance between the grid bias lines. This is justified if the bias lines are sufficiently thin and far apart.

The planar grid transmission-line model shown in Fig. 3.10 is general in that it makes no assumption as to how the transistor is connected to the grid. Two transistor leads will radiate and the third will couple to this radiation through the center lead reactive elements. In effect, the center lead is a path that provides feedback at a frequency determined by the resonance of these reactive elements. In choosing the dimensions for the unit cell, the reactance in the feedback path can be adjusted to produce instability at a particular frequency. In this way, a planar grid oscillator can be realized [12,14].
References


Chapter 4

Quasi-Optical Reflectometer Measurements

In the previous chapters, we used the induced EMF method to derive transmission line models for several different planar grids. These models are based on the assumption that the grid is infinite in extent and the devices in the grid are identical. Furthermore, in applying the EMF method we assumed the current distribution on the grid was either uniform or could be represented with simple piecewise linear functions. Transmission-line models are only approximate representations for planar grids because they neglect edge effects and diffraction. In addition, the embedding impedance calculated from the EMF method can be inaccurate if the assumed current distribution is significantly different from the true distribution. For these reasons, it is desirable to verify the grid transmission-line models by measuring the driving-point impedance the grid presents to an embedded device.

A transmission-line model for a grid of two-terminal devices is shown in Fig. 4.1. A device placed in the grid sees an impedance $Z_{in}$ and a plane wave incident on the grid sees a reflection coefficient $\Gamma$. Ideally, we would like to measure the input impedance $Z_{in}$. For a finite grid, this involves placing devices (or equivalent loads) in each unit cell and measuring the impedance at one pair of input terminals. A difficulty with this method is that an impedance probe must be placed at the unit cell terminals without disturbing the fields around the grid. Also, during the measurement, all the devices in the grid must be locked in phase as they are when the grid is operating normally. As a result,
Figure 4.1 A grid transmission-line model. The grid embedding circuit can be determined by measuring the driving-point impedance $Z_{\text{in}}$ or the reflection coefficient presented to an incident plane wave $\Gamma$.

Figure 4.2 Schematic of the small aperture reflectometer used by Lam [6].
many researchers have developed more practical techniques based on waveguide simulators and quasi-optical reflectometers.

4.1 Grid Measurement Techniques

One method for measuring the driving-point impedance $Z_{in}$ is to simulate the grid in waveguide. This approach allows the entire grid to be represented with only a few elements or a single unit cell. Hannan and Balfour developed a technique for determining the impedance of phased-array antennas using a variety of apertures placed in metal waveguides[1]. In their experiment, radiation of different polarizations and incident from various directions is simulated by exciting different metal waveguide modes. The impedance of elements in the array is determined by measuring the reflection coefficient with a slotted line. More recently, Pance and Wengler modeled two-dimensional grids using a parallel-plate waveguide and a rectangular dielectric rod [2]. Metal plates replace the electric walls of the unit cell equivalent waveguide and the dielectric rod simulates the grid substrate. A small hole in the metal plates allows access to the waveguide feed input terminals. The grid driving-point impedance is then measured with a microwave network analyzer.

Modeling of grid arrays in waveguide is convenient because the number of grid elements needed is greatly reduced. There are, however, several drawbacks to the method. Precision machining is required to reproduce the details of the grid unit cell. Furthermore, there is no easy way to duplicate the magnetic walls on the sides of the grid equivalent waveguide. Finally, array simulation using waveguides becomes difficult at high frequencies thus making scaled models necessary. For these reasons, measurement methods based on quasi-optical techniques are attractive, particularly at millimeter-wave frequencies.

If a known load is placed across the input terminals of Fig. 4.1, then the grid embedding impedance can be deduced from the reflection coefficient $\Gamma$. Several different quasi-optical systems have been developed to measure the reflection
coefficients of planar structures. Many of these systems use beam splitters and power sensors to sample the field intensity at various measurement planes and are thus equivalent to the six-port reflectometer [3]. Using horn antennas and dielectric lenses, the reflection coefficient of dielectrics can be measured with great precision. Stumper used a four-port quasi-optical reflectometer to measure the complex dielectric constant of fused silica at 390 GHz with an uncertainty of 0.02 in magnitude and 2° in phase [4]. An alternative method is based on measuring the interference of the reflected wave with a reference signal. With this scheme, it is only necessary to use one power detector if the phase relationship between the reflected and reference signals is variable and reproducible [5]. This approach was used by Lam to measure the reflection coefficient of a monolithic Schottky diode-grid phase shifter at 93 GHz [6]. A schematic of the reflectometer is shown in Fig. 4.2. A horn antenna illuminates the grid which is surrounded by microwave absorber. Reflection of the wave off the absorber provides a reference signal which interferes with the wave reflected from the grid. By sampling the intensity of the interfering waves at 90° intervals, the complex reflection coefficient of the grid can be determined. These 90° phase shifts are introduced by translating the grid relative to the absorber at intervals of one-eighth of a wavelength. Roberts and Compton extended Lam’s method to obtain measurements over a continuum of frequencies [7]. Their technique used a magic tee to split the signal from a synthesized sweeper. Part of this signal was sent to a diode detector as the reference and the remainder fed a horn antenna which illuminated the grid. The advantage of this method is the reference and reflected waves are combined in waveguide and thus only one horn antenna is needed for the measurement.

4.2 Reflectometer Model

For reflectometer measurements up to 40 GHz, it is convenient to use a microwave network analyzer. Computer controlled network analyzers have a variety of features such as automatic error correction and the ability to store,
Figure 4.3 (a) Schematic of a quasi-optical reflectometer using a network analyzer. (b) Network representing the reflectometer. Systematic errors are modeled with a two-port error network.
Figure 4.4 Signal flow graph for the reflectometer.

transform, and summarize measured data that facilitate s-parameter measurement. Fig. 4.3(a) shows a schematic of a quasi-optical reflectometer that uses a microwave network analyzer. This experimental setup was used to measure the reflection coefficients of the grids discussed in chapters 2 and 3. A standard gain horn antenna with a bandwidth of 2 to 18 GHz is connected to one port of an HP 8510 network analyzer. The horn is placed at one end of an anechoic chamber and the grid is placed at the other end, 50 cm away. The grid is attached to an optical stage which is mounted on a micrometer. This allows the distance between the horn and grid to be varied with precision. A model of the reflectometer is shown in Fig. 4.3(b). Systematic errors that result from imperfections in the network analyzer as well as reflections from the horn antenna and propagation loss through the chamber are modeled with a two-port error network. A signal flow graph representing this network is shown in Fig. 4.4. Using Mason’s Rule [8], we find the reflection coefficient of the grid, \( \Gamma \), is related to the measured
reflection coefficient, \( \Gamma' \), by:

\[
\Gamma' = e_{11} + \frac{e_{21}e_{12}\Gamma}{1 - e_{22}\Gamma}
\]  \hspace{1cm} (4.1)

To find the reflection coefficient of the grid, the error network must be characterized by calibrating the reflectometer. Hence, it is necessary to find quasi-optical calibration standards.

### 4.3 System Calibration

Equation (4.1), which relates the measured reflection coefficient to the actual reflection coefficient of the load, contains four unknown parameters. To determine these unknowns, we need to measure the reflection coefficient of known loads or "calibration standards." Because the forward and reverse transmission parameters, \( e_{21} \) and \( e_{12} \), appear as a product, only three standards are required to characterize the error network. In principle, we can choose any well-known load as a calibration standard. However, if the reflection coefficients of the standards are close enough that any two overlap due to measurement error, then equation (4.1) will have no solution. Therefore it is desirable to choose standards with well separated reflection coefficients.

Standard network analyzer calibration kits usually include a short, open, and 50\( \Omega \) load. These standards are well separated on the Smith Chart and are suitable for coaxial media. For quasi-optical systems, we can use a planar metal sheet to serve as a short and highly absorbing material for a matched load. Because quasi-optical open circuits do not exist, we choose a delayed short as the third calibration standard. The short defines the reference plane where the measurements are taken. Due to the frequency dependence of the delayed short's reflection coefficient, care must be taken to ensure the calibration standards do not overlap at any of the measurement frequencies. The reflectometer of Fig. 4.3 makes measurements between 2 and 18 GHz. A 7.5 mm delayed short presents a normalized impedance that varies from \(+j0.33\) to \(-j0.33\) over this frequency
range and, as a result, can be used as a calibration standard throughout the entire band. For measurements over a broad range of frequencies, several delayed shorts can be used for different frequency bands. In fact, by using a series of delayed shorts for calibration standards, it is possible to avoid using a matched load altogether. This technique is described in detail by Engen [9].

The quasi-optical reflectometer of Fig. 4.3, was calibrated using a short, matched load, and two delayed shorts. A square copper sheet 10 cm on a side was used as the short and a 25 cm $\times$ 25 cm sheet of Eccosorb AN75 absorber (manufactured by Emerson and Cuming) served as a matched load. For the frequency range 2 to 6 GHz, the copper sheet was translated 19 mm from the reference plane to provide the third standard. A 6.3 mm delay was used for frequencies between 6 and 18 GHz. As a check on measurement repeatability, the reflection coefficients of the short and match were remeasured after calibration. These measurements are shown in Fig. 4.5. The repeatability for the short is quite good; the magnitude varies only a tenth of a decibel while the phase is repeatable to 1°. Results are not as good for the absorber, particularly at the lower frequencies. At 2 GHz, the Eccosorb has a measured return loss of 7 dB. As frequency increases, the return loss improves and remains better than 12 dB.

To investigate the accuracy of the calibration, the copper sheet was translated 5 mm from the reference plane. Fig. 4.6 shows the measured reflection coefficient. Generally, the reflection coefficient behaves as expected. The measurement indicates that the magnitude of the reflection coefficient can be determined to about 1 dB and the phase to within a few degrees. Although these deviations are unacceptable for many applications, they are sufficient for determining the validity of the grid EMF models. Fig. 4.8 shows the reflection coefficient measured from a square 2.5 mm thick dielectric slab, 10 cm on a side. The dielectric is a ceramic polytetrafluoroethylene composite called Duroid manufactured by the Rogers Corporation [10]. It has a dielectric constant of 10.8 (±0.25) and copper
Figure 4.5 (a) Measured reflection coefficient of the short after calibration. (b) Reflection coefficient of the Eccosorb sheet. The frequency is swept from 2 to 18 GHz.
Figure 4.6 Measured reflection coefficient of a 5 mm delayed short.

Figure 4.7 Transmission-line model for a 2.5 mm thick dielectric ($\varepsilon_r = 10.8$) backed with copper cladding.
cladding on the back. A transmission-line model for the slab is shown in Fig. 4.7. The measurements in Fig. 4.8(a) and Fig. 4.8(b) indicate the transmission-line circuit is a valid model for the dielectric. As with the delayed short, there is considerable scatter in the measured data showing an uncertainty in the magnitude of the reflection coefficient of about 1.5 dB.

With some modifications, more accurate measurements can be made with the quasi-optical reflectometer. One source of error is wave diffraction. Waves incident on the grid surface do not have planar phase fronts, thus there is a phase difference between the wavefronts reflected from the center and edge of the grid. If the wave radiated from the horn is assumed to have a spherical phase front, this phase difference can be approximated by

$$\Delta \phi \approx \frac{\pi}{4} \frac{D^2}{\lambda_0 R} \text{ (radians),}$$  \hspace{1cm} (4.2)

where $R$ is the wave radius of curvature and $D$ is the diameter of the grid. From equation (4.2), we see that phase errors are less severe for longer wavelengths, smaller grids, and a large wave radius of curvature. To improve measurements, microwave dielectric lenses can be used to generate planar phase fronts. Using a biconvex lens and an X-band horn, Gagnon made very sensitive reflectometer measurements with essentially the same setup as shown in Fig. 4.3 [11].

Diffraction losses can lead to additional inaccuracies in quasi-optical reflection measurements. The free-space path loss from the horn to the measurement plane is included in the two-port error network. However, there is additional path loss associated with the delayed shorts. We can account for this by adding loss terms to the delays. Using this method, diffraction loss is included for the calibration standards, but loss for intermediate delays (i.e., measurements at planes not corresponding to a calibration standard) is not adequately modeled. Again, a focussing lens seems to be the most direct solution, as evidenced by the results of others [4, 11].
Figure 4.8(a) Magnitude of the reflection coefficient for the 2.5 mm thick dielectric slab. The dielectric constant of the slab is 10.8 and the loss tangent (\( \tan \delta = 0.002 \)) is neglected.
Figure 4.8(b) Phase of the reflection coefficient for the dielectric slab. The theoretical curve is obtained from the transmission-line model.
Measurement inaccuracy also arises from extraneous reflections within the anechoic chamber and misalignment of the horn antenna and grid. Elimination of these sources of error also permits more precise measurements.

4.4 Measurements on Planar Grids

In this section, we will present and discuss magnitude and phase reflection measurements for the planar grid configurations analyzed in chapters 2 and 3. These measurements are done with the quasi-optical reflectometer illustrated in Fig. 4.3. The grids are fabricated on 10 cm × 10 cm sheets of Duroid with copper cladding on the back [10]. To ensure the grids and calibration loads are the same size, the metallized back of the grids is used for the short and delayed short standards.

4.4.1 Inductive and Capacitive Grids

The inductive grid illustrated in Fig. 4.9(a) was fabricated on a 2.5 mm thick Duroid slab with \( \varepsilon_r = 10.5 \). The vertical copper lines are 1 mm wide and separated by 7 mm. Equation (2.28) was used to calculate the reflection coefficient of the grid, which is modeled by the circuit in Fig.4.9(b). Although the grid impedance is dispersive, at low frequencies it can be approximated with a (linear) lumped inductor. At 5 GHz, the grid has an inductance of 3.4 nH. Fig.4.10 shows the measured and theoretical reflection coefficient. Both magnitude and phase response show reasonably good agreement with theory. As expected from the calibration check in section 4.3, there is an uncertainty in the magnitude response of about 1.5 dB. Fig.4.11(a) shows a capacitive grid fabricated on a 1.27 mm thick Duroid substrate (also with \( \varepsilon_r = 10.5 \)). The gaps between the metal strips are 1 mm wide and spaced 5 mm apart. From equation (2.42), we calculate a grid capacitance of 320 fF at 5 GHz. The measured grid reflection coefficient is shown in Fig.4.12(a) and Fig.4.12(b).
Figure 4.9 (a) Schematic of the inductive grid fabricated on Duroid. The dielectric constant is 10.5 and the back of the substrate is metallized. (b) Equivalent transmission-line model for the inductive grid.
Figure 4.10(a) Magnitude response of the inductive grid.
Figure 4.10(b) Phase response of the inductive grid.
Figure 4.11 (a) Schematic of the capacitive grid fabricated on Duroid. The dielectric constant is 10.5 and the back of the substrate is metallized. (b) Equivalent transmission-line model for the capacitive grid.
Figure 4.12(a) Magnitude response of the capacitive grid.
Figure 4.12(b) Phase response of the capacitive grid.
The measured phase of the grid reflection coefficient agrees quite well with the predicted phase. The magnitude response, however, shows 3 dB of loss near the grid resonance frequency (6.5 GHz). This variation in magnitude of the reflection coefficient is significantly larger than the expected scatter due to calibration error. It suggests there may be substantial loss in the grid. Investigation of the other grid configurations show there are indeed measurable loss mechanisms present in the grids.

4.4.2 Slot Grid

Fig. 4.13(a) shows the rectangular slot array. This grid, which was fabricated on a 2.5 mm thick Duroid substrate with $\varepsilon_r = 10.5$, is modeled with the parallel resonant circuit of Fig. 4.13(b). The slots are 3 mm wide, 5 mm long and are separated in the $x$-direction by 1 mm and in the $y$-direction by 3 mm. Equations (3.10) and (3.11) are used to compute values for the reactive elements in the transmission-line model. Measured and theoretical responses for the grid reflection coefficient are shown Fig. 4.14(a) and 4.14(b). Examining the phase response in Fig. 4.14(a), we note the transmission-line model predicts a resonance where the phase changes by 360° at 11 GHz and 16.5 GHz. The model, which assumes the grid is lossless, is in good agreement up to the second resonance, but fails to predict the phase response at 16 GHz. The magnitude of the measured reflection coefficient, shown in Fig. 4.14(b), shows 7 dB of loss at the second resonance. These measurements clearly indicates that the loss is real and not merely a result of calibration error. The loss is large enough to prevent the phase from making a full 360° swing at 16 GHz. This is illustrated on the Smith Chart plot of Fig. 4.15(a). We can model the loss by placing a resistor in the transmission-line circuit as shown in Fig. 4.15(b). By choosing an appropriate value for the resistor, we get good agreement between the measured reflection coefficient and the "lossy" circuit model. In section 4.5, grid losses will be examined in more detail.
Figure 4.13 (a) Schematic of the slot grid. The substrate is Duroid and has a dielectric constant of 10.5. (b) Transmission-line model for the slot grid.
Figure 4.14(a) Phase response for the slot grid. The "lossless" model for the grid is shown in Fig. 4.13(b) and the "lossy" model is shown in Fig. 4.15(b).
Figure 4.14(b) Magnitude response of the slot grid showing 7 dB of loss at the second resonance (16.5 GHz).
Figure 4.15 (a) Reflection coefficient of the slot grid. (b) Lossy model of the slot grid. An 8 Ω resistor is added to the circuit to model the loss at 16.5 GHz.
4.4.3 Bow-tie Grid

In chapter 3, we found that a bow-tie grid could be modeled with a section of transmission line. To check the validity of this model, the grid shown in Fig. 4.16 was built and its reflection coefficient measured. A shorting strip appears across the apex of the bow-ties, which have a flair angle of 45° and a diagonal length of 5 mm (corresponding to a 3.5 mm × 3.5 mm unit cell). With these dimensions and a 2.5 mm thick substrate (\( \epsilon_r = 10.5 \)), the EMF analysis gives a bow-tie characteristic impedance of 78 \( \Omega \) and an electrical length of 65° at 10 GHz. The measured and theoretical reflection coefficients for the grid are shown in Fig. 4.17. As with the slot grid, there are two resonances predicted by the EMF model. There is good agreement between the model and measured data up to 13 GHz, but the EMF method fails to correctly predict the second resonance. For comparison, the bow-tie unit cell was also analyzed using Hewlett Packard’s High-Frequency Structure Simulator (HFSS) [12]. The structure simulator correctly predicts the measured response over the whole frequency range, indicating that the EMF model breaks down above 13 GHz.

It is interesting to note that the lowest order TM and TE modes for the bow-tie unit cell equivalent waveguide begin to propagate in the dielectric at 13.2 GHz. Above this frequency, the bow-tie inductance and capacitance start to change rapidly and this may be responsible for the discrepancy between measurement and the EMF model. As a check, a square bow-tie grid with a smaller unit cell dimension (a = b = 1.5 mm) was analyzed using the HFSS and compared to the EMF model. For this grid structure, the lowest order TE and TM modes have a cut-on frequency of 30 GHz. The results, shown in Fig. 4.18, are in good agreement and indicate that the EMF transmission-line model is valid as long as the high-order TE and TM modes are evanescent.
Figure 4.16. (a) Schematic of the bow-tie grid. (b) Bow-tie grid transmission-line model. The electrical length of the transmission lines are specified at 10 GHz.
Figure 4.17  (a) Magnitude of the bow-tie grid reflection coefficient. The measurement shows loss at the grid resonant frequencies. The transmission-line model assumes no losses. (b) Phase of the bow-tie grid reflection coefficient. Theoretical curves obtained from the EMF model and High-Frequency Structure Simulator (HFSS) are shown for comparison.
Figure 4.18 Predicted phase response for a shorted bow-tie grid with bow flair angle of 45° and unit cell dimension of 1.5 mm. The substrate is 2.5 mm thick and has $\epsilon_r = 10.5$.

4.4.4 Planar Transistor Grid Configuration

Compared to the grids discussed thus far, the planar transistor grid configuration, shown in Fig. 3.7, has a slightly more complicated transmission-line model. The major features of the model (shown in Fig. 3.10) are the three input terminals and a center-tapped transformer. To experimentally investigate the equivalent circuit models for the rectangular slot and bow-tie grids, shorts are placed across the grid input terminals and the grid reflection coefficient is
measured. This can also be done with the transistor grid, but, because there are three terminals, two different grid measurements are required. The idea is illustrated in Fig. 4.19 and 4.21.

Fig. 4.19(a) shows a planar transistor grid in which the devices are replaced with shorting strips. It is similar to the slot grid of Fig. 4.13, except that the slots are much wider than the horizontal metal strips. As a result, the capacitance between the metal strips (bias lines) is neglected. The grid equivalent circuit is given in Fig. 4.19(b). An electric field polarized in the \( y \)-direction induces current on the vertical metal strips and allows us to measure the grid’s lead inductance, \( L \). This grid, however, does not permit measurement of the reactive elements, \( L_m \) and \( C_m \), in the center lead. The measured and theoretical phase of the grid reflection coefficient, shown in Fig. 4.20, are in good agreement.

To measure the reactive elements \( L_m \) and \( C_m \), it is necessary to prevent the currents induced on the grid from flowing along the vertical leads. In other words, we can measure \( L_m \) and \( C_m \) by open-circuiting one of the terminals and shorting the other. The grid illustrated in Fig. 4.21(a) accomplishes this by eliminating one of the vertical leads in the equivalent waveguide. The center-tapped transformer then becomes the 1 : 2 transformer shown in Fig. 4.21(b). Because the model has an inductor and capacitor connected in series, we refer to this as a “series-resonant” grid. With this grid, a vertically polarized wave induces currents on the vertical strips which also flow along the horizontal strips. As a result, this configuration permits measurement of the reactive elements in the center lead. The measured phase of the reflection coefficient for this grid, shown in Fig. 4.22, is in good agreement with theory. As a result, the transmission-line circuit of Fig. 3.10 is a valid model for the planar transistor grid.
**Figure 4.19** (a) Configuration used to measure the lead inductance of the transistor grid. The substrate is 2.5 mm thick and has a dielectric constant of 10.5. The grid dimensions are indicated on the diagram. (b) Transmission-line model for the grid in Fig. 4.19(a). Values for the circuit elements are specified for 5 GHz.
**Figure 4.20** Phase of the reflection coefficient for the inductive grid of Fig. 4.19.
Figure 4.21 (a) Configuration used to measure the center-lead impedance of the transistor grid. (b) Transmission-line model for the grid in Fig. 4.21(a). Values for the circuit elements are specified at 5 GHz.
Figure 4.22 Phase of the reflection coefficient for the series-resonant grid of Fig. 4.21.
4.5 Losses

Reflection measurements for several of the passive grids show that at certain frequencies a substantial amount of power is lost. The frequencies where this loss occurs corresponds to the resonant frequencies of the grids. Furthermore, we found that this loss can be taken into account by including a resistor in the grid equivalent circuit model. Fig. 4.23(a) shows a modified transmission-line model for the series-resonant grid of Fig. 4.21(a). A 10Ω resistor is added to model the losses. The resulting response is compared to measurement in Fig. 4.23(b).

The magnitude of the measured losses is somewhat unexpected. The substrate material has a very low loss tangent (the manufacturer specifies δ ≈ 0.0028 up to 10 GHz) and the dielectric slab reflection measurement of section 4.3 shows no discernible loss. Dissipation due to the finite conductivity of copper is another possibility. Copper’s surface resistivity is given by [13]:

\[ R_s = 2.61 \times 10^{-7} \sqrt{f} \ \Omega \]  \hspace{1cm} (4.3)

where \( f \) is frequency measured in Hertz. The metal strips in the unit cell have an aspect ratio of 8:1, giving a resistance of about 0.2Ω at 10 GHz. This is also too small to account for the measured losses. A third possibility is that power is being coupled into surface waves. Lam [14] argued that surface wave excitation can be avoided if the grid period, \( a \), is chosen such that:

\[ a < \frac{\lambda_0}{(n + 1)} \]  \hspace{1cm} (4.4)

where \( \lambda_0 \) is the free-space wavelength and \( n \) is the substrate’s refractive index. From this criterion, we expect grids fabricated on substrates with \( \varepsilon_r = 10.5 \) to excite substrate modes only at frequencies above 8.8 GHz. Pursuing this idea, a series-resonant grid was fabricated on a substrate of dielectric constant 2.2. Because of the low dielectric constant, substrate modes should be excited at higher frequencies (greater than 15 GHz). The magnitude and phase of the reflection
coefficient (Fig. 4.24) show the grid to have 10 dB of loss at 6 GHz. There is also substantial loss at 3 GHz for the grid built on Duroid with $\varepsilon_r = 10.5$. As an additional check, a horn antenna was positioned to measure any radiation leaking out the sides of the grid. None was detected, indicating that the power is dissipated in the grid itself.

One grid configuration which exhibits no measurable loss is the inductive grid discussed in section 4.4.1 and illustrated in Fig. 4.9. This grid, like the others, lies on a Duroid substrate with dielectric constant of 10.5. Therefore, it seems reasonable to postulate that the loss mechanism depends primarily on the grid structure. The inductive grid differs from the other configurations in that there are no horizontal metal lines running across the substrate. If these lines are indeed responsible for the measured losses, then it seems plausible that placing gaps along them should decrease these losses. This idea is illustrated in Fig. 4.25. Gaps 1 mm wide are placed along the horizontal lines at the edges of the grid equivalent waveguide. Because magnetic walls are supposed to exist along these unit cell boundaries, the gaps should not affect the grid reflection coefficient. The measured response for this grid is shown in Fig. 4.26. The loss at 6 GHz has decreased by more than 7 dB and the phase response is much smoother than before. These measurements indicate that the losses probably arise from power coupling into transverse modes which propagate along the horizontal metal lines.
Figure 4.23 (a) Transmission-line model for the series-resonant grid with a resistor included to model losses. (b) Magnitude of the reflection coefficient for the series-resonant grid.
Figure 4.24 (a) Reflection coefficient magnitude for a series-resonant grid fabricated on Duroid with εr = 2.2. (b) Phase response of the series-resonant grid.
Figure 4.25 Schematic of a series-resonant grid with 1 mm gaps placed in the horizontal lines. The gaps are placed at the unit cell edges where a magnetic wall is assumed to exist. As a result, they are not expected to affect the grid embedding impedance.
Figure 4.26 (a) Magnitude response of the series-resonant grid in Fig. 4.25. (b) Phase response of the series-resonant grid in Fig. 4.25.
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Chapter 5

Planar MESFET Oscillator Grids

A limitation in the development of millimeter and submillimeter-wave systems has been the lack of reliable and inexpensive high-power solid-state sources. Power combining has thus become a subject of much interest. Microwave power combining techniques based on resonant cavities and hybrids can be scaled for use in the millimeter and submillimeter-wave range [1], but waveguide wall losses become more severe at high frequencies and the smaller waveguide dimensions make circuit fabrication difficult. Quasi-optical power combining techniques avoid these problems because the signal propagation occurs in free space and the array of active devices can be many wavelengths across [2].

A variety of quasi-optical power-combining arrays have been investigated over the past few years [3–7]. Several of these involve arrays of microstrip radiators [4,5] which are coupled by either mutual or external injection-locking. In this chapter, we will discuss a different approach based on integrating active devices directly into periodic planar grids. The planar configuration is advantageous because it is compatible with monolithic fabrication techniques. In addition, we can represent the grid with a simple transmission-line circuit into which the device is readily included.

5.1 Grid Configurations

There are two important factors which determine the behavior of a quasi-optical array. The first is the choice of devices used in the grid. Gunn diodes
and IMPATT's are two-terminal devices and thus easily incorporated into a grid array. The low DC-to-RF efficiency, however, is a major drawback. In addition, Gunn diodes are inherently unstable and synchronization can prove difficult. Others have found it necessary to individually bias each device in the array to facilitate locking [4]. In contrast, transistors have a separate control terminal. This allows the devices in the grid to be more easily stabilized, thus permitting oscillation to be controlled through an appropriately designed feedback network.

The second major factor determining the behavior of a quasi-optical array is the grid's physical configuration. The grid structure, together with the optical resonator, provides an embedding circuit in which the solid-state devices are placed. The oscillation frequency, output power, and efficiency of the grid depend on the impedances this embedding circuit presents at the device terminals. A planar transistor grid configuration was discussed in section 3.3 and is shown again in Fig. 5.1. Transistors are placed at each node in the grid and are

![Figure 5.1 Schematic of the planar transistor grid. Bias lines run horizontally across the grid while the radiating leads run vertically as shown. Adjacent rows of devices share bias lines.](image_url)
**Figure 5.2** Transmission-line model for the planar transistor grid. Terminals 1 and 2 represent connections to the grid vertical leads while terminal 3 represents a connection to the horizontal lead. The transformer turns ratio $r$ is defined as $r = c/b$.

**Figure 5.3** (a) Unit cell for a source-feedback grid oscillator which uses packaged MESFET's. The drain and gate leads are parallel to the incident electric field. (b) Unit cell configuration for a gate-feedback grid. A chip MESFET is wire bonded to the grid allowing the drain and source to couple to incident radiation.
represented by circles. The details of how the transistor is connected to the grid depends on the physical layout of the device and several options are possible. The DC bias is fed along horizontal leads which extend across the grid in the \( x \)-direction. Adjacent rows of devices share bias lines. The radiating leads run in the \( y \)-direction and are connected to two terminals of the transistor. The third transistor terminal is connected to the center bias line which runs along the row of devices.

In chapter 3, we derived an equivalent circuit model for the planar transistor grid. This model is shown in Fig. 5.2. In addition to the dimensions of the unit cell and the substrate thickness and dielectric constant, we are free to vary the orientation of the device in the grid. Two examples are shown in Fig. 5.3. With a "vertical drain-gate" or "source-feedback" grid, an incident electric field couples to the MESFET drain and gate leads. As a result, the source lead does not radiate. It does, however, couple indirectly to the radiated field through the grid embedding circuit. Due to the device layout, the source-feedback grid is a natural configuration for packaged microwave transistors like Fujitsu's FSC11LF. Using chip devices, as shown in Fig. 5.3(b), a "vertical drain-source" or "gate-feedback" configuration is possible. A gate-feedback grid allows the drain and source currents to radiate. In the following sections, experimental results for source-feedback and gate-feedback grids are discussed in detail.

5.2 Source-Feedback MESFET Grids

Figure 5.4 shows a photograph of a 100-element source-feedback oscillator grid [8]. Packaged MESFET's (Fujitsu FSC11LF) are soldered to the grid which is fabricated on a Duroid substrate with \( \epsilon_r = 2.2 \). This substrate, which is 0.5 mm thick, is mounted on a second substrate 2.5 mm thick with dielectric constant of 10.5. The design of the grid was determined by the size and layout of the device packages. A source-feedback configuration is necessary because of the package layout. Devices in the grid are spaced 8 mm apart in both the \( x \) and \( y \)-directions
**Figure 5.4** Photograph of the 100-element source-feedback MESFET grid. Horizontal metal lines are used for bias and the vertical leads radiate. The devices are FSC11LF packaged MESFET's manufactured by Fujitsu. Ferrite beads are added to the bias lines to suppress low-frequency oscillations.

**Figure 5.5** Equivalent circuit model for the source-feedback MESFET grid of Fig. 5.4. The values for the lumped elements are specified for 5 GHz. The grid reflection coefficient is given by $\Gamma$. 
due to the length of the package leads.

By adding the MESFET to the transmission-line model for the grid, we obtain the circuit shown in Fig. 5.5. Equations (3.30)–(3.33) are used to calculate values for the lumped elements in the model. We can predict the oscillation frequency of the grid by computing the reflection coefficient the grid presents to an incident plane wave. This approach is different from traditional oscillator design methods in that the circuit is analyzed from an external port rather than internally. For oscillation to occur, the grid reflection coefficient, \( \Gamma \), must satisfy the relation:

\[
\Gamma = \frac{1}{s_l}
\]  

(5.1)

where \( s_l \) is the load reflection coefficient. For oscillation into a matched load, the grid reflection coefficient must become infinite. This can be realized if the grid reflection coefficient traces out a counterclockwise loop in the complex plane as shown in Fig. 5.6. As the oscillation in the resonator grows, the MESFET gain decreases until the roundtrip gain balances the roundtrip loss. Measurements done by Johnson [9] suggest that transistor saturation can be simulated by decreasing \( |s_{21}| \) of the MESFET. The effect of decreasing \( |s_{21}| \), also shown in Fig. 5.6, is that the counterclockwise loop expands until the oscillation condition \( (\Gamma = \infty) \) is met.

The oscillation frequency of the grid also depends on reactive tuning provided by the Fabry-Perot cavity. A mirror is placed behind the grid to synchronize the devices and its position influences the oscillation frequency. Frequency tuning versus mirror position as predicted by the transmission-line model is shown in Fig. 5.7 and is in good agreement with measurement. The theoretical curve is obtained by finding the frequency corresponding to the maximum value of the reflection coefficient for each mirror position. The tuning range is about 10% at 5 GHz. From the far-field radiation pattern, the directivity is measured to be 16 dB. This gives a maximum radiated power of 600 mW and corresponds to
Figure 5.6 Smith chart plot of the source-feedback grid reflection coefficient. The MESFET is modeled using its small-signal s-parameters. Transistor saturation is simulated by decreasing the magnitude of $s_{21}$ until the counterclockwise loop sweeps out to infinity.

Figure 5.7 Measured and predicted frequency tuning curves for the source-feedback oscillator grid.
a DC-to-RF conversion efficiency of 20%. Details of the measurements and other results pertaining to external injection locking are discussed in reference [8].

5.3 Gate-Feedback MESFET Grids

A disadvantage of the source-feedback oscillator grid is the MESFET gate lead is parallel to the radiated electric field. Because the gate and radiated field are strongly coupled, the grid tends to oscillate at lower frequencies where the MESFET has high gain. A variety of simulations were performed using the grid transmission-line model and the FSC11LF in the source-feedback configuration. In these studies, the 5 GHz oscillation could not be suppressed, suggesting that a different configuration be investigated to increase the grid operating frequency.

The gate-feedback configuration shown in Fig.5.3(b) permits the drain and source leads of the MESFET to radiate. Because the gate leads are perpendicular to the electric field, they now couple to incident plane waves through the reactive elements in the grid model. Consequently, the signal fed back to the MESFET gate is strongly dependent on frequency. This makes it possible for an appropriately designed gate-feedback grid to meet the conditions necessary for oscillation at higher frequencies. To demonstrate the feasibility of high-frequency oscillations with the gate-feedback configuration, a number of grid designs using FSC11X chip MESFET’s were studied.

5.3.1 Grid Design

An alternative method for designing oscillator grids is based on calculating the loop gain for the MESFET grid circuit model. This technique, which is essentially an application of Nyquist’s criterion for finding instabilities in a system, has been used to design several gate-feedback grids. To determine the system loop gain, it is necessary to use the lumped element circuit model for the MESFET. Figure 5.8 shows the small-signal circuit model and chip layout for the FSC11X. Values for the lumped elements, which are dependent on DC bias,
Figure 5.8 (a) Lumped element circuit model for the **Fujitsu** FSC11X. The values for the circuit elements are obtained from the manufacturer's data sheet. (b) Chip layout for the FSC11X[10].
Figure 5.9 Circuit used to calculate the loop gain of the gate-feedback oscillator grid. The voltage across the gate-source capacitor controls the transconductance current. The grid transmission-line model provides a path between the drain-source port and the gate terminal. A lumped element, \( R \), represents the TEM mode produced by the drain and source currents.
are given in Table 5.1. The transconductance current is controlled by the voltage appearing across the gate-source capacitor, $C_{gs}$. Adding the MESFET to the grid transmission-line model gives us the gate-feedback circuit shown in Fig. 5.9. The grid transmission-line model provides a path between the drain-source port of the MESFET and the gate, hence the terminology “gate-feedback.”

The system loop gain is calculated by assuming the MESFET current source excites the circuit with a current $I = g_m v_{in}$. This excitation results in a voltage across the gate-source capacitor, $v_{out}$. Loop gain is given by $v_{out}/v_{in}$. Because $v_{out}$ controls the current source, a loop gain with magnitude greater than unity and zero phase shift indicates instability and, as a result, oscillation. By adjusting the dimensions of the grid and choosing an appropriate dielectric substrate, the circuit of Fig. 5.9 can be used to design a grid that will oscillate at a particular frequency.

<table>
<thead>
<tr>
<th>$I_{DS}$ (mA)</th>
<th>10</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{m0}$ (mS)</td>
<td>40</td>
<td>65</td>
</tr>
<tr>
<td>$\tau$ (psec)</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>$C_{gs}$ (pF)</td>
<td>0.38</td>
<td>0.54</td>
</tr>
<tr>
<td>$C_{gd}$ (pF)</td>
<td>0.059</td>
<td>0.044</td>
</tr>
<tr>
<td>$C_{ds}$ (pF)</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>$R_t$ ((\Omega))</td>
<td>4.0</td>
<td>5.5</td>
</tr>
<tr>
<td>$R_{ds}$ ((\Omega))</td>
<td>220</td>
<td>180</td>
</tr>
<tr>
<td>$R_g$ ((\Omega))</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>$R_s$ ((\Omega))</td>
<td>2.2</td>
<td>1.5</td>
</tr>
<tr>
<td>$R_d$ ((\Omega))</td>
<td>2.2</td>
<td>1.5</td>
</tr>
<tr>
<td>$L_g$ (nH)</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$L_s$ (nH)</td>
<td>0.055</td>
<td>0.055</td>
</tr>
<tr>
<td>$L_d$ (nH)</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

**Table 5.1** Component values for the lumped elements in the FSC11X MESFET model of Fig. 5.8. The transconductance has an associated transit time delay, $\tau$, such that $g_m = g_{m0}e^{-j\omega \tau}$. The parameters are specified for a drain voltage of 3 V.
Thus far, we have discussed two techniques for oscillator grid analysis: a counterclockwise loop method based on examining the grid from an external port, and a loop gain method in which the circuit is examined internally. Both can be used to design grid oscillators. Which method to choose depends on the particular situation. If a device model is not available, then the counterclockwise loop method can be applied using the device's small-signal s-parameters. A drawback to this technique, however, is that some instabilities may not be found by looking for counterclockwise loops. In addition, it may be difficult to determine an exact frequency of oscillation because the MESFET s-parameters may experience phase shifts as the device gain saturates. If the device circuit model is known, then the loop gain method is readily applied. An oscillation frequency is easily determined from the loop gain by finding the zero-phase crossing. In addition, a polar plot of the loop gain clearly shows if the oscillation condition is met.

5.3.2 X-Band MESFET Grid

A gate-feedback grid oscillator, designed using the circuit of Fig. 5.9, is shown in Fig. 5.10. The grid contains 16 MESFET chips (Fujitsu FSC11X) spaced 9 mm apart in both the x and y-directions. The substrate is 2.5 mm thick Duroid with a dielectric constant of 2.2. Copper lines etched on the substrate surface are 1 mm wide. The MESFET chips are soldered to the horizontal (gate) leads and connected to the grid using 1 mil diameter gold bond wire. From these dimensions, the radiating lead inductance, $L$, is calculated to be 3.4 nH at 5 GHz. $L_m$ and $C_m$ are 0.94 nH and 304 fF at 5 GHz, respectively. Because the reactive components in the grid model are dispersive, these values are specified at a particular frequency. To preserve the symmetries assumed in the grid model, the vertical leads extend a quarter wavelength above and below the top and bottom rows. In choosing the lengths of these quarter-wave stubs, we use the mean dielectric constant for the substrate and free space. Bond wires are used to bring the DC bias in from the sides.
Figure 5.10 (a) Photograph of the X-band grid oscillator. The substrate is 2.5 mm thick Duroid with $\epsilon_r = 2.2$. The grid is placed between a mirror and dielectric slab which form the Fabry-Perot cavity. Ferrite beads in the bias lines suppress low-frequency oscillations. (b) Photograph of a FSC11X chip in the unit cell.
Figure 5.11 Calculated loop gain of the X-band MESFET grid as frequency is swept from DC to 15 GHz. The locus crosses the zero-phase point at 11.67 GHz indicating oscillation at that frequency.

Figure 5.12 Spectrum of the X-band MESFET grid. The center frequency is 11.58 GHz and the resolution bandwidth is 10 kHz.
Figure 5.13 (a) Oscillation frequency and (b) effective radiated power of the grid as a function of mirror position for various drain bias voltages. For these measurements a dielectric slab was placed 2 cm in front of the grid and the gate was biased at $-1.4 \, V$. 
Figure 5.14 Measured frequency tuning with gate bias. The mirror was positioned 14 mm behind the grid with the dielectric slab 2 cm in front.

A polar plot of the loop gain, $v_{out}/v_{in}$, for the grid is shown in Fig. 5.11. The loop gain has a magnitude of 2.7 and zero phase at 11.67 GHz, indicating an oscillation at that frequency. Fig. 5.12 shows the measured spectrum when the grid is biased with a drain voltage of 3 V and total current of 200 mA. The maximum effective radiated power (ERP) of the grid is 15 W. For this measurement, a planar mirror is placed 14 mm behind the grid and a dielectric tuning slab is placed 2 cm in front of the grid. The dielectric slab (1.25 mm thick with $\varepsilon_r = 10.2$) was found to be helpful in locking the grid to a single frequency, but not necessary. The mirror and dielectric slab can be used to tune the frequency and power of the oscillation. These tuning curves are shown in Fig. 5.13 for three different bias points. A theoretical frequency tuning curve obtained from the equivalent circuit model is shown for comparison and is within 2% of the
Figure 5.15 Measured far-field radiation patterns for the X-band grid in the (a) H-plane and (b) E-plane. The cross-polarized patterns are shown with dashed lines.
Figure 5.16 Far-field H-plane pattern of the X-band grid as a function of mirror position. As the mirror is moved towards the grid, directivity and radiated power decrease.

measured curve. Gate bias voltage can also be used to tune the frequency but has little effect on the output power (Fig. 5.14). The far-field radiation pattern measured with a standard-gain pyramidal horn at a distance of 160 cm gives a maximum directivity of 16.5 dB (Fig. 5.15). The antenna pattern is also a strong function of mirror position as shown in Fig. 5.16. Maximum power radiated from the grid is measured to be 335 mW, or 20 mW per device. This corresponds to peak directivity and gives a DC-to-RF conversion efficiency of 20%.
5.3.3 Ku-Band MESFET Grid

One advantage of planar transistor grids is that they can be scaled for operation at higher frequencies. Simulations with the grid equivalent circuit model indicate that oscillation near the $f_T$ of the transistor is quite reasonable to obtain. To investigate the practicality of scaling grids and as a further check on the grid transmission-line model, a Ku-band grid was designed, built and tested. The Ku-band design uses the same devices as the X-band oscillator (FSC11X MESFET's) and is connected in a gate-feedback configuration. A 36-element grid fabricated on Duroid, 2.5 mm thick with $\epsilon_r = 2.2$, is shown in Fig. 5.17. The unit cell is square and the devices are spaced 5 mm apart. The leads are 0.5 mm wide and, as with the X-band grid, extended a quarter wavelength above the top row and below the bottom row of the grid.

Simulations performed with the equivalent circuit model indicated the grid would oscillate at 17 GHz. A polar plot of the system loop gain is shown in Fig. 5.18. Single frequency operation of the Ku-band grid was verified with a spectrum analyzer. Again, power and frequency can be tuned using the mirror (Fig. 5.19). The grid produces an effective radiated power (ERP) of 3.3 W, corresponding to a total radiated power of 235 mW. This is equivalent to 6.5 mW per device and gives a DC-to-RF conversion efficiency of 7%. Measurement of the grid radiation pattern, shown in Fig 5.20, gives a directivity of 11.5 dB.

The observed reduction in output power and efficiency compared to the X-band grid is expected due to the higher operating frequency. Evans has given an expression for the maximum efficiency that can be obtained from a transistor oscillator [11]:

$$\eta = \frac{1}{2} \left\{ 1 - \frac{1}{G_0} - \frac{\ln(G_0)}{G_0} \right\} \times 100\%,$$

(5.2)

where $G_0$ is the small-signal maximum available gain of the device and is given by $G_0 = (f_{\text{max}}/f)^2$. Equation (5.2) assumes the transistor circuit operates in class A and that the power saturation characteristic of the device can be represented with
Figure 5.17 Photograph of the Ku-band MESFET oscillator grid. The devices are Fujitsu FSC11X MESFET chips.

Figure 5.18 Loop gain of the Ku-band MESFET oscillator grid. The frequency is swept from 5 to 20 GHz. The locus crosses the zero-phase point at 17 GHz, indicating oscillation at that frequency.
Figure 5.19 (a) Frequency and (b) ERP tuning curves for the Ku-band MESFET grid at three different bias points. These measurements were taken without a front dielectric reflector.
an exponential formula\cite{9}. The $f_{\text{max}}$ of the FSC11X is approximately 33 GHz. From equation (5.2) we can expect a maximum DC-to-RF conversion efficiency of 30\% at 11.5 GHz and 19\% at 17 GHz. Clearly, by optimizing the design, it should be possible to improve the efficiency and power output of the gate-feedback grids.
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Chapter 6

Discussion and Suggestions for Future Work

In this work, we have examined several different planar grid structures that are suitable for solid-state device integration. Two of these grids, the rectangular slot array and the bow-tie array, can be used with two-terminal devices. A third configuration consisting of an array of vertical and horizontal strips is amenable to three-terminal devices. We also found that these grids could be represented with simple transmission-line models. This feature is advantageous because it greatly facilitates the grid design procedure. The grid transmission-line models were derived using the induced EMF method — a technique readily applied when the structure is geometrically simple. Furthermore, we found, using a quasi-optical reflectometer, that the EMF transmission-line models were quite good as long as the grid period is small enough to prevent multimode propagation in the grid's dielectric substrate.

Although the EMF method is convenient in many circumstances, it is not well-suited for analyzing structures of arbitrary shape. Investigation of new grid configurations will be important and electromagnetic solvers such as Hewlett Packard's High-Frequency Structure Simulator will be of great use in such studies. By better understanding the electromagnetic properties of different grid configurations, the designer can optimize the grid structure for a particular device.

One of the main goals of quasi-optical grid research is the design and fabrication of high-power solid-state sources. The results presented in chapter 5
Figure 6.1 Photograph of a monolithic HEMT grid for operation at 94 GHz. The grid was designed by Michael DeLisio at Caltech and fabricated at Martin Marietta. The devices are spaced 440 μm apart and the substrate is GaAs.

have shown this to be feasible and much of the initial groundwork has been laid. Demonstration of a high-power oscillator is the next logical step. Two obvious ways of obtaining more power from grids are to build larger arrays and to use higher-power devices. It will also be necessary to find what impedances to present the devices for maximum efficiency and power output. With the fabrication of high-power oscillator grids, designers will need to consider the thermal properties of the arrays and provide a suitable means for heat removal.

In addition to attaining higher power levels, future grids will need to operate at millimeter-wave frequencies. As a result, high-frequency transistors such as pseudomorphic HEMT’s and heterojunction bipolar transistors (HBT’s) will need to be monolithically integrated into grid arrays. Figure 6.1 shows a photograph of the first monolithic HEMT grid. The grid was designed at Caltech by Michael DeLisio and fabricated at Martin Marietta in Baltimore, Maryland. It is designed
for oscillation at 94 GHz and testing is scheduled to begin soon. Working with the Rockwell Science Center in Thousand Oaks, California, we have also designed a number of HBT grids for operation at 44 and 60 GHz. These grids, which are to be fabricated on 150 μm thick GaAs, are scheduled to be completed in November 1991. For submillimeter-wave applications, grids containing resonant tunneling diodes and Josephson junctions bear consideration. Also, with the advent of monolithically integrated oscillator arrays, issues involving the grids’ tolerance to device failure will need to be investigated.

Although important for many microwave and millimeter-wave systems, oscillators are only one possible use for active quasi-optical arrays. Amplifiers are necessary in most applications. Grid amplifiers, structures which amplify and re-radiate incident radiation, should offer the same advantages as grid oscillators: increased power-handling capability and elimination of the losses associated with waveguides and feed networks. A grid amplifier was recently reported in the literature, and the results are encouraging [1]. A gain of 11 dB was obtained at 3.3 GHz. Future work with active quasi-optical grids will certainly involve amplifiers and may lead to better designs for amplifying signals without need for receiving and transmitting antennas.

In addition to oscillators and amplifiers, quasi-optical grids have been used for mixing [2], filtering, phase-shifting [3], and frequency multiplication [4]. All of the components needed for a basic heterodyne receiver have been demonstrated as quasi-optical elements. In principal, a complete quasi-optical system can be built by cascading grids one after another. Figure 6.2 shows how this might be done to build a receiver. An oscillator grid illuminates a mixer grid to provide an LO. A grid amplifier, followed by a quasi-optical filter, is placed at the receiver input. Dielectric slabs can be added to provide matching. Such a system is straightforward to build and does not require separate antennas that feed waveguides or transmission-line circuits; all signals propagate in free space.
Figure 6.2 Schematic of a quasi-optical heterodyne receiver. A grid oscillator provides the LO and a grid amplifier followed by a filter constitutes the receiver's front-end. The IF is removed from the mixer with a coaxial cable.
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Appendix:

Center-Tapped Transformer Scattering Matrix

One of the important features of the transistor grid equivalent circuit derived in chapter 3 is the center-tapped transformer. To use this equivalent circuit, it is helpful to know the center-tapped transformer scattering parameters. These can be derived directly using the transformer circuit relations. Figure 1 shows the center-tapped transformer and defines the ports. We assume that port 1 is terminated with a characteristic impedance $Z_1$ and the remaining ports have characteristic impedance $Z_0$. The turns ratios for the transformer branches are $m$ and $n$, with $m + n = 1$. The currents and voltages at the transformer ports are related by:

$$V_1 - V_2 + V_4 = 0 \quad (1)$$
$$nV_2 - V_3 + mV_4 = 0 \quad (2)$$
$$i_1 - mi_2 + ni_4 = 0 \quad (3)$$
$$i_2 + i_3 + i_4 = 0. \quad (4)$$

If a wave is incident on port 1, then we can use equations (1—4) to write expressions for the $s$-parameters describing the waves scattered to the other ports:

$$s_{11} - \frac{s_{21}}{\sqrt{z}} + \frac{s_{41}}{\sqrt{z}} = -1 \quad (5)$$
$$s_{11} + m\sqrt{z}s_{21} - n\sqrt{z}s_{41} = 1 \quad (6)$$
$$ns_{21} - s_{31} + ms_{41} = 0 \quad (7)$$
$$s_{21} + s_{31} + s_{41} = 0, \quad (8)$$
where \( z = Z_1/Z_0 \). These equations can be solved using Gaussian elimination or Kramer's rule to find the scattering parameters, \( s_{11}, s_{21}, s_{31}, \) and \( s_{41} \). This method can also be carried out with waves incident on the other ports. For a wave incident on port 2, the \( s \)-parameter equations become:

\[
\sqrt{z}s_{12} - s_{22} + s_{42} = 1 \tag{9}
\]
\[
s_{12} + m\sqrt{z}s_{22} - n\sqrt{z}s_{42} = m\sqrt{z} \tag{10}
\]
\[
ns_{22} + ms_{42} - s_{32} = -n \tag{11}
\]
\[
s_{22} + s_{32} + s_{42} = 1. \tag{12}
\]

Similar sets of equations are generated by assuming waves are incident on ports 3 and 4. Solving these sets of equations, we find the four-port \( s \)-parameters for the center-tapped transformer are given by:

\[
\frac{1}{\Delta} \begin{pmatrix}
3 - 2z(1 - mn) & 2\sqrt{z}(1 + m) & 2\sqrt{z}(n - m) & -2\sqrt{z}(1 + n) \\
2\sqrt{z}(1 + m) & 2zm - 1 & 2(1 + zn) & 2(1 - zmn) \\
2\sqrt{z}(n - m) & 2(1 + zn) & -(1 + 2zmn) & 2(1 + zm) \\
-2\sqrt{z}(1 + n) & 2(1 - zmn) & 2(1 + zm) & 2zn - 1
\end{pmatrix} \tag{13}
\]

where \( \Delta = (1 + n)(1 + zn) + (1 + m)(1 + zm) \). As expected, the \( s \)-parameter matrix is reciprocal and, because the circuit is frequency-independent, real. It can also be shown, with some work, that the scattering matrix is lossless. It should be further noted that this scattering matrix assumes that the left side of the transformer of Fig. 1 is port 1. Ports 2, 3, and 4, however, are defined with respect to a floating ground terminal.
For a symmetric \((m = n = \frac{1}{2})\) center-tapped transformer with port 1 representing free-space \((Z_1 = 377 \Omega)\) and the other ports terminated with 50 \(\Omega\), the scattering matrix is:

\[
S = \begin{pmatrix}
-0.581 & 0.576 & 0 & -0.576 \\
0.576 & 0.457 & 0.667 & -0.124 \\
0 & 0.667 & -0.333 & 0.667 \\
-0.576 & -0.124 & 0.667 & 0.457
\end{pmatrix}
\] (14)