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Abstract

A multigrid algorithm is described that can be used to obtain the finite element solution of linear elastic solid mechanics problems. The method is applied to some simple two and three dimensional problems to evaluate its strengths and weaknesses. The usefulness of the method is demonstrated by solving some large three dimensional problems of practical interest.
When conditions of near incompressibility are encountered, the multigrid method performs poorly due to a combination of a reduction in the smoothing effect of the Gauss-Seidel relaxation method and coarse mesh locking. These problems can be partially cured by using the Jacobi preconditioned conjugate gradient method to smooth the error, and assembling the coarse mesh stiffness matrices using a reduced integration scheme.
It is also found that the bending behavior of the linear brick and quadri­lateral elements used in this thesis slow the convergence of the multigrid method. This effect also causes nonuniform meshes to yield computation times that are not proportional to the problem size; however, the linear dependence can be recovered by increasing the refinement of the finite element meshes. It is demonstrated that reduced integration techniques become less effective in relieving the stiffness of the coarse mesh for nonuniform meshes as the problem size is increased. The solu­tion of a well-conditioned three dimensional test problem shows that the multigrid algorithm requires far less computational effort than a direct method, and that its performance is comparable to that of the Jacobi preconditioned conjugate gradient method.



V

The usefulness of the multigrid method is demonstrated by applying it to the finite element solution of two solid mechanics problems of engineering interest: the elastostatic state near a three dimensional edge crack, and the relationship between the average offset and the stress drop for two and three dimensional faults in a half-space. The features of the solution to these problems are exten­sively discussed. It is found that the multigrid method is faster than the Jacobi preconditioned conjugate gradient method when applied to these practical prob­lems.
The investigations described in this thesis reveal some interesting features of the performance of the multigrid method when it is applied to the finite element solution of solid mechanics problems. In particular, the storage requirements of the method are linearly proportional to the problem size. The constant of proportionality depends only on the dimension of the problem. The solution times of the multigrid method are found to be linearly proportional to the problem size if uniform meshes are used. However, this is not true for most of the problems that are solved with nonuniform meshes. The constant of proportionality in the relationship between the problem size and the solution time depends on the particular problem under consideration.
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Introduction to the Multigrid Method
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Chapter 1

Introduction and Objectives

Over the last twenty years the displacement based finite element method has become the most widely used technique for numerically solving engineering solid and structural mechanics problems. The discretization of a particular problem (linear or nonlinear, static or dynamic) invariably results in the generic matrix equation
Kx = f, (1.1)as the basic solution step, where K is an n × n generalized stiffness matrix (often symmetric, positive definite and ill-conditioned), x is a vector of n unknown displacements, and f is a vector of n known forces. Equation (1.1) is frequently solved by a direct factorization method based on Gaussian elimination. The high cost of these methods in terms of the computational effort and the storage required makes them impractical for large problems. Iterative methods have lower storage requirements but tend to exhibit slow convergence for ill-conditioned systems.

The objectives of this thesis are to describe the application of a multigrid algorithm (which is essentially a fast iterative method) to the solution of equation (1.1), to evaluate its effectiveness by applying it to some simple two and three



3
dimensional problems, and to demonstrate its usefulness by solving some large three dimensional solid mechanics problems of practical interest. The history of the multigrid method has been documented elsewhere [27,56]. Although the con­vergence of the method has been established, applications have concentrated on the field of fluid mechanics and have mostly used a finite difference discretization of the relevant problems [12,25,26,27,56].

Part I of this thesis introduces the multigrid method, and shows how it can be used to solve solid mechanics problems. Chapter 2 outlines the way in which the finite element method is used to obtain approximate solutions to these types of problems. A brief summary of the methods available to solve the linear matrix equation (1.1) is given in chapter 3, together with a discussion of the problem of ill-conditioned systems. In chapter 4, a multigrid algorithm is described that can be used to solve equation (1.1) that arises from the finite element discretization of a solid mechanics problem. The method is applied to some simple two and three dimensional solid mechanics problems in chapter 5 to evaluate its strengths and weaknesses. The computational effort and the storage requirements of the scheme are also compared to those of a direct factorization algorithm and another iterative scheme (the Jacobi preconditioned conjugate gradient method).
In part II, the usefulness of the multigrid method is demonstrated by apply­ing it to the finite element solution of two solid mechanics problems of engineering interest. An investigation of the elastostatic state near a three dimensional edge crack is described in chapter 6. A class of linear elastic problems originating from the field of geophysics is discussed in chapter 7. This involved computing the relationship between the average offset and the stress drop for two and three



4
dimensional faults in a half-space. The work presented in part II not only shows how the multigrid method can be used to solve real world problems, but also gives extensive discussions of the solutions to these problems.

Part III contains some closing comments and remarks. Chapter 8 presents a summary of the performance of the multigrid method when it was applied to the various problems described in this thesis. The work is also placed in context by discussing other applications of the multigrid method to the field of solid mechanics, as well as some previously published solutions of various large solid mechanics problems that were obtained using different numerical techniques. In the last section of chapter 8, the performance of the multigrid method is compared to that of another iterative scheme that has been used to solve problems in solid mechanics, the element-by-element preconditioned conjugate gradient method. Chapter 9 outlines some ideas for future research. Finally, chapter 10 contains the main conclusions of the work presented in this thesis.
It should be noted that tables and figures are placed immediately after the chapter in which they are first refered to; tables are placed before figures. For example, table 3.1 and figure 3.1 can be found at the end of chapter 3, with table 3.1 preceding figure 3.1
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Chapter 2

The Finite Element Method in Solid and

Structural Mechanics

2.1 Background

Basically, the finite element method is a general technique by which differential equations (that are usually difficult to solve analytically) can be cast into matrix equations. These matrix equations can then be solved using a computer to yield an approximate numerical solution to the original differential equations. Although the finite element method can be applied to the equations that govern many different physical systems, it is most often used to solve problems in solid and structural mechanics. The most popular variant of the method that is employed in these situations is the displacement based finite element formulation (sometimes known as the direct stiffness method), which has been extensively discussed in the literature [6,33,55,63].
From the point of view of the engineering analyst, solid and structural mechanics problems can be divided into two classes: linear and nonlinear. These can each be further subdivided into static and dynamic problems. This thesis



6
will concentrate on the linear static case. For all classes of solid and structural mechanics problems, the displacement based finite element method can most easily be formulated by use of the principle of virtual work.
2.2 Formulation of the Finite Element Equilibrium Equa­

tions

Although the principle of virtual work can be used to derive the finite element equilibrium equations for nonlinear solid and structural mechanics problems, this section will specifically deal with those that are governed by the equations of linear elasticity. Consider the body shown in figure 2.1 that occupies a region 
ΊΖ. The density and the elasticity tensor of the body will be denoted by p and 
c, respectively. The body is subjected to body forces b that act throughout ^R, and to surface tractions s and concentrated forces f, that act on the boundary of the body denoted by ∂TZs. Specified displacements can be applied to the body on its boundary denoted by ∂ΙZd- The specified displacements and the forces acting on the body cause displacements u, strains e, and stresses σ. The principle of virtual displacements requires that for any compatible, small virtual displacements causing increments δu (which must be zero on ∂TZd) and 6e, the total internal virtual work is equal to the total external virtual work (i.e. the virtual work done by b, s, fi, and the inertial forces) [6]. Applying the principle at a particular instant of time, this can be written as

∕ δeτσdV = [ <Suτ(b — ρu)dV + ∕ δuτsdA + 5"''<5ui'rf∖ (2.1)
Jτi Jκ J∂Ka
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where δe and <5u are the virtual strains and displacements, respectively, and the dot denotes differentiation with respect to time. The superscript i denotes the displacements or forces at the points where the concentrated nodal loads f’ are applied.

In finite element analysis, the body is divided into discrete elements that are connected at their nodal points. The displacements within each element are assumed to be a function of the nodal displacements, i.e.
ue = Neae, (2.2)where ue are the displacements within a particular element, ae are the displace­ments at the nodes of the element, and Ne is the element displacement interpo­lation, or shape function, matrix. The superscript e denotes an element. Using equation (2.2), the element strains are approximated by
ee = Beae, (2.3)where Be is the strain-displacement matrix that is obtained using the strain-dis­placement relations. The stresses within an element are given by

σe = DeBeae, (2.4)where De is the elasticity matrix of the element. Dividing the body into elements, equation (2.1) can be written as
∑ J δ eeτσedVe = ∑ <*ueτ(be - peiie)dU

+ ∑ [ SueτsedAe + ∑<Su≈τΓ. 
J∂Tie. i~~i (2.5)

where ∑ represents summation over all of the elements in the mesh. Using the finite element approximation given in equations (2.2), (2.3), and (2.4), equation
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(2.5) becomes

δa2 BeτΩeBedVe a = δaτ Ne'r(be - ∕Nefi)dye

+ ⅛τ i∑ ∕9e, N⅛cu4 + e^t,. (2.6)

The load vector fα represents the concentrated loads. Note that the ith component of fα is the concentrated nodal force which corresponds to the ith degree-of-freedom in a.

Equations for the n unknown nodal displacements a are obtained from equation (2.6) by imposing unit virtual displacements in turn at all displacement components [6]. The n equations (one for each unknown component, or degree- of-freedom, of a) are then assembled into
Mä + Ka = f⅛ + fβ + fo. (2∙7)

It is more convenient to construct the finite element equilibrium equation (2.7) by assembling the following element matrices and vectors.
Ke= ∕ BeτOeBedVe. (2.8)
Me= ∕ peNeτNWe. (2.9)

Jτze
f6e≈ [ NerbWe. (2.10)

J'R.e
f;= [ NeτseΛ4e. (2.11)√9K5The matrices Me and Ke are the mass and stiffness matrices of the element, respectively, and are assembled into the global mass and stiffness matrices, M and K. The load vectors f⅛ and f3e represent the effect of the element body forces and the tractions acting on the surface of the element, respectively.
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The above formulation holds for linear dynamic problems. The static case is exactly the same, with the exception that the inertial term is absent.

2.3 Reduced Integration Techniques

Reduced integration is a method that is used in solid and structural mechanics to improve the behavior of various finite elements [6,33,63]. The technique is employed in this thesis when the four node linear quadrilateral element is used to model a nearly incompressible material (i.e. a material whose Poisson’s ratio is close to j) under conditions of plane strain, and when the element is subjected to a bending deformation.
Physical insight can be gained into an element’s behavior by examining its modes of deformation. The linear quadrilateral element has three rigid body and five deformation modes, which are shown in figure 2.2. If the element is used to model a nearly incompressible material subjected to plane strain conditions, the bending modes will become very stiff if a 2 × 2 (exact) Gauss quadrature is used to compute the element stiffness matrix. This phenomenon, which is referred to as locking, is caused by the considerable volumetric strain energy present in the bending modes at the Gauss points. These modes cannot undergo lateral Poisson straining to relieve the volumetric straining.
The element locking can be cured by using a higher order element (e.g. an eight node quadrilateral), or by using a one point Gauss integration scheme to compute the volumetric strain energy. This reduced integration is effective because the volume change in the element’s bending modes is zero at this in-
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tegration point. One convenient way to implement this technique for isotropic materials is to split the element stiffness matrix into two parts

Ke = (BerD*Be + Be7D^Be) dVe, (2.12)where the matrices D® and D⅜ are such that
De d: + d (2.13)λ 5and for plane strain are given by 2 0 0

μ oιo,o o ιand
Deλ = Λ

(2.14)

(2.15)1 1 01 1 00 0 0In equations (2.14) and (2.15), λ (= (1+lz^χ,2l,)) and μ (= j(VHq) arθ t^e Lamé and shear moduli of the material, respectively. Reduced integration is used to compute the second term of equation (2.12) since it contains the locking part of the volumetric strain energy.
The four node linear quadrilateral element performs poorly when it is sub­jected to a bending deformation. Even though compressibility is not a problem, the stiffness of the element’s bending modes are too high due to the absence of a lateral normal strain and the presence of shear strains. In practice, better results are often achieved when one point Gauss integration is employed on both the D⅞ and the D® terms of the element stiffness matrix in equation (2.12), which re­duces the bending stiffness to zero. However, this can lead to zero energy modes
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of deformation of the mesh, which result in a singular stiffness matrix [33]. An alternative technique, which will be used in chapter 5 to improve the bending behavior of the quadrilateral element, is to use reduced integration on only one of the D( and D® terms in equation (2.12).
2.4 Imposition of the Boundary Conditions

As indicated in section 2.2, there are two types of boundary conditions that are used in solid and structural mechanics: specified displacements and specified loads. The specified loads may result from applied nodal forces, applied tractions along the element boundaries, or body forces acting on the elements. These loads are represented by the terms on the right-hand side of equation (2.7); i.e. they all contribute to the forces at the nodal points of the finite element mesh.
Specified displacements are usually dealt with by substituting them into equation (2.7), which results in a contribution to the nodal forces and the elimina­tion of the corresponding degrees-of-freedom. However, it will be seen in chapter 4 that this is cumbersome when using the multigrid method. A more convenient approach is to add into equation (2.7) constraint equations that express the pre­scribed displacement conditions [6]. If the displacement at degree-of-freedom i is specified as &, i.e. α,∙ = b, the constraint equation

kai — kb (2.16)
is added into equation (2.7) where k 3> ka (ka is the ith diagonal term of K). Physically, a stiff spring is added at the specified degree-of-freedom, and a large force is applied so that the degree-of-freedom attains the prescribed value. In the
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work presented in this thesis, k was chosen to be ka × 10θ.

This chapter has briefly summarized the way in which the finite element method is used to obtain the matrix equation (2.7) that approximates the partial differential equations that govern linear solid mechanics problems. The reader is referred to standard texts such as [6,33,63] for a more detailed discussion of the technique. The essence of the method is that the problem is reduced to solving equation (2.7) for the n unknown nodal displacements, or degrees-of-freedom, a.
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Figure 2.1: General Three Dimensional Body.
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Chapter 3

Solution of the Finite Element Equilibrium 

Equations

3.1 General Considerations

The way in which the finite element equilibrium equations are derived for linear solid and structural mechanics problems was outlined in chapter 2. For the static case, the equations can be written as
Ka = f. (3.1)In this equation, K is the stiffness matrix of the system, a is a vector of n unknown displacements, and f is a vector of n known forces. The original problem has been reduced to numerically solving equation (3.1) for a.

An equation similar to equation (3.1) arises when the linear, dynamic finite element equilibrium equations given in equation (2.7) are solved. If these equations are integrated directly using Newmark’s method, the matrix equation that has to be solved at each time step is given by [6]
{^M+âc+'’KW+A<>=w<+At’+ {⅛m+⅛cH>
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+ {4-M + (γ - √)C} à(i) + {(j - i9)M + ‡(7 - 2∕3)c} ä(i), (3.2)

where C is the damping matrix, ∆t is the time step, and β and 7 are the param­eters of the method. Linear dynamic problems can also be solved by means of the modal superposition technique. This involves obtaining the natural frequen­cies and normal modes of the body (or structure) under consideration from the equation
K≠ = λM≠, (3.3)where λ and φ represent the eigenvalues (the square of the natural frequencies) and the eigenvectors (the normal modes) of the system, respectively. Inverse iteration is a common technique that is used to determine Λ and φ [6]. For example, if this algorithm is used to obtain the first frequency and corresponding mode of the system, a matrix equation' of the form

K√fc+1> = Mvw (3.4)

has to be solved at each iteration step, where and v(fc+1) are the old and new approximations to the first mode. It can be seen that both equations (3.2) and (3.4) have the same form as equation (3.1).
Although the formulation of nonlinear solid mechanics problems was not discussed in chapter 2, it is interesting to briefly discuss the solution of the result­ing nonlinear matrix equations. The most frequently used solution technique is some form of Newton-Raphson iteration [6]. For example, for a nonlinear static problem, the equation that has to be solved at each Newton-Raphson iteration step is

K(tl∆a,t< = f - K(aw)a<i>, (3∙5)
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where K(a^) is the nonlinear stiffness matrix, is the tangent stiffness matrix, is the current approximate solution, and ∆a^ is the correction to a^. Thematrix equation (3.5), which is similar to (3.1), has to be solved for ∆a^fch

Thus the fundamental problem that faces the engineering numerical ana­lyst when a linear, nonlinear, static, or dynamic problem has to be solved is the efficient solution of the generic matrix equation
Kx = f, (3.6)where K is an n × n generalized stiffness matrix, x is a vector of n unknown displacements, and f is a vector of n known forces. Future references to the size of a problem will mean the number of unknowns, n, in equation (3.6). This chapter will present the various approaches that have been used to solve equation (3.6), and will highlight the advantages and disadvantages of each method.

There are basically two ways by which equation (3.6) can be solved: di­rectly and iteratively. Direct methods are typically based on Gauss elimination; iterative methods, such as the Gauss-Seidel or conjugate gradient methods, me­thodically improve an initial guess to the solution of equation (3.6) until an ac­ceptable solution has been obtained. It should be noted that the stiffness matrix K is symmetric and usually positive definite. The symmetry property allows only one half of the matrix to be stored. The matrix K has two other proper­ties that result from the local nature of the finite element discretization. Since each degree-of-freedom in a finite element mesh is connected only to its nearest neighbors, K is sparse and, if the degrees-of-freedom are ordered appropriately, banded. Banded means that all of the nonzero terms in the matrix are confined to lie within a certain distance from the diagonal (i.e. they all lie inside the band­
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width of the matrix). The term sparse means that most of the numbers within the bandwidth of K are zeroes; there are relatively few nonzero terms. The fact that K is sparse and banded will have important implications for the solution algorithms discussed in this chapter.
3.2 Direct Methods

This section gives a brief discussion of the more common class of solution algo­rithms: the direct methods. Variants of the method discussed here are employed in the large commercial finite element codes such as ADINA, NASTRAN, and ANSYS.
The most widely used direct methods are based on Gaussian elimination. These methods have the desirable property that the solution x to equation (3.6) can be obtained in an amount of time that can be predicted in advance. However, the storage requirements can be excessive. In the factorization method, K is split into its factors,

K = LπDπUιr, (3.7)where Dπ is a diagonal matrix, and Lπ and Uπ are lower and upper triangular matrices, respectively, with l,s on their diagonals. Since K is symmetric,
I⅛ = UÏ, (3.8)

and so
K = UjDffUπ. (3.9)Once K has been factored, x can be obtained in the following way.
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• Solve Ujz = f for z by a forward reduction.
• Solve Dπy = z for y by simple division.
• Solve U7rx = y for X by a back substitution.

Since K is symmetric, only the upper half of the matrix is required. This is usually stored in banded or skyline form. Figure 3.1 shows the differences between these two storage methods. Generally, a large number of zero terms within the bandwidth or skyline of K will be stored initially. This is necessary because these zeroes will be replaced by nonzero terms of the factors of K. The storage required for the direct methods is thus nm real numbers, where m is the bandwidth of the stiffness matrix stored in banded form, or an average bandwidth of the matrix stored in skyline form.
It can be shown that the number of operations required to factor K is approximately jnm2, and the number of operations required to solve for x using the three steps described above is approximately 2nm [6]. (One operation is de­fined as multiplying or dividing and adding or substracting two real numbers.) It should be noted that m is proportional to n∣ and n∣ for two and three dimen­sional problems with uniform meshes, respectively. Thus, for three dimensional problems, the solution time and the storage will be proportional to ∏3 and n∣, respectively. It will be demonstrated in chapter 5 that these relations severely limit the size of three dimensional problems that can be solved using a direct method.
Many variations of the direct method described in this section have been developed. These include blocked methods, frontal techniques, and substructur­
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ing. The reader is referred to review articles such as [42] for a more detailed discussion of these schemes. However, they still cannot escape the high compu­tational cost of the direct method in terms of time and storage. For example, blocked methods reduce the amount of direct access memory that is required by storing the stiffness matrix on disk. This results in an increase in the amount of I/O time required to read and write the matrix to and from the disk.
3.3 Iterative Methods

The other class of algorithms that can be used to solve the linear matrix equation (3.6) are the iterative methods. The main advantage these techniques have over the direct methods is that only the nonzero terms of the stiffness matrix need to be stored. Since K is a sparse matrix, this represents a considerable saving in storage. However, iterative methods have a disadvantage in that it is not possible to estimate how many cycles of iteration will be required to solve a given matrix equation ahead of time. Many schemes require a large number of cycles for ill-conditioned problems, which typically arise in solid and structural mechanics. (Section 3.4 contains a discussion of the problem of ill-conditioning in these applications.) Therefore iterative methods tend to be slow, and so have been bypassed in favor of direct methods in practical applications.
Another advantage that direct methods have over iterative methods is their ability to deal with multiple right-hand sides. The most expensive part of the direct methods discussed in section 3.2 is the factorization of the stiffness matrix; the back substitution and forward reduction are the only steps that involve the force vector. Therefore only one factorization is required to analyze the behavior
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of a structure that is subjected to different loads. On the other hand, if an iterative method is used, each loading would have to be treated as a separate problem; no advantage would be gained from having already solved a different problem on the same structure. This feature of direct methods makes them particularly appealing when dynamic or nonlinear problems are considered, since they essentially consist of a series of different load vectors applied to a generalized stiffness matrix.

The low storage requirements of iterative algorithms in general has fueled a great deal of research aimed at developing a fast iterative method (i.e. one that is not sensitive to the ill-conditioning of problems). An example in the area of solid and structural mechanics is the work in [30,31,32,61], which has attempted to develop an effective preconditioned conjugate gradient method. The work presented in this thesis demonstrates that the multigrid method is also a fast iterative algorithm that is not greatly affected by certain types of ill-conditioning encountered in solid mechanics.
The aim of this section is to briefly describe some of the more popular iterative methods that are used. Some of the algorithms will be used with, or compared to, the multigrid method in the following chapters. The reader is referred to [2,28,49] for more detailed discussions of the schemes discussed here.
The objective of an iterative method is: given an approximation χ(fc) to the exact solution x of equation (3.6), reduce the residual

r^=f-KχW (3.10)
in some way until

Il ι∙w h∣Γ∏ ≤ε, (3·π)
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where ∣∣ . ∣∣ denotes the Euclidean norm of a vector and ε is the convergence tolerance. It can be shown that the error,

e<i>=x-xii), (3.12)and the residual are related by κe(fc) = r(⅛) (3.13)
It is helpful to recognize that the error is a set of displacements, and that the residual is a set of forces; the residual represents the forces that produce the displacements given by the error.
3.3.1 Basic Iterative Methods

An important class of iterative algorithms are the linear stationary methods of the first degree [28], and may be expressed in the form:Given: χ(θ), k — 0Iterate over: x(fc+1) = QxW ψ k »
k = k + 1until convergence is achieved.This can also be written asGiven: χ(θ), k = 0Iterate over: = f — Kx^BΔχW = r<*> χ(⅛+l) _ χ(⅛) _|_ 2∖x(fc)
k = k + 1

(3.14)

(3.15)
until convergence is achieved.
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Note that

G = I-B~1Kand k = B~1f.
(3.16)

A necessary and sufficient condition for the convergence of this class of iterative methods is that
p(G) < 1, (3.17)where p(. ) denotes the spectral radius of a matrix.

It can be seen from equations (3.14), (3.15), and (3.16) that different choices of B (which is called the splitting matrix) will yield different iteration algorithms. If B is chosen as the stiffness matrix K, the method will converge in one iteration. However, B is chosen so that the matrix equation
B∆xw = r(fc) (3.18)

is easy to solve. Various methods can be generated by considering the sum de­composition of the stiffness matrix,
K = Lσ + Dσ + Uσ (3.19)

where Dσ is a diagonal matrix, and Lσ and Uσ are lower and upper triangular matrices, respectively, with zeroes on their diagonals. Since K is symmetric,
Lσ = Uj. (3.20)

Table 3.1 lists four of the basic linear stationary methods of the first degree: the Richardson, Jacobi, Gauss-Seidel, and succesive overrelaxation methods. The matrices G and B, together with the convergence criteria for each method, are given in the table.
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3.3.2 Gradient Methods

Another important class of iterative algorithms are those based on gradient meth­ods. The problem of solving the linear matrix equation (3.6) is converted into one of minimizing an associated quadratic functional. It can be shown [49] that solv­ing equation (3.6) is equivalent to minimizing the functional 77(x^fc^) with respect to x.(k'l, where 7(x<t>) = (xw,KχW) - (f,χW), (3.21)and ( ∙ , . ) denotes the Euclidean scalar product of two vectors. Note that the gradient of 77(χ(^) is given by
V5-(xifcj) = Kxw - f = -r^. (3.22)

The direction of V77(χ(fe)) is the direction for which ,77(χ(fc)) at the point χ(fc) has the greatest rate of change. This observation leads to the method of steepest descent for minimizing Jr(x^), and thereby solving equation (3.6) [2,49]. An improved approximation χ(fc+1) is computed by moving in the direction of V,77(χ(fc)) to a point where 77(x^+1^) is minimal, i.e.
χ(fc+ι) = x(fc) + λ∣⅜7(xw), (3.23)

where the search parameter ∖W is chosen to minimize ^7(x^+1^). Thus the method



25
of steepest descent is given byGiven:Iterate over: χ(θ∖ k = 0

r<*> = f - Kχ(fc>
∖(fc) _ (r(*>,r<*>)
λ (r(*),Kr(fc))

χ(⅛+l) _ χ(fe) _j_ ∖(k}r(k)

k = k + 1 (3.24)
until convergence is achieved.

The conjugate gradient method [2,49] is a variation of the method of steep­est descent. The new approximate solution to equation (3.6) is given by
χ(fc+ι) = χ(fc) + λ(fc)pW, (3.25)

where is a direction vector. For the conjugate gradient method, p(°) = r^0∖ and p(*) = r(⅛) + α(*)p(*-ι)j k ≥ 1. (3.26)The parameter is chosen so that p(fc) is K—conjugate to p^-1∖ i.e.
(p(fc),Kp(fc_1)) = 0. (3.27)

As in the method of steepest descent, the search parameter in equation (3.25)
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is chosen to minimize ^(x<l+,l)∙ The conjugate gradient method is

Given: x'°'' k = θInitialize: r<"> = f - Kx«»

p(θ) __ r(0)∖(fc) __ (rW,r(*))Iterate over: (p<fc),Kp(fc))χ(fc+ι) _ χ(fc) ^(⅛)p(fc)r(⅛+ι) _ r(fc) _ ^(fc)Kp^in,(⅛+ι) _ (r(⅛+υ,r(⅝+i)) (r(*),r(t))p(fc+l) = r(⅛+l) + α(fc+l)p(⅛)
k = k + 1until convergence is achieved.

(3.28)

It can be shown [49] that the residual vectors in the conjugate gradient method form an orthogonal system. Since they belong to an n—dimensional vec­tor space (and therefore can contain no more than n nonzero vectors), the residual vector must vanish after n cycles of iteration at the most. Thus the conjugate gradient method has the remarkable property that, in theory, the solution to the matrix equation (3.6) is given in, at most, n steps. However, in practice, the mutual orthogonality of the residual vectors cannot be maintained exactly. The more ill-conditioned K is, the greater the deviation [49].
The sensitivity of the conjugate gradient method to the condition of K has led to the development of various methods of preconditioning the matrix equation (3.6). Preconditioning is a technique that changes the problem of solving the ill- conditioned equation (3.6) into one of solving the well-conditioned equation

Kx = f (3.29)
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[2]. This preconditioned system is obtained by means of a positive definite pre­conditioning matrix C such that

C = EEr.The preconditioned matrix K is given by
k = e~1keγ5

(3.30)
(3.31)also

f = E"1f (3.32)and -τ, (3.33)Applying the conjugate gradient method to the solution of the preconditioned equation (3.29) yields the preconditioned conjugate gradient method for the so­lution of the original equation (3.6).Given:Initialize: χ(θ∖ k = 0 r(θ) = f - Kχ(θ) d(θ) = c~1r(θ>
Iterate over: p(θ) = d(θ)∖(fc) _ (r(*),d(*>)Λ - (p(t∖Kp(fc)) 

∙jς(fc÷l) _ ∖W-pWj,(fc÷ι) _ r(fc) — A^KpW (3.34)

E

d(fc+υ _ c~ιr(fc+ι)
n,(fc+l) = (d*+1>,d(*+1>) 
α (rΓfc'),d(fc))

p(⅛+l) = d(fc+1) +α(fc+l)p(⅛)

k = k + 1until convergence is achieved.
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Two factors influence the choice of the preconditioning matrix C. The preconditioned matrix K should be better conditioned than the original stiffness matrix K, and the system Ccflfc) = r^k>) should be solved more efficiently than the original matrix equation Kx = f. The linear stationary methods of the first degree discussed in section 3.3.1 are a good source of preconditioning matrices. One of the simplest choices is to take C equal to the splitting matrix of the Jacobi iteration method, i.e. C = Dσ. (3.35)This defines the Jacobi preconditioned conjugate gradient method which will be compared to the multigrid method in chapters 5, 6 and 7.

3.4 The Problem of Ill-Conditioning in Solid and Struc­

tural Mechanics

The term ill-conditioned has already been used in this thesis to describe the stiff­ness matrix K, and has been included in many discussions on the solution of matrix equations [49,57,58,59]. The condition of a matrix is basically a measure of how easily the fundamental matrix equation (3.6) can be solved. Quoting Tur­ing [58], “The expression ‘ill-conditioned’ is sometimes used merely as a term of abuse applicable to matrices or equations.” However, it does have a well-defined mathematical meaning. This section will explain the significance of this expres­sion in both mathematical and physical terms.
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3.4.1 The Condition of a Matrix

The spectral condition number of any nonsingular matrix A is defined as
,t(A) =∣∣ A II“ II A-1 r, (3.36)where ∣∣ . ∣∣* is the compatible matrix norm induced by the Euclidean vector norm. If A is symmetric and positive definite, then

κ(A) = (A)Aj∏in(A) (3.37)where Amα2,(A) and λ,m,n(A) are the maximum and minimum eigenvalues of A, respectively. The matrix A is said to be ill-conditioned if it has a large condition number.
One of the characteristics of ill-conditioned matrix equations is that they are sensitive to small perturbations in the data: small changes in the elements of 

K or f can lead to large changes in the solution vector x. This can be demon­strated in the following way [57]. Let φ be a perturbation in f that causes a pertubation ξ in the solution x, i.e.
K(x + ζ ) — f + φ. (3.38)The relative error is in the solution and ^∣jf∣∣^ i∏∙ the data. Since

Kx = f, (3.39)then
Il f II ≤ II K IP II x II . (3.40)Also, from equations (3.38) and (3.39),

Kξ = φ, (3.41)
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and so II ξ II ≤ II K'1 II* II φ II . (3.42)Hence an estimate of the ratio of the relative errors in the solution and the data is given by 1IÄ11 /11Ä11 _ Hill Hill llχll 7 l∣f∣l - II φ II ∙ llχll

κ< K (3.43)= <K).Thus a small change in f can result in a large change in x if the matrix K is ill-conditioned. It should be noted that the expression given in equation (3.43) is a worst case estimate, which may be overly conservative in some cases.
3.4.2 Applications to the Solution of Matrix Equations

The spectral condition number has two important implications for the solution of matrix equations. The accuracy of the solution obtained by any numerical algo­rithm and the speed of iterative methods (i.e. the number of iterations required for convergence to a given tolerance) both depend on the condition of the matrix.
The accuracy of a numerically obtained solution to Kx = f can be de­termined in the following way [49]. The solution of the matrix equation cannot be evaluated more accurately than is permitted in the calculation of f — Kx' for a given vector x' in the vicinity of the exact solution x (since the equation is considered solved if the residual is zero). Consider a perturbation <5x of the exact solution x such that ∣∣ 6x ∣∣ is one unit in the last significant figure of the largest component (in absolute value) of x. It should be noted that x + 0x is the largest perturbed vector that can be considered an exact solution to within the
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computational accuracy of the machine. A vector x, can be considered a solution to Kx = f to within the machine’s accuracy if

∣∣f-Kx'∣∣ ≤ II f - K(x + όχ) II = II K<5x II ≤ ∣∣κ∣∏μx∣∣.This can be written as
K(x-√) II ≤ II κ II* II δx II .The objective is to estimate ∣∣ x — x' ∣∣. Using equation (3.45) 

Il X — x'II = II K-1K(x - x') II≤ II K-1 II* II K(x - x') II 
≤ II K-1- II* II K II* II <Sx II 
= rc(K) II δx II .

(3.44)
(3.45)

(3.46)
Equation (3.46) means that any vector x, can be considered a solution to the original equation if it differs from the exact solution x by «(K) units in the last significant figure of the largest absolute component of x. This implies that in solving the equation Kx = f by any numerical method, it is possible to have an error of log10 κ(K) significant figures of the largest component of the solution vector, and to have this error in all of the components.
The condition of a matrix therefore plays an important role in determin­ing the accuracy of a numerically obtained solution to Kx = f. The condition number also has important implications on the performance of iterative methods for solving the matrix equation. For example, it can be shown that, for the three gradient methods discussed in section 3.3.2, p(e), the smallest number of itera­tions k required to reduce the initial error by a factor of ε with respect to the
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energy norm j∣ x ∣∣κ= (x, Kx)2, i.e. k such that

>(*) >(°) κ> (3.47)K ≥< ε
is as follows [2].Steepest Descent: p(ε) ≤ jκ(K)ln∣ + 1,Conjugate Gradient: p(ε) < |·^/ΐ(Κ) In ; + l,Preconditioned Conjugate Gradient: p(e) ≤ j∙ξ∕κ(⅛)ln f+ 1, I (3.48)
where K is the preconditioned matrix, see equation (3.31). Therefore, an ill- conditioned system may require more iterations, and hence a larger amount of computational effort, than a well-conditioned system.
3.4.3 Physical Identification of Ill-Conditioned Systems

It is apparent from the above discussion that the condition of a matrix is a well defined mathematical quantity that plays an important role in the solution of Kx = f. However, the computation of the spectral condition number from equa­tion (3.37) is, in general, prohibitively expensive. It is therefore important that the engineering numerical analyst should have an understanding of the physical causes of ill-conditioning. Equation (3.37) states that the condition number is the ratio of the largest eigenvalue of K to the smallest. Recalling that K is a generalized stiffness matrix, the smallest eigenvalue corresponds to the stiffness of the softest mode of deformation of the mesh, while the largest eigenvalue is generally well approximated by the stiffness of the stiffest mode of deformation of the stiffest element. This physical interpretation permits some feeling for the condition number of K to be obtained.
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One of the more common sources of ill-conditioning in solid mechanics is the use of small elements. Physically, as the typical element size is reduced (i.e. as the number of elements in the mesh is increased), the stiffness of the individual elements increases. This means that the largest eigenvalue of the mesh will also increase. However, the smallest eigenvalue will remain largely unchanged. Thus the condition number of the stiffness matrix will increase. This dependence on the element size has been treated more mathematically in [2,49].
Conditions of near incompressibility in three dimensional and plane strain linear elasticity also give rise to ill-conditioned solid mechanics problems. As the material becomes more incompressible, the lowest eigenvalue of K may not change substantially; however, the stiffness of the expansion mode of deformation of the individual elements will increase dramatically (see section 2.3). Another form of ill-conditioning in solid mechanics arises when the problem to be analyzed consists of materials that have widely different stiffnesses. This case includes that of a rigid inclusion.
The problem of ill-conditioning is severe in the area of structural mechan­ics. Finite element meshes consisting of beams produce ill-conditioned matrix equations due to the large stiffness of the axial mode of deformation of the el­ements and the relatively lower stiffnesses of, say, the swaying mode of a frame structure. A similar effect is seen with meshes comprised of shell elements.
When the multigrid method is used to solve ill-conditioned problems in solid mechanics in later chapters of this thesis, its performance will be assessed by using the physical interpretation of ill-conditioning described in this section. Physical reasoning will also be used to explain the performance of the method
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when it is applied to problems that are not ill-conditioned in the conventionalsense.
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Table 3.1: Some of the Linear Stationary Methods of the First Degree



36

κll κ12 ο κ14 ο [_Ο^ ο ο ο 

K22 *23 *24 Ο Κ26[_Ο Ο Ο
*33 Κ34 κ35 *36 5⅞ ο 

«44 *45 *46 Ο K48⅞^

*55 *56 *57 *58 θ j 

*66 *67 *68 θ J
*77 *78 *79∣ 

*88 *89|

*89}

κ,, k12∞jk14∣ 0 0 0 0 0
*22 *23 *24∣-0JK26^1 0 0 0

*33 *34 *35 *3δj 0 0 0
*44 *45 *4β! θ ! *48∣ θ

1—1 I

BANDED

SKYLINE
*55 *56 *57 *58∣ 0

*66 *67 *68>0
»— — «η

*77 *78 *79∣

*88 *891

*99∣

Figure 3.1: Banded and Skyline Storage Schemes for a Symmetric Matrix.
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Chapter 4

The Multigrid Method for Solving Linear

Matrix Equations

4.1 Introduction and Historical Background

In this chapter, a multigrid method is described that can be used to solve the linear matrix equation (1.1). Before proceeding with a detailed discussion of the algorithm, it is interesting to briefly comment on its development and previous applications. More detailed historical accounts can be found in [27,56]. The de­velopment of multigrid methods can be regarded as part of the wider quest to find efficient iterative algorithms. Southwell [51,52] was one of the first researchers to attempt to improve the basic Jacobi and Gauss-Seidel iteration (or relaxation) schemes; special block and group relaxation methods were developed which in­volved simultaneously relaxing small groups of unknowns. Fedorenko [20] and Bachvalov [3] were the first authors to propose a true multigrid algorithm that explicitly incorporated a coarse grid. However, it was not until Brandt published his extensive paper [12] that the true efficiency of the method was understood. Brandt’s important contributions include the introduction of multigrid methods
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for nonlinear problems, adaptive techniques, and the theoretical tool of local Fourier analysis. Since then, the numbers of papers, conferences, and books on the general subject has been growing at an increasing rate.

For the purposes of this discussion, the current multigrid literature can be separated into two broad groups: theoretical development and practical applica­tions. Theoretical work, such as [27], has resulted in rather intricate mathematical theories concerning the general convergence of the method. These studies have generally examined the behavior of the algorithm when it is applied to the finite difference solution of elliptic equations in rectangular domains. The applications of these results to the field of solid and structural mechanics is limited. However, the subsequent algorithm development, together with the main result that the computational work required to solve a given problem is only linearly propor­tional to the number of unknowns, are sufficient to motivate research into the application of the multigrid method in this area.
Most of the published applications of the multigrid method arise from the field of fluid mechanics. In particular, potential and Euler flows, as well as prob­lems governed by the full Navier-Stokes equations, have been solved [13,17,48]. However, the applications dealing explicitly with solid and structural mechanics problems are conspicuous by their absence. The only paper at present known to the author is [5], in which some fairly small (about 2,000 degrees-of-freedom) two dimensional plane stress, plane strain, and axisymmetric linear elastic problems were solved using the finite element method. Other authors have also briefly mentioned the application of the multigrid method to the solution of solid and structural mechanics problems. An application to membrane and plate problems
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is given in [11], as well as a discussion of the effect of locking on the performance of the method. The eigenvalues and eigenvectors of a rectangular plate were obtained using the multigrid method in [24].
There is still a great deal of work to be done on the application of the multigrid method to the solution of solid and structural mechanics problems of engineering interest. The remainder of this chapter will describe in detail a multi- grid algorithm that can be used to solve the linear matrix equation (1.1) that arises from the finite element discretization of a linear solid mechanics problem.

4.2 The Multigrid Algorithm

The essence of the multigrid method is that iterative (or relaxation) methods are very efficient in reducing the high frequency error component in the approximate solution, but are very slow in reducing the low frequency component. This enables the remaining error (which is smooth after only a few cycles of relaxation) to be approximated by a direct solution of a coarse mesh equivalent of equation (1.1). The low frequency error may be thought of as the component that can be represented on a coarse mesh, which is chosen so that the coarse equivalent of equation (1.1) can be solved cheaply.
The smoothing effect of Gauss-Seidel relaxation on the error can be demon­strated by means of the simple two dimensional point load problem shown in figure 4.1. This problem was solved using the finite element method; the rectangular region was discretized with four node quadrilateral elements, and the resulting matrix equation was solved using Gauss-Seidel relaxation. Figure 4.2 shows the
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initial error (e^), and the error after 10, 50, and 100 cycles of relaxation (e^10∖ e(5θ∖ and e^10θ∖ respectively). It was noted in section 3.3 that the error is a set of displacements, and so the error is plotted as a deformed finite element mesh. The undeformed mesh is shown in broken lines. The initial guess to the solution of the problem was taken as the null vector (i.e. χ(θ) = 0); therefore, from equa­tion (3.12), the initial error is equal to the exact solution (i.e. = x). It isclear from figure 4.2 that Gauss-Seidel relaxation is very effective in reducing the high frequency error component, whereas it is relatively slow in eliminating the remaining low frequency error.

The multigrid algorithm used in this thesis is based on the one given in [56]. To illustrate the method, consider a two mesh (or grid) arrangement. Quantities on the fine and coarse meshes (which will be defined later) are denoted by subscripts f and c, respectively. A single multigrid cycle for the solution of equation (1.1) on the fine mesh is as follows.
• Starting with the current approximation Xyfc∖ perform ιq relaxation cycles on the fine mesh to obtain Xy∙,t∖ ιq is chosen so that the high frequency component of the error associated with x^ is significantly reduced. This results in a smooth error (i.e. an error that can be represented on a coarse mesh).
• Restrict the fine mesh residual onto the coarse mesh to obtain the coarsemesh residual

r<k>=I}r<,t>, (4.1)where 2^) is the fine to coarse mesh restriction operator.
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• Compute the coarse mesh correction, ∆x^, by solving

KcΔχW = r^, (4.2)
where Kc is the coarse mesh stiffness matrix. Since the error associated with Xγfc) is smooth, ∆x^ will be a good approximation to this error.

• Interpolate ∆χlfcl from the coarse mesh to the fine mesh to obtain the fine mesh correction
∆×y =2∕∆x<t>, (4.3)where 2"∕ is the coarse to fine mesh interpolation operator.

• Perform ι∕2 cycles of relaxation starting with the new fine mesh approxima­tion χW=xj*)+Δx(*∖ (4.4)to obtain Xyfc+1∖ the new approximation to the solution of equation (1.1). The parameter ι∕2 is chosen so that any high frequency error introduced by the interpolation is significantly reduced.
The two mesh algorithm requires the solution of the matrix equation (4.2) on the coarse mesh. This can be done either by using a direct solution on the coarse mesh, or, if this is too expensive, by introducing a still coarser mesh and using one or more cycles of the two mesh algorithm itself as the solution method. Thus a sequence of coarse meshes can be used to solve equation (1.1) on the finest mesh. The parameter 7 will denote the number of multigrid cycles used on each coarse mesh to solve equation (4.2) for the coarse mesh correction. Figure 4.3 shows the structure of a single multigrid cycle with different numbers of meshes
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and various values of 7. For obvious reasons, the cycles with 7 = 1 and 2 are called V and W-cycles, respectively.

The effectiveness of the multigrid algorithm can be demonstrated by using it to solve the point load problem shown in figure 4.1. The fine and the coarse meshes shown in figure 4.4 were used in a two mesh method to solve this problem. Gauss-Seidel relaxation was used to smooth the error on the fine mesh; z∕1 and 
V2 were both chosen to be 5. Figure 4.5 shows the behavior of the error on the fine mesh at various stages of one multigrid cycle. The initial error on the fine mesh, βy0∖ is shown (which is, once again, equal to the exact solution Xy, since Xy°) = 0), together with the error after 5 (ιq) cycles of Gauss-Seidel relaxation on the fine mesh (θy0^), the fine mesh error after the coarse mesh correction had been computed and interpolated to the fine mesh (βy°^), and the fine mesh error after a further 5 (1/2) cycles of relaxation (e^). The effectiveness of the use of relaxation on the fine mesh to reduce the high frequency error, combined with the use of the coarse mesh to capture the low frequency error, is apparent.

The components of the multigrid method (the relaxation method, the coarsening procedure, the restriction operator, the interpolation operator, and the coarse mesh equations) are now discussed.
4.2.1 The Relaxation Method

The function of the relaxation method is to quickly reduce the high frequency error component. Three relaxation schemes are used in this thesis: Gauss-Seidel (GS), successive overrelaxation (SOR), and Jacobi preconditioned conjugate gradient (JCG). These methods were discussed in chapter 3.



43

)∕4,
+ x’c + l5)∕8∙,

4.2.2 The Coarsening Procedure

The three types of finite elements used in this thesis are the eight node linear brick, the four node linear quadrilateral, and the three node linear triangle. One way to define a coarse mesh for these elements is to simply eliminate alternate nodes from the fine mesh by applying constraints to the fine mesh degrees-of-freedom. Figures 4.6, 4.7, and 4.8 show how this is done for the brick, quadrilateral, and triangular elements, respectively. The constraint equations take the following form: for the brick elements
φθ> — γβ Xf <izc,

Xii = (xac + τ6c)∕2,4 = (ajc + xc + xc + χdc 
xkj = (xac + xbc + xcc + xdc+xec + x{ for the quadrilateral elements

xf — xc,

xef = (xac + xb)∕2, 
xf = (χac +χb + χc + χdfor the triangle elements

tt∕ -- Xc,

ιj = (χ∙ + xbc)∕2.In the above, æ" denotes a fine mesh degree-of-freedom at node α, and x'f denotes the corresponding coarse mesh degree-of-freedom at node β.

It should be noted that the constraints given in equations (4.5), (4.6), and (4.7) assume that the fine mesh nodes not in the coarse mesh are approximately midway between the adjacent coarse mesh nodes. For example, in figure 4.6, node

(4.5)

(4∙6)1/4;
(4.7)
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i is roughly midway between nodes a and δ, and node j is approximately midway between nodes α, b,c, and d. Otherwise, the coefficients in equations (4.5), (4.6), and (4.7) would have to be different.
4.2.3 The Interpolation Operator

The interpolation operator, l∕, transfers displacements from the coarse mesh to the fine mesh. The natural choice for 2/ comes from consideration of the coarsening procedure. Equation (4.3) then becomes
∆x^ =TΔχ(*>, (4.8)

where T is an interpolation matrix that can be conveniently assembled from coarse mesh element expressions of the form of equations (4.5), (4.6), and (4.7).
4.2.4 The Restriction Operator

The restriction operator, Tj, transfers forces from the fine mesh to the coarse mesh. Since forces on the fine mesh must do the same work when they are restricted to the coarse mesh, it can be shown using equation (4.8) that
rW=Tτ4fc), (4.9)

which defines 2)
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4.2.5 The Coarse Mesh Equations

Equations (4.8) and (4.9) are sufficient to determine the coarse mesh equationsas TτK7TΔχW = r^. (4.10)By comparison with equation (4.2), the coarse mesh stiffness matrix can be di­rectly computed from
Kc = TrKyT. (4.11)The matrix Kc is banded and sparse since T is defined by equations (4.5), (4.6), and (4.7). The coarse mesh stiffness matrix in equation (4.11) is identical to the matrix produced by assembling element matrices from the coarse mesh which are formed from four (figures 4.7 and 4.8) or eight (figure 4.6) fine mesh elements using the constraint equations (4.5), (4.6), and (4.7). Envisaging Kc as being assembled from coarse mesh elements is convenient since it reveals a deficiency in the way in which the coarse elements are formed. Namely, the advantages of reduced integration are lost on the coarse meshes (see section 2.3). To remedy this situation, an alternative procedure is also employed in this thesis in which the coarse element stiffness matrices are computed by integration in the usual way (with the option of reduced integration), and then assembled to form Kc. A possible disadvantage of this method is the lack of consistent interpolation and re­striction operators. However, the previously defined interpolation and restriction operators will be used for both methods of formation of Kc in this thesis.
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4.2.6 Treatment of the Boundary Conditions

The way in which specified displacements and forces are imposed using the dis­placement based finite element method was discussed in section 2.4. Specified forces present no difficulties when a multigrid method is used to solve for the unknown displacements. Specified displacements are usually dealt with on the element level, resulting in a contribution to the nodal forces. The degrees-of- freedom associated with these displacements are then eliminated from the matrix equation (1.1). As a consequence of the interpolation of displacements between the coarse and the fine meshes, it is more convenient to keep these degrees-of- freedom as unknowns in equation (1.1). This is done by adding a stiff spring and applying a large force to the specified degree-of-freedom so that it attains the specified value (see section 2.4).
4.2.7 Computational Aspects

It is demonstrated in this thesis that, for a particular problem as mesh refinement takes place, the multigrid method can solve the matrix equation (1.1) in a time and with a storage requirement that are both proportional only to the number of unknowns in the finest mesh, n. It is therefore important that the effort required to calculate the coarse mesh stiffness and the interpolation and restriction matrices also be proportional to n. The storage required by all the matrices is kept proportional to n by storing only their nonzero terms (and only the upper half of the symmetric stiffness matrices). The interpolation matrices are assembled on an element level, in a computation time proportional to n. The computation of the coarse mesh stiffness matrices using equation (4.11) in a time that is proportional
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to n and with minimal storage requires a rather involved algorithm that is not discussed in detail here.

The computer used in the studies presented in this thesis is a VAX 11/750; all of the computations were performed using the machine’s virtual memory. Eight byte double precision storage was used for all of the real numbers; integers were stored as four byte numbers. An iterative method was assumed to have converged when the Euclidean norm of the residual on the finest mesh, , was 10~θ of the norm of the original force vector, f (i.e. ε in equation (3.11) was 10-θ). The initial approximation to the solution on the finest mesh, χ(0∖ was taken as 0.

4.2.8 Multigrid Notation

The following notation is used in order to easily identify the different versions of the multigrid algorithm. A multigrid method that uses coarse mesh stiffness matrices computed using equation (4.11) is denoted by MGi; a method using assembled coarse mesh stiffness matrices is denoted by MG2. The relaxation method is identified in the manner given in section 4.2.1. For example, the multi­grid method identified as MGι-GS means that the coarse mesh stiffness matrices were computed using equation (4.11), and that Gauss-Seidel relaxation was used.
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Figure 4.1: Two Dimensional Point Load Problem.
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Figure 4.2: Behavior of the Error in the Gauss-Seidel Relaxation Method for the Two Dimensional Point Load Problem.
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Figure 4.3: Structure of One Multigrid Cycle With Different Numbers of Meshes and Various Values of 7.
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(b) Coarse Mesh

Figure 4.4: The Fine and Coarse Meshes Used in the Solution of the Two Dimen sional Point Load Problem.
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Figure 4.5: Behavior of the Fine Mesh Error in the Multigrid Method for the Two Dimensional Point Load Problem (MGrGS Scheme, v1 = v2 = 5).
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Figure 4.6: Coarsening for the Brick Elements.



54

d

• FINE Ί
> MESH NODAL POINTS

O COARSE j

Figure 4.7: Coarsening for the Quadrilateral Elements.
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Chapter 5

Evaluation of the Multigrid Method for Solid

Mechanics Problems

The objective of this chapter is to evaluate the strengths and weaknesses of the multigrid algorithm described in chapter 4 by applying it to some simple two and three dimensional solid mechanics problems. In section 5.1, different variants of the method are used to solve some two dimensional problems on uniform meshes (a point load, a point load acting on a nearly incompressible material, and a crack). This enables the effect of different relaxation schemes to be examined, and reveals some of the weaknesses of the method. In section 5.2, the influence of nonuniform meshes on the convergence of the multigrid method is determined. Finally, in section 5.3, the performance of the method is compared with two other solution algorithms (the direct factorization and the Jacobi preconditioned conjugate gradient methods) by solving a three dimensional problem on a series of uniform meshes. A discussion of the results presented in this chapter is given in section 5.4.
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5.1 Application of the Multigrid Method to Some Two 

Dimensional Trial Problems

The multigrid algorithm described in chapter 4 was applied to some small two dimensional problems so that its behavior could be examined. A two mesh method was used; the fine and the coarse meshes were shown in figure 4.4. The fine mesh on which the particular problems were posed consisted of 128 four node linear quadrilateral elements and 153 nodal points. Three different problems were solved on this mesh by varying the boundary conditions and the element material properties: a point load, a point load acting on a nearly incompressible material, and a crack subjected to the tensile opening mode of deformation (mode I). Plane strain was assumed in all cases; the mesh was 2 m by 1 m with an out- of-plane dimension of 1 m. Unless stated otherwise, Young’s modulus was 207 GN∕m2, Poisson’s ratio was 0.3, a 2 × 2 Gauss (exact) integration scheme was used to compute the fine mesh stiffness matrix, and the relaxation parameters v-i and ι∕2 were set at 5 for each problem.
5.1.1 A Point Load

The boundary conditions used to specify the point load acting on the fine mesh were shown in figure 4.1. This problem is a useful test of the multigrid method for two reasons: point loads are common boundary conditions in solid mechanics, and the theoretical solution shows singularities in the stresses, the strains, and the displacements at the load application point. Two types of multigrid methods were tried: MGι-GS and MGι-JCG. Figure 5.1 shows graphs of log10(77) versus
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the number of multigrid cycles for these schemes, where R is the convergence pa­rameter defined in equation (3.11). During each multigrid cycle, R was computed after each relaxation and immediately after the interpolated coarse mesh correc­tion had been added to the current fine mesh approximation. The discontinuities in log10(,R) shown in figure 5.1 (and in similar plots) occur when the coarse mesh correction has been computed and interpolated to the fine mesh. The MGι-GS and MGι-JCG methods converge to a value of R ≤ 10~6 in five multigrid cycles; however, the GS relaxation scheme requires less computational work.

Figure 5.2 shows the behavior of the error on the fine mesh during the first multigrid cycle for the MGχ-JCG method. A similar diagram was shown in figure 4.5 for the MGj-GS method. This data shows the error before any relaxation has taken place (e^), after ι∕1 cycles of relaxation (e^), after the interpolation of the coarse mesh correction (êy0^), and after u2 cycles of relaxation (e^). All of the errors in the two figures are scaled by the same factor. The figures reveal that both relaxation schemes were effective in reducing the high frequency error component and that the coarse mesh enabled the low frequency error component to be obtained from the coarse mesh correction equation. This explains the fast convergence of the MGι*GS and MGι-JCG methods.
Figure 5.3 shows the effect of varying the relaxation factor (u> in table 3.1) on the speed of convergence of the MGι-SOR scheme. The method was assumed to have converged when R ≤ 10~θ. A near optimum convergence rate can be achieved by choosing the relaxation factor as 1, which corresponds to GS relax­ation. This agrees with Hackbusch’s observation that successive overrelaxation with an optimal relaxation factor cannot be used as a smoothing iteration [27].
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5.1.2 A Point Load Acting on a Nearly Incompressible Material

Nearly incompressible elasticity (i.e. a material whose Poisson’s ratio is close to ∣, such as rubber) is a severe test for any solution algorithm because an ill- conditioned stiffness matrix results in plane strain and three dimensional problems (see section 3.4). Another difficulty that faces the engineering analyst when using four node linear quadrilateral elements is that of element locking: the element’s bending modes become very stiff as Poisson’s ratio approaches ∣ because they involve considerable volumetric strain energy (see section 2.3). As was explained in section 2.3, this can be fixed, and the element’s behavior improved, by using a reduced, one point Gauss integration to compute the contribution to the stiffness matrix, since the volume change in the bending modes is zero at this integration point.
The boundary conditions imposed on the fine mesh were the same as those shown in figure 4.1. Several multigrid methods were tested: MGι-GS, MG2-GS, MGι-JCG, and MG2-JCG. Different values of v1 and z√2 were tried. The MG2 methods used a coarse mesh stiffness matrix that was assembled from coarse elements computed with reduced integration on the term. The fine mesh stiffness matrix for all of the multigrid methods was calculated using the same reduced integration scheme.
Figure 5.4 shows that the constraints used to compute the coarse mesh stiffness matrix using equation (4.11) will produce considerable local volume changes when the elements associated with the coarse mesh deform in their bend­ing modes. The volume changes are caused by each fine mesh element that makes up the coarse element being constrained to deform in a way that is not volume
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preserving; note that these volume changes are inconsistent with the coarse ele­ment’s true bending mode. Therefore the bending mode of a coarse element will involve considerable volumetric strain energy. This will result in a coarse mesh that locks (i.e. one that is very stiff) for such deformations, even though reduced integration may have been used on the fine mesh. Thus the coarse mesh will not effectively yield the low frequency error component. On the other hand, direct assembly of the coarse mesh stiffness matrix from coarse elements using one point integration to compute the term will avoid the locking problem.

Figure 5.4 also shows that the interpolation procedure used to transfer displacements from the coarse mesh to the fine mesh described in section 4.2.3 will introduce volume changes on the fine mesh. However, these volume changes are associated with a high frequency error component, and should therefore be quickly eliminated by an effective relaxation procedure.
Figure 5.5 shows the effect Poisson’s ratio has on the convergence of the various multigrid schemes with different values of vx and vq,. Although the MGι schemes converged in fewer multigrid cycles as vγ and z∕2 were increased, the com­putational work remained approximately constant. However, the choice of v↑ and v2 had a significant effect on the convergence of the MG2 schemes. The conver­gence of the MG2-GS scheme in particular was greatly improved by increasing the values of ι∕1 and ι∕2. Observation of the error on the fine mesh shows that this was due to the behavior of the high frequency error component. Figure 5.6 shows plots of the error on the fine mesh for the MGι-GS scheme with ι∕1 = ι∕2 — 5 for a Poisson’s ratio of 0.498. The initial error (e^) is shown, together with the error after one (e^), five (e^), and ten (βj °^) multigrid cycles. Figures 5.7, 5.8, and
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5.9 show similar plots of the error when the MG2-GS scheme was used to solve the same problem, with z∕1 = ι∕2 = 5, 10, and 20. Figure 5.6 shows that the GS relaxation did not reduce the high frequency error as fast as it did for v = 0.3 (see figure 4.5). It is also apparent that the coarse mesh formed using the constraints was not effective in capturing the low frequency error. However, the MGι*GS method did converge with ιq = z∕2 = 5.

The plots of the error shown in figures 5.7, 5.8, and 5.9 for the MG2-GS scheme clearly demonstrate the sensitivity of this method to the choice of ι∕1 and ι∕2. Observation of the error after one multigrid cycle (e^) shows how poor the GS relaxation was in smoothing the error for a nearly incompressible material, although its performance was improved by increasing zq and z∕2. However, the coarse mesh assembled using reduced integration was very effective in computing the low frequency error. It is the substantial difference in the performance of the fine mesh relaxation and the coarse mesh that caused the MG2-GS method to diverge for zq = zq = 5 (see figure 5.7). The reduction in the high frequency component due to the relaxation was less than the increase due to the interpo­lation of the correction from the coarse mesh since too few relaxation steps were performed on the fine mesh. On the other hand, for the MGι-GS method with zq = z√2 = 5 (see figure 5.6), the low frequency error component on the fine mesh was not well represented by the direct solution of the coarse mesh correction equation because the coarse mesh locked. This meant that the interpolated high frequency component was also less, in fact small enough to be kept under control by the inefficient GS relaxation. The instability present in the MG2 scheme for a nearly incompressible material is cured by increasing the values of zq and zq, as is evident in figures 5.7, 5.8, and 5.9.
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Figure 5.5 also shows that the convergence of the MG-JCG methods were improved by increasing ι∕1 and ι∕2 as Poisson’s ratio approached j. The smoothing effect of the J CG relaxation was found to be less sensitive to Poisson’s ratio than the GS relaxation, which explains why the MG-JCG schemes work better than the MG-GS schemes as Poisson’s ratio approaches ∣.
For values of Poisson’s ratio less than 0.49, the most effective multigrid scheme incorporated GS relaxation (with ι∕1 = ι√2 = 5) and an assembled coarse mesh stiffness matrix with reduced integration. Although the corresponding MG2- JCG scheme produced convergence in fewer multigrid cycles, the GS relaxation involved less computational work. An assembled coarse mesh with reduced in­tegration is not subject to locking, enabling the low frequency error to be accu­rately computed. For larger values of Poisson’s ratio, the most effective scheme was MG2-JCG with an assembled coarse mesh stiffness matrix and increased val­ues of vx and z∕2. The JCG relaxation and the increased values of v∖ and ι∕2 are necessary since the smoothing capability of the relaxation methods is reduced for higher values of Poisson’s ratio. For a Poisson’s ratio of 0.4997, the MG2-JCG scheme (with ui and v2 equal to 20) converged in 18 multigrid cycles. Incidentally, 0.4997 is a typical Poisson’s ratio for vulcanized natural rubber [40].

5.1.3 A Crack Subjected to Mode I Deformation

Fracture mechanics has been the subject of many numerical studies. The details of the multigrid solution of a large three dimensional crack problem are given in chapter 6 of this thesis. As a preliminary study, a simple two dimensional example was considered with the same material properties as used in the point
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load problem (section 5.1.1). Figure 5.10 shows the boundary conditions used to specify the problem on the fine mesh. The theoretical solution predicts stress and strain singularities at the crack tip [60] (see chapter 6).

Figure 5.11 shows plots of log10(J2) versus the number of multigrid cycles when the crack problem was solved using the MG1-GS and MG1-JCG methods with ιq = ιq = 5. Both methods converged in 9 multigrid cycles, which is 4 cycles more than was observed for the point load discussed in section 5.1.1.
Figure 5.12 shows the behavior of the error on the fine mesh for the MG1- GS method before any relaxation has taken place (βy°^), after ι∕1 cycles of relax­ation (ëy0^), after the interpolation of the coarse mesh correction (êy0^), and after ι∕2 cycles of relaxation (βy1^). Similar behavior was observed for the MGι-JCG method. The error after the coarse mesh correction equation had been solved exactly (êy°^) shows there was a considerable low frequency error that the coarse mesh was unable to capture, consisting mainly of a bending deformation. This can be explained by consideration of the bending behavior of the four node ele­ments associated with the coarse mesh. It was explained in section 2.3 that the stiffness of the bending mode of a four node element is too high due to the absence of a lateral normal strain and the presence of shear strains. Better results can be achieved when one point Gauss integration is employed on both the D⅜ and the D® terms of equation (2.12), which reduces the bending stiffness to zero. For this crack problem, it was found that a singular coarse mesh stiffness matrix resulted; this was due to the presence of zero energy modes of deformation [33].
As an alternative, reduced integration of only one of the D⅜ and D® termswas attempted on the coarse mesh stiffness matrices. The MG2-GS and the MG2-
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JCG methods that resulted from a reduced integration, of the term converged in 7 and 8 cycles, respectively. Figure 5.13 shows the behavior of the error on the fine mesh for this MG2-GS scheme. When the D® term was computed using one point Gauss integration, the MG2-GS and MG2-JCG methods both converged in 6 cycles; the error on the fine mesh is shown in figure 5.14 for this MG2-GS method.

Careful comparison between the error on the fine mesh shown in figures 5.12, 5.13, and 5.14 for the MGχ-GS and MG2-GS schemes demonstrates that the coarse meshes that were computed using reduced integration captured more of the low frequency error than the coarse meshes formed using constraints. It is also apparent that the high bending stiffness of the coarse mesh is more effectively relieved by using the reduced integration on the D® term than on the term. This was expected since the D® term contains the shear energy that is responsible for the excessive coarse mesh bending stiffness. The reduced integration resulted in a coarse mesh that was able to capture the low frequency error, and therefore yielded an improved coarse mesh correction.
5.2 The Effect of Nonuniform Meshes on the Convergence 

of the Multigrid Method

An important theoretical property of the multigrid method that has been es­tablished for uniform discretizations of elliptic problems, is that the number of operations (and hence solution time) required for convergence is directly propor­tional to the problem size (i.e. the number of degress-of-freedom in the mesh).
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This follows because the number of operations required by the components of each multigrid cycle is proportional to the problem size, and, for uniform dis­cretizations, the total number of cycles required for convergence is independent of the problem size [56]. However, nonuniform meshes are very common in the application of the finite element method; they may be used to model an irregular boundary or to capture high gradients near stress concentrations or singularities. The objective of this section is to examine the effect of nonuniform meshes on the convergence of the multigrid method by using several uniform and nonuniform meshes to solve the point load problem shown in figure 4.1.

Figure 5.15 shows the various meshes that were used in this study. A two mesh MG-GS method with ι∕1 = ι∕2 = 5 was employed; the three uniform fine meshes Ωju∖ Ω2u∖ and were each used with the three uniform coarse meshes Ω2u∖ Ω3i∖ and Ω^u∖ respectively. A similar arrangement of the fine and coarse meshes was used with the nonuniform meshes, denoted by superscript (n), shown in figure 5.15. Hence six different pairs of meshes with varying numbers of degrees-of-freedom (indicated in figure 5.15) were used to solve the simple point load problem. It should be noted that the nonuniform mesh, Ωi∙"∖ had the same element size around the load application point as was present throughout the corresponding uniform mesh, Ω·“\ The material properties and overall dimen­sions of the meshes were the same as in section 5.1; plane strain conditions were assumed, and 2x2 Gauss integration was used to compute all of the fine mesh stiffness matrices.
Figures 5.16 and 5.17 show the behavior of R (see equation (3.11)) when the two mesh MG1-GS method was used to solve each of these six problems. It
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can be seen that more multigrid cycles were required by the nonuniform meshes for a given R as the problem size was increased. Figures 5.18 and 5.19 show the corresponding behavior of the norm of the error on the fine mesh computed using equation (3.13) for the six problems. These plots show that after five multigrid cycles, the size of the error was smaller for the larger problems. This effect was more pronounced for the uniform meshes.

A general observation that can be made from figures 5.16 and 5.17 is that the multigrid method converges faster (in terms of the number of cycles required) when applied to the uniform meshes. This can be explained by examining the error on the fine mesh during the first multigrid cycle for the fine meshes Ω^ and Ω^. Recall that these meshes have the same element size near the load application point, and that the coarse meshes used in the multigrid scheme were Ω3t) and Ω3n∖ Figures 5.20 and 5.21 show the error on the fine mesh during the first multigrid cycle for the uniform and nonuniform meshes, respectively. The error is shown before any relaxation has taken place (e^), after ιq cycles of relaxation (e^), after the interpolation of the coarse mesh correction (êy°^), and after u2 cycles of relaxation (e^).
Careful comparison between figures 5.20 and 5.21 show that the low fre­quency error component is reduced more by the uniform coarse mesh than by the nonuniform coarse mesh. This can be seen by observing the error after interpo­lation of the coarse mesh correction (êy0^) on the uniform and nonuniform fine meshes. This is caused by the poor bending behavior of the four node plane ele­ments discussed in section 2.3. The nonuniform coarse mesh has fewer elements than the uniform coarse mesh that can be used to capture the required bending
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deformation. (This bending is evident in the plots of ëy°\ the error after u1 relax­ation cycles, shown in figures 5.20 and 5.21.) Thus the nonuniform coarse mesh is stiffer than the uniform coarse mesh, and so a significant low frequency error component will be present on the nonuniform fine mesh after the interpolation of the coarse mesh correction. It is interesting to note that the high frequency error near the load application point present after the coarse mesh correction has been interpolated (βy°^) is the same for both the uniform and the nonuniform fine meshes. This demonstrates that the smoothing effect of the GS relaxation is uneffected by the nonuniform mesh.
Another observation that can be made from the plots of R shown in figure 5.17 for the nonuniform meshes is that the value of R after five multigrid cycles is larger for the smaller problems, but that it seems to be reaching a constant value that is independent of the problem size for larger problems. This point is further demonstrated by figures 5.22 and 5.23 which show log-log plots of the value of R after five multigrid cycles versus the problem size for the problems with the uniform and nonuniform meshes. Note that figures 5.22 and 5.23 contain additional data obtained by solving the point load problem on meshes formed by uniformly subdividing meshes Ω^ and Ω^ shown in figure 5.15. The figures also show the values of R after five cycles when the MG2-GS schemes that utilized reduced integration of the D® and D® terms in equation (2.12) (see section 2.3) were used to solve the point load problem.
It was shown in section 5.1.3 that the bending behavior of the coarse mesh can be improved by using a reduced integration scheme to compute the D® term. Figures 5.22 and 5.23 show that this improvement is present when both the D®
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and D® terms are computed using reduced integration for the uniform and nonuni­form meshes, although reduced integration on the D® term is the most effective technique. However, figure 5.23 shows that the reduced integration becomes less effective as the problem size is increased for the nonuniform meshes. This is not evident for the uniform meshes, see figure 5.22. Both figures suggest that the number of multigrid cycles required by both the uniform and the nonuniform meshes becomes independent of the problem size as the meshes are refined, and that this effect is more pronounced for the nonuniform meshes.

The results presented in this section show that the number of multigrid cycles required by a nonuniform mesh may be greater than that required by a uniform mesh used to solve the same problem, and that this is due to the poor bending behavior of the nonuniform coarse mesh. Consequently, the solution time required by a nonuniform mesh may not be proportional to the problem size. However, this proportionality can be recovered by producing fine meshes by repeatedly subdividing a nonuniform mesh. It is also interesting to note that reduced integration techniques are less effective for nonuniform meshes, especially as the problem size is increased.
5.3 The Performance of the Multigrid Algorithm

This section compares the performance of the multigrid method with some other solution algorithms by solving a three dimensional solid mechanics problem. A cube shown in figure 5.24 and consisting of a material with Young’s modulus 207 GN∕m2 Poisson’s ratio 0.3 and density 7850 kg∕m3 with one vertical face fixed, subjected to a gravity load and four horizontal point loads acting at the free
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corners, was discretized with eight node linear brick elements. Five test problems of different sizes were generated by using regular meshes that had 4, 6, 8, 12, and 16 elements along each side of the cube, and were used to compare the speed and storage requirements of various solution schemes. Six solution algorithms were used to solve the resulting matrix equation: a direct factorization, JCG iteration, MG1-GS, MG2-GS, MGi-JCG, and MG2-JCG. It should be noted that the MG2 methods did not use reduced integration on any part of the coarse mesh element stiffness matrix. The multigrid methods consisted of V-cycles (i.e. 7 = 1, see section 4.2) with ιq and r,2 equal to 5. The number of meshes used in the multigrid schemes depended on the size of the problem; generally, the coarsest mesh was the last one that could be produced by repeated coarsening of the finest mesh (i.e. repeatedly grouping eight fine mesh elements together to form a coarse mesh element). The convergence tolerance for each iterative method (ε in equation (3.11)) was 10~6.

Figure 5.25 shows the variation of the total computation time with the problem size (the number of degrees-of-freedom in the finest mesh) for the various solution schemes. Figure 5.26 shows the corresponding solution times (the total time minus the set-up time) and the estimated direct solution time (i.e. the time required to perform jnm2 operations on the VAX 11/750, see section 3.2). The set-up time includes the time required to compute and assemble all of the stiffness and interpolation matrices. Due to the excessive computational effort required, the data shown in figures 5.25 and 5.26 for the direct solution of the largest problem (about 14,000 degrees-of-freedom) had to be extrapolated from a partial factorization of the stiffness matrix.
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The iterative methods all required approximately the same amount of time. These iterative methods were about two orders of magnitude faster than the direct method for the largest problem considered. The total and solution times measured for the MG2 schemes (not shown in figures 5.25 and 5.26) were within 1% of the corresponding times of the MGj schemes, demonstrating that the difference in the computational effort between assembling and computing the coarse mesh stiffness matrices was negligible. The times required by the multigrid methods depended linearly on the problem size. A least squares straight line fit showed that the JCG solution times varied as n1∙5, which is similar to the predictions made in [2] for conjugate gradient relaxation.
The estimate of the direct solution time based on the number of oper­ations was within 30% of the measured time for problems smaller than 10,000 degrees-of-freedom. Although this error is large, the estimate does give an order of magnitude prediction of the solution time. The large amount of I/O time re­quired to produce a direct solution causes the estimate to fail for larger problems.
Figure 5.27 shows the amount of in-core storage required for the solution of the test problems. The storage needed by the iterative solutions grew linearly with the problem size, and was about one order of magnitude less than that re­quired by the direct solution for the problem with 14,000 degrees-of-freedom. The large in-core storage requirement of the direct solution algorithm contributed to its slowness since the computer had to spend an increasing amount of time trans­ferring data from disk to high speed memory by means of its virtual memory system. The different storage requirements of the MGχ and the MG2 methods were due to the additional information needed by the program to ensure that the
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computational effort required in the calculation of the coarse mesh stiffness ma­trices using equation (4.11) was proportional to the problem size. The additional storage required by the MG-JCG methods (not shown in figure 5.27) was found to be less than 3% of that required by the corresponding MG-GS methods.

The time required to form the coarse mesh stiffness and interpolation ma­trices in the multigrid methods was less than 9% of the total computation time; the data associated with the coarse meshes amounted to 45% of the total storage requirements. The multigrid method was able to produce fast solutions of the test problems despite these overheads associated with the coarse meshes.
The three dimensional test problem shown in figure 5.24 can be used to demonstrate the effect of the bending behavior of the coarse meshes on the perfor­mance of the multigrid algorithm. Table 5.1 shows the number of cycles required by the MGχ-GS method when it was used to solve the five test problems. The ta­ble also shows the number of cycles required when the direction of the point loads acting on the cube shown in figure 5.24 were changed from horizontal to vertical. This change of loading subjected the cube to a substantial bending deformation. Table 5.1 demonstrates that this bending resulted in an increase in the number of multigrid cycles required for convergence. This was due to the stiffness of the coarse meshes when they are subjected to bending deformations, which does not allow the low frequency error to be computed accurately.
The results presented in this section demonstrate the inherent inefficiency of the direct method when used to solve three dimensional problems. It is in­teresting to note that the largest problem considered (which was too big to be solved directly on the VAX 11/750 used in this study) was generated by the dis-
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cretization of a cube with 16 eight node linear brick elements along each side. The numerical analysis of many three dimensional solid mechanics problems of engineering interest would require a more refined mesh, producing an even larger problem.
5.4 Discussion of the Results

The relatively simple problems discussed in this chapter have revealed several important features of the multigrid method when it is applied to solid mechanics problems. The poor performance of the method when conditions of near in­compressibility are encountered (see section 5.1.2) is due to a combination of a reduction in the smoothing effect of the GS relaxation method and coarse mesh locking. These problems can be partially cured by using the JCG iteration method to smooth the error and assembling the coarse mesh stiffness matrices using a re­duced integration scheme.
The bending behavior of the linear brick and quadrilateral elements used in this chapter was found to slow the convergence of the multigrid algorithm. The coarse mesh is unable to capture a low frequency error that consists of a bending deformation accurately. This effect also caused nonuniform meshes to yield solution times that were not proportional to the problem size n; however, the linear dependence on n was recovered as it became larger. It was demonstrated in section 5.2 that reduced integration techniques become less effective in relieving the stiffness of the coarse mesh for nonuniform meshes as the problem size is increased.
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The studies presented in section 5.3 demonstrate that the multigrid algo­rithm requires far less computational effort (in terms of CPU time and storage requirement) than a direct method. Furthermore, the performance of the multi­grid method is comparable to that of the Jacobi preconditioned conjugate gradient method (JCG) for the well-conditioned problem that was considered. It is inter­esting to note that the solution times required by the multigrid and the JCG methods were proportional to n and ra1∙5, respectively. This suggests that the multigrid method will perform better than the JCG method for large problems.
The features of the multigrid algorithm that were examined in this chap­ter will be used to explain the performance of the method when some practical problems in solid mechanics are solved in part II of this thesis. The problems in part II are a good test of the method not only because of their engineering significance, but also because they require the solution of large, ill-conditioned, matrix equations.
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n Number of Cycles for theLoading Shown in Figure 5.24 Number of Cycles for theBending Deformation
375 4 61,029 4 52,187 4 76,591 5 614,739 5 7

Table 5.1: Effect of Bending on the Number of MGχ-GS Cycles Required for Convergence for the Three Dimensional Test Problem.
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Number of Cycles 

b) MG1-JCGFigure 5.1: Convergence of the MG1-GS and the MGi-JCG Methods (ι∕1 = ι∕2 = 5)for the Point Load Problem.
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Figure 5.2: Behavior of the Fine Mesh Error in the MGι-JCG (ι∕1 = ι∕2 = 5)Method for the Point Load Problem.
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straints.Figure 5.4: Bending Behavior of a Coarse Mesh Element Formed Using Con
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Figure 5.5: The Effect of Poisson’s Ratio on the Convergence of Various Multigrid Schemes for the Point Load Problem.
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Figure 5.6: Behavior of the Fine Mesh Error in the MGi-GS (v1 = ι∕2 = 5)Method for the Point Load Problem; v = 0.498.
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Figure 5.7: Behavior of the Fine Mesh Error in the MG2-GS (ι∕χ = ι∕2 = 5)Method for the Point Load Problem; v = 0.498.
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Figure 5.8: Behavior of the Fine Mesh Error in the MG2-GS (v1 = ι∕2 = 10)Method for the Point Load Problem; v = 0.498.
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Figure 5.10: Two Dimensional Crack Problem.
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Figure 5.11: Convergence of the MGι (i∕1 = ι∕2 = 5) Method With Different Relaxation Schemes for the Two Dimensional Crack Problem.
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Figure 5.12: Behavior of the Fine Mesh Error in the MGi-GS (ι∕i — z∕2 - 5) Method for the Two Dimensional Crack Problem.
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Figure 5.14: Behavior of the Fine Mesh Error in the MG2-GS (i^ = ι∕2 = 5) Method With Reduced Integration on the D® Term for the Two Dimensional Crack Problem.
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Figure 5.15: The Uniform (Ωt∙u^) and the Nonuniform (Ωt∙n^) Meshes Used to Solvethe Point Load Problem.
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Figure 5.16: Convergence in Terms of the Residual for the Uniform Meshes (Ω∙u'l)Used to Solve the Point Load Problem Using the MGι-GS (^ι = v⅛ = 5) Method.
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Figure 5.17: Convergence in Terms of the Residual for the Nonuniform Meshes(Ω^) Used to Solve the Point Load Problem Using the MGχ-GS (χ∕1 = z∕2 = 5)Method.
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Figure 5.18: Convergence in Terms of the Error for the Uniform Meshes (Ωl∙u^)Used to Solve the Point Load Problem Using the MGχ-GS (ι∕1 = z∕2 = 5) Method.
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Figure 5.20: Behavior of the Fine Mesh Error on the Uniform Mesh Ω^ for thePoint Load Problem Using the MGi-GS (ι∕1 = v<2 = 5) Method.
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Figure 5.23: Convergence of the MG-GS (m1 = z∕2 = 5) Methods on the Nonuniform Meshes for Different Problem Sizes.
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Figure 5.24: Three Dimensional Test Problem.
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Chapter 6

The Elastostatic State Near a Three

Dimensional Edge Crack

Part II of this thesis describes the way in which the multigrid method was used to solve two classes of problems of practical engineering interest, and also presents the results that were obtained. In this chapter, the finite element method is used with the multigrid method to investigate the elastostatic state near a three di­mensional edge crack. In section 6.1, a description of the problem considered is given, together with some theoretical considerations (including a brief summary of some previous analytical and numerical studies of three dimensional linear elastic fracture mechanics problems). The details of the way in which the finite element method was used to solve this problem, and the performance of the multigrid method, are given in section 6.2. This section describes how the optimum multi- grid method was determined for the problem. Section 6.3 presents a detailed discussion of the elastostatic state near the crack front.
Before proceeding with the remainder of the chapter, the reader is referred to the discussion of the plane problem in linear elastostatics given in appendix A. This appendix explains the terms plane strain, the residual problem of plane
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strain, generalized plane stress, and plane stress, which are all used in the follow­ing discussions.
6.1 Problem Description and Theoretical Considerations

The loading and geometry of the crack problem that was investigated is shown in figure 6.1. A square plate with a crack through half of its mid-plane was loaded with uniform tractions normal to the crack face applied at opposite ends of the plate. This is sometimes called the single edge notch test specimen [44]. The crack was assumed to be mathematically sharp with a straight crack front. Figure 6.1 shows the dimensions of the plate, the loading conditions, and the coordinate system, with its origin situated at the middle of the crack front. The material was assumed to be a linear elastic, homogeneous, isotropic solid with Poisson’s ratio 0.3 and Young’s modulus 207 GN∕m2. The effect of body forces was ignored. The loading conditions corresponded to mode I fracture. Note that the surfaces x3 = ±0.125 m are equivalent to 7Γα in the three dimensional plane problem discussed in appendix A, and that the surfaces xa = ±1 m are the same as the lateral surface B of the cylinder shown in figure A.l. (The subscripts z,j have the range 1,2,3, and subscripts α, β, ^f have the range 1,2 in this thesis.) The plane x3 = 0 corresponds to the plane 7Γ0.
Classical linear elasticity theory shows that the leading term of the plane strain or generalized plane stress asymptotic stress field near the crack tip for
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mode I fracture is given by [43]

σ11 =11 - -11 - ⅛ ∞s f(l - sin f sin f )
'22 <722 <2πr cos ∣(1 + sin I sin y) > + 0(1), r → 0 on 7Γ0, (6.1)= - -An 3θσi2 = σi2 = ⅛ sin 5 cos cos y> -÷-J<l-

where Kι is the mode I stress intensity factor. Following the notation used in appendix A, [u,∙, t'τj, σt∙j∙], [fzi, ¾,σ,∙j∙], and [ut∙, ¾∙, σ,∙j∙] denote the plane strain, generalized plane stress, and plane stress solutions associated with the solution of the plane problem, respectively. Studies of the two dimensional version of the single edge notch test specimen [44] show that Ki for this geometry is given by
Kj — 3.Oσ∙∖∕7rα, (6.2)

where σ is the applied traction and a is the crack length. This allows comparisons to be made between the computed three dimensional elastostatic solution and the two dimensional plane problems.
The first two dominant terms of the two dimensional elastic stress field near the crack tip are given by

σ'a0 ~ °c<β = ~Ι=≈faβ(θ) + Ι‰δ1β + o(l), r → 0 on 7Γ0 (6.3)√2πrwhere the functions faβ are given in equation (6.1), T is a constant, and the remaining terms depend on r to powers of j or higher [38], [60]. The nonsingular terms in equation (6.3) need to be included if a realistic comparison is to be made between the three and two dimensional problems. Since no expressions are available for these terms for the particular geometry considered, the full elastic two dimensional stress field was obtained by using the finite element method to numerically solve the generalized plane stress version of the plate problem.
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The stress intensity factor can be used with the plate thickness, i, to define parameters that can be used to non-dimensionalize quantities of interest. Stresses and displacements will be made dimensionless by division by and uκ^t respectively; strains will be normalized through division by However, this does not imply that field quantities are independent of Poisson’s ratio. Note that all distances, such as values of X3 and r, are normalized through division by t. In the above, t is chosen to be the length scale of the particular problem considered.
Several attempts have been made in the past to obtain analytical and numerical solutions to three dimensional crack problems. These investigations have mainly considered the problem of the normal intersection of a plane crack with a free surface. The spherical coordinate system (p, <∕>,≠), centered at the crack-surface intersection, and shown in figure 6.2, is introduced to compare the numerical solution of the cracked plate problem with some of these solutions.
Benthem [9] attempted to solve the problem of a quarter-infinite crack in a half-space by assuming a solution of the form

<Tij = Pλfij(λ,φ,ψ), (6.4)where Λ depends on Poisson’s ratio. For v = 0.3, Benthem found that the domi­nant value of λ was -0.452.
A plate of finite thickness which contains a finite, through the thickness center crack was considered by Folias [21]. Folias not only examined the nature of the stresses at the crack-surface intersection, but also in the plate’s interior. In the interior of the plate, all of the stresses were found to be singular of order j, except for <723 and σ31, which were bounded. In the vicinity of the crack-surface
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intersection, the stresses and the displacements were proportional to p-2-2p R,nd 
∕92-2u, respectively. This strong singularity in the stresses and the possibility of unbounded displacements at the crack-surface intersection has caused some discussion [8,22].

Three dimensional crack problems have also been investigated using com­bined analytical and numerical schemes. Bazant [7] solved the problem of a crack in a half-space using a method that consisted of a separation of variables of the form
ui = pμFi(^,≠), (6.5)coupled with a numerical method for a boundary value problem on a unit sphere around the crack-surface intersection point. The strengths of the stress singular­ities were found to agree closely with Benthem’s.

In [14], the finite element method was used to solve the problem of a through the thickness center crack in a rectangular plate. Singular elements were used near the crack front that produced singular stress behavior of the formσtj = O(r-2) as r → 0 (6.6)in the plate’s interior, and
σij = O(pλ) as p → 0 (6.7)at the crack-surface intersection. The singularity exponent Λ was determined by treating it as an additional parameter to aid in the minimization of potential energy. For v = 0.3, Λ was found to be -0.445.

Despite a great deal of work, it is fair to say that the elastostatic state near a three dimensional crack is not as well understood as the two dimensional
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problem. None of the published analytical solutions have uniqueness proofs, and so separable solutions such as equation (6.4) are not strictly justified. Therefore the detailed numerical solution presented in this chapter (which is unbiased either by separability assumptions or by the use of singular elements) has great value as a means of understanding the nature of the elastostatic state near a three dimensional crack.
6.2 The Finite Element Solution of the Cracked Plate

Problem

This section describes the way in which the finite element method was used with the multigrid method to solve the cracked plate problem. The cracked plate is a good test problem not only because of its engineering value, but also because it requires a mesh that has a large number of small elements near the crack front to capture the behavior of the singular stresses and strains. Consequently, the mesh will have a large number of degrees-of-freedom and will produce an ill-conditioned stiffness matrix (resulting from the small size of elements close to the crack front). The symmetry of the problem allows only one quarter of the plate to be modeled (e.g. the quarter given by x2 > 0 and x3 > 0 ). The boundary conditions that were applied to the finite element mesh covering this region consisted of the specified tractions and specified zero displacements that represented the symmetry conditions and prevented a rigid body motion of the mesh.
These boundary conditions are shown in figure 6.3. A uniform traction of
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1 MN∕m2 acting in the positive x2-direction was applied to the upper surface of the mesh since this was the load applied to the cracked plate. The symmetry of the problem required that the nodes on the back surface of the mesh (i.e. on the τ3 = 0 plane) were free to move in the x1- and x2-directions but were fixed in the a⅛-direction, and that the nodes on the right-hand side of the lower surface (i.e. on the x2 = 0 plane with xi ≥ 0 ) were free to move in the x1- and 
x3-directions but were fixed in the x2—direction. These two sets of displacement boundary conditions implied that the nodes on the non-negative τ1-axis were free to move only in the x1-direction. In order to prevent a rigid body motion of the mesh (which would have produced a singular stiffness matrix), one of the points on the non-negative τ1-axis had to be fixed in all directions. As a matter of convenience, this point was chosen to be the origin of the coordinate system (i.e. the point ar1 = x2 = x3 = 0).

Two meshes of different sizes were used to represent the plate. The first mesh, which had 25,515 degrees-of-freedom, was used to determine the optimum multigrid parameters (i.e. 7, 17 and 17) for this particular problem. A second, larger mesh (61,659 degrees-of-freedom) was then used to obtain a detailed nu­merical solution of the problem. The performance of the multigrid method when used with these two meshes is now discussed.
6.2.1 The Preliminary Investigation

The mesh that was used to evaluate the multigrid method is shown in figure6.4, together with the three coarse meshes used in the multigrid solution scheme.These meshes each had 25,515, 3,735, 621, and 126 degrees-of-freedom, and were
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automatically generated by repeatedly subdividing the elements in the coarsest mesh. 3 × 3 × 3 Gauss integration was used on all terms when computing the finest mesh element stiffness matrices.

The problem was solved using the MGι-GS method; various values of 7, i∕1, and ι∕2 were used in an attempt to find the optimum multigrid strategy. Table6.1 shows the number of multigrid cycles required for convergence of the MGι-GS method using different values of these parameters. It is, however, more meaningful to compare the speed of these different schemes by examining the computational time (in terms of CPU secs) taken for convergence of the methods since the time taken by each cycle depends on 7, 1∕1, and ι∕2. Table 6.1 and figure 6.5 shows the effect the different values of 7, vv> and ι∕2 had on the speed of convergence of the MGι-GS multigrid method. This suggests that this problem is best solved using the multigrid method by setting 7 = 3 and iq = λ'2 = 5.
The choice of v-i and ι∕2 indicates that the error before interpolation and after restriction between meshes is effectively smoothed in five cycles of Gauss- Seidel relaxation. The sensitivity of the speed of convergence on the choice of 7 can be attributed to the bending behavior of the coarse mesh elements. A coarse mesh eight node brick element will be too stiff when subjected to a bending deformation. This means that the estimate of the low frequency error on the fine mesh given by a coarse mesh will be too small; however, this can be improved by performing more multigrid cycles on the coarse mesh to solve the coarse mesh correction equation (equation (4.2)). Thus higher values of 7 can be expected to reduce the total number of multigrid cycles required to solve the problem. Table6.1 shows that this is indeed the case. The additional cost per cycle of the 7 = 4
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and 5 schemes offsets their lower number of cycles when compared to the 7 = 3 scheme.

Three coarse meshes were used in the multigrid solution so that the coars­est mesh stiffness matrix could be factorized cheaply. This was done in only 0.01% of the time required for the convergence of the fastest multigrid scheme (1.45 × 104 CPU secs for 7 = 3, vλ = v⅛ = 5). The times taken to calculate the finest mesh stiffness matrix and the coarse mesh stiffness and interpolation matrices were 30% and 4% of the time required by the fastest multigrid scheme, respectively. This demonstrates that the extra effort required to compute the data associated with the coarse meshes was not excessive.
The problem was also solved on the finest mesh using the Jacobi precondi­tioned conjugate gradient method (JCG) so that the multigrid method could be compared with another fast iterative method. Figure 6.6 shows the convergence behavior of this method; a total of 635 cycles were required, which took 3.37 × 104 CPU secs. Thus the JCG method took 2.3 times as long to converge as the fastest multigrid method. However, the total time (i.e. the solution time plus the time needed to compute the various matrices required by the solution scheme) of the JCG method was 2.0 times the total time of the fastest multigrid method. This reflects the extra computational time associated with the coarse mesh data. The in-core storage required by all the multigrid methods was 2.4 × 107 bytes; the JCG method needed 1.4 × 107 bytes of storage (60% of the multigrid storage). This difference is due to the storage required by the coarse meshes.
Summarizing the data presented in this section, it is apparent that the speed of the MGι-GS multigrid method when applied to the cracked plate problem
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is sensitive to the choice of 7, ι∕1, and v∙1 The choice 7 = 3, u1 = ι∕2 = 5 seems to produce the fastest method. This method is about twice as fast as the JCG method, but the JCG method requires only 60% of the in-core storage needed by the multigrid method.
6.2.2 The Final Investigation

An even finer mesh was generated to investigate the elastostatic state near the crack front. This mesh and the three coarse meshes used in the multigrid solution scheme are shown in figure 6.7; the number of degrees-of-freedom in each mesh was 61,659, 8,559, 1,305, and 234. The MGι-GS multigrid method with 7 = 3 and z√ι = 1/2 = 5 was chosen since this had been found to be the fastest method in the preliminary investigation. Figure 6.8 shows the convergence behavior of this method. It was found that 80 multigrid cycles were required, which took 1.72 × 105 CPU secs; the total time was 1.85 × 105 CPU secs (about 51 CPU hours). The in-core storage that was needed was 6.1 × 107 bytes.
The finest mesh used to investigate the elastostatic state near the crack front shown in figure 6.7 consisted of 61,659 degrees-of-freedom and 18,432 brick elements, and had a minimum element dimension to mesh thickness (half the plate thickness) ratio of Therefore the closest center Gauss point (the point at which element stresses and strains can be most accurately computed) was 2.2% of the plate thickness away from the crack front. 3 × 3 × 3 Gauss integration was used on all terms when computing the element stiffness matrices.
The sequence of meshes shown in figure 6.7 were also used to estimate the discretization error present in the final computed displacements. The crack
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problem was solved on the three meshes that had 16,8, and 4 elements through the thickness. Figure 6.9 shows u3(r, θ = 0°, a⅛ = t∕2), the out-of-plane displacements of the free surface along the line 0 = 0°, computed using each of these three meshes. The difference between the results obtained using the meshes with 16 and 8 elements through the thickness is small. The theoretical convergence rate of the displacements computed with the linear brick elements is quadratic (which means that the error will be reduced by a factor of four for a single mesh refinement). However, the singularities present at the crack front violate the smoothness of the displacements required to yield this rate, and therefore lower the convergence rate [55]. This reduction in the convergence rate is discussed further in chapter 7. If a linear rate of convergence is assumed, the discretization error present in the solution obtained on the finest mesh is 2.3% at r jt = 0.25. The discretization error present in the stresses and strains is expected to be higher since these quantities are computed from gradients of the displacements.

A two dimensional mesh was also constructed so that the numerical solu­tion of the generalized plane stress version of the crack problem could be obtained. The mesh consisted of 1,152 four-node, linear quadrilateral plane elements; the two dimensional mesh was exactly the same as the x1 — x2 plane of the finest three dimensional mesh shown in figure 6.7. This meant that the two and three dimen­sional numerical solutions could be easily compared. 3 × 3 Gauss integration was used on all terms when computing the two dimensional element matrices.
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6.3 Discussion of the Elastostatic State Near the Crack

Front

This section describes in detail the features of the elastostatic state near the crackfront obtained from the finite element model discussed in section 6.2.2. The issuesthat are examined are as follows.
1. Examination of the variation of field quantities through the plate thickness. These variations are an essential part of the three dimensional elastostatic crack problem.
2. Study of the similarities and differences between the two and three dimen­sional solutions. This involves studying the nature of the stress singularities near the crack front.
3. The residual problem of plane strain (see appendix A), which is solved numerically. The field quantities associated with this problem are discussed in relation to 1 and 2 above.
4. Comparison with the previous analytical and numerical attempts to solve three dimensional crack problems discussed in section 6.1. This requires computing the strengths of the stress singularities near the crack front and the crack-surface intersection.
5. Investigation of regions where the three dimensional solution can be approx­imated by the plane strain and plane stress solutions discussed in appendixA.
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6. Inspection of the nature of the out-of-plane displacement, u3(r, θ, X3 = i∕2), of the free surface of the plate. This is of some importance since comparisons with experimental [45] and theoretical [62] results can be made.

A common practice in the numerical study of fracture mechanics is the use of special singular elements to model the singularity present near the crack front [63]. It will be noted that the eight node brick element used in this study has no such special behavior. This can be considered advantageous in this three dimensional situation since, as was mentioned in section 6.1, no complete analyt­ical results are available. There is, therefore, no possibility that the imposition of an incorrect singularity could influence the numerically obtained elastostaticstate.
It should be noted that in the displacement based finite element method, the quantities that are directly computed are the nodal displacements. The stresses and strains within each element are then computed using these nodal displacements. For the three dimensional brick element used, the stresses and strains are most accurately computed at each element’s center Gauss integration point [6]. By referring to the detail of the mesh shown in figure 6.10, it can be seen, that the only radial line (i.e. line of constant along which stresses and strains can be accurately evaluated near, and in front of, the crack front is the line with θ = 45° (i.e. at points such as A). Therefore the discussions of the variations of the stresses and strains are confined to the plane θ = 45°. Stresses and strains at points on this plane that do not coincide with an element’s center Gauss point (i.e. points distant from the crack front) were evaluated by taking the average of the values computed at points such as those denoted by B in figure 6.10. The
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same procedure was followed when these quantities were computed from the two dimensional generalized plane stress model discussed in section 6.2.2. Using a similar argument, the only line of constant φ and ψ near the crack-surface inter­section along which field quantities can be computed in front of the crack is given by φ = ≠ = 45° (see figure 6.2).

The results obtained from the three dimensional finite element model arenow discussed in detail.
6.3.1 Field Quantities Through the Plate Thickness

Figures 6.11, 6.12, and 6.13 show the variations of the stresses and strains through the plate thickness along the plane θ = 45° for different values of r/t. The nine values of r/t are: 0.022, 0.066, 0.110, 0.155, 0.199, 0.243, 0.287, 0.331, and 0.535. Note that the through thickness shear strain distribution is exactly the same as the shear stress distribution shown in figure 6.12. The plots of the stresses show that the in-plane stresses σn and σ22 are almost constant through the plate thickness except for a sharp decrease near the plate surface. These stresses appear to increase without bound as the crack front is approached (see also sections 6.3.2 and 6.3.3). At the free surface the extrapolated values are unclear. The reduced amplitudes of the in-plane tensile stresses near the free surface are consistent with the experimentally observed tendency of cracks in plates to grow initially at the center, and are also in agreement with the decay in the energy release rate as the free surface is approached observed in [14]. The value of σ33 at the free surface (excluding the crack-surface intersection point) is seen to be its required value of zero. However, σ33 at other points through the plate thickness increases toward
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the crack front, apparently without limit. These results seem to agree well with the finite element calculations (using singular elements) reported in [39]. Note that for rft ~ 0.5, <Tn and σ22 are constant and <733 is zero through the plate thickness, which indicates that generalized plane stress conditions exist at this distance from the crack front.

The plots of the shear stresses in figure 6.12 show that through the plate thickness, σ12 is almost constant apart from a variation near the free surface. It, too, appears to increase without bound towards the crack front. The out-of-plane shear stresses, σ23 and σ3ι, have a value of zero at the center plane of the plate. This is due to symmetry of the problem. These stresses also have a value of zero at the plate’s free surface (x3ft = 0.5), since this surface is traction free. Between these two planes the behavior is somewhat complicated. The σ23 stress component may have an infinite spike at the crack-surface intersection. This is discussed further in section 6.3.3. The behavior of σ31 is even more complicated. A mesh having a finer discretization near the crack-surface intersection would provide a more detailed description of the nature of the σ23 and U31 distribution in that region. It should be noted that both of these out-of-plane shear stresses are small compared to the normal stresses, and so are sometimes considered negligible through the plate’s thickness, as is stated in [39].
The plots of the normal strains shown in figure 6.13 show that eil and e22 behave similarly to σ11 and σ22 except for the curious increase in e11 before it decreases near the free surface. Both of these quantities are constant through the thickness at r/t ~ 0.5. The magnitude of e33 reaches a maximum value and then decreases slightly as the crack front is approached in the interior of the
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plate. These values have not yet converged to a constant value. Closer to the free surface, e33 increases as the crack front is approached, apparently without limit.

The observation that, at the crack front, e33 may have finite, but nonzero, values through the plate thickness means that a degree of plane strain (see ap­pendix A) of one at the crack tip in the interior of the plate does not imply that plane strain conditions exist there. This will be important when the behavior of the degree of plane strain is examined near the crack front in section 6.3.4.
Figure 6.14 shows the through thickness variations of the normal stresses present in the solution of the residual problem of plane strain (see appendix A) for the same values of r∣t used in figures 6.11, 6.12, and 6.13. The residual problem can be thought of as containing all the three dimensional effects present in the original cracked plate problem. The in-plane normal stresses, σ"1 and σ22, appear to increase without limit toward the crack front (see also section 6.3.2), and, interestingly, the through thickness distribution changes sign as the free surface is approached. In the interior of the plate, the normal in-plane stresses of the residual problem are tensile, whereas near the surface, they become compressive. This is again consistent with the experimentally observed tendency of cracks to grow in the center (the tunneling effect). As is evident from figure 6.14, the changes in sign of σ"1 and σ22 occur at different values of r3∕f that depend on 

r∕t. Possibly, the crossover point approaches the free surface as the crack front is neared, producing a complicated singularity.
The other normal stress, σ33, should become unbounded in tension in the plate’s interior at the crack front since σ"1 and σ22 appear to be unbounded in tension in this region and e"3 (which is the same as e33) appears to be finite,
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although this behavior of σ"3 is not yet obvious in figure 6.14. At the free surface on the crack front, σ33 is unbounded in compression, as is required by the traction boundary condition of the residual problem.

An important point that should be stressed when examining the solution to the residual problem of plane strain is that the results shown in figure 6.14 indicate that three dimensional effects are present at the crack front in the original problem, even near the center plane of the plate.
6.3.2 Comparison Between the Two and Three Dimensional Solutions

Figures 6.15, 6.16, and 6.17 show the variation in σ22 along the plane θ = 45° obtained from the three dimensional numerical solution. The values plotted are computed at the center Gauss points of the elements nearest the center plane of the plate (rr3∕i = 0.016), nearest the plane xs∕t = ∣ (x3∕t = 0.234), and nearest the free surface of the plate (x3∣t = 0.484). Also shown are the generalized plane stress values, σ22, computed using the finite element method and using the asymptotic result given by equation (6.1), together with the values for the residual problem of plane strain (which are simply the difference between the three and two dimensional numerical solutions, see appendix A). It should again be noted that the in-plane stresses in the corresponding plane strain problem are exactly the same as in the generalized plane stress problem. The stresses are plotted in both normal and log-log form.
The three dimensional values of σ22 closely follow the computed two di­mensional σ22 values at distances from the crack front greater than ∣t. Closer to the crack front, σ22 slightly exceeds σ22 in the plate’s interior, but is smaller
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nearer the free surface. The reduced amplitude of σ-i3 near the free surface was also observed in figure 6.11. It can also be seen that the two dimensional finite element values of σ22 agree with the leading term of the two dimensional asymp­totic result at distances less than ~t from the crack front; the small difference is due to discretization error. The better agreement of σ22 with the leading term of the two dimensional asymptotic result is just by chance and would not exist in a finer mesh.

The log-log plots shown in figures 6.15, 6.16, and 6.17 indicate that, like the two dimensional stress σ22, the three dimensional stresses σ22 and behave as r-2 near the crack front in the interior of the plate. The slight deviation of the value of σ22 from this r-2 variation at the point closest to the crack front is probably due to discretization error. Since σ"2 behaves as r~2, the three dimen­sional solution, σ22, cannot converge to the two dimensional solution, σ22, as the crack front is approached. This shows that even near the mid-plane the residual problem contributes to the three dimensional elastostatic state as the crack front is approached, a clear indication that plane strain conditions are not achieved there. A more detailed discussion of the singular nature of the stresses in the plate’s interior can be found in section 6.3.3.
The fineness of the mesh does not permit determination of how close to the free surface the r-2 behavior of σ22 holds. If the σ22 crossover point shown in figure 6.14 (see section 6.3.1) moves close to the free surface as the crack front is approached, then σ22 at x3∕t = 0.484 may approach infinity in tension rather than in compression as it appears to be doing in figure 6.17. Since the mesh fineness is not such to determine the behavior of σ22 at x3∕t = 0.484 near the
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crack front, this quantity has been omitted from the log-log plot in figure 6.17.
6.3.3 Comparison With Previous Three Dimensional Solutions

In this section, the nature of the stress singularities near the crack front in the interior of the plate and near the crack-surface intersection will be compared with the three dimensional solutions discussed in section 6.1.
6.3.3.1 The Stresses in the Plate’s Interior

Figures 6.18 and 6.19 show the behavior of all six stress components along the plane θ = 45° from the three dimensional numerical solution. The stresses are computed at the center Gauss points nearest the center plane of the plate (a⅛∕t — 0.016) and near the plane x3∕t = ∣ (x3∕t = 0.234), and are plotted in normal and log-log form. All of the stresses appear to be singular near the crack front along the plane θ = 45°, with the exception of the σ23 component.
Using the data shown in figures 6.18 and 6.19, the strength of the singu­larity in the variation of all six stress components with the radial coordinate r was estimated. This was done using the values of the stresses computed at the center Gauss points of the second and third elements from the crack front. The stresses calculated at the element closest to the crack front were considered less accurate since the discretization error in the numerical solution is higher there. This error was observed in figures 6.15, 6.16, and 6.17, and noted in section 6.3.2. This method was validated when the singularity exponent was computed using the two dimensional (plane strain, generalized plane stress) numerical solution.
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In this case, the second and third elements gave values of the singularity exponent closer to the theoretical value of — j than the first and second elements did along the plane θ = 45°.

Table 6.2 shows the values of the singularity exponent computed as de­scribed above using the two and three dimensional numerical solutions. The exponents were calculated along the plane θ = 45° at r/t = 0.09, and, for the three dimensional solution, at two different locations in the interior of the plate (x3∕f = 0.016 and 0.234). There is good agreement between the values of the ex­ponents for some of the individual three dimensional stress components at the two different values of x3∕t. Also, the exponents calculated for the three dimensional 
σ11, σ22 and σ12 stresses agree well with the corresponding values computed using the two dimensional results. The difference between the computed singularity exponents for the two dimensional stresses shown in table 6.2 and the theoretical value of — j indicates the error present in the three dimensional values. However, the results suggest that the singularity exponents may depend on the individual stress components, and therefore indicate that the three dimensional stresses near the crack front cannot be separated into the form

°ij = rλfij(θ,x3). (6.8)
However, it should be emphasized that the resolution of the finite element mesh may not be fine enough to capture the behavior given in equation (6.8). The apparent lack of separability of the stresses near the crack front in the plate’s interior makes the idea of a three dimensional stress intensity factor redundant. However, figures 6.11, 6.15, 6.16, and 6.17 show that the amplitude of σ22 (the dominant tensile stress near the crack front in the plate’s interior) does decrease
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as the free surface is approached.

The nature of the stress singularities near the crack front in the interior of the plate discussed above can be compared with the solution given in [21]. Folias claims that, in the plate’s interior, the σ11, σ22, σ33, and σ12 stress components are singular of order —1, and that <τ23 and σ3ι are bounded. Figures 6.18 and 6.19 show that the numerical results presented in this paper agree with this claim qualitatively since the ffn, σ22, σ33, and σ12 stresses are singular and σ23 appears to be bounded in the plate’s interior. However, σ31 is observed to be singular along the plane θ — 45°, and table 6.2 shows that the values of the singularity exponent computed using the numerical results disagree with those given in [21].
6.3.3.2 The Stresses Near the Crack-Surface Intersection

In this section, the nature of the stresses are examined in the vincinity of the crack-surface intersection. It was stated above that the only line of constant φ and ≠ (see figure 6.2) in front of the crack along which all field quantities can be examined is given by φ = ≠ = 45°. Figure 6.20 shows the variation in all the stress components along this line. The values of the stresses are shown in normal and log-log form. Table 6.3 shows the estimates of the strength of the singularity in the stress components with the spherical radius p, i.e. λ in equation (6.4). These values were calculated using the stresses computed at the center Gauss points of the second and third elements from the crack-surface intersection (i.e. at a distance p/t = 0.11 from the crack-surface intersection).
There are differences in the nature of the stress components along the line of constant φ and ψ. Although all the stresses appear to be singular at the crack-
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surface intersection, there are substantial differences in the values of λ shown in table 6.3. This suggests that there is no justification in assuming a separable solution of the form given in equation (6.4). There is considerable disagreement between the values of λ shown in table 6.3 and those presented in [7], [9], and [14] (which were -0.452, -0.452, and -0.445, respectively). It is interesting to note that the value of λ for the σ33 stress component given in table 6.3 is close to -1.1, which was predicted in [21] for v = 0.3, see section 6.1. However, this is the only stress component for which there is such agreement with this analytical solution. It should again be stated that the results presented in table 6.3 may be inaccurate due to the resolution of the finite element mesh.
6.3.4 Regions of Plane Stress and Plane Strain

Figure 6.21 shows the degree of plane strain, t,(σι,[+σ22) (see appendix A), computed along the plane θ = 45° at the elements nearest the plate’s center plane {x3∕t = 0.016), the plane x3∕t = ∣ {x3∕t = 0.234), and the free surface (τ3∕t = 0.484). This shows again that conditions of generalized plane stress are approximately reached at distances greater than away from the crack front.
The curves plotted in figure 6.21 indicate that there is no significant region near the crack front over which the degree of plane strain is approximately one, but appear to give it an extrapolated value of one at the crack front. It would be wrong to conclude that this shows plane strain conditions exist at the crack front in the interior of the plate. As stated in appendix A, the ratio ιz(o.1^ψ<722) may have a value of one if e33 is bounded and if σ∏ and σ22 are singular. The results shown in figures 6.15, 6.16, 6.17, 6.18, and 6.19 show that σ1ι and cr22 are
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indeed singular at the crack front in the plate’s interior, while the distribution of e33 shown in figure 6.13 indicates that e33 is bounded and nonzero there. Thus, the extrapolated degree of plane strain of one at the crack front does not imply the existence of plane strain conditions there.

Figure 6.22 shows the variation of the degree of plane strain through the thickness of the plate along the plane θ = 45° for several values of r∕i. The nine values of r/t are: 0.022, 0.066, 0.110, 0.155, 0.199, 0.243, 0.287, 0.331, and 0.535. This plot shows that, as the crack tip is approached, the ratio approaches a constant value through the plate thickness in the plate’s interior away from the free surface. A finer mesh might indicate that the degree of plane strain converges to a value of one throughout the plate thickness as the crack front is approached, except possibly at the free surface. Again, this would not imply the existence of plane strain conditions. Figure 6.22 also illustrates that generalized plane stress conditions are achieved throughout the thickness at a distance r∕t ~ 0.5 from the crack front.
6.3.5 The Out-of-Plane Displacements of the Free Surface

Figure 6.23 shows the behavior of U3(r, θ = 45°, a⅛ — t∕2) for the three dimen­sional mesh evaluated at the nodal points on the free surface along the radial line θ = 45°. Also shown in figure 6.23 is the variation of w3 computed using the full field numerical plane stress solution as well as the leading term of the asymptotic plane stress solution. The plane stress displacements were computed using the expression for fi3 given in appendix A, equation (A. 15). Figure 6.24 shows a surface plot of the computed three dimensional U3 distribution over the



126
entire free surface.

For θ = 45°, it can be seen that the computed three dimensional u3 values are the same as the numerically computed full field plane stress results at distances from the crack front greater than jf. For r ≤ ∣t, the deviation of the three dimensional result from its full field plane stress counterpart indicates the region of dominance of three dimensional effects in the vicinity of the crack front. The plane stress finite element solution follows the plane stress asymptotic solution out to a distance from the crack front of ∣t. The disagreement between the asymptotic and full field numerical plane stress solutions clearly demonstrates the effect of lower order nonsingular terms at distances of r > jf. It can be seen that figures 6.23 and 6.24 show that the maximum magnitude of the out-of-plane displacement on the free surface occurs at the crack front. The results shown in figure 6.9 indicate that the three dimensional u3 value at the crack front on the free surface is bounded.
Finally, some of the basic features of the results presented above are found to be in good agreement with recent preliminary experimental and theoretical work on the subject [45,62]. In particular, the observation that plane stress conditions prevail at distances from the crack front greater than half the specimen thickness is common to all three investigations. On the other hand, there are differences between the u3 displacements of the free surface presented in [45,62], and the results shown here in figure 6.23. The differences become noticeable very close to the crack front and may be due to the variety of simplifying assumptions that characterize each of these works.
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6.3.6 Conclusions

1. In the interior of the plate, the stresses σ∩, σ22, 033, σ12, and σ31 are sin­gular, whereas σ23 is bounded along the plane θ — 45°. The strengths of the singularities in the plate’s interior appear to depend on the stress components.2. All of the stress components near the crack-surface intersection are singular. The nature of the singularities appear to depend on the stress components.
3. The agreement between the numerically measured strengths of the stress singularities and previous analytical and numerical work in the plate’s in­terior and near the crack-surface intersection was poor. It should be noted that this could possibly be due to the resolution of the finite element mesh.4. The out-of-plane displacements at the plate’s free surface have their maxi­mum magnitude at the crack front. At distances greater than from the crack front (along the plane θ = 45°), these displacements are the same as the corresponding plane stress values that were calculated numerically.5. Conditions of generalized plane stress are reached at a distance of ⅛t from the crack front in the interior of the plate.6. No region in which pure plane strain conditions exist was found. This is evident from the study of the residual problem of plane strain.
7. The solution to the residual problem of plane strain has a noticeable effect near the crack front in the interior of the plate. This demonstrates that the three dimensional elastostatic state in this region is not well approximated by the two dimensional plane strain solution. The solution to the residual
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problem produces σ"1 and σ'22 stresses that are tensile in the plate’s interior and compressive near the free surface.

8. The range of dominance of the leading term of the two dimensional asymp­totic solution is found to be r/t ≤ j. There are significant differences between the two dimensional full field numerical and asymptotic values of stresses and displacements further from the crack front. This demonstrates the importance of the nonsingular terms in the asymptotic two dimensional solution.
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7 l'l,I'2 Number ofMultigrid Cycles Solution Time(CPU secs)1 5 61 4.28 × 1042 5 25 1.85 × 1043 5 18 1.45 × 1044 5 17 1.46 × 1045 5 17 1.58 × 104
3 1 83 2.17 X 1043 5 18 1.45 × 1043 10 15 2.19 × 104

Table 6.1: Number of Multigrid Cycles and Solution Times Required in the Pre­liminary Investigation of the Cracked Plate Problem (25,515 degrees-of-freedom).
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σij x3∕t = 0.016 x3∕t = 0.234 Two Dimensional
σιι -0.591 -0.602 -0.604
Cr22 -0.518 -0.525 -0.513
σ33 -1.072 -1.267
σ12 -0.593 -0.596 -0.615
σ23 0.932 0.870
σ31 -0.923 -1.453

Table 6.2: Measured Strengths of the Singularities isl the Stress Components in the Plate’s Interior (θ = 45°, r∕t = 0.09).
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CΓjj φ = ψ = 45°
σ∏ -0.491
<τ22 -0.450
σ33 -1.088
σ12 -0.594
Cr23 -0.439
Cγ31 -0.364

Table 6.3: Measured Strengths of the Singularities in the Stress Components Near the Crack-Surface Intersection (φ = ψ = ⅛5°,p∕t = 0.11).
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Figure 6.1: The Cracked Plate.
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Figure 6.2: The Spherical Coordinate System (/?, φ, ψ') Centered at the Crack-Surface Intersection.
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Figure 6.3: The Boundary Conditions That Were Applied to the Finite Element Models of the Cracked Plate.
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Figure 6.5: The Convergence of the MGι-GS Method in the Preliminary In­vestigation of the Cracked Plate for Different Values of 7,χ∕1, and v2 (25,515degrees-of-freedom).
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Figure 6.6: The Convergence of the JCG Method Used in the Preliminary Investigation of the Cracked Plate Problem (25,515 degrees-of-freedom).
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Figure 6.8: Convergence of the MG1-GS (7 = 3, 17 = ι∕2 = 5) Method Used in theFinal Investigation of the Cracked Plate Problem (61,659 degrees-of-freedom).
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Figure 6.9: Convergence of the Finite Element Results for the Cracked PlateProblem for U3(r,θ = 0o,a⅛ = t∕2) With Respect to the Element Size.
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Figure 6.10: Gauss Point Locations Used to Compute the Stresses and Strains on the θ = 45° Plane.
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x,∕ t
Figure 6.11: Normal Stresses Through the Plate Thickness: θ = 45°, r/t = 0.022,0.066, 0.110, 0.155, 0.199, 0.243, 0.2S7, 0.331, 0.535 (the arrows indicate thedirection of decreasing r/t values).
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Figure 6.12: Shear Stresses Through the Plate Thickness: θ = 45°, r/t = 0.022,0.066, 0.110, 0.155, 0.199, 0.243, 0.287, 0.331, 0.535 (the arrows indicate thedirection of decreasing r/t values).
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Figure 6.13: Normal Strains Through the Plate Thickness: θ = 45°, r/t = 0.022,0.066, 0.110, 0.155, 0.199, 0.243, 0.287, 0.331, 0.535 (the arrows indicate thedirection of decreasing r/t values).
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Figure 6.14: Normal Stresses for the Residual Problem Through the Plate Thick­ness: θ = 45°, r/t = 0.022, 0.066, 0.110, 0.155, 0.199, 0.243, 0.287, 0.331, 0.535(the arrows indicate the direction of decreasing r/t values).
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Figure 6.15: x2-Direction Normal Stresses Near the Center Plane (a⅛∕f = 0.016); 
θ = 45°.
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Figure 6.16: x2-Direction Normal Stresses Near the Plane x3∕t = ±
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Figure 6.17: x2-Direction Normal Stresses Near the Free Surface (x⅛∕t = 0.484);
θ = 45°.
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Figure 6.18: Stress Components in the Plate’s Interior (a⅛∕f = 0.016, θ = 45°)
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Figure 6.19: Stress Components in the Plate’s Interior (a⅛∕Z = 0.234, θ = 45°).
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Figure 6.20: Stress Components Near the Crack-Surface Intersection(¼ = ≠ = 450).
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Figure 6.21: Degree of Plane Strain Along the Plane θ = 45°.
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Figure 6.22: Degree of Plane Strain Through the Plate Thickness: θ = 45°, r/t = 0.022, 0.066, 0.110, 0.155, 0.199, 0.243, 0.287, 0.331, 0.535 (the arrow indicates the direction of decreasing r/t values).
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Figure 6.23: x⅛-Displacement at the Free Surface (θ = 45°,x3∕t = 0.5).
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Chapter 7

Relationships Between the Average Offset and 

the Stress Drop for Two and Three Dimensional

Faults

This chapter describes how the finite element method was used with the multigrid method to solve another linear elastic problem of engineering importance. This problem consisted of determining the relationships between the average offset and the stress drop for two and three dimensional faults. Section 7.1 describes the class of problems that was considered, and gives a summary of previously published results. In section 7.2, the analytical solution for a circular fault in an infinite region is used to establish the accuracy of the finite element technique. The performance of the multigrid method when applied to this problem is also discussed. The problems of rectangular strike-slip faults and two dimensional strike-slip and dip-slip faults in a half-space are numerically solved in sections 7.3 and 7.4, respectively. The results presented in section 7.2 enable the accuracy of these solutions to be estimated. Once again, the ability of the multigrid method to solve these problems is considered in these sections.
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The main feature of the work presented in this chapter is that significant différences were seen between the numerical solutions for the rectangular faults (which had an error of about 1%) and some previously reported solutions which were obtained by a different numerical technique [10].

7.1 Problem Description and Previously Published Re­

sults

When a fault mechanism is modeled using linear elastostatic theory, the rela­tionship between the average offset, D, and the stress drop, ∆σ, is of primary importance. A relation of the form
∆σ = Cμy (7∙1)is generally used [34], where μ is the shear modulus of the medium, I is a rep­resentative fault dimension, and C is a nondimensional shape factor. For simple geometries, C can be found using analytical techniques; otherwise numerical so­lutions are required.

Figure 7.1 shows the geometry of the problem which is of primary inter­est in this chapter. A vertical plane crack, or fault, of width W and length L is centered at the origin O of a rectangular cartesian coordinate system. The fault is buried at a depth d in a half-space that is occupied by a linear elastic, homogeneous, isotropic solid with Poisson’s ratio u and shear modulus μ. Note that the limits ψ = 0 and ψ → ∞ correspond to surface breaking and infinitely buried faults, respectively. Throughout this chapter v is 0.25. The fault is loaded by applying uniform tractions of equal magnitude but opposite direction on its
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two faces. Tractions applied in the ±x1—direction produce strike-slip faulting; tractions applied in the ±r2-direction produce dip-slip faulting. The magnitude of the applied tractions is usually called the stress drop across the fault, ∆σ. The other faulting parameter given in equation (7.1) is the average offset, P, which is computed from

D = 2 Ia'u° ~ U°^dA' (7∙2)where A is the area of the fault, and u± represent the xa-displacement compo­nents of the two faces of the fault, a = 1 or 2.
No analytical results are available for rectangular faults; however, there is an analytical solution for the case of an infinitely buried elliptical fault [19]. For the special case of an infinitely buried circular fault of radius R, the displacements of the two faces of the fault are given byr? ∖ I

μn v
ΞjL
R2

R∆σΛ2 ) 2 μη

U2 = 0,
u3 - ax1,

where a = ,γ^1~2-^δ,7

n _ if2→l 
Ί ~~ 4(l-ι∕) ’

(7.3)
(1~⅛)t

r = yæl + xf.Using equation (7.1) and equation (7.3), and taking the representative fault di­mension I in equation (7.1) as the fault radius, C is given as 7πc 16 (7.4)
for v = 0.25. There are several features of the solution given in (7.3) that are worth noting. The displacements u1 are seen to have an axisymmetric distri­bution, while the values of u2 are, interestingly, zero all over the fault surface.
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The linear variation of u3 with x1 indicates that the circular fault surface rotates about the τ2~axis like a rigid disk. The results given in equations (7.3) and (7.4) will be used later to evaluate the accuracy of the three dimensional finite element analysis.

Special cases of the rectangular fault for which there are analytical solu­tions are the two dimensional cases obtained as the long axis of the fault ap­proaches infinity. With reference to figure 7.1, taking ψ → ∞ simplifies the strike-slip and dip-slip conditions to those of anti-plane shear and plane strain, respectively. For a two dimensional, vertically orientated strike-slip fault, I is taken as W, and C is given by
C=- (7.5)

7Γfor → ∞, and by
C=- (7.6)

7Γfor = 0 [37]. The corresponding analytical solution for dip-slip faults exists only for → ∞, and is given by
C = g (7.7)

[53]. The expressions for C given in equations (7.5) and (7.6) are independent of Poisson’s ratio, while that in equation (7.7) is for Poisson’s ratio 0.25.
Numerical Green’s function solutions for C have been reported for verti­cally oriented, rectangular strike-slip faults at various depths of burial [10]. A range of aspect ratios were considered including the two dimensional limit. Results are presented in table 7.1 in brackets. The values of C at the two dimen­sional limit agree with the analytical values given above for the surface breaking
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and infinitely buried faults. However, the results for the faults of finite length may be-questioned through the following argument [29]. For the = 1 and 2 strike-slip faults that break the surface, the values for C given in [10] show that 
C decreases by more than a factor of two as the value of ψ is doubled. The rate of decrease of C should be less than the rate of increase of This is due to the behavior of C as becomes small, and the fact that C is nonzero for → ∞. For small values of the rectangular strike-slip fault experiences the same con­ditions as an infinitely long dip-slip fault that is infinitely buried. A consequence of this is that C for the strike-slip fault will be given by as becomes small, since 1.70 is the value of C for an infinitely long, and infinitely buried, dip-slip fault. In other words, C will be proportional to for a strike-slip fault as becomes small. Since C is nonzero for → ∞, the rate at which C varies withis expected to be less than -1 for nonzero values of ψ.

There is another reason for questioning the previously published results. Comparison of the data for the infinitely buried square fault given in [10] and the solution for the circular fault in equation (7.4) shows the square fault to be less stiff than a circular fault of the same area. This is contrary to what might be expected due to the extra constraint imposed by the corners of the square fault. In this comparison, the fault stiffness is taken as the total force per unit average displacement, and is given by i=ΔσA = C½4 (7g)
Using C = 2.1 for the square fault (the bracketed value in table 7.1) and equation (7.4) for the circular fault, the stiffness of the square fault is 0.86 that of the circular fault of the same area. More will be said on this later in section 7.3.3.
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7.2 A Circular Fault in an Infinite Region

Before attempting to solve the rectangular fault problems, a finite element mesh was constructed to solve the infinitely buried circular fault problem discussed previously. When an acceptable agreement between the numerical results and the analytical solution had been obtained, similar meshes (in terms of both overall and element dimensions) were constructed to compute C for rectangular strike- slip faults. Two dimensional versions of these meshes were then used to calculate 
C for two dimensional strike-slip and dip-slip faults. This section presents the meshes used to solve the circular fault problem, comments on the performance of the multigrid method, and discusses the agreement between the numerical and analytical results.
7.2.1 Application of the Finite Element Method

By considering the symmetry of the circular fault problem, only one eighth of the infinite region had to be discretized. This was chosen to be the octant with τ,∙ ≥ 0, i — 1,2,3. Whereas the actual domain extended to infinity, the finite element mesh was truncated a large distance away from the origin (ten fault radii). All nodes were fixed on this artificial boundary. Thus the region that was modeled with linear brick elements was a cube with sides ten fault radii in length. Figure 7.2 shows the coarsest mesh used in the multigrid solution of the circular fault problem. The three finer meshes that were also used were formed by repeatedly subdividing the coarsest mesh (each element was divided into eight). This resulted in a series of four meshes that each had 58,419, 8,139, 1,251, and 228 degrees-of-freedom (17,408, 2,176, 272, and 34 elements). Figures 7.3, 7.4, and 7.5
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show details of the fine meshes near the fault. The smallest element dimension of the finest mesh was 2.75% of the fault radius; 3 × 3 × 3 Gauss integration was used when forming the finest mesh stiffness matrix. Figure 7.6 shows the displacement boundary conditions that were applied to the finite element model to describe the loading and symmetry conditions.
7.2.2 Performance of the Multigrid Method

As in the case of the crack problem discussed in chapter 6, the MGι-GS multigrid method was used to solve the circular fault problem. Table 7.2 shows the number of multigrid cycles and the solution times required for the solution of this problem for various values of 7, vi, and z∕2∙ Figure 7.7 shows the convergence behavior of these MGι-GS methods.
The optimal method was given by 7 = 3 and ι∕1 = v2 = 10. The reason for this particular choice of the parameter 7 was discussed in section 6.2.1. It is interesting to note that the MGι-GS method is much less sensitive to the choice of 7 for the circular fault problem than for the crack problem; this is due to the absense of any significant bending deformation in the former problem. The times required to form the finest mesh stiffness matrix and the coarse mesh stiffness and interpolation matrices were 43% and 7% of the solution time of the fastest MG1-GS method. This once again shows that the computational effort associated with the coarse meshes was fairly small.
The Jacobi preconditoned conjugate gradient method (JCG) was also used to solve the circular fault problem using the finest mesh shown in figure 7.5. The convergence behavior of the method is shown in figure 7.8. 310 cycles of iteration
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were required, which took 4.00 × 104 CPU secs. Therefore the solution time of the JCG method was 1.6 that of the fastest MGι-GS scheme. However, the total time required by the JCG method was 5.06 X 104 CPU secs, which was 1.4 times as long as the fastest MG1-GS method. The JCG method needed 3.25 × 107 bytes of storage, which is 56% of the multigrid storage requirement (5.77 × 107 bytes).

The data presented in this section once again demonstrates the effective­ness of the multigrid method when used to solve a large linear elastic solid me­chanics problem. Although the optimal MGj-GS method appears to be given by 7 = 3, ιq = i'2 = 10, the parameters that were used in the production runs for the solution of the fault problems discussed in sections 7.3 and 7.4 were γ = 1, i∕1 = i√2 = 5. This was done because it was considered too expensive to determine the optimum parameters for each of the different geometries considered.
7.2.3 Numerical Results

One of the benefits of using the multigrid method is that the coarse meshes are available to solve the problem under consideration. This allows the convergence property of the finite element meshes to be observed. Improved numerical results can then be obtained by extrapolation using the measured convergence rate. Fig­ures 7.9 and 7.10 show plots of u1 and u3 versus x1 along the aq—axis, respectively, computed for the circular fault using the three finest meshes. Also shown is the analytical solution given in equation (7.3). The meshes are identified by means of a typical mesh size; the finest mesh is referred to as mesh 1, the next coarsest as mesh 2, etc. The plots of u1 and u3 clearly indicate that the numerical results are converging to the analytical solution as the meshes are refined. Figure 7.10
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demonstrates the rapid decay in the u3-displacements away from the fault. Fig­ure 7. Il· shows the values of C computed from the numerical results obtained from the three meshes and the analytical result given in equation (7.4). The numerical values of ul were integrated using 3 × 3 Gauss integration. The error in the value of C computed on the finest mesh was 2.8% of the exact solution. This computed value of C was improved by linearly extrapolating the results computed using the two finest meshes. This results in a new value of C of 1.37, which gives an error of only 0.3% of the exact solution. Thus, a simple linear extrapolation between the values of C computed on the two finest meshes reduced the error to less than 1%.

The near linear convergence of C can be explained in the following way. There are two sources of error that need to be considered: the discretization error present in the computed displacements, and the error that is associated with the numerical integration of these displacements to obtain C. The theoretical convergence rate of the displacements computed with the linear brick elements used in the finite element model of the circular fault is quadratic (which means that the error will be reduced by a factor of four for a single mesh refinement). However, the singularity present at the edge of the fault violates the smoothness of the displacements required to yield this rate, and therefore lowers the rate of convergence. This reduced rate applies even in places where the solution is smooth [55]. Figure 7.12 shows the values of u1 computed at the center of the circular fault (where the solution is smooth) using the three finest meshes and the analytical solution given in equation (7.3). This indicates that the error in the displacements is decreasing at a rate slower than quadratic. In fact, the error in ui computed on the finest mesh is 42% of the error on the next finest mesh, suggesting that
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the computed displacements are converging at a rate which is nearly linear. A similar observation has been reported in a solution of a two dimensional crack problem where linear quadrilateral elements were used [55], further supporting the nearly linear rate of convergence seen for the circular fault.

The numerical integration of the displacements necessary to compute C also leads to an error. It can be shown for the meshes used in this study that the error present in the numerical integration of Uι is reduced by a factor of about 0.3 as the mesh size is halved. This was done by assuming that the computed nodal displacements were exact and by making use of the analytical solution for 
u1 given in equation (7.3). This gives an upper bound on the convergence rate of 
C, which is faster than linear.

This discussion shows that it is reasonable to use a linear convergence rate when computing an improved value of C by extrapolation. The accuracy of the extrapolated value obtained for the circular fault shows that the artificial boundary was placed sufficiently far (ten fault radii) from the center of the fault.
7.3 Rectangular Faults in a Half-Space

7.3.1 Application of the Finite Element Method

In view of the accuracy of the results discussed in the previous section, the meshes used for the circular fault served as a basis for the meshes used to solve the rectangular, vertically oriented, strike-slip fault problems described in section 7.1. The values of C were computed for faults with ⅛ = 1 and 2, and at depths
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ψ = Ο, 0.02, 0.165, and ∞. The meshes used to model these geometries had the same basic features as those shown in figures 7.2, 7.3, 7.4, and 7.5; i.e. the elements near the fault had similar dimensions, and the artificial boundary was placed ten times half the width of the fault away from the center of the fault. The applied boundary conditions were similar to those shown in figure 7.6. The degrees-of-freedom in the meshes for the four depths of burial numbered 90,891, 121,827, 105,099, and 58,419, respectively. The larger numbers for the surface breaking and finitely buried faults were due to the need to model one quarter of the domain, rather than the one eighth possible for the infinitely buried fault.

The detail of the fault region for the meshes with — 1 and ⅛ = 0,0.02,0.165, and ∞ are shown in figures 7.13, 7.14, 7.15, and 7.16. The meshes used to model the faults with = 2 were generated by modifying these meshes. For example, figure 7.17 shows the detail of the finest mesh used for the = 2, = 0.165 fault. This mesh was formed by moving all of the nodes in the coarsest mesh used for the = 1, = 0.165 fault one unit in the xi-direction (exceptthose on the x2 — X3 plane). This coarsest mesh was then uniformly subdividedthree times to produce the mesh shown in figure 7.17.
7.3.2 Performance of the Multigrid Method

The solution of the rectangular strike-slip fault problems discussed above enables a great deal of data concerning the performance of the multigrid method to be collected. This information is summarized in tables 7.3 and 7.4. Table 7.3 shows the number of MG1-GS (7 = 1, ι∕1 = v2 = 5) cycles required to solve the = 1 fault problems, together with the solution and total times, and the storage
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requirements of the method. The corresponding data for the = 2 fault is shown in table 7.4. These tables not only show the performance of the multigrid method when it was used to solve the fault problem on the finest meshes, but also on the next two coarsest meshes. This data demonstrates the effectiveness of the method when it was used to solve large solid mechanics problems on a VAX 11/750 (for example, the ψ = 1, ψ = 0.165 fault with 105,099 degrees-of-freedom was solved in about 27 CPU hours).

Tables 7.3 and 7.4 show that the number of cycles required for convergence of each fault problem was not independent of the problem size, n. Figures 7.18 and 7.19 show plots of the number of multigrid cycles versus log10n for the = 1 and 2 faults, respectively. These graphs show that the number of cycles were proportional to the logarithm of the problem size. However, this can be considered a weak dependence on n, especially given the large range of n. Tables 7.3 and 7.4 also demonstrate that the storage requirements of the multigrid method are linearly proportional to n.

Another interesting feature of the data presented in this section is that the fault problems with ψ = 2 required significantly more multigrid cycles (approxi­mately twice as many) for convergence than those with = 1. Since the elements in the meshes used to model the = 2 faults had a larger aspect ratio than the elements in the ∙jy = 1 meshes, they would have been subjected to a greater bend­ing deformation. As was noted in chapters 5 and 6, the bending behavior of the coarse meshes can significantly effect the convergence of the multigrid method.
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7.3.3 Numerical Results

As in the case of the circular fault, values of C were computed from the finest mesh and the next finest mesh for each fault geometry. A linear extrapolation was then performed to obtain an estimate of C,, which is expected to have an error of less than 1% of the exact value. Table 7.1 and figure 7.20 show these estimated values for fault lengths of = 1 and 2. These results exceed those values given in [10]; for example, for the faults that break the surface, the values of C presented in this chapter are higher by 20% for = 1 and by 58% for ψ = 2. The present results are thought to be correct since verification of the computational technique was performed on the circular fault. The square fault stiffness is now 1.05 that of the circular fault, a more reasonable value (see section 7.1). Note also that the values for C computed in the thesis decrease by a factor of less than 2 as is increased from 1 to 2 for all values of which is physically realistic. It is possible that the previous formulation omitted the nature of the stress singularities present at the corners of the rectangular fault. This would explain the agreement in the results for → ∞, since the effect of the singularities would be reduced as the length of the fault is increased.
Figure 7.21 shows the distribution of slip (the ιz1-displacement compo­nent) on the rectangular faults at various depths of burial. The main feature of the distributions shown in figure 7.21 is the insensitivity of the ιz1-displacement component to the depth of burial. The faults at depths = 0.02, 0.165, and ∞ all have similar distributions of slip; the distribution changes only when the faults break the surface (i.e. = 0). This is reflected in the sharp drops in C asthe faults break the surface shown in figure 7.20.
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7.4 Two Dimensional Faults in a Half-Space

7.4.1 Application of the Finite Element Method

Two dimensional versions of the meshes used for the rectangular faults were generated to compute C for two dimensional (i.e. → oo), vertically oriented,strike-slip and dip-slip faults. These meshes were exactly the same as the x? — X3 plane of the three dimensional meshes. Linear quadrilateral finite elements were employed. The strike-slip fault was modeled by applying tractions parallel to the aq—axis and imposing anti-plane shear conditions, while the dip-slip fault was modeled by applying tractions in the a⅛-direction and imposing plane strain conditions. Since a two dimensional region was being modeled (which required substantially fewer degrees-of-freedom than the three dimensional region), two further mesh refinements were possible to examine the accuracy of the computed values of C. These two refinements were applied to the two dimensional versions of the meshes used to model the → ∞ faults (see figure 7.16). This produced meshes that had 41,538 and 20,769 degrees-of-freedom to model the dip-slip and the strike-slip faults, respectively.
The discussion in this chapter has been confined to vertical faults (i.e. faults with a dip of 90°). The case of a dip-slip fault that has a small dip is also of interest. A two dimensional mesh (shown in figure 7.22) was constructed using linear quadrilateral and triangular elements to model a dip-slip fault with a 10° dip angle. The smallest element dimension was about 3% of the width of the fault; the artificial boundary was placed a distance of ten fault widths away from the fault. In all of the problems discussed previously in this chapter, the
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symmetry of the geometry precluded any opening of the fault. However, this is not the case for the 10° dip-slip fault. Therefore, in order to keep the fault closed (which is physically more realistic), relative motion perpendicular to the fault was prevented between nodal points on opposite sides of the fault. This meant that the fault remained closed and that only slip along the fault was allowed.
7.4.2 Performance of the Multigrid Method

The analysis of the two dimensional vertical strike-slip and dip-slip faults allows an interesting comparison to be made concerning the performance of the multigrid method. The anti-plane shear conditions that were used to model the strike-slip faults assume that the only nonzero displacement is the out-of-plane component, «3. The equations of linear elasticity then reduce to
V2u3 = 0 (7.9)[35], i.e. the strike-slip fault problems require the solution of Laplace’s equation for u3. There is, therefore, a fundamental difference in the nature of the equations to be solved for the dip-slip and strike-slip problems.

Tables 7.5 and 7.6 give the same data on the performance of the multigrid method when applied to the two dimensional faults that was presented in tables7.3 and 7.4 for the three dimensional faults discussed in the previous section. It should be noted that the meshes used for the two types of faults buried at different depths were exactly the same; the difference in the number of degrees- of-freedom in each mesh is due to the fact that conditions of plane strain require two unknowns per node (u1 and w2)5 whereas anti-plane shear conditions require only one (w3). The multigrid method performs considerably better when it is used
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to solve the strike-slip problems, since the number of cycles required is less than for the corresponding dip-slip fault problems. The number of cycles required for convergence of the method is independent of the problem size for the strike-slip faults, with the exception of the ψ = 0.02 fault. On the other hand, the number of cycles do depend on the problem size for the £ — 0.165 and 0.02 dip-slip faults. However, the results presented in chapter 5 indicate that it is possible that the number of cycles would be independent of n if further refinement of the meshes were performed. The data shown in tables 7.5 and 7.6 for the → ∞ faults once again demonstrates the speed of the multigrid method. The 41,538 degrees-of-freedom dip-slip problem was solved in about 100 CPU minutes on the VAX 11/750; the 20,769 degrees-of-freedom strike-slip problem took only 30 CPU minutes.

The mesh shown in figure 7.22 that was used to model the 10° dip-slip fault is the only mesh in this thesis that incorporates linear triangular elements. These elements were used to represent the acute angle at the fault-surface intersection. An alternative way of doing this would be to use a linear quadrilateral element, and place two of its nodes at the fault-surface intersection point. However, this was found to severely affect the performance of the multigrid method. To demon­strate this, the 10° dip-slip problem was solved on each of the two meshes shown in figures 7.23 and 7.24, using a two mesh MGi-GS method with ι∕1 = ι∕2 = 5. The mesh shown in figure 7.23 that included triangular elements consisted of 428 degrees-of-freedom, and required 12 multigrid cycles for a converged solution (which took 24 CPU secs on the VAX 11/750). The mesh that consisted entirely of quadrilateral elements shown in figure 7.24 had 434 degrees-of-freedom, and re­quired 22 multigrid cycles for convergence (44 CPU secs), which is 83% more than
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the other mesh. This increase is probably due to the way in which coarse mesh triangular and quadrilateral elements near the fault-surface intersection were sub­divided to form fine mesh elements. This is shown in figure 4.8 for the triangular elements, and in figure 7.25 for the quadrilaterals when two nodes are placed at the same location. These figures show that the fine mesh quadrilateral elements near the fault-surface intersection have a larger aspect ratio than the correspond­ing triangular elements. This means that the coarse mesh will be less effective in capturing the coarse mesh correction in this region due to the extra bending stiffness of the coarse mesh quadrilateral elements. Thus the performance of the multigrid method will be degraded. This problem does not arise when triangular elements are employed.
7.4.3 Numerical Results

The analytical values of C given in equations (7.5) and (7.7) for two dimensional faults in an infinite region were used to examine the accuracy of the computed values of C. The two further mesh refinements discussed in section 7.4.1 allowed closer observation of the convergence behavior of C. Figure 7.26 shows the values of C computed for the two dimensional strike-slip and dip-slip faults using meshes of increasing refinement. A mesh size of 1 corresponds to the same refinement present in the three dimensional meshes having a mesh size of 1. Also shown are the analytical results, which are denoted by a mesh size of 0.
As in the three dimensional case discussed previously, the singularities present at the edge of the fault are expected to reduce the convergence of the displacements from their theoretical quadratic rate. This is evident in figure
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7.26; however, it also appears that the numerical results for both the strike-slip and dip-slip faults are converging to values of C that are larger than the analytical solutions. Linear extrapolation using the results from the meshes with size j and I yield values of C that have an error of 0.4% and 0.6% of the exact solution for the strike-slip and dip-slip faults, respectively. This very small error is due primarily to the effect of the artificial boundary, which was ten times half of the fault width from the center of the fault. Although the artificial boundary was the same distance away for the three dimensional faults examined previously, its effect on the solution near the fault should be less in three dimensions than in two, due to the faster decay of the displacements away from the fault in three dimensions. Figure 7.26 shows that a linear extrapolation using the meshes with size 1 and 2 produce values of C that have an error of 0.2% and 0.1% of the exact solution for the strike-slip and dip-slip faults, respectively. These improved results can be attributed to a fortunate cancelling of errors.

The above discussion suggests that it is still reasonable to calculate C for each two dimensional fault geometry from a linear extrapolation using the values of C computed on the two meshes with mesh sizes 1 and 2. The values of C computed in this way are expected to have an error of less than 1% of the analytical solution. Table 7.1 and figure 7.20 gives these values of C for the two dimensional strike-slip and dip-slip faults at various depths of burial. The dip-slip fault stiffness exceeds that of the strike-slip stiffness, becoming more pronouced as the depth of burial increases.
Figure 7.27 shows the deformed mesh that was used to model the 10° dip- slip fault for conditions of reverse and normal faulting. It can be seen that there
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is significant vertical displacement directly above the buried end of the fault. C was computed as 0.48 (which is lower than for the vertical dip) by extrapolating the results from the mesh shown in figure 7.22 and a coarser one. The low value of C is due to the increased flexiblity of the upper portion of the fault.
7.5 Summary of the Numerical Results

For vertically oriented, rectangular, strike-slip faults, C ranges from 2.04 (surface breaking) to 2.55 (infinitely buried) for = 1, from 1.26 (surface breaking) to 1.83 (infinitely buried) for = 2, and from 0.65 (surface breaking) to 1.28 (infinitely buried) for → oo, which is the two dimensional case, where L and 
W are the fault length and width, respectively. The values for ψ = 1 and 2 are 20-58% higher than some previously reported values, but are believed to be correct since verification of the computational technique was performed by examining the circular fault problem. Vertical dip-slip faults are stiffer than corresponding strike-slip ones, especially at deeper burial, as C varies from 0.67 (surface breaking) to 1.70 (infinitely buried) for → ∞. Shallow dips reduce C due to the increased flexiblity of the upper portion of the fault; C equals 0.48 for a two dimensional dip-slip fault with a 10° dip.
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L
W Fault Type — = 0 w u ⅛ = 0.02 ⅛ = 0.165 d __

w oo

1 strike-slip 2.04 2.35 2.48 2.55[1.7] [1.9] [2.0] [2.1]2 strike-slip 1.26 1.60 1.75 1.83[0.8] [1.1] [1∙3] [1∙4]∞ strike-slip 0.65 0.99 1.16 1.28[0∙6] [1.0] [1∙1] P∙3]∞ dip-slip 0.67 1.10 1.41 1.70
Table 7.1: Values of C from this thesis for three dimensional rectangular (ψ = 1,2) strike-slip, and two dimensional (ψ → ∞) strike-slip and dip-slip faults oriented vertically at various depths of burial = 0,0.02,0.165, and ∞). Values in brackets [ ] are from [10].
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7 ^1,^2 Number ofMultigrid Cycles Solution Time(CPU secs)1 5 16 2.72 × 1042 5 14 2.50 × 1043 5 13 2.49 X 1044 5 13 2.69 × 1045 5 13 2.90 × 104
3 1 62 3.90 × 1043 5 13 2.49 × 1043 10 7 2.46 × 104

Table 7.2: Number of MG1-GS Cycles and Solution Times Required for the So lution of the Circular Fault Problem (58,419 degrees-of-freedom).
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d
W n Number ofCycles Solution Time(CPU secs) Total Time(CPU secs) Storage(bytes)

90,891 24 6.51 × 104 8.53 × 104 9.07 × 1070 12,423 18 5.99 × 103 8.44 × 103 1.18 × 1071,845 12 3.68 × 102 6.60 × 102 1.74 × 10θ
121,827 70 2.59 × 105 2.86 × 105 1.22 × 1080.02 16,515 47 2.08 × 104 2.41 × 104 1.59 × 1072,415 28 1.11 X 103 1.52 × 103 2.36 × 10θ
105,099 23 7.32 × 104 9.65 × 104 1.06 × 1080.165 14,247 17 6.56 × 103 9.44 × 103 1.37 × 1072,085 13 4.69 × 102 8.10 × 102 2.04 × 10θ
58,419 23 3.91 × 104 5.13 × 104 5.77 × 107∞ 8,139 15 2.24 × 103 3.73 × 103 7.57 × 1061,251 12 2.32 × 102 4.17 × 102 1.11 × 10θ

Table 7.3: Performance of the MGχ-GS (7 = 1, ι∕1 = ι∕2 = 5) Multigrid Methodfor the ⅛ = 1 Strike-Slip Faults.
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d
w n Number ofCycles Solution Time(CPU secs) Total Time(CPU secs) Storage(bytes)

90,891 49 1.33 × 105 1.53 × 105 9.07 X 1070 12,423 36 1.18 × 104 1.43 × 104 1.18 X 1071,845 20 5.94 × 102 8.88 × 102 1.74 X 10θ
121,827 153 5.51 × 105 5.78 X 105 1.22 X 1080.02 16,515 96 4.24 × 104 4.58 × 104 1.59 X 1072,415 47 1.83 × 103 2.23 × 103 2.36 X 10θ
105,099 53 1.68 × 105 1.92 × 105 1.06 X 1080.165 14,247 39 1.50 × 104 1.78 × 104 1.37 X 1072,085 25 8.64 × 102 1.20 × 103 2.04 X 106
58,419 55 9.22 × 104 1.05 × 105 5.77 X 107∞ 8,139 38 6.06 × 103 7.60 × 103 7.57 X 1061,251 20 3.79 × 102 5.64 × 102 1.11 X 10θ

Table 7.4: Performance of the MGχ-GS (7 = 1, 17 = v2 = 5) Multigrid Methodfor the ⅛ = 2 Strike-Slip Faults.
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d

W n Number ofCycles Solution Time(CPU secs) Total Time(CPU secs) Storage(bytes)
1,745 8 4.99 × 101 1.38 × 102 9.07 X 1050 457 8 1.23 × 101 3.65 × 101 2.38 X 105125 8 2.86 × 10° 1.07 × 101 6.53 X 104
2,609 13 1.21 × 102 2.58 × 102 1.36 X 1060.02 681 11 2.53 × 101 6.01 × 101 3.55 X 105185 10 5.19 X 10θ 1.58 × 101 9.70 X 104
2,337 9 7.54 × 101 1.97 × 102 1.22 X 1060.165 609 9 1.89 × 101 5.03 × 101 3.18 X 105165 9 4.32 × 10θ 1.39 × 101 8.66 X 104

20,769 8 6.14 × 102 1.77 × 103 1.08 X 1075,265 8 1.59 × 102 4.66 × 102 2.74 X 106∞ 1,353 8 3.84 × 101 1.08 × 102 7.04 X 105357 8 9.74 × 10θ 2.88 × 101 1.86 X 10599 9 2.56 × 10θ 8.98 X 10θ 5.19 X 104
Table 7.5: Performance of the MGx-GS (7 = 1, ι√1 = v2 = 5) Multigrid Methodfor the Two Dimensional Strike-Slip Faults.
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d
w n Number of Solution Time Total Time StorageCycles (CPU secs) (CPU secs) (bytes)

3,490 12 2.52 × 102 4.15 × 102 1.65 X 10θ0 914 11 5.64 X 101 9.53 × 101 4.33 X 105250 11 1.27 × 101 2.40 × 101 1.19 X 105
5,218 36 1.20 × 103 1.44 × 103 2.47 X 1060.02 1,362 27 2.10 × 102 2.66 × 102 6.46 X 105370 17 2.95 × 101 4.54 × 101 1.76 X 105
4,674 23 6.79 × 102 9.02 × 102 2.22 X 10θ0.165 1,218 17 1.18 × 102 1.70 × 102 5.78 X 105330 15 2.38 × 101 3.82 × 101 1.57 X 105

41,538 11 4.00 × 103 6.02 X 103 1.97 X 10710,530 11 9.65 × 102 1.49 X 103 4.99 X 106∞ 2,706 11 1.77 × 102 2.99 X 102 1.28 X 106714 11 4.43 × 101 7.40 X 101 3.39 X 105198 11 9.99 × 10θ 1.91 X 101 9.40 X 104
Table 7.6: Performance of the MGι-GS (7 = 1, 27 = V2 = 5) Multigrid Methodfor the Two Dimensional Dip-Slip Faults.
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Figure 7.1: The Geometry of a Vertically Oriented Rectangular Fault.
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Figure 7.2: The Coarsest Mesh for the Infinitely Buried Circular Fault (the bold line indiates the edge of the fault).
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Figure 7.3: Detail of the Mesh With 1,251 Degrees-of-Freedom Used to Model the Infinitely Buried Circular Fault (the bold line indiates the edge of the fault).
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I = FIXED DEGREE - OF-FREEDOM

Figure 7.6: The Boundary Conditions for the Infinitely Buried Circular Fault.
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Figure 7.7: The Convergence of the MGι-GS Method for the Infinitely Buried Circular Fault for Different Values of 7, ι∕1, and ι∕2 (58,419 degrees-of-freedom).
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Figure 7.8: The Convergence of the JCG Method for the Infinitely Buried CircularFault (58,419 degrees-of-freedom).
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Figure 7.9: u-i-Displacement Versus x-i Along the r1-Axis for the InfinitelyBuried Circular Fault.
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Figure 7.10: u^-Displacement Versus τχ Along the æi—Axis for the InfinitelyBuried Circular Fault.
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Figure 7.11: Computed and Analytical Values for C for the Infinitely BuriedCircular Fault.
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Figure 7.12. Computed and Analytical Values of the uι—Displacement at the Center of the Infinitely Buried Circular Fault.
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Figure 7.13: Detail of the Finest Mesh Used to Model the ψ = 1, ψ = 0Strike-Slip Fault (the bold line indiates the edge of the fault); 90,891 de-grees-of-freedom.
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Figure 7.14: Detail of the Finest Mesh Used to Model the — = 1 — = ∩ ∩9Jφr x 5 p∣Λ ν·υώStrike-Slip Fault (the bold line indiates the edge of the fault); 121,827 de- grees-of-freedom.
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Figure 7.15: Detail of the Finest Mesh Used to Model the ⅛ = 1, ⅛ = 0.165Strike-Slip Fault (the bold line indiates the edge of the fault); 105,099 de-grees-of-freedom.
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Figure 7.16: Detail of the Finest Mesh Used to Model the = 1, → ∞Strike-Slip Fault (the bold line indiates the edge of the fault); 58,419 de-grees-of-freedom.
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Figure 7.17: Detail of the Finest Mesh Used to Model the = 2, = 0.165Strike-Slip Fault (the bold line indiates the edge of the fault); 105,099 de-grees-of-freedom.
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Figure 7.18: Number of MG1-GS Cycles Versus log10n for the ψ = 1 Strike-SlipFaults.
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Figure 7.19: Number of MGι-GS Cycles Versus log10n for the = 2 Strike-SlipFaults.
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Figure 7.20: Values of C for Rectangular Faults in a Half-Space.
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Figure 7.21: Distribution of Slip for the Rectangular Faults (the contours repre­sent values of ui as fractions of the maximum «χ—displacement for each fault).
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Figure 7.25: Formation of Fine Mesh Elements by Subdividing a Linear Quadri­lateral Element.
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MESH SIZE
Figure 7.26: Computed and Analytical Values of C for the Two Dimensional Infinitely Buried Faults.
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Part III

Closing Comments and Remarks
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Chapter 8

Discussion of the Performance of the Multigrid

Method

This chapter summarizes the performance of the multigrid method when applied to the solid mechanics problems discussed in chapters 5, 6, and 7. The work presented in this thesis is then put into perspective by briefly discussing similar work in the area of solid mechanics. This not only includes other applications of the multigrid method, but also the solution of some large three dimensional problems that have appeared in the literature. Finally, the multigrid algorithm is compared to the element-by-element (EBE) preconditioned conjugate gradient method [30,31,32,61], which may be considered to represent the state-of-the-art in iterative methods for solid mechanics problems.
8.1 Summary of the Multigrid Method’s Performance

The simple two dimensional problems that were examined in chapter 5 demon­strate two important features of the multigrid method. First of all, the method was found to perform poorly when conditions of near incompressibilty are en-
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countered. This is due to a combination of a reduction in the smoothing effect of the Gauss-Seidel relaxation and coarse mesh locking. The use of Jacobi precondi­tioned conjugate gradient iteration (JCG) to smooth the error, and the assembly of the coarse mesh stiffness matrix using a reduced integration scheme were found to partially relieve these problems. Secondly, the bending behavior of the linear brick and quadrilateral elements was found to slow the convergence of the multi­grid algorithm. This was caused by the inability of the coarse mesh to accurately capture a low frequency error that consists of a bending deformation. The per­formance of the coarse mesh improved when the coarse mesh stiffness matrix was assembled using reduced integration on the D⅜ and D® terms of the element stiff­ness matrices, although this technique was less effective for nonuniform meshes.

The bending behavior of the coarse meshes was also found to be responsible for producing solution times that were not proportional to the problem size, n, when nonuniform meshes were used (see section 5.2). However, the linear dependence on n was recovered as the problem size increased.
The results discussed in section 5.3 show that the computational effort (in terms of CPU time and storage) required by the multigrid method is substan­tially less than that of a direct method. Also, the performance of the multigrid method is comparable to that of the JCG method for the well-conditioned three dimensional test problem that was considered.
The solution of the problems of engineering interest discussed in chapters 6 and 7 highlight the power and the usefulness of the multigrid method. In par­ticular, the solution of the preliminary crack (section 6.2.1) and the circular fault (section 7.2) problems demonstrate that the multigrid method is faster than JCG
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iteration. The performance of the two methods when applied to these problems is summarized in table 8.1. Another feature of the multigrid method that was demonstrated in these chapters is its sensitivity to the choice of the parameters 7, ι∕1, and ι∕2∙ For example, it was found that 7 = 3 gave the fastest multigrid schemes for both of these problems; this can be attributed to the bending be­havior of the coarse meshes (higher values of 7 mean that more multigrid cycles are used on the coarse mesh to solve the coarse mesh correction equation (4.2)). However, the circular fault problem was less sensitive to the choice of 7 than the crack problem, since substantially more bending deformation was present in the latter case.

The two dimensional faults in a half-space examined in section 7.4 enabled a comparison to be made between the ability of the multigrid method to solve Laplace’s equation (anti-plane shear conditions) and the equations of plane strain (see appendix A). It was found that the method performed better when applied to Laplace’s equation, requiring up to 36% fewer cycles of iteration for problems with identical meshes (^f = 0.02 two dimensional faults; see tables 7.5 and 7.6).
The most important theoretical property of the multigrid method is that it enables problems to be solved in a computational effort that is only linearly proportional to the size of the problem. This means that the storage requirements grow linearly with the problem size (since only the nonzero terms of the matrices are stored, see section 4.2.7), and that the number of multigrid cycles required for the solution of a given problem is independent of the number of unknowns (since the number of operations required by each cycle is proportional to the problem size). This property was shown to be true for the simple problems considered in
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chapter 5 with uniform meshes, and with nonuniform meshes if the discretization is fine enough.

However, when the multigrid method was used to solve the problems dis­cussed in chapters 6 and 7, it was found that the number of cycles did depend on the problem size. In particular, section 7.3.2 shows that the number of cycles required for the solution of the rectangular fault problems was proportional to log10 n. It should be noted that the number of cycles required by some of the two dimensional faults discussed in section 7.4 was independent of n.

Figures 8.1, 8.2, and 8.3 show log-log plots of the multigrid solution time, the total computation time (the solution time plus the time required to compute all of the necessary interpolation and stiffness matrices), and the storage require­ment versus the problem size for seven of the problems discussed in chapter 5, 6, and 7. Figure 8.1 shows that the times required for the solution of the three dimensional test problem and the two dimensional fault problems were propor­tional to n, but that this was not true for the other problems. However, these solution times were only proportional to n to the power of about 1.3 or less. The discussion in section 5.4 suggests that the linear dependence on n may be recovered if the discretization is increased (i.e. as n becomes large). When the total time is considered (see figure 8.2), the speed of the multigrid method is seen to be proportional to n to the power of about 1.2 or less. This reduction in the strength of the dependency on n is due to the fact that the time required to calculate the necessary matrices is itself proportional to n (see section 4.2.7). It is apparent from figures 8.1 and 8.2 that the constant of proportionality in the relationships between the problem size and the solution and total computation
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times is problem dependent. This once again demonstrates the influence of the bending behavior of the coarse meshes on the number of multigrid cycles required. The storage required by the multigrid algorithm shown in figure 8.3 is seen to be proportional to n. In this case, the constant of proportionality depends only on the dimension of the problem; more storage is required by the three dimensional problems because there are more nonzero terms in each row of the stiffness and interpolation matrices, and because more data is needed by the brick element to describe its connectivity.
8.2 The Multigrid Method in Solid Mechanics

This section attempts to place the work described in this thesis in context by discussing similar work in solid mechanics. It was mentioned in section 4.1 that hardly any work has been done in the past concerning the application of the multi­grid method to solid and structural mechanics. The relatively small problems discussed in [5] (up to 2,000 degress-of-freedom) demonstrate that the method can be used to quickly solve two dimensional linear elastic problems, although no attempt was made to examine and explain its weaknesses. However, one observa­tion that is common to this thesis and [5] is that the multigrid algorithm performs better when applied to the solution of Laplace’s equation compared to the gov­erning equations of two dimensional elasticity. The work of Brand reported in [11] confirms the observation made in this thesis that the bending behavior of the coarse meshes does not enable the coarse mesh correction to be accurately captured. However, Brand improves the performance of the multigrid method by using a preconditioned conjugate gradient method to smooth the error (which
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was found to be ineffective for the two dimensional crack problem discussed in section 5.1.3), whereas this thesis describes the use of a coarse mesh stiffness ma­trix assembled using reduced integration (section 5.1.3) and increased values of γ (sections 6.1.2 and 7.2.2) to attempt to solve this problem. To the author’s knowl­edge, no previously published work has attempted to use the multigrid method to solve nearly incompressible elasticity problems (section 5.1.2), or large linear elastic problems of practical interest (chapters 6 and 7).

There are several examples of the solution of large solid mechanics prob­lems in the literature. In [32], an element-by-element preconditioned conjugate gradient method is used on a Cray X-MP/48 supercomputer to solve problems that have up to 104,504 degrees-of-freedom. This work is compared to the multi­grid method in the next section. The group incomplete relaxation scheme was used in [18] to perform an elastic analysis of a dam. The largest problem that was solved consisted of 34,908 degrees-of-freedom. An interesting feature of this work is the use of the solution to the problem on a coarser mesh as the initial approx­imation to improve the convergence of the iteration method. Another example of the solution of a large solid mechanics problem is reported in [41] ; an analysis of a complicated composite led to the solution of a problem that had 100,000 degrees-of-freedom on a Cyber 205 computer. This very brief discussion of other numerical solutions to solid mechanics problems demonstrates that the problems considered in this thesis can certainly be considered large by today’s standards, and that their solution on a VAX 11/750 is a considerable achievement.
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8.3 A Comparison Between the Multigrid and the Element 

by-Element Preconditioned Conjugate Gradient Meth­

ods

In this section, as a final attempt to demonstrate the importance of the multigrid method, its performance is compared to that of the element-by-element (EBE) preconditioned conjugate gradient method [30,31,32,61]. This procedure has been found to be an effective preconditioner for the conjugate gradient method when applied to solid mechanics problems. In [32], the method is used to solve several problems using a Cray X-MP/48 computer. In particular, a three dimensional point load problem is solved using a series of uniform cubic meshes, which is sim­ilar to the three dimensional test problem discussed in section 5.3. Furthermore, this point load problem is also solved using the JCG method. The data on the performance of these two iterative algorithms given in [32] enables the EBE and the multigrid methods to be compared. This can be done by dividing the storage and CPU time requirements of the two methods by the corresponding data for the JCG iteration. This normalization procedure should help to account for the differences in performance between the VAX 11/750 and the Cray X-MP/48, and thereby give a reasonable comparison between the EBE and multigrid methods.
Figure 8.4 shows the storage required by the EBE and multigrid methods normalized by the requirement of the JCG iteration. Figure 8.5 shows a similar plot of the time required by the two methods. The data shown in figure 8.5 for the EBE method represents the solution time (i.e. the time required to solve 

Kx = f), whereas the multigrid data shows the total computation time (i.e. the
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solution time plus the time to assemble all of the necessary matrices). This was done because the computation of the coarse mesh data is an important feature of the multigrid method. No data is available regarding the total time required by the EBE method.

Figures 8.4 and 8.5 show that the performance of the multigrid method is comparable to that of the EBE scheme. The multigrid storage requirement is less than for the EBE method, although both methods require more storage than the JCG iteration. Although the multigrid method generally requires more CPU time (see figure 8.5), it is interesting to note that it appears to gain an advantage over the EBE method as the problem size is increased.
It should be emphasized that this discussion is not designed to determine whether the multigrid method is better than the EBE method. It does, however, demonstrate that the performance of both of these schemes is comparable when applied to two similar well-conditioned problems. Both methods have been suc­cessfully applied to practical problems in solid mechanics (see chapters 6 and 7 of this thesis, and [32]); more such applications are needed before any definitive comparisons can be made. An important application area which requires further work is that of structural mechanics. It should be noted that the EBE iteration has been implemented to solve nonlinear solid mechanics problems, and so at present can be considered to be a more mature solution technique.
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Problem n Method Solution Time(CPU secs) Total Time(CPU secs) Storage(bytes)
MG1-GS 1.45 × 104 1.93 × 104 2.43 × 107Crack 25,515 JCG 3.37 X 104 3.81 × 104 1.36 × 107
MG1-GS 2.46 × 104 3.61 × 104 5.77 × 107Fault 58,419 JCG 4.00 × 104 5.06 × 104 3.25 × 107

Table 8.1: Computational Effort Required to Solve the Preliminary Crack (section 6.2.1) and the Circular Fault (section 7.2) Problems Using the MGχ-GS and the JCG Methods.
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222

P
ro

bl
em

 S
ize

θωμ ∩d□

Figure 8.5: A Comparison Between the CPU Time of the Multigrid Method (total time) and the EBE Method (solution time) (the data is normalized with respect to the JCG method).
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Chapter 9

Suggestions for Future Work

The objective of this chapter is to briefly outline some of the author’s ideas for future research regarding the multigrid method. The work described in this thesis has concentrated on linear elasticity, which is the simplest class of solid mechanics problems. There is considerable potential for the development of multigrid algo­rithms to solve nonlinear problems in solid mechanics (e.g. plasticity, nonlinear elasticity, and contact problems). Although nonlinear multigrid algorithms have been developed for use in the field of fluid mechanics, the nonlinearities encoun­tered are geometric rather than constitutive (which are more common in solid mechanics). It is therefore possible that considerable algorithm development will be necessary before the multigrid method can be used to solve nonlinear solid mechanics problems.
Another area of interest is that of structural mechanics, in which problems involving trusses, beams, plates, and shells are solved. Some work in this area has been reported in [24], in which the eigenvalues and eigenvectors of a rectangular plate were obtained using the multigrid method. The inherent ill-conditioning of problems involving beams and shells may present difficulties for the multigrid



224
method. One of the more common classes of problems encountered in structural mechanics is that of eigenvalue analysis. The algorithms developed in [27] for this purpose may have a wide range of application, not only for linear structural dynamics, but also for linearized buckling analysis [6]. The use of the constraints described in section 4.2.2 may be particularly useful in the area of structural mechanics, since it may be difficult to explicitly define the coarse mesh elements.

One area that has received considerable attention in fluid mechanics is the integration of adaptive mesh refinement techniques with the multigrid method [4,12,13]. In the field of solid mechanics, automatic mesh refinement techniques have been developed to produce a near optimal mesh on which to solve a given problem [36]. A natural extension of this research would be to use the sequence of meshes generated by the refinement algorithm as the coarse meshes for the multi- grid method. The engineering analyst would only have to specify the boundaries of the problem that was to be solved; the solution would then be computed on an optimal mesh using the multigrid method.
One of the current multigrid research topics that may have applications in the area of solid and structural mechanics is the algebraic multigrid method [46]. This technique attempts to construct coarse meshes by examining the equations associated with the finest mesh. The feature of this method is that no coarse meshes are physically constructed. Therefore it could be useful for structural mechanics problems, since, as was noted above, the coarse meshes may not be easy to define.
Finally, the author believes that the multigrid method has great potential as a production code for the solution of solid mechanics problems on state-of-
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the-art supercomputers (e.g. the Cray machines) and concurrent computers (e.g. hypercubes). The computations performed on a VAX 11/750 discussed in this thesis have demonstrated the power of the multigrid method; even larger problems could be solved if the method was efficiently implemented on a supercomputer such as a Cray. The multigrid algorithm described in chapter 4 has successfully been programed on the Caltech hypercube [15,lθ], although the memory capacity of this prototype machine limited the size of problem that could be solved.
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Chapter 10

Conclusions

• The multigrid method works extremely well for linear solid mechanics prob­lems. Its performance is superior to a direct method, is better than the Jacobi preconditioned conjugate gradient method when applied to practi­cal problems, and is comparable to the element-by-element preconditioned conjugate gradient method when applied to a well-conditioned test problem.• The storage requirements of the multigrid method are linearly proportional to the problem size. This observation is true for all iterative methods, since only the nonzero terms of the stiffness matrix are required. The constant of proportionality depends only on the dimension of the problem.• The solution times of the multigrid method were found to be linearly pro­portional to the problem size if uniform meshes were used. This was not true for most of the problems that were solved with nonuniform meshes. However, it was found that the solution times for some simple two dimen­sional problems with nonuniform meshes did become proportional to the problem size as the discretization was increased. The constant of propor­tionality in the relationship between the problem size and the solution time depends on the particular problem that is being solved.
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• The bending behavior of the coarse mesh elements can slow the convergence of the multigrid method. This problem was partially cured by using more multigrid cycles on the coarse mesh to compute the coarse mesh correction, or by assembling the coarse mesh stiffness matrix using a reduced integra­tion scheme. The bending behavior of the coarse meshes was also found to be responsible for producing solution times that were not proportional to the problem size when nonuniform meshes were used.
• The multigrid method performed poorly when nearly incompressible elastic­ity problems were encountered. This was due to a combination of a reduc­tion in the smoothing effect of the Gauss-Seidel relaxation and coarse mesh locking. These problems were partially relieved by using Jacobi precondi­tioned conjugate gradient iteration to smooth the error, and assembling the coarse mesh stiffness matrix with reduced integration.
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Appendix A

The Plane Problem in Linear Elastostatics

The purpose of this appendix is to review the plane problem in linear elastostatics, and thereby clarify the terms plane strain, generalized plane stress, and plane stress [23,50,54]. This is important since the three dimensional crack problem examined in chapter 6 is an example of the plane problem. The study of regions in which the associated plane strain, generalized plane stress, and plane stress solutions hold is an important issue that arises when the elastostatic state near a crack is investigated.
The plane problem is the three dimensional elastostatic problem shown in figure A.l. A cylinder occupying the region ΊΖ is centered at the origin O of a rect­angular cartesian coordinate system, with its generators parallel to the τ3-axis and with end faces 7Γ1 and 7Γ2 at x3 = ±∕ι∕2. The lateral surface and the middle cross-section of the cylinder are denoted by B and 7Γ0, respectively. The cylinder is composed of a linear elastic, homogeneous, isotropic solid with Poisson’s ratio 

v and Young’s modulus E. The plane problem of elastostatics consists of finding an elastostatic state, S = [u⅛, tij, σ⅛∙], on the cylinder such that S satisfies the boundary conditions <sα = ∙s*(ar1, ar2), ∙⅝ = 0 on B and s,∙ = 0 on 7Γα. For the pur-
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poses of this discussion, it will be assumed that body forces vanish. The symbols nt∙, e,∙j∙, σi∙j, and Si denote the cartesian components of the displacement vector, the symmetric part of the displacement gradient tensor (the infinitesimal strain tensor), the stress tensor, and the traction vector, respectively. The subscripts 
i,j have the range 1,2,3, and subscripts a,β, ^f have the range 1,2. The usual summation convention will be implied by repeated subscripts. The superscript * means that the quantity has a prescribed value. An important feature of the plane problem is that the applied surface tractions on B are independent of a⅛ and parallel to the — x2 plane. This motivates the study of two dimensional versions of this problem.
A.l Plane Strain

The plane strain solution associated with the solution <S of the original three dimensional problem will be denoted by S' = [u(, e<j∙, σ-], and is obtained by making the following kinematic assumption:u'a = ⅛(⅞≈2)
«3 = 0This assumption, together with the assumption that S' is an elastostatic state on 

Tl, implies that e,ij = efij(xi,x2) and σ'ij = σ'ij(x1,x2). Also
^otβ 2 ^a>β "t" uβ,a) ’ e«3 θ

0, σ'33 = vσ'aa

> on TZ.

> on 7Z,

'α3

(A.1)

(A.2)
and aβ 2(1 + v)

E Qιl∕ ∖■J + u'aβ + u'β ^ on 7Γ0, (A.3)
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where the subscript , α denotes differentiation with respect to xa. In the absence of body forces, the equilibrium equation becomes

σ'aβ,β = 0 on 7Γ0, (A.4)and the traction boundary conditions on B reduce to= s* on 07Γ0∙ (A.5)Equations (A.3), (A.4), and (A.5) define a two dimensional boundary value prob­lem for u'a and σ'aβ which has a unique solution.
An important feature, given in equation (A.2), of the plane strain solution is <3 = ^'aa- (A.6)Thus the plane strain solution, in general, violates the traction free conditions imposed on the ends 7Γα of the cylinder. However, strictly two dimensional plane strain conditions may be generated in the cylinder by applying tractions to the ends of the cylinder such that <3 = 0 1>on7Γα. (A.7)

σ33 = vσ'aa JConsequently, the full three dimensional solution to the original three dimensional plane problem can then be obtained using the principle of superposition and by solving the so called residual problem of plane strain. This consists of finding an elastostatic state, S" = [u", e''∙, σ1"], obtained by applying on 7Γα the negative of the tractions required to generate the plane strain solution, i.e. applying tractions such that ∙∖
<3 = θ> σ33 = -^σ'aa on 7Γα, ►

s't, = σ"j∏j = 0 on B.
(A.8)
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This residual problem is a problem of the Saint-Venant type and thus no simpler than the three dimensional plane problem. Note that the solution to the plane problem is equal to the plane strain solution associated with the plane problem plus the solution to the residual problem of plane strain (i.e. S = S' ÷ S" ).

A.2 Generalized Plane Stress

The generalized plane stress solution associated with the solution of the three dimensional plane problem characterizes the thickness averages of ua, eaβ, σaβ under the approximative assumption
σ33 = 0 on TZ. (A.9)

The thickness average, ∕, of a function f on TZ is defined by 1/2
f(x1,x2) = if(x1,x2,x3)dx3, ∀(aq,a⅛) ∈ 7Γ0. (A.10)

Using the above definition and assumption, the following relations can be shown to hold: e<>∕3 2^V,a,β 4" ^∕3,α) θ∩ *7Γθ,
^otβ 2(l+μ) (l —i∕ 4^ ^ia,β T uβ,a^ θ^∙ ^0ι

σaβ,β = 0 on 7Γ0, (A.11)
^aβ,β,∏β — s*β on 97Γq.

Equation (A.11) is a complete two dimensional boundary value problem for ‰, eaβ, σaβ. The solution of this problem, S = [uα, eaβ, σc,ig], is called the generalized plane stress solution associated with the plane problem. It should be
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noted that this does not satisfy the three dimensional field equations, nor does it give any information about the remaining unknowns, e.g. u3.

It can be seen that, in terms of the stress components, the mathematical formulations of the plane strain and generalized plane stress solutions are iden­tical. The governing differential equations and boundary conditions differ only in the appearance of the barred symbols. It can be shown that for a simply connected body in the absence of body forces, the in-plane stresses in the two solutions are exactly the same [23].
A.3 Plane Stress

The plane stress solution associated with the solution of the plane problem con­sists of an elastostatic state, S = [ua, eaβ,σaβ], which is obtained in the following way. Assume
σ3i = 0 on 1Z,and suppose that S is symmetric about the plane ar3 = 0, i.e.tzα(τ1,x2,-τ3) = wc,(xι, z2, a⅛) • on 7∖t,Û3(æl, x2, ~2⅛) = -Û3(æl, x2, æ3)and that 1 /2fa J h S<*dχ3 — $a ^0,

(A.12)
(A.13)
(A.14)where 3α(x1,x2,x3) = σαj0(aj1,≈2,x3)ni0(≈ι,x2).
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It can be shown [54] that S admits the representation on 7^:

uα(z1,z2,x3) = ua(x1,x2) + ^φ(x3)σl3^a(x1,x2), ^3(^l ∙> %2∙> 3⅛) g∙^'3^oα(^'l 5 ∙^2),
= 2(βii,j 4^ ^t∙3,i}1dajβ(^Γl ι X2 ; 3⅛) &αβ(%1 > ∙^2 ) -f- 2Φ^"^3^)^-∕^f,aβ^∙^l 5 ^^2 )»σ3i∙ = 0,where ≠(a⅛) = ⅛ - ⅛, (-j ≤ a⅛ ≤ ∣).

(A.15)

The plane stress solution satisfies the field equations and the boundary- conditions for the ends of the cylinder, but in general violates the boundary conditions for the boundary B, which are met only in the mean. It does, however, give information about the unknowns that do not appear in the generalized plane stress solution (e.g. w3). It should be noted that the plane stress solution is not a true two dimensional solution since the field quantities depend on x3.

The purpose of this appendix was to explain fully the terms plane strain, generalized plane stress, and plane stress. This is relevant to the study of the elastostatic state near a three dimensional edge crack because it is useful to inves­tigate regions where the two dimensional plane strain or generalized plane stress states hold.
The normal strain in the original three dimensional problem, e33, is given by e33 = 7; [σ33 — ι∕(σ∏ + <τ22)] ■ (A.16)±L,Therefore, a convenient measure of the degree of plane strain has been taken to
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+ 1 (A.17)be the ratio

<T33_________Ee33p(σn + σ22) i'(<7n + σ22)[39]. This will have a value of zero when σ33 = 0, which corresponds to conditions of generalized plane stress and plane stress. The degree-of plane strain will have a value of one when e33 = 0 (which corresponds to plane strain conditions). However, if e33 is bounded and nonzero at a stress singularity (which does not correspond to plane strain conditions), then the ratio will still have a value of one. This ratio is used in chapter 6 to examine the elastostatic state near a crack front. In addition, a comparison between the out-of-plane displacements ιz3 and ⅛3, the plane stress value given in equation (A. 15), is used to identify regions where plane stress conditions are achieved.
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h/2

h/2

Figure A.l: The Plane Problem


