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ABSTRACT

A modified three-dimensional Boundary Element Method (BEM) is developed. This method is specially tailored towards applications in three-dimensional elasticity, involving regions containing two parallel planar surfaces. Typical structures are the three-dimensional plate structures. The formulation makes use of the three-dimensional fundamental solution of a concentrated load applied in an infinite three-dimensional plate of uniform finite thickness (obtained by Benitez and Rosakis in 1985). The most attractive feature of this modified BEM is that, for the class of problems involving structures described above subjected to traction-free boundary conditions on the planar surfaces, discretization is only required on the lateral surfaces of the plate and the surfaces of the cavities, holes, and cracks in the plate. No discretization is needed on the planar surfaces of the plate. In this initial study, three problems involving a pressurized hole in an infinite three-dimensional plate are analyzed. The shapes of the holes include a circular hole and two elliptical holes with the aspect ratios of 4 and 10, respectively. In all the cases, the accuracy of the modified BEM is established by direct comparison of its results with those of finite element calculations. The results of the modified BEM are also compared with the plane-stress and plane-strain approximations of the problems under consideration. This comparison makes it possible to access the important three-dimensional effects near the surface of the elliptical hole.
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CHAPTER 1
INTRODUCTION

Boundary Element Methods (BEMs)\[1\][2][3] have grown in the shadow of finite element methods since their birth. The finite element methods [4][5] have been widely used in the analysis of problems in various fields of engineering practice because of the simplicity and flexibility in their formulations. On the contrary, boundary element methods have not received the attention they deserve. Among other things, the complexity of the mathematics involved in formulating these methods perhaps is the single most important obstacle that has prevented many from seeing the attractive sides of these methods.

Perhaps one way to understand the boundary element methods is to explore their physical aspects [3]. Many science and engineering problems can be reduced to mathematical models that belong to a class of problems known as boundary value problems. These problems are characterized by a region of interest $R$ whose boundary is $\partial R$. A set of partial differential equations model the physics of the problem in $R$, and these equations have to be solved subject to certain constraints or conditions described on the boundary $\partial R$. The basic principles of boundary element methods can be illustrated with the reference to Figures 1.1. Figure 1.1a represents a region $R$. A boundary value problem is considered in the region $R$ in Figure 1.1a. Figure 1.1b represents an infinite region and $\partial R'$ is a tracing of the boundary $\partial R$ onto the infinite region $E_3$. It is easier to find analytical solutions to the relevant partial differential equations in the infinite region of Figure 1.1b than in the actual region $R$ of Figure 1.1a.
Figure 1.1 Finite Region $\mathcal{R}$ and Infinite Region $E_3$

In particular, the pioneering work by Kelvin has resulted in the analytical solution for such a problem. The Kelvin problem consists of a concentrated load acting in the interior of an infinite body composed of homogeneous, isotropic, linear elastic material. The Kelvin solution gives the displacement and stress at any point different from the loading point in the interior of the body. This solution is derived in Kelvin & Tait's treatise [6] through a limiting process. The Kelvin solution belongs to a class of solutions that have the property that when the point of observation approaches the loading point, the solution becomes singular.

Consider now how a boundary value problem may be solved through the use of Kelvin's solution. Suppose for the moment that it so happened that the Kelvin solution produced precisely the same conditions on the virtual boundary $\partial \mathcal{R}'$ in the infinite region as those prescribed on the boundary $\partial \mathcal{R}$ in Figure 1.1a. If this were the case then, because the solutions to well posed problems are unique in elastostatics, the problem in Figure 1.1a is solved by addressing the problem in
Figure 1.1b.

For most problems, the above case is unlikely to happen. However, a numerical procedure can be developed to find a number of Kelvin solutions which, when superimposed, produce approximately the correct conditions on $\partial R'$. This is the basic concept of the boundary element method. This numerical procedure is developed as follows with the understanding that an approximate solution is considered to be acceptable when it can match the prescribed conditions on $\partial R$ at some designated points on $\partial R'$. In the numerical procedure, the virtual boundary $\partial R'$ is discretized into a number of elements, for instance, the total number is $N$. For simplicity, the designated points are chosen to be at the midpoints of the elements. The task is then to find the amplitudes of $N$ Kelvin solutions applied at the midpoints of the elements. When these Kelvin solutions are superimposed, they will give the required conditions at the midpoints of the elements. The combination effect can then be expressed in terms of the amplitudes of the Kelvin solutions, and the final effect at $N$ midpoints should be the same as that prescribed on the boundary $\partial R$. Thus, the $N$ unknown amplitudes can be obtained by solving a system of linear algebraic equations.

In the early developments, boundary element methods were considered as the summation of a series of the singular solutions with proper amplitudes as presented above, and the boundary element method was normally referred to as the *indirect method*. However, boundary element methods can be constructed through the so-called *direct method* as well. The direct method was given the name of boundary integral-equation (BIE) method by Swedlow and Cruse [7]. Somewhat after that time, other authors, notably Banerjee and Brebbia, saw the need to relate the numerical capability of the method to the finite element method, and the name
boundary element method was coined. In some literature, e.g., [8], the formulation is referred to as the Boundary Integral Equations (BIEs), while the method of numerical implementation is referred to as the Boundary Element Method (BEM). The essential elements for building up any boundary integral equations in the direct method are: a) the use of the ellipticity property of the governing differential equations, b) the use of the reciprocal work theorem, c) the existence of an analytical (fundamental) solution to the governing differential equations. Nonlinear and dynamic BEM analyses follow the same formulation strategy. This direct method for BEM formulations is a mathematical approach, and it makes use of the full Somigliana integral identities. These identities are written directly in terms of the physical boundary conditions, regardless of the nature of the mixed boundary conditions being considered. The physics involved in the direct method can not be seen as clearly as the indirect method.

One significant difference between the boundary element and the finite element methods becomes clear from the above illustration. The finite element methods require the discretization of the whole region into elements. The solutions are evaluated at the element nodes, and the solutions between the nodes are expressed in a simple, approximate form in terms of the values at the nodes. A system of linear algebraic equations is formed with regards to the unknown values at the nodes. This system of linear equations is large but sparse. However, in boundary element methods, only the boundary $\partial \mathcal{R}$ needs to be discretized. The numerical solution is built on the basis of analytical solutions, such as the Kelvin solution, that have already been obtained for simple problems involving infinite regions. The numerical solution satisfies approximately the specified boundary conditions at each element on $\partial \mathcal{R}$. Because Kelvin’s solution satisfies the governing partial differential equations in $E_3$, there is no need to discretize the interior of $\mathcal{R}$. Hence, the BEM
reduces the dimension of the problem by one and results in a smaller problem size. To solve the same boundary value problem, the system of equations generated by the boundary element methods is much smaller than that for the finite element methods although the matrix associated with the equations is full and unsymmetric. With the use of the boundary element methods, it is possible to solve relatively large engineering problems using relatively small scale computers.

Boundary element methods have emerged as a powerful alternative to finite element methods. A great advantage of the BEM can be seen from the fact that the analytical solution, such as the Kelvin solution, satisfies the partial differential equations in the region \( R \). Once the solution for the problem of interest is numerically obtained on the boundary, the values in the interior of the region can be easily related to those on the boundary through the Boundary Integral Equations. No further approximation is introduced. This feature of the boundary element methods is particularly advantageous for modeling regions of high stress gradients. The boundary element methods can deal with this type of problems with great accuracy and efficiency [9]. The BEM is also seen as a significant aid to engineering for fracture mechanics [10], [11], [12], as well as elasto-dynamic problems [13]. Another great advantage of boundary element methods is its inherent ability to deal with infinite domain problems [1] [14]. While the boundary element methods have advantages in many areas, the finite element methods still hold merits in dealing with stress distributions and natural frequency problems [15]. The BEM has also many limitations, for example, if the region \( R \) of the problem is nonhomogeneous then it would no advantage to use the BEM since the whole region has to be approximated. The BEM loses almost all the advantages in this case.

The direct method shines light on how to construct different boundary ele-
ment methods. A number of publications have shown that, for particular classes of boundary value problems, different boundary integral formulations may be developed to take advantage of the properties of the problems under consideration. The main difference between these methods is the use of diverse fundamental solutions that are more appropriate to deal with the particular geometries and loading conditions of the problems. The boundary element method using the Kelvin solution as the fundamental solution has been applied to two-dimensional problems by Rizzo [16] and subsequently extended to three-dimensional problems by Cruse [17][18][19]. Kermanidis [20] developed a fundamental solution specially for axially symmetrical elasticity problems, and this fundamental solution is used to construct the boundary element scheme appropriate to the above type of problems. Mindlin [21] developed a fundamental solution for the half-space problem, Telles and Brebbia [22] used the Mindlin solution in their boundary element method. For problems involving a traction-free flat surface, it is not necessary to model that surface with elements since the Mindlin solution already satisfies the traction-free boundary conditions on the same surface. Snyder and Cruse [23] developed a fundamental solution for anisotropic materials. Their solution modified the two-dimensional Kelvin solution in an infinite body by including a straight, traction-free crack of length $2a$ at an arbitrary location and orientation in the infinite region. A boundary element method is built on the basis of this fundamental solution. In this approach, the fundamental solution completely accounts for the presence of a crack, thus two-dimensional crack problems can be solved with no discretization on the crack required. The above are just a few examples of different BEMs. In all the above examples, the modeling effort for the particular problem is greatly reduced, and so are the problem sizes. More importantly, these different boundary element methods have shown great accuracy and efficiency compared with the conventional boundary element methods.
which employs the Kelvin solution.

Current research on this subject is inspired by these innovative developments. A modified boundary element method using a special fundamental solution is developed through the following chapters. This modified boundary element method is tailored to deal with problems in three-dimensional regions involving parallel planar surfaces. Three-dimensional plate structures are the most common structures involving this kind of regions. The fundamental solution used here was developed by Benitez and Rosakis [24], and it corresponds to the analytical solution of a concentrated load acting in an infinite plate of uniform finite thickness. The surfaces of the plate are traction-free. By making use of this special fundamental solution for the analysis of problems involving parallel planar surfaces, it will be shown that there is no need to discretize such surfaces as long as they are traction-free. Compared to the conventional boundary element method, the problem size may be further reduced by invoking this modified boundary element method. This method is particularly attractive in dealing with problems involving multi-crack-interactions. The savings in not to discretize these planar surfaces of the plate could be tremendous.

In this initial study, three test problems are investigated. One problem involves a pressurized circular hole embedded in an infinite plate of uniform finite thickness. The other two problems consist of a pressurized elliptical hole in an infinite plate of uniform finite thickness. The elliptical holes have aspect ratios of 4 and 10, respectively. These problems are analyzed by means of the modified boundary element method. This analysis will be compared with the results of the two-dimensional approximations of plane-stress and plane-strain and the results of the finite element analysis.

The plane-stress and plane-strain analyses are the two extreme cases of the
three-dimensional problems, since the two-dimensional cases of plane-stress and plane-strain represent the limiting cases of infinitesimally thin and infinitely thick three-dimensional bodies. However, in the pressurized circular hole case, it happens that the three-dimensional solution coincides with both the plane-stress and plane-strain solutions. The two-dimensional solutions are the exact solutions in both the displacement and stress for the three-dimensional pressurized circular hole problem. In this case, the two-dimensional solutions are used as the bench marks for the comparisons of the numerical results obtained from both the modified boundary element and finite element analyses. In the cases of the pressurized elliptical hole problems, the three-dimensional solutions are expected to differ from the two-dimensional plane-stress and plane-strain solutions. The three-dimensional effect is observed by comparing the numerical solutions of boundary element and finite element analyses with the two-dimensional solutions. The results of the boundary element analysis is further compared with those of finite element analysis in order to explore the differences in the methods.
CHAPTER 2

FUNDAMENTAL SOLUTION

2.1 Overview

The equilibrium problem of a single plate composed of a homogeneous, isotropic, linear elastic material was first considered by Dougall [25]. Dougall conducted an extensive study of the thick plate subjected to an arbitrary (surface and internal) loading using the method of potential functions. He obtained solutions in terms of infinite series. Teodone [26] studied the same problem using mapping techniques. Later, Orlando [27] obtained the solution of a plate under surface traction. Lur’e [28][29] constructed the solution for a plate subjected to surfaces loadings. Shapiro [30] and Sneddon [31] analyzed the distribution of stress in an infinite plate for the case of uniformly distributed normal loading over a circular area on the surface. Sneddon also obtained the close form solution of the stress field under an approximation assumption. His close form solution was expressed in the form of semi-infinite integrals.

The fundamental solution presented here was developed by F. G. Benitez and A. J. Rosakis; the work has been documented in [24]. Some important features of the fundamental solution are discussed in this chapter for the sake of completeness.
The fundamental solution is the three-dimensional analytical solution of the problem consisting an infinite plate with uniform finite thickness \( h \); the plate is subjected to a concentrated load acting in its interior, and the upper and the lower surfaces of the plate are traction-free. Moreover, the plate is composed of a homogeneous, isotropic, linear elastic material. The concentrated load described here is defined in the sense discussed by Turteltaub and Sternberg [32]. The problem is shown schematically in Figure 2.1. No additional assumptions are made.

![Figure 2.1 Definition Of The Problem](image)

The method of solution is based on the transfer matrix formulation used by Vlasov and Leont'ev [33]. This method was further generalized by Bufler [34] to the problem of a three-dimensional plate containing a unit concentrated load acting arbitrarily in its interior. Although Bufler formulated the problem using this method, he never obtained a solution.
2.1.1 Nomenclature

\( a, b, c, \ldots \) : the lower-case, boldface italic letters are reserved for vectors

\( A, B, I, \ldots \) : the upper-case, boldface ITALIC letters are reserved for tensors of second order

\( \sigma, \tau, \epsilon, \ldots \) : the boldface Greek letters are reserved for tensors of second order

\( E_3 \) : three-dimensional Euclidean space

\( X = \{0; e_1, e_2, e_3\} \) : the proper orthogonal Cartesian co-ordinate system

\( z = (x_1, x_2, x_3) \) : the position vector of the observing point described in the Cartesian co-ordinate system

\( H = (0, 0, H) \) : the position vector of the point of application of the concentrated load described in the Cartesian co-ordinate system

\( l = (l_1, l_2, l_3) \) : the concentrated load-vector described in the Cartesian co-ordinate system

\( \mathcal{R} \) : an arbitrary regular region in \( E_3 \)

\( \partial \mathcal{R}, \mathcal{R} \) & \( \mathcal{R} \) : the boundary, the closure and the interior of \( \mathcal{R} \)

\( \mathcal{R} - \{z\}, z \in \mathcal{R} \) : the set obtained by the deletion of a point \( \{z\} \) from \( \mathcal{R} \)

\( \sigma_{ij}^k, \epsilon_{ij}^k, \& \ u_i^k \) : the Cartesian components of stress, strain and displacement with the concentrated load acting in the \( kth \) axis-direction, respectively
\((R, \theta, x_3)\) : the cylindrical co-ordinates of the observing point where
\[
R = \sqrt{x_1^2 + x_2^2}, \quad \theta = \tan^{-1}(x_2/x_1)
\]
\(h\) : the thickness of the plate
\(E, G, \& \nu\) : the modulus of elasticity, the shear modulus, and the Poisson's ratio, respectively
\(b = R/h, \chi = x_3/h, \psi = H/h\) : the dimensionless geometric parameters
\(\partial B_\eta(\xi)\) : the spherical ball centered at the point \(\xi\) with an radius of \(\eta\)

Standard indicial notation will be used in connection with the Cartesian components of tensors of any order. Subscripts preceded by a comma indicate partial differentiation with respect to the corresponding Cartesian co-ordinate. For functions having more than one vector variables, the differentiation mentioned before will be understood to be performed with respect to the co-ordinates of the component of the first vector variable, thus
\[
f_{,i}(\mathbf{x}, \mathbf{y}) = \frac{\partial f(\mathbf{x}, \mathbf{y})}{\partial x_i}. \quad (2.1.1)
\]
As to the smoothness of a function, we write \(g(\mathbf{x}) \in C(\mathcal{R})\) if function \(g\) is defined and is continuous on a region \(\mathcal{R} \subset E_3\). Moreover, if \(m\) is a positive integer, we write \(g(\mathbf{x}) \in C^m(\mathcal{R})\) when \(g \in C(\mathcal{R})\) and its partial derivatives of the order up to and including \(m\) are defined as well as continuous on \(\mathcal{R}\) and they coincide with functions continuous on \(\mathcal{R}\).

**Definition 2.1.1 (an elastostatic state on \(\mathcal{R}\)).**

Write
\[
\mathcal{S} = [u, \sigma] \in \mathcal{E}_s(E, \nu, f; \mathcal{R}), \quad (2.1.2)
\]
and say that the ordered array \( S = [u, \sigma] \) of displacement and stress field is an elastostatic state on \( \mathcal{R} \) corresponding to the body force density \( f \), provided:

a) \( u \in C^2(\bar{\mathcal{R}}) \cap C^1(\mathcal{R}), f \in C(\mathcal{R}), \) with \( E > 0, -1 < \nu < 1/2; \)

b) \( u, \sigma, f, E \) and \( \nu \) satisfy the following equations on \( \mathcal{R}, \)

\[
\nabla \cdot \sigma + f = 0, \tag{2.1.3}
\]

\[
\sigma = \frac{\nu E}{(1 + \nu)(1 - 2\nu)} \left[ \nabla \cdot u \right] I + \frac{E}{2(1 + \nu)} \left[ \nabla u + \nabla^T u \right].
\]

Furthermore, if \( S = [u, \sigma] \) is an elastostatic state on \( \mathcal{R} \), and \( \Sigma \) is a regular surface with the unit normal \( n \), we call \( t \) the traction vector of \( S \) on \( \Sigma \) if

\[
t_i = \sigma_{ij} n_j, \text{ on } \Sigma^*, \tag{2.1.4}
\]

where \( \Sigma^* \) is the subset of all points of \( \Sigma \) at which a normal is defined.

### 2.2 Kelvin Solution

In the present section, the problem of a concentrated load applied at a point of an elastic solid occupying the entire space \( E_3 \) is dealt with according to the terms used by Turteltaub and Sternberg [32]. The solution of this problem was first given by Kelvin [35]; it is derived in Kelvin & Tait’s treatise [6] through a limiting process, which is made fully explicit in [36].

**Definition 2.2.1 (Sequence of body-force fields tending to a concentrated load).**
Let $\xi \in E_3$ and let $\ell$ be a vector. We say that $\{f^m\}$ is a sequence of body-force fields on $E_3$ tending to a concentrated load $\ell$ at (the point) $\xi$ if:

a) $f^m \in C(E_3)$  \hspace{1cm} (m = 1, 2, 3, \ldots);

b) $f^m = 0$ on $E_3 - B^m_\rho(\xi)$,  \hspace{1cm} (m = 1, 2, 3, \ldots);

c) $\lim_{m \to \infty} \int_{E_3} f^m \, dV = \ell$;

(2.2.5)

d) the sequence $\left\{ \int_{E_3} |f^m| \, dV \right\}$ is bounded.

where $\{B^m_\rho(\xi)\}$ is a sequence of spheres such that $\rho \to 0$ as $m \to \infty$.

The theorem cited below supplies a representation of the solution to the problem under consideration.

Theorem 2.2.1 (Limit definition of the solution to Kelvin's problem).

Let $\xi \in E_3$ and $\ell$ be a vector. Further let $\{f^m\}$ be a sequence of body-force fields on $E_3$ tending to a concentrated load $\ell$ at $\xi$. Then

a) there exist a unique sequence of states $\{S^m_K\}$ such that

$$S^m_K = \left[ u^m_K, \sigma^m_K \right] \in E_s(E, \nu, f^m; E_3), \hspace{1cm} (m = 1, 2, 3, \ldots);$$

(2.2.6)

b) $\{S^m_K\}$ converges to a state $S_K = [u_K, \sigma_K]$ on $E_3 - \{\xi\}$, the convergence being uniform on any closed subset of $E_3 - \{\xi\}$;

c) the limit state $S_K$ is independent of the sequence $\{f^m\}$ and admits the representation

$$S_K(x, \xi) = S^i_K(x, \xi)\ell_i = S_K(x, \xi, e_i)\ell_i, \hspace{1cm} \forall x \in E_3 - \{\xi\},$$

(2.2.7)

where

$$S^i_K(x, \xi) = S^i_K(x - \xi, 0), \hspace{1cm} \forall (x, \xi) \in E_3 \times E_3 - D,$$

(2.2.8)
and

\[ D = \{(z, \xi) | (z, \xi) \in E_3 \times E_3, \ z = \xi\}, \]

\[ E_3 \times E_3 - D = \{(z, \xi) | (z, \xi) \in E_3 \times E_3, \ z \neq \xi\}. \quad (2.2.9) \]

The displacements and stresses of \( S^i_K(\cdot, \theta) \) are, for all \( z \in E_3 - \{\theta\} \), given by

\[ u^i_j(z, \theta) = \frac{1}{16\pi \mu(1 - \nu)r} \left[ \frac{x_i x_j}{r^2} + (3 - 4\nu) \delta_{ij} \right], \]

\[ \sigma^i_{jk}(z, \theta) = -\frac{1}{8\pi(1 - \nu)r^3} \left[ \frac{3x_i x_j x_k}{r^2} + (1 - 2\nu)(\delta_{ij} x_k + \delta_{ik} x_j - \delta_{jk} x_i) \right], \quad (2.2.10) \]

where

\[ \mu = \frac{E}{2(1 - \nu)}, \quad (2.2.11) \]

and

\[ r = |z| = \sqrt{x_1^2 + x_2^2 + x_3^2}. \quad (2.2.12) \]

\( S_K \) is called the Kelvin state corresponding to a concentrated load \( \ell \) at \( \xi \) (and to the elastic constant \( \mu \) and \( \nu \)). In particular, we say that \( S^i_K(\cdot, \xi) \) is the Kelvin state corresponding to a unit concentrated load at \( \xi \) in the \( x_i \)-direction.

The theorem is proved by Sternberg and Eubanks [36]. The need for condition d) in definition 2.2.1 is also established in [36], where it is shown by means of a counter-example that conclusions b) and c) in Theorem 2.2.1 become invalid if this hypothesis is omitted. The foregoing requirement is no longer necessary if \( f^m \) is parallel and unidirectional, in which case condition d) is implied by c) of Definition 2.2.1.
Theorem 2.2.2 (Properties of the Kelvin state).

The Kelvin state $S_K$ corresponding to a concentrated load $\ell$ at point $\xi$ has the properties:

a) $S_K = [u_K, \sigma_K] \in \mathcal{E}_s(E, \nu, \theta; E_3 - \{\xi\});$

b) $u_K(z, \xi) = O(|z - \xi|^{-1}), \sigma_K(z, \xi) = O(|z - \xi|^{-2}),$ as $z \to \xi;$

c) $\int_{\partial B_\rho(\xi)} t_K(z, \xi; n) \, dA = \ell, \int_{\partial B_\rho(\xi)} (z - \xi) \wedge t_K(z, \xi; n) \, dA = 0, \forall \rho > 0,$ \hspace{1cm} (2.2.13)

where $t_K(z, \xi; n)$ is the traction vector on the surface of $\partial B_\rho(\xi)$ that faces $\xi.$ $\wedge$ indicates the cross-product of two vectors $a$ and $b$ that is defined as follows,

$$a \wedge b = \epsilon_{ijk} a_i b_j e_k, \hspace{1cm} (i, j, k = 1, 2, 3),$$ \hspace{1cm} (2.2.14)

where

$$\epsilon_{ijk} = \begin{cases} 
1, & \text{if the order of } i, j, k \text{ is } 1 \to 2 \to 3 \to 1; \\
-1, & \text{if the order of } i, j, k \text{ is } 3 \to 2 \to 1 \to 3; \\
0, & \text{otherwise}.
\end{cases} \hspace{1cm} (2.2.15)$$

The formulation of Kelvin's problem in terms of a) and c) alone is incomplete in view of the existence of elastic states on $E_3 - \{\xi\}$ that possess self-equilibrated singularities at $\xi.$ In contrast, properties a), b) and the first of c) suffice to characterize the Kelvin state uniquely.
2.3 Fundamental Solution For Infinite Plate Problem

In this section, we define the problem in mathematical terms. Consider now a proper orthogonal Cartesian co-ordinate system $\mathbf{X} = \{0; \mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3\}$. For the sake of convenience, we place the $x_1 - x_2$ plane of the co-ordinate system in the lower surface of the plate, and choose $x_3$-axis such that the loading point is located at a distance $H$ from the origin on this axis. Define an infinite region $\mathcal{P} \subset E_3$ occupied by the body in question as follows:

\[
\begin{align*}
\mathcal{P} &= \{ \mathbf{z} | \mathbf{z} \in E_3, \ 0 \leq \mathbf{z} \cdot \mathbf{e}_3 \leq h \}, \\
\partial \mathcal{P} &= \partial \mathcal{P}_1 \cup \partial \mathcal{P}_2, \\
\text{where} & \quad \partial \mathcal{P}_1 = \{ \mathbf{z} | \mathbf{z} \in E_3, \ \mathbf{z} \cdot \mathbf{e}_3 = 0 \}, \quad \partial \mathcal{P}_2 = \{ \mathbf{z} | \mathbf{z} \in E_3, \ \mathbf{z} \cdot \mathbf{e}_3 = h \}.
\end{align*}
\] (2.3.16)

Also, let $\mathbf{e}$ be the point of application of the concentrated load $\mathbf{l}$. Again, the concentrated load described here is in the sense discussed by Turteltaub and Sternberg [32].

Definition 2.3.1 (Sequence of body-force fields tending to a concentrated load).

Let $\mathbf{e} \in \mathcal{P}$ and let $\mathbf{l}$ be a vector. We say that $\{\mathbf{f}^m\}$ is a sequence of body-force fields on $\mathcal{P}$ tending to a concentrated load $\mathbf{l}$ at (the point) $\mathbf{e}$ if:

\begin{align*}
a) & \mathbf{f}^m \in \mathcal{C}(\mathcal{P}), \quad (m = 1, 2, 3, \ldots); \\
b) & \mathbf{f}^m = \mathbf{0} \text{ on } \mathcal{P} - B^m_p(\mathbf{e}) \cap \mathcal{P}, \quad (m = 1, 2, 3, \ldots); \\
c) & \lim_{m \to \infty} \int_{B^m_p(\mathbf{e}) \cap \mathcal{P}} \mathbf{f}^m \ dV = \mathbf{l}; \\
d) & \text{the sequence } \left\{ \int_{B^m_p(\mathbf{e}) \cap \mathcal{P}} \mathbf{f}^m \ dV \right\} \text{ is bounded.}
\end{align*} (2.3.17)
where $\{B^m_{\rho}(\xi) \cap \mathcal{P}\}$ is a sequence of spheres such that $\rho \to 0$ as $m \to \infty$.

Claim 2.3.1 (Limit definition of the solution to the plate problem).

Let $\xi \in \mathcal{P}$ and $\ell$ be a vector. Further let $\{f^m\}$ be a sequence of body-force fields on $\mathcal{P}$ tending to a concentrated load $\ell$ at $\xi$. Then

a) there exists a unique sequence of states $\{S^m\}$ such that

$$S^m = [u^m, \sigma^m] \in \mathcal{E}_s(E, \nu, f^m; \mathcal{P}), \quad (m = 1, 2, 3, \ldots); \quad (2.3.18)$$

b) $\{S^m\}$ converges to a state $S = [u, \sigma]$ on $\mathcal{P} - \{\xi\}$, the convergence being uniform on any closed subset of $\mathcal{P} - \{\xi\}$;

c) the limit state $S$ is independent of the sequence $\{f^m\}$ and admits the representation

$$S(z, \xi) = S^i(z, \xi) \ell_i = S(z, \xi, e_i) \ell_i, \quad \forall z \in \mathcal{P} - \{\xi\}, \quad (2.3.19)$$

where

$$S^i(z, \xi) = S^i(z - \xi, 0), \quad \forall (z, \xi) \in \mathcal{P} \times \mathcal{P} - D', \quad (2.3.20)$$

and

$$D' = \{(z, \xi)|(z, \xi) \in \mathcal{P} \times \mathcal{P}, \ z = \xi\}, \quad (2.3.21)$$

$$\mathcal{P} \times \mathcal{P} - D' = \{(z, \xi)|(z, \xi) \in \mathcal{P} \times \mathcal{P}, \ z \neq \xi\}.$$ 

The displacement and stress fields of the fundamental solution can be written as

$$u(z, \xi, \ell) = [u^i_j(z, \xi) \ell_i] e_j;$$

$$\sigma(z, \xi, \ell) = [\sigma^i_{jk}(z, \xi) \ell_i] e_j \otimes e_k. \quad (2.3.22)$$
where \( u^i_j(\mathbf{z}, \xi) \) and \( \sigma^j_{ik}(\mathbf{z}, \xi) \) are the Cartesian components of the displacement and stress fields, respectively. \( \mathbf{e}_i \otimes \mathbf{e}_k \) indicates the tensor of second order. The complete set of the expressions for \( u^i_j(\mathbf{z}, \xi) \) and \( \sigma^j_{ik}(\mathbf{z}, \xi) \), with \( \xi = H \mathbf{e}_3 \) and \( \mathbf{z} \in \mathcal{P} \), is given by Benitez and Rosakis [24].

It is not intended here to try to prove the uniqueness of the solution to the plate problem. Instead, the solution has been proved to satisfy all the equilibrium equations, the constitutive relations of the stress and the displacement, and the corresponding boundary conditions. Also, the solution satisfies the following theorem.

**Theorem 2.3.1 (properties of the fundamental solution for infinite plate).**

The fundamental solution corresponding to a concentrated load \( \ell \) at point \( \xi \) has the properties:

\[ S = [u, \sigma] \in \mathcal{E}_s(E, \nu, \mathbf{0}; \mathcal{P} - \{\xi\}) ; \]

\[ b) \quad \mathbf{t}(\mathbf{z}, \xi) = \sigma(\mathbf{z}, \xi) \mathbf{n} = \mathbf{0} ; \quad \begin{cases} \forall \mathbf{z} \in \partial \mathcal{P} & \text{for } \xi \in \mathcal{\hat{P}} , \\ \forall \mathbf{z} \in \partial \mathcal{P} - \{\xi\} & \text{for } \xi \in \partial \mathcal{P} , \end{cases} \]

\[ \left\{ \begin{array}{c} \lim_{n \to 0} \int_{\partial \mathcal{B}_n(\xi) \cap \mathcal{P}} \mathbf{t}(\mathbf{z}, \xi) dA_{\mathbf{z}} = \ell ; \\ \lim_{n \to 0} \int_{\partial \mathcal{B}_n(\xi) \cap \mathcal{P}} (\mathbf{z} - \mathbf{z}) \wedge \mathbf{t}(\mathbf{z}, \xi) dA_{\mathbf{z}} = \mathbf{0} ; \end{array} \right. \quad \xi \in \mathcal{P} , \quad (2.3.23) \]

\[ c) \quad \mathbf{u}(\mathbf{z}, \xi) = O \left( |\mathbf{z} - \xi|^{-1} \right) , \quad \sigma(\mathbf{z}, \xi) = O \left( |\mathbf{z} - \xi|^{-2} \right) \text{ as } \mathbf{z} \to \xi . \]

where \( \mathbf{t}(\mathbf{z}, \xi; \mathbf{n}) \) in b) and c) is the traction vector on the surface of \( \partial \mathcal{B}_n(\xi) \cap \mathcal{P} \) that faces \( \xi \).

If the fundamental solution for the infinite plate problem is compared with the Kelvin solution, it becomes obvious that the two solutions have common asymptotic
behavior. It has been proved in [24] that the fundamental solution tends to the Kelvin solution as the point of observation tends to the point of application of the load. Both analytical and numerical evidence will be given in the next section to show this important feature.

### 2.3.1 Numerical Treatment Of Fundamental Solution

**For Infinite Plate Problem**

Close examination of the expressions for $u_i^k(x, \xi)$ and $\sigma_{ij}^k(x, \xi)$ in [24] reveals that all the expressions for the displacement and stress components can be cast in the general form shown below

$$v(x_1, x_2, x_3) = A \int_{0}^{\infty} \left\{ \frac{g'(\lambda, \chi, \psi)}{1 + e^{-4\lambda} - (2 + 4\lambda^2) - 2\lambda} J_{\nu}(\frac{\lambda\sqrt{x_1^2 + x_2^2}}{h}) - B \frac{e^{-\lambda}}{\lambda^\alpha} \right\} d\lambda,$$

(2.3.24)

where $v(x_1, x_2, x_3)$ is a displacement or stress component; $\psi = H/h$, and $\chi = x_3/h$; $A = A(E, \nu, h, x_1, x_2)$ and $B = B(\nu, x_1, x_2, \chi, \psi)$ are simple functions of the variables involved; $\alpha$ varies from 1 to 3 for different cases; $J_{\nu}(x)$ is the Bessel function of the order $\nu$; and $g'(\lambda, \chi, \psi)$ is a function composed of the finite summation of the products of the following form,

$$g'(\lambda, \chi, \psi) = \sum_{i=1}^{K} C_i \lambda^{\rho_i} \chi^{\beta_i} \psi^{\gamma_i} e^{\lambda(a_i \chi + b_i \psi + c_i)},$$

(2.3.25)

where $C_i$ is a simple constant; $\rho_i$, $\beta_i$, $\gamma_i$, $a_i$, $b_i$, and $c_i$ are integers; $\rho_i$ may vary from 0 to 4; $\beta_i$ and $\gamma_i$ are either 0 or 1, and $a_i \chi + b_i \psi + c_i$ is always non-positive.

The second integrand in (2.3.24) eliminates the singularity in $\lambda$ caused by the first one. In formula (2.3.24), $\alpha = 1$ if the order of singularity at $\lambda = 0$ in the first integrand is $O(1/\lambda)$, and $\alpha = 2$ and $\alpha = 3$ have the similar meaning. If the first integrand is non-singular, then $B = 0$. Hence the solution is well behaved for every $\lambda$. 
The basic idea of evaluating the stress and the displacement components of the fundamental solution is to compute them partially analytically and partially numerically. To illustrate this idea, (2.3.24) is written in the following way,

\[
v(x_1, x_2, x_3) = A \left\{ \int_0^\infty g'(\lambda, \chi, \psi) J_\nu \left( \frac{\lambda\sqrt{x_1^2 + x_2^2}}{h} \right) d\lambda \\
+ \int_0^\infty \left[ \frac{g'(\lambda, \chi, \psi)}{1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda}} - g'(\lambda, \chi, \psi) \right] J_\nu \left( \frac{\lambda\sqrt{x_1^2 + x_2^2}}{h} \right) \\
- B \frac{e^{-\lambda}}{\lambda^\alpha} \right\}.
\]

(2.3.26)

Considering the first integral in (2.3.26), one has

\[
\int_0^\infty g'(\lambda, \chi, \psi) J_\nu \left( \frac{\lambda\sqrt{x_1^2 + x_2^2}}{h} \right) d\lambda =
\]

\[
\sum_{i=1}^K C_i \chi^{\beta_i} \psi^{\gamma_i} \int_0^\infty \lambda^{\rho_i} e^{\lambda(a_i\chi + b_i\psi + c_i)} J_\nu \left( \frac{\lambda\sqrt{x_1^2 + x_2^2}}{h} \right) d\lambda.
\]

(2.3.27)

Each individual integral in (2.3.27) can be computed analytically, and they can be expressed in the following form

\[
\int_0^\infty \lambda^a e^{-c\lambda} J_\nu(b\lambda) \ d\lambda = G(\nu, a, c, b),
\]

(2.3.28)

where \(a, b\) and \(c\) are not functions of \(\lambda\), and they are non-negative. Appendix A gives the results of \(G(\nu, a, c, b)\) for all the required integrals. Therefore, Eq. (2.3.26)
can then be written in a more efficient way as follows,

\[
v(x_1, x_2, x_3) = A \left\{ \sum_{i=1}^{K} C_i \chi^{\beta_i} \psi^{\gamma_i} G \left( \nu, \rho_i, \sqrt{x_1^2 + x_2^2}, -\left( a_i \chi + b_i \psi + c_i \right) \right) \right. \\
+ \int_0^\infty \left[ \frac{(2 + 4\lambda^2 - e^{-2\lambda})e^{-2\lambda}}{1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda}} g'(\lambda, \chi, \psi) J_\nu \left( \frac{\lambda \sqrt{x_1^2 + x_2^2}}{h} \right) - B \frac{e^{-\lambda}}{\lambda^\alpha} \right] d\lambda \right\}.
\]

(2.3.29)

Define now,

\[
g(\lambda, \chi, \psi) = e^{-2\lambda} g'(\lambda, \chi, \psi).
\]

(2.3.30)

Then

\[
g(\lambda, \chi, \psi) = \sum_{i=1}^{K} C_i \chi^{\beta_i} \psi^{\gamma_i} e^{\lambda(a_i \chi + b_i \psi + c_i - 2)}.
\]

(2.3.31)

The most important feature in (2.3.31) is that \( a_i \chi + b_i \psi + c_i - 2 \) is always negative, and it reaches its maximum at \(-2\). This is the key feature that guarantees the convergence of the infinite integral in (2.3.29).

The integral in (2.3.29) can not be evaluated analytically. It has to be evaluated numerically. After checking its denominator, one finds that it's not necessary to evaluate the integral over the entire integration region. Instead, it can be computed \textit{approximately} over a region from 0 to \( P \) with relatively good accuracy. \( P \) is a pre-set “big” number as compared to 1. The integration interval is extended from 0 to \( 2P \) for the second integrand in order to archive the same order of accuracy. The error caused by truncating the integral will be discussed in the next section. The
truncated version of (2.3.29) becomes

\[ v(x_1, x_2, x_3) = A \left\{ \sum_{i=1}^{K} C_i \chi^{\beta_i} \psi^{\gamma_i} G\left( \nu, \rho_i, \sqrt{x_1^2 + x_2^2} / h, -(a_i \chi + b_i \psi + c_i) \right) \right. \]

\[ + \int_{0}^{P} \left[ \frac{(2 + 4\lambda^2 - e^{-2\lambda})g(\lambda, \chi, \psi)}{1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda}} J_\nu \left( \frac{\lambda \sqrt{x_1^2 + x_2^2}}{h} \right) - B \frac{e^{-\lambda}}{\lambda^\alpha} \right] d\lambda \]

\[ - B \int_{P}^{2P} \frac{e^{-\lambda}}{\lambda^\alpha} d\lambda \right\}. \]

(2.3.32)

By substituting (2.3.31) into (2.3.29) and performing variable transformation, one obtains,

\[ v(x_1, x_2, x_3) = A \left\{ \sum_{i=1}^{K} C_i \chi^{\beta_i} \psi^{\gamma_i} G\left( \nu, \rho_i, \sqrt{x_1^2 + x_2^2} / h, -(a_i \chi + b_i \psi + c_i) \right) \right. \]

\[ + \int_{0}^{P} \left\{ \frac{2 + 4\lambda^2 - e^{-2\lambda}}{1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda}} \sum_{i=1}^{K} C_i \lambda^{\rho_i} \chi^{\beta_i} \psi^{\gamma_i} e^{\lambda(a_i \chi + b_i \psi + c_i - 2)} \right. \]

\[ \times J_\nu \left( \frac{\lambda \sqrt{x_1^2 + x_2^2}}{h} \right) - B \left( \frac{e^{-\lambda}}{\lambda^\alpha} + \frac{e^{-(\lambda + P)}}{(\lambda + P)^\alpha} \right) \right\} d\lambda \].

(2.3.33)

The Gaussian Quadrature Scheme (GQS) is implemented to evaluate the integral. Since the integrand varies smoothly over the integral interval, the integration interval is then divided into equally sized integration subintervals. The size of the subinterval is crucial for the evaluation of an integral involving oscillatory Bessel functions. In order to determine the right size for the integration subintervals, the
following parameter transformation is performed on the integration variable $\lambda$. Let

$$
\lambda_1 = \lambda b \quad \text{and} \quad b = \frac{\sqrt{x_1^2 + x_2^2}}{h}.
$$

(2.3.34)

For the sake of simplicity, we write $\lambda$ in the place of $\lambda_1$, then (2.3.33) becomes

$$
v(x_1, x_2, x_3) = A \left\{ \sum_{i=1}^{K} C_i \chi^\beta_i \psi^\gamma_i G(\nu, \rho, b, -(a_i \chi + b_i \psi + c_i)) \right\}
$$

$$
+ \frac{1}{b} \int_0^{Pb} \left[ \frac{\frac{2}{h} + 4(\frac{h}{b})^2 - e^{-b(\frac{x}{h})}}{1 + e^{4(\frac{x}{h})} - (2 + 4(\frac{h}{b})^2)e^{-2 \frac{x}{h}}} \sum_{i=1}^{K} C_i \left( \frac{\lambda}{b} \right)^\rho_i \chi^\beta_i \psi^\gamma_i e^\frac{x}{h}(a_i \chi + b_i \psi + c_i) \right] d\lambda.
$$

J_\nu(\lambda) - B \left( \frac{e^{-\frac{\chi^\beta_i}{h}}}{(\frac{\chi^\beta_i}{h})^\alpha} + \frac{e^{-\frac{\chi + P}{h}}}{(\frac{\chi + P}{h})^\alpha} \right) \Bigg\}

(2.3.35)

The only oscillatory function in the integrand is the Bessel function $J_\nu(x)$. By examining the Bessel functions closely, one finds that although they are not periodic functions, they do have similar behaviors to Trigonometric functions with an approximate period of $2\pi$ as $x \to \infty$. Considering $x$ to be greater than zero, the distance between the two adjacent zeros of the Bessel functions is greater than $\pi$. Therefore, it is decided to choose the size of the integration subinterval to be 3. Let $N$ be the number of subintervals used. Then

$$
N = \lfloor Pb/3 \rfloor,
$$

(2.3.36)

where $\lfloor . \rfloor$ stands for the closest integer to the variable enclosed. For instance, $[a] = 1$, if $a = 1.2$, and $[a] = 2$, if $a = 1.6$. The size of the integration subintervals is then $Pb/N$, and the subintervals are $[a_j, a_{j+1}]$ with $j = 1, \ldots, N$, where

$$
a_i = \frac{Pb}{N}(i - 1), \quad (i = 1, \ldots, N + 1).
$$

(2.3.37)
Define now

\[
f(\nu, x_1, x_2, \alpha, \chi, \psi, \lambda) = \frac{2 + 4(\frac{\lambda}{b})^2 - e^{-2(\frac{\lambda}{b})}}{1 + e^{-4(\frac{\lambda}{b})} - (2 + 4\frac{\lambda}{b})^2} e^{-2(\frac{\lambda}{b})} \sum_{i=1}^{K} C_i \left( \frac{\lambda}{b} \right)^{\rho_i} \chi^{\beta_i} \psi^{\gamma_i} e^{(\frac{\lambda}{b})(a_i \chi + b_i \psi + c_i - 2)} J_{\nu}(\lambda) \\
\quad - B \left( \frac{e^{-(\frac{\lambda}{b})}}{(\frac{\lambda}{b})^\alpha} + \frac{e^{-(\frac{\lambda}{b} + P)}}{(\frac{\lambda}{b} + P)^\alpha} \right).
\]

Then

\[
v(x_1, x_2, x_3) = A \left\{ \sum_{i=1}^{K} C_i \chi^{\beta_i} \psi^{\gamma_i} G(\nu, \rho_i, b, -(a_i \chi + b_i \psi + c_i)) \right. \\
\quad + \frac{1}{b} \sum_{j=1}^{N} \int_{a_j}^{a_{j+1}} f(\nu, x_1, x_2, \alpha, \chi, \psi, \lambda) \, d\lambda \left\}
\]

(2.3.39)

By performing the following variable transformation

\[
\lambda = \frac{a_{j+1} + a_j}{2} + \frac{a_{j+1} - a_j}{2} t,
\]

\[
j = 1, \ldots, N,
\]

\[
d\lambda = \frac{a_{j+1} - a_j}{2} \, dt,
\]

(2.3.40)

(2.3.39) becomes

\[
v(x_1, x_2, x_3) = A \left\{ \sum_{i=1}^{K} C_i \chi^{\beta_i} \psi^{\gamma_i} G(\nu, \rho_i, b, -(a_i \chi + b_i \psi + c_i)) \right. \\
\quad + \sum_{j=1}^{N} \frac{a_{j+1} - a_j}{2b} \int_{-1}^{1} f \left( \nu, x_1, x_2, \alpha, \chi, \psi, \frac{a_{j+1} - a_j}{2} t + \frac{a_{j+1} + a_j}{2} \right) \, dt \left\}
\]

(2.3.41)
Applying standard Gauss Quadrature Scheme yields,

\[
v(x_1, x_2, x_3) = A \left\{ \sum_{i=1}^{K} C_i \chi_i \psi^n G \left( \nu, \rho_i, b, -(a_i \chi_i + b_i \psi_i + c_i) \right) \right. \\
+ \sum_{j=1}^{N} \frac{a_{j+1} - a_j}{2b} \sum_{k=1}^{M} f \left( \nu, x_1, x_2, \alpha, \chi, \psi, \frac{a_{j+1} - a_j}{2} \right) \omega_k \right\},
\]

where \( M \) is the number of Gaussian Quadrature points used, \( t_k \) and \( \omega_k \) with \( k = 1, \ldots, M \) are the positions and weights of the Gaussian Quadrature points, respectively. Eq. (2.3.42) involving different number of points has been tested. It is found that the six-point GQS produces both good accuracy and good efficiency. It needs to be emphasized that the numerical part of the integration is convergent due to the nature of the integrand, referred to Eq. (2.3.29), while the remaining part can be evaluated in a close form. In addition, the accuracy of the integral in (2.3.35) will depend on the choice of \( P \). The bigger the \( P \) is, the more accurate the result will be, and the more time intensive it will become.
2.3.2 Error Analysis Of The Numerical Evaluation

The error introduced in the evaluation of the stress and displacement components of the fundamental solution is mainly due to the numerical integration. In order to perform an adequate error analysis, (2.3.29) is re-written in the following form,

\[
v(x_1, x_2, x_3) = A \left\{ \sum_{i=1}^{K} C_i \chi^i \psi^i G(\nu, \rho_i, b_i, -(a_i \chi + b_i \psi + c_i)) \right. \\
+ \int_0^P \left[ \frac{(2 + 4\lambda^2 - e^{-2\lambda})e^{-2\lambda}}{1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda}} g'(\lambda, \chi, \psi) J_\nu \left( \frac{\lambda \sqrt{x_1^2 + x_2^2}}{h} \right) \right. \\
- B \left( \frac{e^{-\lambda}}{\lambda^\alpha} + \frac{e^{-(\lambda+P)}}{(\lambda + P)^\alpha} \right) \left. \right] d\lambda \\
+ \int_P^\infty \frac{(2 + 4\lambda^2 - e^{-2\lambda})e^{-2\lambda}}{1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda}} g'(\lambda, \chi, \psi) J_\nu \left( \frac{\lambda \sqrt{x_1^2 + x_2^2}}{h} \right) d\lambda \\
- B \int_{2P}^\infty \frac{e^{-\lambda}}{\lambda^\alpha} d\lambda \right\}.
\]

(2.3.43)

Comparing the above formula with the proposed expression (2.3.33), it is found that the error in the numerical integration is mainly due to the truncation of the integration interval. Another source of the error is due to the use of the Gaussian Quadrature Scheme, and this part of the error is small compared with the truncation.
error. Define the error caused by the truncation of the integration interval to be

\[
\varepsilon = A \left\{ \int_P \frac{(2 + 4\lambda^2 - e^{-2\lambda})e^{-2\lambda}}{1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda}} g^\prime(\lambda, \chi, \psi) J_\nu \left( \frac{\lambda \sqrt{x_1^2 + x_2^2}}{h} \right) d\lambda \right. \\
- B \left. \int_{2P}^\infty \frac{e^{-\lambda}}{\lambda^\alpha} d\lambda \right\}.
\] (2.3.44)

As indicated in (2.3.25), \( g^\prime(\lambda, \chi, \psi) \) is a summation of the terms of the form: \( \lambda^\rho e^{\lambda(\alpha_i + b_i \psi + c_i)} \), with \( i = 1, \ldots, K \). Examining the terms carefully, one finds that the dominant term is the one with zero exponent. The coefficient of this term is denoted as \( C \lambda^\rho \chi^\beta \psi^\gamma \), in which \( 0 \leq \rho \leq 3 \). The truncation error is then bounded by,

\[
\varepsilon \leq |A| \left\{ KC \lambda^\beta \psi^\gamma \left| \int_P \frac{(2 + 4\lambda^2 - e^{-2\lambda})e^{-2\lambda}}{1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda}} \lambda^3 J_\nu(\lambda b) \, d\lambda \right| \\
+ |B| \left| \int_P e^{-\lambda} d\lambda \right| \right\}
\]

\[
\leq |A| \left\{ KC \lambda^\beta \psi^\gamma \int_P \left| \frac{(2 + 4\lambda^2 - e^{-2\lambda})e^{-2\lambda}}{1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda}} \lambda^3 \right| J_\nu(\lambda b) \, d\lambda + |B| e^{-2P} \right\}.
\] (2.3.45)

For any Bessel function \( J_\nu(x) \), with \( \nu \) integer, the following holds,

\[
|J_\nu(x)| \leq 1, \quad 0 \leq x \leq \infty.
\] (2.3.46)
Consequently,

\[
\varepsilon \leq |A| \left\{ KC^\chi^B \psi^\gamma \int_P^\infty \frac{(2 + 4\lambda^2 - e^{-2\lambda})e^{-2\lambda}}{1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda}^3} \, d\lambda + |B| \, e^{-2P} \right\}
\]

\[
= |A| \left\{ KC^\chi^B \psi^\gamma \int_P^\infty \frac{(2 + 4\lambda^2 - e^{-2\lambda})e^{-2\lambda}}{1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda}^3} \, d\lambda + |B| \, e^{-2P} \right\}.
\]

(2.3.47)

Since for any \( \lambda \) such that \( P \leq \lambda < \infty \) and \( P > 1 \),

\[
0 \leq 1 + e^{-4P} - \left( 2 + 4P^2 \right)e^{-2P} \leq 1 + e^{-4\lambda} - \left( 2 + 4\lambda^2 \right)e^{-2\lambda}.
\]

(2.3.48)

The truncation error can then be expressed as follows,

\[
\varepsilon \leq |A| \left\{ \frac{KC^\chi^B \psi^\gamma}{1 + e^{-4P} - (2 + 4P^2)} \int_P^\infty \left( 2 + 4\lambda^2 - e^{-2\lambda} \right)^3 d\lambda + |B| \, e^{-2P} \right\}.
\]

(2.3.49)

As a result,

\[
\varepsilon \leq |A| \left\{ \frac{KC^\chi^B \psi^\gamma e^{-4P}}{128(1 + e^{-4P} - (2 + 4P^2)e^{-2P})} \left[ 32e^{2P} \left( 8P^5 + 20P^4 + 44P^3 \\
+ 66P^2 + 66P + 33 \right) - 32P^3 - 24P^2 - 12P - 3 \right] + |B| \, e^{-2P} \right\}.
\]

(2.3.50)

For \( P = 10 \), and \( P = 20 \), the error \( \varepsilon \) is of the order of \( 10^{-3} \), and \( 10^{-10} \), respectively. It can be seen from the above result that one may obtain fairly good numerical results of stress and displacement by taking \( P = 10 \), and the results may be improved very significantly by increase the integral limit to \( P = 20 \). Both \( P = 10 \) and \( P = 20 \) have been used in the numerical calculation to determine the stress and displacement. The results will be discussed in the later sections.
2.4 Comparison Of Fundamental Solution And Kelvin Solution

In this section, the properties of the fundamental solution of the infinite plate problem and the Kelvin solution are compared when the point of observation approaches the point of the application of the load. Only one stress component \( \sigma_{33}^1(x_1, x_2, x_3) \) is chosen to demonstrate the process. \( \sigma_{33}^1(x_1, x_2, x_3) \) is the stress component due to the concentrated load acting at point \( \xi = (0, 0, H) \) in the \( x_1 \)-direction [24].

The proof that the fundamental solution tends to the Kelvin solution when the observing point approaches the loading point has been given originally in [24]. The following states only the basic ideas.

\[
\sigma_{33}^1(x_1, x_2, x_3) = \frac{1}{4\pi(1-\nu)h^2} \frac{-x_1}{\sqrt{x_1^2 + x_2^2}} \int_0^\infty f_{33}^1(\lambda, \chi, \psi) J_1 \left( \frac{\lambda \sqrt{x_1^2 + x_2^2}}{h} \right) d\lambda,
\]

(2.4.51)

where

\[
f_{33}^1(\lambda, \chi, \psi) = \frac{1}{\sinh(\lambda)^2 - \lambda^2} \left\{ \begin{array}{l}
\lambda^4 \chi (1 - \psi) \cosh \lambda (\chi - \psi) \\
- \frac{\lambda^3}{2} \left[ (1 - \chi)(1 - \psi) \sinh \lambda (\chi + \psi) + ((4\nu - 3)\chi - \psi + 1) \sinh \lambda (\chi - \psi) \\
+ \chi \psi \sinh \lambda (2 - \chi - \psi) \right] \\
+ \frac{\lambda^2}{4} \left[ ((4\nu - 3)\chi + 2(1-2\nu) + \psi) \cosh \lambda (\chi + \psi) \\
+ (2(2\nu - 1) + \chi - \psi) \cosh \lambda (\chi - \psi) \\
+ ((3 - 4\nu)\chi - \psi) \cosh \lambda (2 - \chi - \psi) + (\psi - \chi) \cosh \lambda (2 + \chi - \psi) \right] \\
- (2\nu - 1) \lambda \left[ \sinh \lambda (\chi + \psi) + \sinh \lambda (\chi - \psi) + \sinh \lambda (2 - \chi - \psi) \\
- \sinh \lambda (2 + \chi - \psi) \right] \right\} \\
+ \left\{ \lambda^2 (\chi - \psi) \cosh \lambda (\chi - \psi) - \lambda (2\nu - 1) \sinh \lambda (\chi - \psi) \right\} \mathcal{H}(\chi - \psi),
\]

(2.4.52)
and
\[ \mathcal{H}(\chi - \psi) = \begin{cases} 
1, & \text{if } \chi \geq \psi; \\
0, & \text{otherwise}.
\end{cases} \]  
(2.4.53)

Define
\[ \cos \theta = \frac{x_1}{R}, \quad R = \sqrt{x_1^2 + x_2^2}. \]  
(2.4.54)

Therefore
\[
\lim_{z \to -\xi} \sigma_{33}^1(x_1, x_2, x_3) = -\frac{\cos \theta}{4\pi(1 - \nu)h^2} \lim_{r \to 0} \int_0^\infty f_{33}^1(\lambda, \chi, \psi) J_1 \left( \frac{\lambda R}{h} \right) d\lambda, \]  
(2.4.55)

where
\[ r = \sqrt{R^2 + (x_3 - H)^2}. \]  
(2.4.56)

The expression for \( f_{33}^1(\lambda, \chi, \psi) \) can be written in terms of exponential functions,
\[
f_{33}^1(\lambda, \chi, \psi) = \frac{4}{1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda}} \left\{ \right.
\frac{\lambda^4}{2} \chi (1 - \psi) \left( e^{-\lambda(2-\chi+\psi)} + e^{-\lambda(2+\chi-\psi)} \right)
- \frac{\lambda^3}{4} \left[ (1 - \chi)(1 - \psi) \left( e^{-\lambda(2-\chi-\psi)} - e^{-\lambda(2+\chi+\psi)} \right)
+ ((4\nu - 3)\chi - \psi + 1) \left( e^{-\lambda(2-\chi+\psi)} - e^{-\lambda(2+\chi-\psi)} \right)
+ \chi \psi \left( e^{-\lambda(\chi+\psi)} - e^{-\lambda(4-\chi-\psi)} \right) \right]
+ \frac{\lambda^2}{8} \left[ ((4\nu - 3)\chi + 2(1 - 2\nu) + \psi) \left( e^{-\lambda(2-\chi-\psi)} + e^{-\lambda(2+\chi+\psi)} \right)
+ (2(2\nu - 1) - \psi + \chi) \left( e^{-\lambda(2-\chi+\psi)} + e^{-\lambda(2+\chi-\psi)} \right)
+ ((3 - 4\nu)\chi - \psi) \left( e^{-\lambda(\chi+\psi)} + e^{-\lambda(4-\chi-\psi)} \right)
+ (\psi - \chi) \left( e^{-\lambda(\chi+\psi)} + e^{-\lambda(4+\chi-\psi)} \right) \right]
- \frac{\lambda}{8} (2\nu - 1) \left[ e^{-\lambda(2-\chi-\psi)} - e^{-\lambda(2+\chi+\psi)} + e^{-\lambda(2-\chi+\psi)} - e^{-\lambda(2+\chi-\psi)}
+ e^{-\lambda(\chi+\psi)} - e^{-\lambda(4-\chi-\psi)} - e^{-\lambda(\chi-\psi)} + e^{-\lambda(4+\chi-\psi)} \right] \left\} \right.
+ \left\langle \frac{\lambda^4}{2} (\chi - \psi) \left[ e^{-\lambda(2-\chi+\psi)} + e^{-\lambda(2+\chi+\psi)} \right]
+ \frac{\lambda^3}{2} (2\nu - 1) \left[ e^{-\lambda(2-\chi+\psi)} - e^{-\lambda(2+\chi-\psi)} \right] \right\rangle.
\[ + \frac{\lambda^2}{8} (\chi - \psi) \left[ e^{\lambda(\chi - \psi)} + e^{-\lambda(\chi - \psi)} + e^{-\lambda(4 - \chi + \psi)} + e^{-\lambda(4 + \chi - \psi)} ight. \\
- 2e^{-\lambda(2 - \chi + \psi)} - 2e^{-\lambda(2 + \chi - \psi)} \right] \\
- \frac{\lambda}{8} (2\nu - 1) \left[ e^{\lambda(\chi - \psi)} - e^{-\lambda(\chi - \psi)} + e^{-\lambda(4 - \chi + \psi)} - e^{-\lambda(4 + \chi - \psi)} \\
- 2e^{-\lambda(2 - \chi + \psi)} + 2e^{-\lambda(2 + \chi - \psi)} \right] \mathcal{H}(\chi - \psi). \] 

(2.4.57)

In both \( \chi \geq \psi \) and \( \chi < \psi \) cases, it is easily seen that the terms with positive exponents cancel themselves, only the ones with negative exponents left. Also \( (1 + e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda})^{-1} \) can be expanded by using the Taylor series since

\[
\left| e^{-4\lambda} - (2 + 4\lambda^2)e^{-2\lambda} \right| < 1, \quad \forall \lambda \in (0, \infty).
\]

By expanding (2.4.57), and rearranging terms, (2.4.57) becomes

\[
J_{33}(\lambda, \chi, \psi) = \frac{\lambda^2}{2} |\chi - \psi| e^{-\lambda|\chi - \psi|} + \frac{\lambda}{2} (2\nu - 1) e^{-\lambda|\chi - \psi|} + \sum_{n=0}^{\infty} a_n(\chi, \psi) \lambda^n e^{-\lambda p_n(\chi, \psi)},
\]

(2.4.58)

where \( a_n(\chi, \psi) \) and \( p_n(\chi, \psi) \) \( \forall n = 1, 2, 3, \ldots \), are linear functions of \( \chi \) and \( \psi \), and

\[
p_n(\chi, \psi) > 0, \quad \forall (\chi, \psi) \in [0, 1] \quad (n = 0, 1, 2, 3, \ldots).
\]

In particular

\[
\lim_{\chi \to \psi} p_n(\chi, \psi) \neq 0, \quad \forall (\chi, \psi) \in [0, 1] \quad (n = 0, 1, 2, 3, \ldots).
\]

From (A.6), (A.7), (A.8), (A.9), (A.10) ... in Appendix A, and for \( \forall p_n(\chi, \psi) \neq 0 \), it is easily seen that

\[
\lim_{R \to 0^+} \int_0^\infty \lambda^n e^{-\lambda p_n(\chi, \psi)} J_1 \left( \frac{\lambda R}{h} \right) d\lambda = 0, \quad \forall p_n(\chi, \psi) > 0, \quad n \geq 0.
\]

(2.4.59)
The integration of the first and the second terms in (2.4.58) may not be computed using the same method as shown in (2.4.59) since $\chi - \psi \to 0$ as $\chi \to \psi$. Therefore, as the observing point tends to the loading point, they are the only two terms that dominate the component $\sigma_{33}^{1}(x_{1}, x_{2}, x_{3})$, and the asymptotic form of $\sigma_{33}^{1}(x_{1}, x_{2}, x_{3})$ as $x \to \xi$ can be written as,

$$
\sigma_{33}^{1}(x_{1}, x_{2}, x_{3})_{asym.p} = \frac{-\cos \theta}{4\pi(1 - \nu)h^2} \int_{0}^{\infty} \left\{ \frac{\lambda^2}{2} |\chi - \psi| \varepsilon_{-\lambda|\chi - \psi|} J_{1} \left( \frac{\lambda R}{h} \right) + \frac{\lambda}{2} (2\nu - 1) e^{-\lambda|\chi - \psi|} J_{1} \left( \frac{\lambda R}{h} \right) \right\} d\lambda,
$$

with $R \ll 1$, $\chi - \psi \ll 1$. Define

$$
\varphi = \cos^{-1} \frac{R}{r} = \sin^{-1} \left( \frac{x_{3} - H}{r} \right);
$$

$$
\theta = \cos^{-1} \frac{x_{1}}{R} = \sin^{-1} \frac{x_{2}}{R}.
$$

Since

$$
\frac{1}{2} |\chi - \psi| \int_{0}^{\infty} \lambda^2 e^{-\lambda|\chi - \psi|} J_{1} \left( \frac{\lambda R}{h} \right) d\lambda = \frac{3h^2}{2r^2} \sin^2 \varphi \cos \varphi,
$$

and

$$
\frac{2\nu - 1}{2} \int_{0}^{\infty} \lambda e^{-\lambda|\chi - \psi|} J_{1} \left( \frac{\lambda R}{h} \right) d\lambda = -\frac{(1 - 2\nu)h^2}{2r^2} \cos \varphi.
$$

Therefore, as $r \to 0$, the asymptotic expression of $\sigma_{33}^{1}(x_{1}, x_{2}, x_{3})$ is

$$
\sigma_{33}^{1}(x_{1}, x_{2}, x_{3})_{asym.p} = \frac{-\cos \theta}{4\pi(1 - \nu)h^2} \left[ \frac{3h^2 \sin^2 \varphi \cos \varphi - (1 - 2\nu)h^2 \cos \varphi}{2r^2} \right].
$$

$$
= -\frac{1}{8\pi(1 - \nu)r^2} \cos \varphi \cos \theta \left[ 3 \sin^2 \varphi - (1 - 2\nu) \right].
$$

(2.4.63)

$\sigma_{33}^{1}(x_{1}, x_{2}, x_{3})_{asym.p}$ of the fundamental solution expressed in (2.4.63) coincides with the same component in the Kelvin solution. By using the same method, it can be proved that the rest of the stress and displacement components of the fundamental solution tend to those of the Kelvin solution as the observing point tends to the loading point.
The following shows the numerical result of the asymptotic behaviors of both solutions.
<table>
<thead>
<tr>
<th>Gauss Points</th>
<th>Distance $-\log_{10}(r)$</th>
<th>Fundamental Solution $\log_{10}(-\sigma_{23}^2)$</th>
<th>Kelvin Solution $\log_{10}(-\sigma_{23}^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two $P = 10$</td>
<td>0.10000000000E+01</td>
<td>0.26841712506E+00</td>
<td>0.2942527233E+00</td>
</tr>
<tr>
<td></td>
<td>0.20000000000E+01</td>
<td>0.22942051483E+01</td>
<td>0.2294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.30000000000E+01</td>
<td>0.42942526611E+01</td>
<td>0.4294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.40000000000E+01</td>
<td>0.62942527112E+01</td>
<td>0.6294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.50000000000E+01</td>
<td>0.82942527112E+01</td>
<td>0.8294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.60000000000E+01</td>
<td>1.0294252711E+02</td>
<td>1.0294252723E+02</td>
</tr>
<tr>
<td>Four $P = 10$</td>
<td>0.10000000000E+01</td>
<td>0.26831273086E+00</td>
<td>0.2942527233E+00</td>
</tr>
<tr>
<td></td>
<td>0.20000000000E+01</td>
<td>0.22942054407E+01</td>
<td>0.2294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.30000000000E+01</td>
<td>0.42942526614E+01</td>
<td>0.4294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.40000000000E+01</td>
<td>0.62942527112E+01</td>
<td>0.6294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.50000000000E+01</td>
<td>0.82942527112E+01</td>
<td>0.8294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.60000000000E+01</td>
<td>1.0294252711E+02</td>
<td>1.0294252723E+02</td>
</tr>
<tr>
<td>Six $P = 10$</td>
<td>0.10000000000E+01</td>
<td>0.26830213193E+00</td>
<td>0.2942527233E+00</td>
</tr>
<tr>
<td></td>
<td>0.20000000000E+01</td>
<td>0.22942054264E+01</td>
<td>0.2294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.30000000000E+01</td>
<td>0.42942526614E+01</td>
<td>0.4294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.40000000000E+01</td>
<td>0.62942527112E+01</td>
<td>0.6294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.50000000000E+01</td>
<td>0.82942527112E+01</td>
<td>0.8294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.60000000000E+01</td>
<td>1.0294252711E+02</td>
<td>1.0294252723E+02</td>
</tr>
<tr>
<td>Two $P = 20$</td>
<td>0.10000000000E+01</td>
<td>0.26827942995E+00</td>
<td>0.2942527233E+00</td>
</tr>
<tr>
<td></td>
<td>0.20000000000E+01</td>
<td>0.22942053307E+01</td>
<td>0.2294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.30000000000E+01</td>
<td>0.42942526613E+01</td>
<td>0.4294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.40000000000E+01</td>
<td>0.62942527112E+01</td>
<td>0.6294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.50000000000E+01</td>
<td>0.82942527112E+01</td>
<td>0.8294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.60000000000E+01</td>
<td>1.0294252711E+02</td>
<td>1.0294252723E+02</td>
</tr>
<tr>
<td>Four $P = 20$</td>
<td>0.10000000000E+01</td>
<td>0.2682789978E+00</td>
<td>0.2942527233E+00</td>
</tr>
<tr>
<td></td>
<td>0.20000000000E+01</td>
<td>0.22942054942E+01</td>
<td>0.2294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.30000000000E+01</td>
<td>0.42942526615E+01</td>
<td>0.4294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.40000000000E+01</td>
<td>0.62942527112E+01</td>
<td>0.6294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.50000000000E+01</td>
<td>0.82942527112E+01</td>
<td>0.8294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.60000000000E+01</td>
<td>1.0294252711E+02</td>
<td>1.0294252723E+02</td>
</tr>
<tr>
<td>Six $P = 20$</td>
<td>0.10000000000E+01</td>
<td>0.26830961626E+00</td>
<td>0.2942527233E+00</td>
</tr>
<tr>
<td></td>
<td>0.20000000000E+01</td>
<td>0.22942054332E+01</td>
<td>0.2294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.30000000000E+01</td>
<td>0.42942526614E+01</td>
<td>0.4294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.40000000000E+01</td>
<td>0.62942527112E+01</td>
<td>0.6294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.50000000000E+01</td>
<td>0.82942527112E+01</td>
<td>0.8294252723E+01</td>
</tr>
<tr>
<td></td>
<td>0.60000000000E+01</td>
<td>1.0294252711E+02</td>
<td>1.0294252723E+02</td>
</tr>
</tbody>
</table>
CHAPTER 3

THEORY OF

BOUNDARY INTEGRAL EQUATION METHODS

3.1 Theory Of Conventional Boundary Integral Equation Method

The three essential aspects of the Boundary Integral Equation Method (BIE) are: 1) the use of the ellipticity property of the partial-differential equations, such as the equilibrium equations in the theory of elasticity; 2) the use of a solution to the above partial-differential equations as the fundamental solution. Several “fundamental” solutions are available, such as the Kelvin solution and the solution for the infinite plate problem in the theory of elasticity; 3) the use of the reciprocal work theorem of Betti [37].

The current discussion will treat homogeneous, isotropic, linear elastic continua. The first two aspects of the boundary integral equations have been discussed in the previous chapter. This chapter will be devoted to the discussion of the Betti’s reciprocal theorem, and the generation of the boundary integral equations. The indicial notation is used through most of the chapter. The Latin subscripts vary from 1, 2, and 3; the Greek subscripts vary from 1 to 2.
3.1.1 Somigliana Identities [38]

The reciprocal theorem of Betti forms the basis of the BIE formulation. The following discusses the generalization of the reciprocal theorem in elastostatics.

**Theorem 3.1.1 (Betti’s Reciprocal Theorem).**

Let $\mathcal{R}$ be a regular region, and $\xi \in \check{\mathcal{R}}$. Furthermore, let $S^1$ and $S^2$ be two elastostatic states with the following properties:

**Re: state $S^1$**

$$S^1 = \left[ u^1(\mathbf{z}), \sigma^1(\mathbf{z}) \right] \in \mathcal{E}_s(E, \nu, f^1; \mathcal{R}), \quad f^1 \in C(\mathcal{R}), \quad \text{(3.1.1)}$$

with $t^1(\mathbf{z}; \mathbf{n})$ being the traction vector, which is defined as

$$t^1_i(\mathbf{z}; \mathbf{n}) = \sigma^1_{ij}(\mathbf{z}) n_j(\mathbf{z}), \quad \forall \mathbf{z} \in \check{\Sigma}, \quad \text{(3.1.2)}$$

where $\Sigma$ is the regular surface of $\mathcal{R}$, and $\check{\Sigma}$ is the subset of all points of $\Sigma$ at which normals are defined.

**Re: state $S^2$**

$$S^2 = \left[ u^2(\mathbf{z}), \sigma^2(\mathbf{z}) \right] \in \mathcal{E}_s(E, \nu, f^2; \mathcal{R}), \quad f^2 \in C(\mathcal{R}), \quad \text{(3.1.3)}$$

and

$$t^2_i(\mathbf{z}; \mathbf{n}) = \sigma^2_{ij}(\mathbf{z}) n_j(\mathbf{z}), \quad \forall \mathbf{z} \in \check{\Sigma}. \quad \text{(3.1.4)}$$

Then Betti’s reciprocal theorem gives

$$\int_{\mathcal{R}} \sigma^1_{ij}(\mathbf{z}) \epsilon^2_{ij}(\mathbf{z}) \, dV_{\mathbf{z}} = \int_{\mathcal{R}} \sigma^2_{ij}(\mathbf{z}) \epsilon^1_{ij}(\mathbf{z}) \, dV_{\mathbf{z}}, \quad \text{(3.1.5)}$$
where the superscripts denote the different solution states.

Since the two regions have the same material properties, (3.1.5) can be proved easily by substituting the form of Hooke’s law for both stress states. In linear elasticity, the components of the strain tensor can be written as,

\[
\begin{align*}
\varepsilon^{1}_{ij}(\mathbf{z}) &= \frac{1}{2} \left( u^{1}_{i,j}(\mathbf{z}) + u^{1}_{j,i}(\mathbf{z}) \right); \\
\varepsilon^{2}_{ij}(\mathbf{z}) &= \frac{1}{2} \left( u^{2}_{i,j}(\mathbf{z}) + u^{2}_{j,i}(\mathbf{z}) \right). 
\end{align*}
\]  
\tag{3.1.6}

Substitution of the second strain component of (3.1.6) into (3.1.5), one has,

\[
\int_{\mathcal{R}} \sigma^{1}_{ij}(\mathbf{z}) u^{2}_{i,j}(\mathbf{z}) \, dV_{\mathbf{z}} = \int_{\mathcal{R}} \sigma^{2}_{ij}(\mathbf{z}) u^{1}_{i,j}(\mathbf{z}) \, dV_{\mathbf{z}}. 
\]  
\tag{3.1.7}

Integrate by parts from the above equation,

\[
\int_{\mathcal{R}} \sigma^{1}_{ij}(\mathbf{z}) u^{2}_{i,j}(\mathbf{z}) \, dV_{\mathbf{z}} = \int_{\mathcal{R}} \left( \sigma^{1}_{ij}(\mathbf{z}) u^{2}_{i}(\mathbf{z}) \right)_{j} \, dV_{\mathbf{z}}
- \int_{\mathcal{R}} \sigma^{2}_{ij,j}(\mathbf{z}) u^{1}_{i}(\mathbf{z}) \, dV_{\mathbf{z}},
\]  
\tag{3.1.8}

and apply the divergence theorem to obtain

\[
\int_{\mathcal{R}} \sigma^{1}_{ij}(\mathbf{z}) u^{2}_{i,j}(\mathbf{z}) \, dV_{\mathbf{z}} = \int_{\Sigma} t^{1}_{i}(\mathbf{z}; \mathbf{n}) u^{2}_{i}(\mathbf{z}) \, dA_{\mathbf{z}}
+ \int_{\mathcal{R}} f^{1}_{i}(\mathbf{z}) u^{2}_{i}(\mathbf{z}) \, dV_{\mathbf{z}},
\]  
\tag{3.1.9}

After applying the same integration by parts with the divergence theorem on the right-hand side of the equation (3.1.7), one obtains,

\[
\int_{\mathcal{R}} \sigma^{2}_{ij}(\mathbf{z}) u^{1}_{i,j}(\mathbf{z}) \, dV_{\mathbf{z}} = \int_{\Sigma} t^{2}_{i}(\mathbf{z}; \mathbf{n}) u^{1}_{i}(\mathbf{z}) \, dA_{\mathbf{z}}
+ \int_{\mathcal{R}} f^{2}_{i}(\mathbf{z}) u^{1}_{i}(\mathbf{z}) \, dV_{\mathbf{z}}. 
\]  
\tag{3.1.10}

Therefore,

\[
\int_{\Sigma} t^{1}_{i}(\mathbf{z}; \mathbf{n}) u^{2}_{i}(\mathbf{z}) \, dA_{\mathbf{z}} + \int_{\mathcal{R}} f^{1}_{i}(\mathbf{z}) u^{2}_{i}(\mathbf{z}) \, dV_{\mathbf{z}}
= \int_{\Sigma} t^{2}_{i}(\mathbf{z}; \mathbf{n}) u^{1}_{i}(\mathbf{z}) \, dA_{\mathbf{z}} + \int_{\mathcal{R}} f^{2}_{i}(\mathbf{z}) u^{1}_{i}(\mathbf{z}) \, dV_{\mathbf{z}}. 
\]  
\tag{3.1.11}

(3.1.11) is called the Somigliana Identity.
3.1.2 Conventional Boundary Integral Equation Method

Let a plate shaped region $\mathcal{R} \subset E_3$ be defined as

$$\mathcal{R} = \{ \mathbf{z} | \mathbf{z} \in \pi, \ 0 \leq \mathbf{z} \cdot \mathbf{e}_3 \leq h \};$$

$$\partial \mathcal{R} = \partial \mathcal{R}_1 \cup \partial \mathcal{R}_2 \cup \mathcal{L}, \ \text{where}$$

$$\partial \mathcal{R}_1 = \{ \mathbf{z} | \mathbf{z} \in \pi, \ \mathbf{z} \cdot \mathbf{e}_3 = 0 \}, \ \partial \mathcal{R}_2 = \{ \mathbf{z} | \mathbf{z} \in \pi, \ \mathbf{z} \cdot \mathbf{e}_3 = h \},$$

$$\mathcal{L} = \{ \mathbf{z} | (\mathbf{z} \cdot \mathbf{e}_1, \mathbf{z} \cdot \mathbf{e}_2) \in \partial \pi, \ 0 \leq \mathbf{z} \cdot \mathbf{e}_3 \leq h \},$$

where $\pi$ is the mid-plane of the plate, and $\partial \pi$ is the boundary of $\pi$.

Let state–1 be a well–posed boundary value problem in the plate shaped region with the following properties,

Re: state $\mathcal{S}$ (regular state)

1. $\mathcal{S} = [\mathcal{u}(\mathbf{z}), \mathcal{E}(\mathbf{z})] \in \mathcal{E}_s (E, \nu, \theta; \mathcal{R});$

2. $t(z; n) = \sigma(\mathbf{z}) n(\mathbf{z}) = \mathbf{0}, \ \forall \mathbf{z} \in \partial \mathcal{R}_1 \cup \partial \mathcal{R}_2;$

3. $t(z; n) = \mathbf{t}, \ \forall \mathbf{z} \in \mathcal{L}$

where $t(z; n)$ is the traction vector.

Let state-2 be the “singular” state $\mathcal{S}^j$ with $j$ being the direction of the unit concentrated load. For the conventional BIEs, the singular state is provided by the Kelvin problem with the following properties,

Re: state $\mathcal{S}_K^j$ (Kelvin problem)

1. $\mathcal{S}_K^j = [\mathcal{u}_K^j(\mathbf{z}), \mathcal{E}_K^j(\mathbf{z})] \in \mathcal{E}_s (E, \nu, \theta; E_3 - \{ \xi \});$

2. $\mathcal{u}_K^j(z, \xi) = O\left(\frac{1}{|z - \xi|}\right), \ \mathcal{E}_K^j(z, \xi) = O\left(\frac{1}{|z - \xi|^2}\right), \ \text{as} \ \mathbf{z} \rightarrow \xi;$

3. $\int_{\partial B_{\eta}(\xi)} t_K^j(z, \xi; \mathbf{n}) dA_{\mathbf{z}} = \mathbf{e}_j, \ \int_{\partial B_{\eta}(\xi)} (\mathbf{z} - \xi) \wedge t_K^j(z, \xi; \mathbf{n}) dA_{\mathbf{z}} = 0 \forall \eta > 0,$

(3.1.3)
where the subscript $K$ indicates the Kelvin solution as opposed to any other fundamental solution; $t_{K}^{j}(\mathbf{x}, \xi; \mathbf{n})$ is the traction vector acting on the surface of $\partial B_\eta(\xi)$ that faces $\xi$.

It is important to notice that $\mathcal{R} \subset E_3$. Both elastostatic states have no body forces. For a unit concentrated load acting in the interior of the region $\mathcal{R}$, as shown in Figure 3.1, the Somigliana Identity gives

$$\int_{\Sigma} * t_i(\mathbf{x}; \mathbf{n}) u_{K}^{j}(\mathbf{x}, \xi) \, dA_\mathbf{x} = \int_{\Sigma} * t_{K}^{j}(\mathbf{x}, \xi; \mathbf{n}) u_i(\mathbf{x}, \xi) \, dA_\mathbf{x},$$

(3.1.4)

where

$$\Sigma = \partial \mathcal{R} + \partial B_\eta(\xi),$$

(3.1.5)

and

$$\partial \mathcal{R} = \partial \mathcal{R}_1 \cup \partial \mathcal{R}_2 \cup \mathcal{L},$$

(3.1.6)
then (3.1.4) becomes
\[
\int_{\partial B_\eta(\xi)} t_i(x, n) u_K^i(x, \xi) \, dA_x + \int_{\partial R} t_i(x, n) u_K^i(x, \xi; n) \, dA_x
\]
\[
= \int_{\partial B_\eta(\xi)} t_K^j(x, \xi; n) u_i(x, n) \, dA_x + \int_{\partial R} t_K^j(x, \xi; n) u_i(x, \xi) \, dA_x. \tag{3.1.7}
\]

However, the boundary value problem under consideration (state S) does not have a spherical cavity of $B_\eta(\xi)$ in its interior. The spherical region is artificially excluded to avoid the problems caused by the unit concentrated load. This problem can be remedied by taking the radius $\eta$ of the small spherical ball $B_\eta(\xi)$ to zero in a limiting process. Recall that the Kelvin solution has the asymptotic property $u_i^j(x, \xi) = O(\|x - \xi\|^{-1})$ as $x \to \xi$. Since the surface area of the cavity is of the order $\|x - \xi\|^2$, the integral of $u_K^i(x, \xi)$ over $\partial B_\eta(\xi)$, as $\|x - \xi\| \to 0$, vanishes, i.e.,
\[
\lim_{\eta \to 0} \int_{\partial B_\eta(\xi)} t_i(x, n) u_K^i(x, \xi) \, dA_x = 0. \tag{3.1.8}
\]

To obtain the limiting form of the other integral over the cavity surface $\partial B_\eta(\xi)$ in equation (3.1.7), then this can be rewritten as follows,
\[
\int_{\partial B_\eta(\xi)} t_K^j(x, \xi; n) u_i(x) \, dA_x = \int_{\partial B_\eta(\xi)} t_K^j(x, \xi; n)(u_i(x) - u_i(\xi)) \, dA_x
\]
\[
+ u_i(\xi) \int_{\partial B_\eta(\xi)} t_K^j(x, \xi; n) \, dA_x. \tag{3.1.9}
\]

By doing so, the term $(u_i(x) - u_i(\xi))$ is of order $\|x - \xi\|$ due to the continuity of the displacements; thus, the first integral in (3.1.9) is of order $\|x - \xi\|$, and it vanishes in the limit as $x \to \xi$. Only the last integral in (3.1.9) is non-zero. Also, by employ property c) of the Kelvin solution, one obtains,
\[
\int_{\partial B_\eta(\xi)} t_K^j(x, \xi; n) \, dA_x = \delta_{ij}. \tag{3.1.10}
\]

where,
\[
\delta_{ij} = \begin{cases} 
1 & \text{if } i = j; \\
0 & \text{otherwise}. \end{cases} \tag{3.1.11}
\]
Thus,
\[
\lim_{\eta \to 0} \int_{\partial B_\eta(\xi)} t_{K_1^j}(z, \xi; n) u_i(z) \, dA_z = u_j(\xi),
\] (3.1.12)
and (3.1.7) becomes
\[
u_j(\xi) + \int_{\partial \mathcal{R}} t_K^j(z, \xi; n) u_i(z) \, dA_z = \int_{\partial \mathcal{R}} t_i(z, n) u_{K_1^j}(z, \xi) \, dA_z.
\] (3.1.13)

This boundary integral equation can not provide the solution for the displacement \( u_j \) at any interior point \( \xi \) unless the boundary data are totally specified, which means that tractions and displacements at all the surface points have to be specified. Since among the displacement and traction at a particular point, only one is specified, a method of obtaining the rest of the required information in equation (3.1.13) is essential. A significant contribution in this aspect has been made by Jaswon and Ponter[39] and Rizzo[40], and their effort made it possible to evaluate the rest of the unspecified values on the surface. The bottom line of their approach is to take the interior point in the boundary integral equation onto the surface in a limiting process, see schematics shown in Figure 3.2. By doing so, the boundary integral equation yields,
\[
\int_{\partial \mathcal{R}_* + \partial B_\eta(\xi) \cap \mathcal{R}} t_i(z, n) u_{K_1^j}(z, \xi) \, dA_z = \int_{\partial \mathcal{R}_* + \partial B_\eta(\xi) \cap \mathcal{R}} t_{K_1^j}(z, \xi; n) u_i(z) \, dA_z,
\] (3.1.14)
where
\[
\partial \mathcal{R}_* = \partial \mathcal{R} - \partial \mathcal{R} \cap B_\eta(\xi).
\] (3.1.15)

Then (3.1.14) becomes,
\[
\int_{\partial B_\eta(\xi) \cap \mathcal{R}} t_i(z, n) u_{K_1^j}(z, \xi) \, dA_z + \int_{\partial \mathcal{R}_*} t_i(z, n) u_{K_1^j}(z, \xi) \, dA_z
\]
\[
= \int_{\partial B_\eta(\xi) \cap \mathcal{R}} t_{K_1^j}(z, \xi; n) u_i(z) \, dA_z + \int_{\partial \mathcal{R}_*} t_{K_1^j}(z, \xi; n) u_i(z) \, dA_z.
\] (3.1.16)
Figure 3.2 Surface Point

For the same reason, \( \eta \) is taken to be zero in a limiting process. If the surface at point \( \xi \) is smooth (no corner), then

\[
\lim_{\eta \rightarrow 0} \int_{\partial B_\eta(\xi) \cap \mathcal{R}} t_i(\mathbf{z}) u_K^j(\mathbf{z}, \xi; \mathbf{n}) \, dA_{\mathbf{z}} = 0; \\
\lim_{\eta \rightarrow 0} \int_{\partial B_\eta(\xi) \cap \mathcal{R}} t_K^j(\mathbf{z}, \xi; \mathbf{n}) u_i(\mathbf{z}) \, dA_{\mathbf{z}} = \frac{1}{2} u_j(\xi).
\]

(3.1.17)

The above is the well-known result for flat surfaces. Physically, only the traction on the half-sphere inside the region \( \mathcal{R} \) contributes to the load applied at the point \( \xi \), the contribution of the traction from the other half-sphere outside the region \( \mathcal{R} \) is not computed, this results in \( 1/2 \) in the formulation.

Mathematically, the general case of the above integral for a flat surface was calculated first by Jaswon and Ponte [39] and Rizzo [40]. The historical breakthrough of Jaswon and Rizzo cannot be overstated since this classical effort can not be applied to physical problems involving corners in the regions of interest. However,
when the surface is not flat, the value of the integral may be found analytically in
two dimensions; the three-dimensional result is rather difficult to obtain in general.
Cruse[8] introduced the simple way of evaluation by imposing virtual “Rigid Body
Motions”. Define
\[
C_{ji}(\xi) = \lim_{\eta \to 0} \int_{\partial R_\eta(\xi) \cap R} t_{K_1^j}(z, \xi; n) \, dA_z
\]  
(3.1.18)

In the case of “Rigid Body Motions”,
\[
t_i(z; n) = 0, \quad \forall z \in \partial R, \tag{3.1.19}
\]
and let 1) \( u_i(z) \) be unity along direction 1, compute \( C_{j1}(\xi) \); 2) \( u_i(z) \) be unity along
direction 2, compute \( C_{j2}(\xi) \); 3) \( u_i(z) \) be unity along direction 3, compute \( C_{j3}(\xi) \).
In all the above steps, \( i \) and \( j \) vary from 1 to 3. Then (3.1.16) gives,
\[
C_{ji}(\xi) = -\int_{\partial R_\ast} t_{K_1^j}(z, \xi; n) \, dA_z. \tag{3.1.20}
\]
In the limiting case, the integral should be understood as in the sense of Cauchy
Principal Value. In general, the principal value in Eq. (3.1.20) may be computed
with good accuracy. In particular, for a point where the boundary surface is smooth,
\[
C_{ji}(\xi) = \frac{1}{2} \delta_{ji}. \tag{3.1.21}
\]
Therefore, when the unit concentrated load is acting at a point on the boundary
surface, (3.1.16) becomes,
\[
C_{ji}(\xi)u_i(\xi) + \int_{\partial R_\ast} t_{K_1^j}(z, \xi; n) u_i(z) \, dA_z = \int_{\partial R_\ast} t_i(z; n) u_{K_1^j}(z, \xi) \, dA_z. \tag{3.1.22}
\]
The integral over the surface \( \partial R_\ast \) should be considered as in the sense of Cauchy
Principal Value.

Equations (3.1.13) and (3.1.22) are the two most important boundary integral
equations. These two equations indicate that all the displacement components at
any points either in the interior or on the surface of the region can be expressed
solely by the values on the boundary of the region.

It is important to point out that, if the Kelvin solution is used as the solution of the "singular" state, the integrations in the BIEs are over the entire surface of the region. In current research, this Kelvin solution is replaced by the fundamental solution of the infinite plate problem, and the integrations are computed only over the lateral surfaces of the region. The following section illustrates the difference.

3.2 Theory Of Modified Boundary Integral Equation Method

Let the regular state be the same as the state-1 defined in the previous section. Let the "singular" state be identified by the infinite plate problem as indicated in Theorem 2.3.1 in previous chapter. Since the properties of the fundamental solution are vital to the modified BIEs, they are repeated as follows,

Theorem 2.3.1 (properties of the fundamental solution for infinite plate problem).

The fundamental solution corresponding to a concentrated load \( \ell \) at point \( \xi \) has the properties:

\( S = [u, \sigma] \in \mathcal{E}_s(E, \nu, \theta; \mathcal{P} - \{\xi\}); \)

\( b) \ t(x, \xi; n) = \sigma(x, \xi)n = 0; \quad \left\{ \begin{array}{ll}
\forall x \in \partial \mathcal{P} & \text{for } \xi \in \overset{0}{\partial \mathcal{P}}, \\
\forall x \in \partial \mathcal{P} - \{\xi\} & \text{for } \xi \in \partial \mathcal{P},
\end{array} \right. \)

\( c) \ \lim_{\eta \to 0} \int_{\partial B_\eta(\xi) \cap \mathcal{P}} t(x, \xi; n)dA_x = \ell; \)

\( d) \ u(x, \xi) = O\left( |x - \xi|^{-1}\right), \ \sigma(x, \xi) = O\left( |x - \xi|^{-2}\right) \text{ as } x \to \xi. \)
where $t(z, \xi; n)$ in b) and c) is the traction vector on the surface of $\partial B_\eta(\xi) \cap \mathcal{P}$ that faces $\xi$.

It is important to notice that $\mathcal{R} \subset \mathcal{P}$. For a unit concentrated load acting in the interior of the region $\mathcal{R}$, as shown in Figure 3.1, the Somigliana Identity gives (3.1.12), in which

$$\hat{\Sigma} = \partial \mathcal{R}_1 \cup \partial \mathcal{R}_2 \cup \mathcal{L} + \partial B_\eta(\xi).$$  (3.2.2)

The left hand side of (3.1.12) can now be expressed as,

$$\int_{\Sigma} t_i(z, n)u_i(z, \xi) \, dA_z = \int_{\partial B_\eta(\xi)} t_i(z, n)u_i(z, \xi) \, dA_z$$

$$+ \int_{\partial \mathcal{R}_1} t_i(z, n)u_i(z, \xi) \, dA_z$$

$$+ \int_{\partial \mathcal{R}_2} t_i(z, n)u_i(z, \xi) \, dA_z$$

$$+ \int_{\mathcal{L}} t_i(z, n)u_i(z, \xi) \, dA_z.$$  (3.2.3)

Since the boundary value problem satisfies the traction-free boundary condition on the upper and the lower surfaces of the plate,

$$t_i(z, n) = 0, \quad \forall z \in \partial \mathcal{R}_1 \cup \partial \mathcal{R}_2,$$  (3.2.4)

the second and the third integrals in (3.2.3) are therefore zeros.

From the right hand side of (3.1.12) one obtains,

$$\int_{\Sigma} t_i^1(z, \xi; n)u_i(z) \, dA_z = \int_{\partial B_\eta(\xi)} t_i^1(z, \xi; n)u_i(z) \, dA_z$$

$$+ \int_{\partial \mathcal{R}_1} t_i^1(z, \xi; n)u_i(z) \, dA_z$$

$$+ \int_{\partial \mathcal{R}_2} t_i^1(z, \xi; n)u_i(z) \, dA_z$$

$$+ \int_{\mathcal{L}} t_i^1(z, \xi; n)u_i(z) \, dA_z.$$  (3.2.5)
Since the fundamental solution satisfies the traction-free boundary conditions on the upper and lower surfaces of the plate,

\[
t^i_1(x, \xi; n) = \sigma^i_1(x, \xi)n_k(x) = 0, \quad \forall x \in \partial R_1 \cup \partial R_2 - \{\xi\} \quad \forall \xi \in \partial R,
\]

(3.2.6)

then, the second and the third integrals in (3.2.5) are zeros. Thus,

\[
\int_{\partial B_n(\xi)} t^i_1(x, \xi; n)u_i(x) \, dA_x + \int_{\mathcal{L}} t^i_1(x, \xi; n)u_i(x) \, dA_x
\]

\[
= \int_{\partial B_n(\xi)} u^i_1(x, \xi)t_i(x; n) \, dA_x + \int_{\mathcal{L}} u^i_1(x, \xi)t_i(x; n) \, dA_x.
\]

(3.2.7)

Same as in the previous section, the spherical cavity is artificially excluded from the region to avoid the singularity problem at point $\xi$. This problem is cured by taking the radius of the spherical ball to zero in a limiting process. When the unit concentrated load is acting in the interior of the region, by the use of the properties of the fundamental solution and following the same procedure as illustrated in the previous section, one has,

\[
\lim_{\eta \to 0} \int_{\partial B_n(\xi) \cap \mathcal{R}} t_i(x; n)u^i_1(x, \xi) \, dA_x = 0;
\]

(3.2.8)

\[
\lim_{\eta \to 0} \int_{\partial B_n(\xi) \cap \mathcal{R}} t^i_1(x, \xi; n)u_i(x) \, dA_x = u_j(\xi).
\]

Then, equation (3.2.7) yields,

\[
u_j(\xi) + \int_{\mathcal{L}} t^i_1(x, \xi; n)u_i(x) \, dA_x = \int_{\mathcal{L}} t_i(x; n)u^i_1(x, \xi) \, dA_x.
\]

(3.2.9)

Similarly, when the unit concentrated load is acting on the lateral surface of the plate, as shown in Figure 3.2, one has,

\[
C_{ji}(\xi)u_i(\xi) + \int_{\mathcal{L}_*} t^i_1(x, \xi; n)u_i(x) \, dA_x = \int_{\mathcal{L}_*} t_i(x; n)u^i_1(x, \xi) \, dA_x.
\]

(3.2.10)
where

\[ C_{ji}(\xi) = \begin{cases} 
\frac{1}{2}, & \text{for smooth surface at } \xi, \\
- \int_{\mathcal{L}_*} t_i^1(x, \xi; n) \, dA_x & \text{otherwise,}
\end{cases} \quad (3.2.11) \]

and

\[ \mathcal{L}_* = \mathcal{L} - \{\xi\}. \quad (3.2.12) \]

The integrations over the lateral surface \( \mathcal{L}_* \) should be understood as in the sense of Cauchy Principal Values.

It can be easily seen from (3.2.9) and (3.2.10) that the integrations over the upper and lower surfaces of the plate are not necessary since the integrands are zero. Therefore, the displacements either in the interior or on the boundary of the region can be expressed by the data only on the lateral boundary. The savings in not computing the surface integral on the two planar surfaces is a great advantage compared to the conventional boundary element method. The savings in modeling effort and the reduction in the final problem size will be tremendous especially in the analysis of problems involving multi-crack interactions.

### 3.3 Boundary Element Formulation With Fundamental Solution Of Infinite Plate Problem

The boundary and boundary data will be approximated in order to solve the boundary integral equations numerically. The approximations involve replacing the lateral boundary by a complete set of surface patches called boundary elements, and this process is the so called discretization. The boundary data is then interpolated over each boundary element. Writing the discretized boundary integral equation
(3.2.10) for every nodal point yields a system of linear algebraic equations. Once the boundary conditions are imposed, the system can be solved to obtain all the unknown values. Consequently, an approximate solution to the boundary value problem is obtained.

Because of the complexity of the fundamental solution, the boundary elements are taken to be flat in the process of discretization, and the boundary data is taken from the element centroid. In other words, “constant elements” are used.

It is now more convenient to work with matrix notation rather than carry on with the the indicial notation. To this effect, define the displacement and the traction vectors that apply over the element \( l \) by the values at its centroid, i.e.,

\[
\begin{align*}
\mathbf{u}(x', \xi) &= \{u^l\}, \\
\mathbf{t}(x', \xi; n) &= \{t^l\},
\end{align*}
\]  

(3.3.1)

where the superscript \( l \) denotes the element, and \( \{u^l\} \) and \( \{t^l\} \) indicate the displacement and traction vectors at the element centroid \( x' \). They are usually called the element nodal values.

Denote the coefficients of the fundamental solution as,

\[
\mathbf{t}^* = \begin{pmatrix}
t_1^1(x, \xi; n) & t_2^1(x, \xi; n) & t_3^1(x, \xi; n) \\
t_1^2(x, \xi; n) & t_2^2(x, \xi; n) & t_3^2(x, \xi; n) \\
t_1^3(x, \xi; n) & t_2^3(x, \xi; n) & t_3^3(x, \xi; n)
\end{pmatrix}, \quad (3.3.2)
\]

and

\[
\mathbf{u}^* = \begin{pmatrix}
u_1^1(x, \xi) & t_1^1(x, \xi) & u_3^1(x, \xi) \\
u_1^2(x, \xi) & u_2^2(x, \xi) & u_3^2(x, \xi) \\
u_1^3(x, \xi) & u_2^3(x, \xi) & u_3^3(x, \xi)
\end{pmatrix}. \quad (3.3.3)
\]
Suppose that the unit concentrated load is acting at the centroid of the \(l\)th element. Substitute the above functions into equation (3.2.10), and discretize the boundary to obtain the equation corresponding to the displacement vector at the nodal point \(l\),

\[
[C_l] \{u^l\} + \sum_{m=1}^{NE} \int_{L_{\star m}} [t^*] \{u^m\} \, dA_\mathbf{z} = \sum_{m=1}^{NE} \int_{L_{\star m}} [u^*] \{t^m\} \, dA_\mathbf{z},
\]  
(3.3.4)

where \(L_{\star m}\) is the surface of the \(m\)th element, and the point \(\xi\) is excluded from this surface element if it is on the element. \(NE\) stands for the number of elements used. \([C_l]\) \((l = 1, \ldots, NE)\) are a series of \(3 \times 3\) submatrices,

\[
[C_l] = \begin{pmatrix}
\frac{1}{2} & 0 & 0 \\
0 & \frac{1}{2} & 0 \\
0 & 0 & \frac{1}{2}
\end{pmatrix}.
\]  
(3.3.5)

Since \(\{u^m\}\) and \(\{t^m\}\) are constants vectors over the \(m\)th element, they can be taken out of the integrals. Thus,

\[
[C_l] \{u^l\} + \sum_{m=1}^{NE} \int_{L_{\star m}} [t^*] \{u^m\} \, dA_\mathbf{z} = \sum_{m=1}^{NE} \int_{L_{\star m}} [u^*] \{t^m\} \, dA_\mathbf{z}.
\]  
(3.3.6)

where the superscript \(i\) denotes the position of the unit concentrated load, and \(j\) indicates the element at which the response is computed. Both \(i\) and \(j\) vary from 1 through \(NE\). Once the terms are integrated, (3.3.6) can be written as,

\[
[C_l] \{u^l\} + \sum_{m=1}^{NE} [\hat{H}^{lm}] \{u^m\} = \sum_{m=1}^{NE} [G^{lm}] \{t^m\}.
\]  
(3.3.7)

The influence matrices \(\hat{H}^{lm}\) and \(G^{lm}\) are \(3 \times 3\) matrices, and they are defined as,

\[
[\hat{H}^{lm}] = \int_{L_{\star m}} [t^*] \, dA_\mathbf{z},
\]

\[
[G^{lm}] = \int_{L_{\star m}} [u^*] \, dA_\mathbf{z}.
\]  
(3.3.8)
and

\[
[H]_{lm} = \begin{pmatrix}
\int_{\mathcal{L}_m} t_1(x, \xi; n) \, dA_x & \int_{\mathcal{L}_m} t_2(x, \xi; n) \, dA_x & \int_{\mathcal{L}_m} t_3(x, \xi; n) \, dA_x \\
\int_{\mathcal{L}_m} t_1(x, \xi; n) \, dA_x & \int_{\mathcal{L}_m} t_2(x, \xi; n) \, dA_x & \int_{\mathcal{L}_m} t_3(x, \xi; n) \, dA_x \\
\int_{\mathcal{L}_m} t_1(x, \xi; n) \, dA_x & \int_{\mathcal{L}_m} t_2(x, \xi; n) \, dA_x & \int_{\mathcal{L}_m} t_3(x, \xi; n) \, dA_x
\end{pmatrix};
\]

\[
[G]_{lm} = \begin{pmatrix}
\int_{\mathcal{L}_m} u_1(x, \xi) \, dA_x & \int_{\mathcal{L}_m} u_2(x, \xi) \, dA_x & \int_{\mathcal{L}_m} u_3(x, \xi) \, dA_x \\
\int_{\mathcal{L}_m} u_1(x, \xi) \, dA_x & \int_{\mathcal{L}_m} u_2(x, \xi) \, dA_x & \int_{\mathcal{L}_m} u_3(x, \xi) \, dA_x \\
\int_{\mathcal{L}_m} u_1(x, \xi) \, dA_x & \int_{\mathcal{L}_m} u_2(x, \xi) \, dA_x & \int_{\mathcal{L}_m} u_3(x, \xi) \, dA_x
\end{pmatrix}.
\]

(3.3.9)

From (3.3.7), the following holds,

\[
[H]_{lm} = [H]_{lm}, \quad \text{if } l \neq m;
\]

\[
[H]_{lm} = [H]_{lm} + [C_l], \quad \text{if } l = m.
\]

(3.3.10)

Equation (3.3.7) for node \( l \) then becomes

\[
\sum_{m=1}^{NE} [H]_{lm} \{ u^m \} = \sum_{m=1}^{NE} [G]_{lm} \{ t^m \}.
\]

(3.3.11)

Similarly, the contribution for all the nodes can be written. The equations can then be assemble into the global system of equations according to the nodes, i.e.,

\[
[H]\{ u \} = [G]\{ t \}.
\]

(3.3.12)

Matrices \([H]\) and \([G]\) are both \(3NE \times 3NE\) matrices, \(\{ u \}\) and \(\{ t \}\) are \(3NE \times 1\) vectors.
In the actual situations, the full \([H]\) and \([G]\) matrices are never stored according to these sizes. As the system of equations is generated, the known boundary conditions are multiplied to generate the right-hand side vector; the coefficients of the unknown terms – either the displacement components or the traction components – populate the coefficient matrix \([A]\),

\[
[A] \{y\} = \{b\},
\]

where \([A]\) is a \(3NE \times 3NE\) matrix, \([y]\) is the vector of unknowns, \([b]\) is the known right-hand side. \([y]\) and \([b]\) are both \(3NE \times 1\) vectors. Equation (3.3.13) is the actual form of equations that is to be solved. The Gauss matrix reduction method will be used to solve the equations.

### 3.4 Element Matrices Construction

The evaluation of the element matrices \([H^{lm}]\) and \([G^{lm}]\) is crucial to the modified boundary element formulation. Since the components of the matrices involve the integration of the fundamental solution, and the expressions of the fundamental solution are very complicated, the integrals can not be computed analytically.

One way to evaluate the matrix components is to use the Gaussian Quadrature scheme. But when an element is very close to the unit concentrated load or when the load is on the element, the variation of the fundamental solution is great. In such cases, the Gaussian Quadrature scheme is effective only if many Gaussian points are used. Because of the consideration of the computational time, it is not practically feasible to employ too many Gaussian points because of the complexity of the fundamental solution.
One alternative way is to evaluate the matrix components partially analytically and partially numerically. This procedure is called the proposed procedure to evaluate the matrix components. The idea of the proposed procedure can be expressed as follows,

\[
[H^m] = \int_{L^m} \begin{bmatrix} t^* - t_K \end{bmatrix} dA_x + \int_{L^m} [t_K] dA_x; \\
[G^m] = \int_{L^m} \begin{bmatrix} u^* - u_K \end{bmatrix} dA_x + \int_{L^m} [u_K] dA_x,
\]

(3.4.1)

where

\[
\begin{bmatrix} t^* - t_K \end{bmatrix} = \\
\begin{pmatrix}
t_1^1(x, \xi; n) - t_K^1(x, \xi; n) & t_1^2(x, \xi; n) - t_K^1(x, \xi; n) & t_1^3(x, \xi; n) - t_K^1(x, \xi; n) \\
t_2^1(x, \xi; n) - t_K^1(x, \xi; n) & t_2^2(x, \xi; n) - t_K^1(x, \xi; n) & t_2^3(x, \xi; n) - t_K^1(x, \xi; n) \\
t_3^1(x, \xi; n) - t_K^1(x, \xi; n) & t_3^2(x, \xi; n) - t_K^1(x, \xi; n) & t_3^3(x, \xi; n) - t_K^1(x, \xi; n)
\end{pmatrix},
\]

(3.4.2)

and

\[
\begin{bmatrix} u^* - u_K \end{bmatrix} = \\
\begin{pmatrix}
u_1^1(x, \xi) - u_K^1(x, \xi) & u_1^2(x, \xi) - u_K^1(x, \xi) & u_1^3(x, \xi) - u_K^1(x, \xi) \\
u_2^1(x, \xi) - u_K^1(x, \xi) & u_2^2(x, \xi) - u_K^1(x, \xi) & u_2^3(x, \xi) - u_K^1(x, \xi) \\
u_3^1(x, \xi) - u_K^1(x, \xi) & u_3^2(x, \xi) - u_K^1(x, \xi) & u_3^3(x, \xi) - u_K^1(x, \xi)
\end{pmatrix},
\]

(3.4.3)

The subscript \( K \) denotes the Kelvin solution, while \( t^* \) and \( u^* \) are the fundamental solution of the infinite plate problem. The first integral of each equation in (3.4.1) is to be integrated numerically, and the second integral of each equation is to be integrated analytically.
As illustrated in the previous chapter, although the fundamental solution and the Kelvin solution deal with totally different problems, they exhibit the same singular behavior. When the unit concentrated load is acting in the interior of the infinite plate, the fundamental solution tends to the Kelvin solution as the observation point approaches the loading point. Therefore, when the two points approach each other, the result of the subtraction of the fundamental solution by the Kelvin solution tends to zero. When the points of observation and loading are far apart, both the fundamental solution and the Kelvin solution are expected to be small in the in-plane directions since they vary as $O(1/r^2)$. In general, the fundamental solution may not be comparable to the Kelvin solution in the out-of-plane direction as the two points are far away from each other since they are different solutions.

3.4.1 Numerical Integration Over An Arbitrary Element

The first integral in each equation in (3.4.1) is to be computed numerically. The numerical integration of all the above components over an arbitrary element can be abstracted to the following simple expression,

$$ v = \int_{\mathcal{C}_{m}} f(\mathbf{z}, \xi) dA_{\mathbf{z}}, \quad (3.4.4) $$

where $v$ stands for any matrix component, and $f(\mathbf{z}, \xi)$ stands for the corresponding traction or displacement component of the fundamental solution of the infinite plate problem. Take a four noded flat element as an example, see Figure 3.3.

Any four-noded flat element can be obtained from a four-noded square element,
Figure 3.3 Arbitrary Element In Space

Figure 3.4 Parent Element
see Figure 3.4, by using the following mapping,

\[
x_1 = P_1(\xi, \eta)x_1 + P_2(\xi, \eta)x_2 + P_3(\xi, \eta)x_3 + P_4(\xi, \eta)x_4;
\]

\[
x_2 = P_1(\xi, \eta)x_1 + P_2(\xi, \eta)x_2 + P_3(\xi, \eta)x_3 + P_4(\xi, \eta)x_4;
\]

\[
x_3 = P_1(\xi, \eta)x_1 + P_2(\xi, \eta)x_2 + P_3(\xi, \eta)x_3 + P_4(\xi, \eta)x_4,
\]

(3.4.5)

where \((x_1, x_2, x_3)\) is the global coordinate of a point inside the element; \((\xi, \eta)\) is the local coordinate of the same point; \((x_1^1, x_2^1, x_3^1), (x_1^2, x_2^2, x_3^2), (x_1^3, x_2^3, x_3^3)\) and \((x_1^4, x_2^4, x_3^4)\) are the global coordinates of the four corners of the element; finally, \(P_1(\xi, \eta), P_2(\xi, \eta), P_3(\xi, \eta)\) and \(P_4(\xi, \eta)\) are the so called shape functions, and they are given by,

\[
P_1(\xi, \eta) = \frac{1}{4}(1 - \xi)(1 - \eta);
\]

\[
P_2(\xi, \eta) = \frac{1}{4}(1 + \xi)(1 - \eta);
\]

\[
P_3(\xi, \eta) = \frac{1}{4}(1 + \xi)(1 + \eta);
\]

\[
P_4(\xi, \eta) = \frac{1}{4}(1 - \xi)(1 + \eta),
\]

(3.4.6)

For surface transformation,

\[
dA_{\mathbf{z}} = |J(\xi, \eta)| \, d\xi d\eta,
\]

(3.4.7)

where \(|J(\xi, \eta)|\) is called the Jacobian of area transformation.

\[
|J(\xi, \eta)| = \left| \frac{\partial \mathbf{r}}{\partial \xi} \times \frac{\partial \mathbf{r}}{\partial \eta} \right|,
\]

(3.4.8)

where

\[
\frac{\partial \mathbf{r}}{\partial \xi} = \left( \frac{\partial x_1}{\partial \xi}, \frac{\partial x_2}{\partial \xi}, \frac{\partial x_3}{\partial \xi} \right);
\]

\[
\frac{\partial \mathbf{r}}{\partial \eta} = \left( \frac{\partial x_1}{\partial \eta}, \frac{\partial x_2}{\partial \eta}, \frac{\partial x_3}{\partial \eta} \right),
\]

(3.4.9)
Since
\[ \frac{\partial x_i}{\partial \xi} = \frac{\partial P_1(\xi, \eta)}{\partial \xi} x_1^i + \frac{\partial P_2(\xi, \eta)}{\partial \xi} x_2^i + \frac{\partial P_3(\xi, \eta)}{\partial \xi} x_3^i + \frac{\partial P_4(\xi, \eta)}{\partial \xi} x_4^i; \]
\[ \frac{\partial x_i}{\partial \eta} = \frac{\partial P_1(\xi, \eta)}{\partial \eta} x_1^i + \frac{\partial P_2(\xi, \eta)}{\partial \eta} x_2^i + \frac{\partial P_3(\xi, \eta)}{\partial \eta} x_3^i + \frac{\partial P_4(\xi, \eta)}{\partial \eta} x_4^i, \quad (i = 1, 2, 3), \]
(3.4.10)

where
\[ \frac{\partial P_1(\xi, \eta)}{\partial \xi} = -\frac{1}{4}(1 - \eta); \]
\[ \frac{\partial P_2(\xi, \eta)}{\partial \xi} = \frac{1}{4}(1 - \eta); \]
\[ \frac{\partial P_3(\xi, \eta)}{\partial \xi} = \frac{1}{4}(1 + \eta); \]
\[ \frac{\partial P_4(\xi, \eta)}{\partial \xi} = -\frac{1}{4}(1 + \eta); \]
\[ \frac{\partial P_1(\xi, \eta)}{\partial \eta} = -\frac{1}{4}(1 - \xi); \]
\[ \frac{\partial P_2(\xi, \eta)}{\partial \eta} = -\frac{1}{4}(1 + \xi); \]
\[ \frac{\partial P_3(\xi, \eta)}{\partial \eta} = \frac{1}{4}(1 + \xi); \]
\[ \frac{\partial P_4(\xi, \eta)}{\partial \eta} = \frac{1}{4}(1 - \xi). \]
(3.4.11)

It can be easily seen from Eq. (3.4.5) that \( x_i = f_i(\xi, \eta), \ (i = 1, 2, 3), \) are single valued continuous functions; Eq. (3.4.8) shows that \(|J|\) is finite at any point \((\xi, \eta), \)
where \(-1 \leq \xi \leq 1, \) and \(-1 \leq \eta \leq 1. \) These two facts gives the sufficient conditions for the mapping in (3.4.5) to be one-to-one mapping. Then (3.4.4) becomes,
\[ v = \int_{-1}^{1} \int_{-1}^{1} \hat{f}(\xi, \eta)|J(\xi, \eta)| \, d\xi d\eta, \]
(3.4.12)

where
\[ \hat{f}(\xi, \eta) = f(x(\xi, \eta), \xi(\xi, \eta)). \]
(3.4.13)
From the Gauss Quadrature Scheme,

\[ v = \sum_{i=1}^{N} \sum_{j=1}^{N} \tilde{f}(\xi_i, \eta_j) |J(\xi_i, \eta_j)| \omega_i \omega_j; \]  

(3.4.14)

where \( N^2 \) is the number of Gaussian Quadrature points; \((\xi_i, \eta_j)\), and \( \omega_i, \omega_j, (i, j = 1, \ldots, N) \), are the positions of the Gauss Quadrature points, and the weights. All the values used in the Gauss Quadrature Scheme can be obtained from [41].

Equation (3.4.14) is the result of the numerical integration of function \( f(\mathbf{x}, \xi) \) over an arbitrary element \( \mathcal{L}_{*m} \). Therefore, the evaluation of all the components in \([B^m]\) and \([G^m]\) may follow suit.

### 3.5 Analytical Integration Of Kelvin Solution

This section gives the detailed formulation for the analytical integration of the Kelvin solution over an arbitrary flat-element in the Eulerian space. The formulation was originally outlined by Thomas A. Cruse in 1969. In the following sections, the indicial notation is used, \( i, j \) and \( k \) vary over 1, 2, and 3, and they will be specified otherwise. The displacement and the traction components of the Kelvin solution are as defined in (2.2.10),

\[
\begin{align*}
    u^i_j(\mathbf{x}, \xi) &= \frac{1}{4\pi \mu r} \left[ \frac{3 - 4\nu}{4(1 - \nu)} \delta_{ij} + \frac{1}{4(1 - \nu)} r_i r_j \right]; \\
    t^i_j(\mathbf{x}, \xi; \mathbf{n}) &= -\frac{1 - 2\nu}{8\pi(1 - \nu)r^2} \left[ \frac{\partial r}{\partial n} \left( \delta_{ij} + \frac{3}{1 - 2\nu} r_i r_j \right) \right] \\
    &\quad + \frac{1 - 2\nu}{8\pi(1 - \nu)r^2} (n_j r_i - n_i r_j). \\
\end{align*}
\]

(3.5.15)

where

\[
    r = |\mathbf{z}| = \sqrt{x_1^2 + x_2^2 + x_3^2},
\]

(3.5.16)
the superscript $i$ denotes the direction of the unit concentrated load; the subscript $j$ indicates the component. For the convenience of the illustration, let the tractions be decomposed as follows,

$$
t^i_j(x, 0; n) = t^{oi}_j(x, 0; n) + t^{*i}_j(x, 0; n),
$$

(3.5.17)

where

$$
t^{oi}_j(x, 0; n) = -\frac{1 - 2\nu}{8\pi(1 - \nu)r^2} \left[ \frac{\partial r}{\partial n} \left( \delta_{ij} \frac{3}{1 - 2\nu} r_{i,j} \right) \right];
$$

$$
t^{*i}_j(x, 0; n) = \frac{1 - 2\nu}{8\pi(1 - \nu)r^2} (n_j r_{i,j} - n_i r_{j,j}).
$$

(3.5.18)

The integrations of the displacement and the traction components of the Kelvin solution over an arbitrary flat-element $\Delta S$ are given as,

$$
G_{ij} = \iint_{\Delta S} u^i_j(x, 0) \, dA_x;
$$

$$
\tilde{H}^o_{ij} = \iint_{\Delta S} t^{oi}_j(x, 0; n) \, dA_x;
$$

$$
\tilde{H}^*_{ij} = \iint_{\Delta S} t^{*i}_j(x, 0; n) \, dA_x;
$$

(3.5.19)

and

$$
\tilde{H}_{ij} = \tilde{H}^o_{ij} + \tilde{H}^*_{ij}.
$$

(3.5.20)

For the sake of simplicity, a three noded element is chosen to demonstrate the process (Figure 3.5). The corners 1, 2 and 3 are located in the right-hand sense with respect to the normal at the element. The global Cartesian coordinate system is indicated by $X = \{0; e_1, e_2, e_3\}$ with the axes $x_1, x_2$ and $x_3$ as shown in Figure 3.5.
3.5.1 Local Coordinate System

Because of the complexity of the integrands, the direct analytical integration of the above integrals may not be obvious. However, as will be shown later, by using coordinate transformations, the above integrals can be reduced into the combinations of the standard elliptical or pseudo elliptical types of integrals, which are tabulated in [42].

Introduce a local coordinate system as shown in Figure 3.6, and denote this coordinate system as $Z = \{0; \zeta_1, \zeta_2, \zeta_3\}$ with the axes $\zeta_1$, $\zeta_2$ and $\zeta_3$. The local coordinate system is defined such that

1) the element $\Delta S$ is located in the $\zeta_1 - \zeta_2$ plane;

2) $\zeta_3$-axis is chosen to be in the direction of the element normal, and the loading point $\xi = 0$ is located on the $\zeta_3$-axis. The intersection of the $\zeta_3$-axis and the
3) the edge 1–2 of the element is parallel to the $\zeta_1$–axis and it goes in the direction of $-\mathbf{l}$ (unit vector along $\zeta_1$).

The above conditions uniquely determine the local coordinate system. The shaded part is the element over which the Kelvin solution is to be integrated. Call the edge opposite vertex 3 edge$_3$; the edge opposite vertex 1 edge$_1$; and the edge opposite vertex 2 edge$_2$. Call the distance between the loading point and the element $\Delta S$ $b$: the distance between the projection $o$ and the edge that determines the $\zeta_1$-axis $d$: the angle between the line $op$ and the axis $\zeta_2$ $\theta$, where $p$ is an arbitrary point on the element $\Delta S$. It is important to notice that $b$ is positive if the loading point is located in the side that the element normal is pointing, and negative otherwise. From Figure 3.6, it can be easily seen that

$$dA_2 = \rho d\rho d\theta,$$
\[ r = \sqrt{\rho^2 + b^2}. \]  
(3.5.21)

Then
\[ r dr = \rho d\rho. \]  
(3.5.22)

Define
\[ k = \frac{|b|}{d^2 + b^2}, \quad k' = \frac{|d|}{d^2 + b^2}, \]  
(3.5.23)

Then
\[ \frac{k}{k'} = \frac{|b|}{|d|}. \]  
(3.5.24)

Define also,
\[ \Delta = \sqrt{1 - k^2 \sin^2 \theta}. \]  
(3.5.25)

By using the chain rule of partial differentiation,
\[ r, i = \frac{\partial r}{\partial \rho} \left( \frac{\partial \rho}{\partial \zeta_1} \varepsilon_{1i} + \frac{\partial \rho}{\partial \zeta_2} \varepsilon_{2i} \right) + \frac{\partial r}{\partial \zeta_3} \varepsilon_{3i}, \]  
(3.5.26)

where \( \varepsilon_{1i}, \varepsilon_{2i}, \) and \( \varepsilon_{3i} \) are the direction cosines of the \( \zeta_1, \zeta_2 \) and \( \zeta_3 \) axes with respect to the global system. From simple geometry,
\[ \frac{\partial \rho}{\partial \zeta_1} = \sin \theta; \quad \frac{\partial \rho}{\partial \zeta_2} = \cos \theta; \quad \frac{\partial \rho}{\partial \zeta_3} = -\frac{b}{r}, \]  
(3.5.27)

and from (3.5.22)
\[ \frac{\partial r}{\partial \rho} = \frac{\rho}{r}. \]  
(3.5.28)

Then
\[ r, i = \frac{\rho}{r} \left( \sin \theta \varepsilon_{1i} + \cos \theta \varepsilon_{2i} \right) - \frac{b}{r} \varepsilon_{3i}. \]  
(3.5.29)

Hence,
\[ r, _i r, _j = \frac{\rho^2}{r^2} \left[ \sin^2 \theta \varepsilon_{1i} \varepsilon_{1j} + \cos^2 \theta \varepsilon_{2i} \varepsilon_{2j} + \sin \theta \cos \theta (\varepsilon_{1i} \varepsilon_{2j} + \varepsilon_{2i} \varepsilon_{1j}) \right] + \frac{b^2}{r^2} \varepsilon_{3i} \varepsilon_{3j} - \frac{b \rho}{r^2} \left[ \sin \theta (\varepsilon_{1i} \varepsilon_{3j} + \varepsilon_{3i} \varepsilon_{1j}) + \cos \theta (\varepsilon_{2i} \varepsilon_{3j} + \varepsilon_{3i} \varepsilon_{2j}) \right]. \]  
(3.5.30)
Along the edge

\[ \rho(\theta) = \frac{d}{\cos \theta}, \quad (3.5.31) \]

and

\[ r(\theta) = \sqrt{b^2 + \frac{d^2}{\cos^2 \theta}} = \frac{\rho(\theta) \triangle}{k^i} = \frac{d}{\cos \theta \ k^i}. \quad (3.5.32) \]

3.5.2 Coordinate Transformations

Since the variable transformation will not alter the result of an integral, the first two integrals in (3.5.19) can be obtained by the following three steps. Because of the special property of \( t_j^i(z, \theta, n) \), the evaluation of \( \tilde{H}_{ij} \) will be discussed separately.

\[ \text{Figure 3.7a Integration Over } \Delta S_{120} \]
a) Integrate the displacement and the traction components over the shaded triangular sub-area \( \Delta S_{12o} \) as shown in Figure 3.7a. In this case, the local coordinate system is called

\[
Z^3 = \{o; \zeta_1^3, \zeta_2^3, \zeta_3^3\}, \tag{3.5.33}
\]

with the axes \( \zeta_1^3, \zeta_2^3 \) and \( \zeta_3^3 \). Call the angle between line \( o1 \) and axis \( \zeta_2^3 \) as \( \theta_1^3 \), the angle between line \( o2 \) and axis \( \zeta_2^3 \) as \( \theta_2^3 \); the distance between the projection point \( o \) and the \( edge_3 \) as \( d_3 \). The integrals can then be expressed as,

\[
G_{ij}^3 = \int \int \int_{\Delta S_{12o}} u^i_j(x, \theta) \, dA_x
= \int_{\theta_1^3}^{\theta_2^3} \int_{|b|}^{r_3(\theta)} u^i_j(x, \theta) \, r \, dr \, d\theta,
\tag{3.5.34}
\]

\[
\tilde{H}_{ij}^3 = \int \int \int_{\Delta S_{12o}} t^i_j(x, \theta; n) \, dA_x
= \int_{\theta_1^3}^{\theta_2^3} \int_{|b|}^{r_3(\theta)} t^i_j(x, \theta; n) \, r \, dr \, d\theta.
\]

The subscripts of \( \Delta S \) are written in such a order that the direction marked by the subscripts coincides with that by the integration argument \( \theta \).

b) Re-orient the \( \zeta_1^- \) and \( \zeta_2^- \) axes with respect to \( edge_2 \) according to 3), and then integrate the corresponding components over the shaded triangular sub-area \( \Delta S_{23o} \) as shown in Figure 3.7b. Call the local coordinate system here

\[
Z^2 = \{o; \zeta_1^2, \zeta_2^2, \zeta_3^2\}, \tag{3.5.35}
\]

with the axes \( \zeta_1^2, \zeta_2^2 \) and \( \zeta_3^2 \). Call the angle between line \( o3 \) and axis \( \zeta_2^2 \) as \( \theta_3^2 \), the angle between line \( o1 \) and axis \( \zeta_2^2 \) as \( \theta_1^2 \); the distance between the point \( o \)
and the edge2 as d2. The integrals are then given by,

\[
G_{ij}^2 = \int_{\Delta S_{31o}} \int_{|b|} u_j^i(z, 0) \ dA \_z
\]
\[
= \int_{\theta_3}^{\theta_2} \int_{r_2(\theta)}^{r_1(\theta)} u_j^i(z, 0) \ r \ dr \ d\theta, \tag{3.5.36}
\]

\[
\hat{H}_{ij}^\alpha = \int_{\Delta S_{31o}} \int_{|b|} t_j^\alpha(z, 0; n) \ dA \_z
\]
\[
= \int_{\theta_3}^{\theta_2} \int_{r_2(\theta)}^{r_1(\theta)} t_j^\alpha(z, 0; n) \ r \ dr \ d\theta.
\]

c) re-orient the \(\zeta_1\) and \(\zeta_2\) axes with respect to edge1 according to 3), and then integrate corresponding components over the shaded triangular sub-area \(\Delta S_{31o}\) as shown in Figure 3.7c. The local coordinate system is expressed by

\[
Z^1 = \{o, \iota_1^1, \iota_2^1, \iota_3^1\}, \tag{3.5.37}
\]
with the axes $\zeta_1^l$, $\zeta_2^l$ and $\zeta_3^l$. Call the angle between line $o2$ and axis $\zeta_2^l$ as $\theta_2^1$, the angle between line $o3$ and axis $\zeta_2^l$ as $\theta_3^1$; the distance between the projection point $o$ and the edge $e_1$ as $d_1$. The integrations over the shaded area can now be written as,

$$G_{ij}^1 = \iiint_{\Delta S_{23o}} u_j^i(x, 0) \, dA_x$$

$$= \int_{\theta_3^1}^{\theta_2^1} \int_{|y|}^{r_1(\theta)} u_j^i(x, 0) \, r \, dr \, d\theta,$$

(3.5.38)

$$\tilde{H}_{ij}^1 = \iiint_{\Delta S_{23o}} t_j^i(x, 0; n) \, dA_x$$

$$= \int_{\theta_3^1}^{\theta_2^1} \int_{|y|}^{r_1(\theta)} t_j^i(x, 0; n) \, r \, dr \, d\theta.$$

As shown by the shaded areas, the components of the Kelvin solution has been integrated once over the triangular sub-area $\Delta S_{32o}$, and the second time over the triangular sub-area $\Delta S_{23o}$. The sum of the two integral over $\Delta S_{32o}$ and the integral
over $\Delta S_{230}$ vanishes. This can be illustrated as follows,

let $p$ denote the intersection of lines $o1$ and $23$. Case 1, the components of the Kelvin solution is integrated over the sub-area $\Delta S_{320}$ through

$$\int \int_{\Delta S_{320}} u_j^i(x, \theta) \, dA_x = \int \int_{\Delta S_{p20}} u_j^i(x, \theta) \, dA_x$$

$$+ \int \int_{\Delta S_{3po}} u_j^i(x, \theta) \, dA_x,$$

$$\int \int_{\Delta S_{320}} t^{oi}_j(x, \theta; n) \, dA_x = \int \int_{\Delta S_{p20}} t^{oi}_j(x, \theta; n) \, dA_x$$

$$+ \int \int_{\Delta S_{3po}} t^{oi}_j(x, \theta; n) \, dA_x,$$

where, $\Delta S_{p20}$ is a part of the area of $\Delta S_{120}$ as shown in Figure 3.7a; while $\Delta S_{3po}$ is a part of the area of $\Delta S_{310}$ as shown in Figure 3.7b.

Case 2, the components of the Kelvin Solution is integrated over the sub-area $\Delta S_{230}$ as shown in Figure 3.7c and (3.5.38).

In both cases, the components of the Kelvin solution are the same, and the integration argument $\theta$ sweeps through the same angular range. However, in both cases, $\theta$ is opposite in signs. Therefore,

$$\int \int_{\Delta S_{p20}} u_j^i(x, \theta) \, dA_x + \int \int_{\Delta S_{3po}} u_j^i(x, \theta) \, dA_x$$

$$+ \int \int_{\Delta S_{230}} u_j^i(x, \theta) \, dA_x = 0;$$

$$\int \int_{\Delta S_{p20}} t^{oi}_j(x, \theta; n) \, dA_x + \int \int_{\Delta S_{3po}} t^{oi}_j(x, \theta; n) \, dA_x$$

$$+ \int \int_{\Delta S_{230}} t^{oi}_j(x, \theta; n) \, dA_x = 0.$$
So, the result of (3.5.19) can be written as,
\[ G_{ij} = G_{ij}^1 + G_{ij}^2 + G_{ij}^3; \]
\[ \hat{H}_{ij}^0 = \hat{H}_{ij}^{01} + \hat{H}_{ij}^{02} + \hat{H}_{ij}^{03}. \] (3.5.41)

### 3.5.3 Evaluation Of Integrals In \( G_{ij} \) And \( \hat{H}_{ij}^0 \)

The advantage of placing the local coordinate system in the way shown is that all the components of the Kelvin solution can be expressed by the known arguments \( b, d, \theta, \) etc. All the integrations can be computed by the use of the tables of integrals of elliptical type or pseudo elliptical type. Examining the \( G_{ij}^1, G_{ij}^2, \) and \( G_{ij}^3 \) closely, it can be easily seen that all the integrals have the same structures. This observation is also true for \( \hat{H}_{ij}^{01}, \hat{H}_{ij}^{02}, \) and \( \hat{H}_{ij}^{03} \). Thus, if the expressions for \( G_{ij}^3 \) and \( \hat{H}_{ij}^{03} \) are obtained, the others can follow suit by changing the variables \( d, b, \) and \( \theta \) to the appropriate ones. This section is devoted to the derivation of the expressions for \( G_{ij}^3 \) and \( \hat{H}_{ij}^{03} \). By substituting \( u_j^i(x, \theta) \) in equation (3.5.15) and \( e_j^i(x, \theta; n) \) in equation (3.5.18), \( G_{ij}^3 \) and \( \hat{H}_{ij}^{03} \) can be written as,
\[ G_{ij}^3 = -\frac{1}{4\pi \mu} \int_{\theta_1}^{\theta_2} d\theta \int_{0}^{r_3(\theta)} \left( \frac{3 - 4\nu}{4(1 - \nu)} \delta_{ij} \right. \right.
\[ + \frac{1}{4(1 - \nu)} \left\{ \frac{\rho^2}{r^2} \sin^2 \theta e_{1i} e_{1j} + \frac{\rho^2}{r^2} \sin \theta e_{2i} e_{2j} \right. \right.
\[ + \frac{\rho^2}{r^2} \sin \theta \cos \theta (e_{1i} e_{2j} + e_{2i} e_{1j}) + \frac{e^2}{r^2} e_{3i} e_{3j} \right. \right.
\[ + \frac{e\rho}{r^2} \sin \theta (e_{1i} e_{3j} + e_{3i} e_{1j}) - \frac{e\rho}{r^2} \cos \theta (e_{2i} e_{3j} + e_{3i} e_{2j}) \left. \right\} \right) dr; \]
\[ \hat{H}_{ij}^{03} = -\frac{1 - 2\nu}{8\pi (1 - \nu)} \int_{\theta_1}^{\theta_2} d\theta \int_{0}^{r_3(\theta)} \left( \frac{e}{r^2} \delta_{ij} \right. \right.
\[ + \frac{3}{1 - 2\nu} \left( \frac{e\rho^2}{r^4} \sin^2 \theta e_{1i} e_{1j} + \frac{e\rho^2}{r^4} \cos^2 \theta e_{2i} e_{2j} \right. \right. \]
\begin{align*}
&+ \frac{e^2 \rho^2}{r^4} \sin \theta \cos \theta (e_{1i}e_{2j} + e_{2i}e_{1j}) + \frac{e^3}{r^4} e_{3i}e_{3j} \\
&\left. - \frac{e^2 \rho}{r^4} \sin \theta (e_{1i}e_{3j} + e_{3i}e_{1j}) - \frac{e^2 \rho}{r^4} \cos \theta (e_{2i}e_{3j} + e_{3i}e_{2j}) \right\} dr.
\end{align*}

(3.5.42)

For the sake of simplicity of later discussion, define each term in the above two expressions as follows,

\begin{align}
I_{G_1}^3(\theta) &= \int d\theta \int_{\vec{r}_3}^{r_3(\theta)} dr \\
I_{G_2}^3(\theta) &= \int \sin^2 \theta d\theta \int_{\vec{r}_3}^{r_3(\theta)} \frac{\rho^2}{r^2} dr; \\
I_{G_3}^3(\theta) &= \int \cos^2 \theta d\theta \int_{\vec{r}_3}^{r_3(\theta)} \left(1 - \frac{e^2}{r^2}\right) dr; \\
I_{G_4}^3(\theta) &= \int \sin \theta \cos \theta d\theta \int_{\vec{r}_3}^{r_3(\theta)} \left(1 - \frac{e^2}{r^2}\right) dr; \\
I_{G_5}^3(\theta) &= \int d\theta \int_{\vec{r}_3}^{r_3(\theta)} \frac{e^2}{r^2} dr; \\
I_{G_6}^3(\theta) &= \int \sin \theta d\theta \int_{\vec{r}_3}^{r_3(\theta)} \frac{e\rho}{r^2} dr; \\
I_{G_7}^3(\theta) &= \int \cos \theta d\theta \int_{\vec{r}_3}^{r_3(\theta)} \frac{e\rho}{r^2} dr,
\end{align}

and

\begin{align}
I_{H_1}^3(\theta) &= \int d\theta \int_{\vec{r}_3}^{r_3(\theta)} \frac{e}{r^2} dr; \\
I_{H_2}^3(\theta) &= \int \sin^2 \theta d\theta \int_{\vec{r}_3}^{r_3(\theta)} \frac{e\rho^2}{r^4} dr; \\
I_{H_3}^3(\theta) &= \int \cos^2 \theta d\theta \int_{\vec{r}_3}^{r_3(\theta)} \frac{e(r^2 - e^2)}{r^4} dr; \\
I_{H_4}^3(\theta) &= \int \sin \theta \cos \theta d\theta \int_{\vec{r}_3}^{r_3(\theta)} \frac{e(r^2 - e^2)}{r^4} dr; \\
I_{H_5}^3(\theta) &= \int d\theta \int_{\vec{r}_3}^{r_3(\theta)} \frac{e^3}{r^4} dr; \\
I_{H_6}^3(\theta) &= \int \sin \theta d\theta \int_{\vec{r}_3}^{r_3(\theta)} \frac{e^2 \rho}{r^4} dr; \\
I_{H_7}^3(\theta) &= \int \cos \theta d\theta \int_{\vec{r}_3}^{r_3(\theta)} \frac{e^2 \rho}{r^4} dr.
\end{align}

(3.5.44)
Then the integrations of the Kelvin solution over the triangular sub-area $\Delta S_{12\circ}$ as shown in Figure 3.7a can be written as,

$$G_{ij}^3 = -\frac{1}{4\pi \mu} \left\{ \frac{3 - 4\nu}{4(1 - \nu)} I_{G_1}^3(\theta) \delta_{ij} \right. \\
+ \frac{1}{4(1 - \nu)} \left[ I_{G_2}^3(\theta) \varepsilon_{i1\varepsilon_{1j}} + I_{G_2}^3(\theta) \varepsilon_{i2\varepsilon_{2j}} + I_{G_2}^3(\theta)(\varepsilon_{i1\varepsilon_{1j}} + \varepsilon_{i2\varepsilon_{1j}}) \\
+ I_{G_3}^3(\theta) \varepsilon_{i3\varepsilon_{3j}} - I_{G_3}^3(\theta)(\varepsilon_{i1\varepsilon_{1j}} + \varepsilon_{i3\varepsilon_{1j}}) - I_{G_7}^3(\theta)(\varepsilon_{i2\varepsilon_{3j}} + \varepsilon_{i3\varepsilon_{2j}}) \right] \bigg|_{\theta_i^3}^{\theta_j^3} \\
+ \left. \frac{1 - 2\nu}{8\pi (1 - \nu)} \left[ I_{H_1}^3(\theta) \delta_{ij} \right. \\
+ \frac{3}{1 - 2\nu} \left[ I_{H_2}^3(\theta) \varepsilon_{i1\varepsilon_{1j}} + I_{H_3}^3(\theta) \varepsilon_{i2\varepsilon_{2j}} + I_{H_4}^3(\theta)(\varepsilon_{i1\varepsilon_{1j}} + \varepsilon_{i2\varepsilon_{1j}}) \\
+ I_{H_5}^3(\theta) \varepsilon_{i3\varepsilon_{3j}} - I_{H_6}^3(\theta)(\varepsilon_{i1\varepsilon_{1j}} + \varepsilon_{i3\varepsilon_{1j}}) - I_{H_7}^3(\theta)(\varepsilon_{i2\varepsilon_{3j}} + \varepsilon_{i3\varepsilon_{2j}}) \right] \bigg|_{\theta_i^3}^{\theta_j^3} \right\} \cdot (3.5.45)
$$

In the results shown below, the superscript 3 of $\theta_1^3$ and $\theta_2^3$ and the subscript 3 $d_3$, $\Delta_3$, $k_3$ and $k'_3$ are left out for simplicity. We write

$$d \rightarrow d_3, \quad \Delta \rightarrow \Delta_3;$$
$$k \rightarrow k_3, \quad k' \rightarrow k'_3; \quad (3.5.46)$$
$$\theta_1 \rightarrow \theta_1^3, \quad \theta_2 \rightarrow \theta_2^3.$$

Using equations (3.5.31) and (3.5.32) and evaluating equations (3.5.43) and (3.5.44), one has,

$$I_{G_1}^3(\theta) = \frac{d}{2} \ln \left( \frac{\Delta + k' \sin \theta}{\Delta - k' \sin \theta} \right) + \text{sgn}(d) |b| \sin^{-1}(k \sin \theta) - |b| \theta;$$
$$I_{G_2}^3(\theta) = -d \left( \frac{\Delta}{k'} \right) \sin \theta + \text{sgn}(d)|b| \sin^{-1}(k \sin \theta)$$
$$+ \frac{d}{2} \ln \left( \frac{\Delta + k' \sin \theta}{\Delta - k' \sin \theta} \right) - |b| \left( \theta - \frac{1}{2} \sin 2\theta \right);$$
\[ I_{G_0}(\theta) = |b| \frac{\text{sgn}(d)}{k} \Delta \sin \theta + \text{sgn}(d)|b| \sin^{-1}(k \sin \theta) \]
\[ - |b|(\theta + \frac{1}{2} \sin 2\theta); \]
\[ I_{G_1}(\theta) = -\frac{d}{k'} \Delta \cos \theta - |b| \sin^2 \theta; \]
\[ I_{G_2}(\theta) = |b| \left\{ \theta - \text{sgn}(d) \sin^{-1}(k \sin \theta) \right\}; \]
\[ I_{G_3}(\theta) = \frac{bk'}{k} \ln(k \cos \theta + \Delta) - \text{sgn}(b)d \ln \left( \frac{|b| \cos \theta}{d} + \frac{\Delta}{k'} \right) \]
\[ + b \cos \theta \left( \ln \frac{|b|k' \cos \theta}{d(k' + \Delta)} \right); \]
\[ I_{G_4}(\theta) = -\frac{b}{2} \ln \left( \frac{1 + \sin \theta}{1 - \sin \theta} \right) + b \sin \theta \ln \left( \frac{1 + \Delta/k'}{|b| \cos \theta/d} \right) \]
\[ + \text{sgn}(\theta)b \ln \left( \frac{1 + k' \Delta + k'^2 |\sin \theta|}{k' + \Delta} \right), \quad (3.5.47) \]

and
\[ I_{H_1}(\theta) = \text{sgn}(b) \left\{ \theta - \text{sgn}(d) \sin^{-1}(k \sin \theta) \right\}; \]
\[ I_{H_2}(\theta) = \frac{bk'}{d} \cos^2 \theta \frac{\sin \theta}{3 \Delta} - \frac{bk'}{3dk} \sin^{-1}(k \sin \theta) \]
\[ + \frac{1}{3} \text{sgn}(b)(\theta - \frac{1}{2} \sin 2\theta); \]
\[ I_{H_3}(\theta) = \frac{bk'}{3d} \left( k^2 - 1 - \cos^2 \theta \right) \frac{\sin \theta}{\Delta} - \frac{bk'}{3dk} \sin^{-1}(k \sin \theta) \]
\[ + \frac{1}{3} \text{sgn}(b)(\theta + \frac{1}{2} \sin 2\theta); \]
\[ I_{H_4}(\theta) = \frac{bk' \cos^3 \theta}{d} + \frac{1}{3} \text{sgn}(b) \sin^2 \theta; \]
\[ I_{H_5}(\theta) = \frac{1}{3} \left\{ \text{sgn}(b) \theta + \frac{k'^3 b \sin \theta}{d \Delta} \right\} \]
\[ - \text{sgn}(b) \text{sgn}(d) \sin^{-1}(k \sin \theta) \}; \]
\[ I_{H_6}(\theta) = -\frac{k' \cos \theta}{3 \Delta}; \]
\[ I_{H_7}(\theta) = \frac{k'^3 \sin \theta}{3 \Delta}, \quad (3.5.48) \]

where
\[ \text{sgn}(\epsilon) = \frac{b}{|b|}, \quad \text{sgn}(d) = \frac{d}{|d|}, \quad \text{sgn}(\theta) = \frac{\sin \theta}{|\sin \theta|}. \quad (3.5.49) \]
The physical meaning of \( b \neq 0 \) is that the unit concentrated load is applied at a point away from the element. Theoretically, the displacement and the traction components are not singular with respect to the points on the element. Thus, the above integrals can be computed without any problem.

However, when the unit concentrated load is applied on the element, \( b = 0 \), the displacement and the traction components are both singular at the point of application of the load. Therefore, special care has to be taken in order to evaluate the above integrals correctly. In stead of taking \( b \) as 0, a limiting process is employed such that the integrals are evaluated as the limit case as \( b \to 0 \). In this case, \( k \to 0 \), \( k' \to 1 \), and \( \Delta \to 1 \) as \( b \to 0 \). By taking limits of the integrals in (3.5.47) and (3.5.48), the following is obtained,

\[
\begin{align*}
I_{G_1}^3(\theta) &= \frac{d}{2} \ln \left( \frac{1 + \sin \theta}{1 - \sin \theta} \right); \\
I_{G_2}^3(\theta) &= \frac{d}{2} \ln \left( \frac{1 + \sin \theta}{1 - \sin \theta} \right) - d \sin \theta; \\
I_{G_3}^3(\theta) &= d \sin \theta; \\
I_{G_4}^3(\theta) &= -d \cos \theta; \\
I_{G_5}^3(\theta) &= I_{G_6}^3(\theta) = I_{G_7}^3(\theta) = 0.
\end{align*}
\]  

(3.5.50)

Since \( \partial r / \partial n = 0 \) when the loading point is on the element, \( t_{ij}^a(\mathbf{x}, \mathbf{0}; \mathbf{n}) = 0 \) from (3.5.18). Thus,

\[
I_{H_1}^3(\theta) = I_{H_2}^3(\theta) = I_{H_3}^3(\theta) = I_{H_4}^3(\theta) = I_{H_5}^3(\theta) = I_{H_6}^3(\theta) = I_{H_7}^3(\theta) = 0. \quad \text{(3.5.51)}
\]

Therefore, the full expressions of \( G_{ij}^3 \) and \( \hat{H}_{ij}^3 \) can be obtained by substituting (3.5.50) and (3.5.51) or (3.5.47) and (3.5.48) into (3.5.45) depending on whether the loading point is on or off the element.
$G_{ij}^{2}$, $\tilde{H}_{ij}^{\gamma 2}$ and $G_{ij}^{1}$, $\tilde{H}_{ij}^{\gamma 1}$ can be obtained in the similar manner by following step b) and step c), respectively.

### 3.5.4 Evaluation of $\hat{\mathbf{H}}_{ij}^*$

In general,

$$\hat{\mathbf{H}}_{ij}^* = \int \int_{\Delta S} \frac{1 - 2\nu}{8\pi(1 - \nu)r^2} (n_{j}r_{i,j} - n_{i}r_{j,i}) \, dA_{\mathbf{z}}. \quad (3.5.52)$$

Since

$$\frac{1}{r^2}(n_{i}r_{j,i} - n_{j}r_{i,j}) = \epsilon_{ijk}\epsilon_{rsk}n_{r}\left(\frac{1}{r}\right), \quad \epsilon_{rsk}, \quad (3.5.53)$$

By using direct application of the divergence theorem, $\hat{\mathbf{H}}_{ij}^*$ can be written as

$$\hat{\mathbf{H}}_{ij}^* = \frac{1 - 2\nu}{8\pi(1 - \nu)} \epsilon_{ijk} \int \epsilon_{rsk}n_{r}\left(\frac{1}{r}\right), \, ds \quad (3.5.54)$$

where

$$dx_{k} = \epsilon_{1k}d\zeta_{1} + \epsilon_{2k}d\zeta_{2} + \epsilon_{3k}d\zeta_{3}, \quad (3.5.55)$$

and $\int$ stands for the line integration along the outside edges of the element $\Delta S$.

Thus,

$$\hat{\mathbf{H}}_{ij}^* = \frac{1 - 2\nu}{8\pi(1 - \nu)} \epsilon_{ijk} \left(\int_{1}^{2} \frac{1}{r} \, dx_{k} + \int_{2}^{3} \frac{1}{r} \, dx_{k} + \int_{3}^{1} \frac{1}{r} \, dx_{k}\right). \quad (3.5.56)$$

The above integrations can be evaluated easily by using the local coordinate systems introduced before, see Figures 7a, 7b and 7c. In particular, on the edge$_{3}$, see Figure 3.7a, $d\zeta_{2}^{3} = d\zeta_{3}^{3} = 0$, then $dx_{k} = \epsilon_{1k}^{3}d\zeta_{1}^{3}$, where $\epsilon_{1k}^{3}$ are the direction cosines of the $\zeta_{1}^{3}$-axis with respect to the global coordinate system.

$$\int_{1}^{2} \frac{1}{r} \, dx_{k} = \frac{1 - 2\nu}{8\pi(1 - \nu)} \epsilon_{ijk} \int_{1}^{2} \frac{\epsilon_{1k}^{3}d\zeta_{1}}{\sqrt{b^{2} + (\zeta_{1}^{3})^{2} + (\zeta_{2}^{3})^{2}}} = \frac{1 - 2\nu}{8\pi(1 - \nu)} \epsilon_{ijk}\epsilon_{1k}^{3} \ln(\zeta_{1}^{3} + r_{1})^{2}_{1}. \quad (3.5.57)$$
On the edge_2, see Figure 3.7b, \( d\zeta_2^2 = d\zeta_3^2 = 0 \), then \( dx_k = \varepsilon_{1k}^2 d\zeta_1^2 \), where \( \varepsilon_{1k}^2 \) has a similar meaning as \( \varepsilon_{1k}^3 \). Then

\[
\frac{\int_3^1}{r} \frac{1}{8\pi(1-\nu)} \varepsilon_{ijk} \int_3^1 \frac{\varepsilon_{1k}^2 d\zeta_1}{\sqrt{b^2 + (\zeta_1^2)^2 + (\zeta_2^2)^2}} = \frac{1 - 2\nu}{8\pi(1-\nu)} \varepsilon_{ij} \varepsilon_{1k}^2 \ln(\zeta_1^2 + r_2^2)|_3^1. \tag{3.5.58}
\]

On the edge_1, see Figure 3.7c, \( d\zeta_2^1 = d\zeta_3^1 = 0 \), then \( dx_k = \varepsilon_{1k}^1 d\zeta_1^1 \). Thus,

\[
\frac{\int_2^3}{r} \frac{1}{8\pi(1-\nu)} \varepsilon_{ijk} \int_2^3 \frac{\varepsilon_{1k}^1 d\zeta_1}{\sqrt{b^2 + (\zeta_1^1)^2 + (\zeta_1^3)^2}} = \frac{1 - 2\nu}{8\pi(1-\nu)} \varepsilon_{ij} \varepsilon_{1k}^1 \ln(\zeta_1^1 + r_1^3)|_2^3. \tag{3.5.59}
\]

Thus,

\[
\hat{H}_{ij}^* = \frac{1 - 2\nu}{8\pi(1-\nu)} \varepsilon_{ij} \left( \varepsilon_{1k}^1 \ln(\zeta_1^1 + r_1)|_2^3 + \varepsilon_{1k}^2 \ln(\zeta_2^1 + r_2)|_3^1 + \varepsilon_{1k}^3 \ln(\zeta_3^1 + r_3)|_1^2 \right). \tag{3.5.60}
\]

Having obtained the expressions for \( G_{ij}^3, G_{ij}^2, G_{ij}^1 \) and \( \hat{H}_{ij}^{s3}, \hat{H}_{ij}^{s2}, \hat{H}_{ij}^{s1} \), the integration of the Kelvin solution over an arbitrary element \( \Delta S \), as show in Figure 3.6, can be given as,

\[
G_{ij} = G_{ij}^3 + G_{ij}^2 + G_{ij}^1;
\]

\[
\hat{H}_{ij} = \hat{H}_{ij}^{s3} + \hat{H}_{ij}^{s2} + \hat{H}_{ij}^{s1} + \hat{H}_{ij}^* . \tag{3.5.61}
\]

Thus, the evaluation of the integrations of the Kelvin solution over an arbitrary element is now completed.

### 3.5.5 Compare Matrix Results Of Proposed Procedure With Pure Numerical Integration With Subdivisions

Because the integrands of the numerical integral in (3.4.1) do not vary very much with distance due to the subtraction of “singularities”, a few Gaussian points are expected to capture the variation well. The analytical part of the solution can be obtained accurately. Therefore, by using the proposed procedure, the components of the matrices \([H_{ij}]\) and \([G_{ij}]\), \((i, j = 1, 2, 3)\), can be evaluated with good accuracy using only a few Gaussian Quadrature Points.
The above argument can be verified by direct calculation using many Gaussian Quadrature points in an element. One way to do this is to subdivide the element if the fundamental solution is expected to vary highly in it. The rules for subdividing the most commonly used three-noded and four-noded elements are set as follows,

1) find the mid-points on the edges of an element, i.e., $a$, $b$, $c$, and $d$ for an element with four nodes, or $a$, $b$ and $c$ for an element with three nodes;

2) connect the mid-points on the opposite edges as shown in Figures 8 and 9.

Several criteria have to be used in order to control the subdivision process.

1) the length criterion:

The subdivision stops if the distance between the loading point and the element is larger than or equal to $C_{length}$ (a prechosen number) times the length of the smallest edge of the subdivided element.

**Figure 3.8 Subdivision Of An Element With Four Nodes**
Figure 3.9 Subdivision Of An Element With Three Nodes

2) the area criterion:

The subdivision stops if the area of the smallest subdivided element is less than or equal to $C_{area}$ (a prechosen number) times the area of the original element.

3) the above two criteria may both be in effect at the same time, such as in the case when the loading point is on an element or close to it.

An element is then subdivided into sub-elements. It is important to point out that both criteria must be compatible, otherwise, the singularity property of the fundamental solution can not be captured. The compatibility of the two criteria means also that the above two criteria are not independent, i.e., if one criterion is specified, the other criterion can be derived. This can be done by the following
simple calculation. Let

\[ d : \quad \text{be the distance between the loading point and the element;} \]
\[ L : \quad \text{be the typical length of the undivided element;} \]
\[ l : \quad \text{be the typical length of the smallest subdivided element;} \]
\[ C_{\text{length}} : \quad \text{be the designated number for length criterion, and} \]
\[ C_{\text{area}} : \quad \text{be the designated number for area criterion.} \]

then the area of the undivided element is of the order of \( L^2 \), and the area of the smallest subdivided element is of the order of \( l^2 \). From the length criterion,

\[ l = \frac{d}{C_{\text{length}}}. \quad (3.5.62) \]

while from the area criterion,

\[ l^2 = C_{\text{area}} \times L^2. \quad (3.5.63) \]

In order for the two criteria to be imposed properly, the following equations has to be satisfied,

\[ \left( \frac{d}{C_{\text{length}}} \right)^2 = C_{\text{area}} \times L^2, \quad (3.5.64) \]

thus

\[ C_{\text{area}} = \left( \frac{d}{L \times C_{\text{length}}} \right)^2. \quad (3.5.65) \]
3.5.6 Test Problem

In the example, a four-noded element, as shown in Figure 3.10, is chosen to demonstrate the accuracy of the proposed procedure. This process consists of two steps.

a) the matrices \([G_{ij}]\) and \([H_{ij}]\), using only the Kelvin solution, are evaluated over the element shown in Figure 3.10 with both the analytical calculation and numerical calculation with subdivisions. The correctness of the subdivision scheme is established by comparing the analytical and the numerical results;

b) the matrices \([G_{ij}]\) and \([H_{ij}]\), using the fundamental solution of the infinite plate problem, are evaluated over the same element with the proposed procedure and the numerical calculation with the same subdivision scheme. The
correctness of the proposed procedure is shown by comparing the results of the two calculations.

In Figure 3.10, point \( p \) is the point at which the unit concentrated load is acting; while point \( q \) is the projection of \( p \) along the direction of the element-normal onto the element. Eight subdivision cases are shown for different distances \( d \) between the loading point and the element. The length criterion is set as \( C_{\text{length}} = 2 \) for all the cases. Figures 3.11, 3.12, 3.13, 3.14, 3.15, 3.16, show the subdivisions with \( d = 0.00001, \ d = 0.0001, \ d = 0.001, \ d = 0.01, \ d = 0.1 \), respectively. Figure 3.16 shows also the subdivision with \( d = -0.1 \).

![Figure 3.11 Subdivision with 796 Elements](image)

The materials are idealized in this example, \( E = 1, \ \nu = 0.3 \), and the thickness of the plate is taken to be \( h = 1.0 \). The result of this calculation can be trivially generated to a realistic value of Young's modulus. However, if a different value of Poisson's ratio is desired, the calculation should be repeated. In the part of
Figure 3.12 Subdivision with 640 Elements

Figure 3.13 Subdivision with 484 Elements

numerical integration with subdivisions, 4, 16, and 36 Gaussian points are used. The results of the matrix components involving only Kelvin’s solution computed by
Figure 3.14 Subdivision with 316 Elements

Figure 3.15 Subdivision with 148 Elements

Numerical integration with subdivisions are shown in Tables 1a, 1b, and 1c, and the results of the same integrals computed by the analytical integration are shown in...
Comparing Table 1a, 1b, and 1c with Table 2, it can be easily seen that the results of the numerical integration with subdivisions are very close to the results of the analytical integration. The errors are negligible. This supports the correctness of both the analytical integration and the numerical integration with subdivisions.

The matrices \([G_{ij}]\) and \([H_{ij}]\) involving the fundamental solution of the infinite plate problem are computed over the same element. The results of the matrices \([G_{ij}]\) and \([H_{ij}]\) from the proposed procedure are shown in Tables 3a, 3b and 3c, while the results from the numerical calculation with subdivisions are shown in Tables 4a, 4b and 4c.

Comparing Tables 3a, 3b, 3c with Tables 4a, 4b, 4c, the errors are also negligible. This fact proves the feasibility of the proposed procedure. The tremendous savings of the computational effort introduced by the proposed procedure is vital.
to the later application to the boundary element method.
<table>
<thead>
<tr>
<th>G.T. Distance</th>
<th>([G^{ij}])</th>
<th>([H^{ij}])</th>
</tr>
</thead>
</table>
| 2
<p>| 0            | 0.1050207835E+00 | 0.0500000000E+00 |
| 406          | 0.1927057381E+17 | 0.1116415529E+14 |
| 2 10^{-6}    | 0.3393843093E+01 | 0.5000000000E+00 |
| 796          | 0.2576511436E+17 | 0.4917567209E-02 |
| 2 10^{-5}    | 0.1020224202E+00 | 0.4028895141E+14 |
| 640          | 0.7443584290E-18 | 0.5000000000E+00 |
| 2 10^{-4}    | 0.1050102355E+00 | 0.4098938293E+14 |
| 484          | 0.6300753517E+18 | 0.7636124546E-15 |
| 2 10^{-3}    | 0.1049587278E+00 | 0.2381504292E-14 |
| 316          | 0.6300753517E+18 | 0.4098938293E+14 |
| 2 10^{-2}    | 0.1037215345E+00 | 0.2322767620E-15 |
| 148          | 0.5812204636E+19 | 0.2322767620E-15 |
| 2 10^{-1}    | 0.9263408007E-01 | 0.1951630105E-17 |
| 16           | 0.6730919307E-19 | 0.2039205356E-16 |
| 2 10^{-1}    | 0.3726024431E-01 | 0.7742040679E-01 |
| 16           | 0.3726024431E-01 | 0.7742040679E-01 |
| 2 10^{-1}    | 0.3726024431E-01 | 0.7742040679E-01 |
| 16           | 0.3726024431E-01 | 0.7742040679E-01 |</p>
<table>
<thead>
<tr>
<th>G.P. Distance</th>
<th>$[G^{ij}]$</th>
<th>$[\hat{H}^{ij}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td># Elements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 0</td>
<td>0.1058244964E+00</td>
<td>0.5000000000E+00</td>
</tr>
<tr>
<td></td>
<td>0.20066292010E-18</td>
<td>-0.1648923649E-12</td>
</tr>
<tr>
<td></td>
<td>0.5766373118E-18</td>
<td>0.5000000000E+00</td>
</tr>
<tr>
<td>4 10^{-5}</td>
<td>0.1050241375E+00</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td>640</td>
<td>0.2583778168E-18</td>
<td>-0.1234611783E-18</td>
</tr>
<tr>
<td></td>
<td>0.5766373118E-18</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td>4 10^{-4}</td>
<td>0.1056443311E-18</td>
<td>-0.1947606572E-14</td>
</tr>
<tr>
<td>494</td>
<td>0.3212708665E-18</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td></td>
<td>0.5766373118E-18</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td>4 10^{-3}</td>
<td>0.1053739557E+00</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td>316</td>
<td>0.2334696027E-18</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td></td>
<td>0.5766373118E-18</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td>4 10^{-2}</td>
<td>0.1052446964E+00</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td>148</td>
<td>0.2631077110E-01</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td></td>
<td>0.5766373118E-18</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td>4 10^{-1}</td>
<td>0.1050241375E+00</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td>18</td>
<td>0.3270713273E-01</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td></td>
<td>0.5766373118E-18</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td>4 10^{-1}</td>
<td>0.1050241375E+00</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td>18</td>
<td>0.4295342222E-01</td>
<td>0.4000265052E+00</td>
</tr>
<tr>
<td></td>
<td>0.5766373118E-18</td>
<td>0.4000265052E+00</td>
</tr>
</tbody>
</table>
Table 1c. Numerical Integration of Kelvin Solution with subdivisions

<table>
<thead>
<tr>
<th>G.P. Distance</th>
<th>$[G^{ij}]$</th>
<th>$[\hat{F}^{ij}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td># Elements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.1050249827E+00</td>
<td>0.50000000000E+00</td>
</tr>
<tr>
<td>-0.4620705847E-18</td>
<td>-0.3425367492E+12</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.8234154725E-01</td>
<td>0.50000000000E+00</td>
</tr>
<tr>
<td>-0.3757422471E-18</td>
<td>-0.4017269902E-02</td>
<td></td>
</tr>
<tr>
<td>10^-6</td>
<td>0.1511517668E+00</td>
<td>0.35751566638E-16</td>
</tr>
<tr>
<td>790</td>
<td>0.1508106820E+00</td>
<td>0.4917525177E-02</td>
</tr>
<tr>
<td>0</td>
<td>0.50000000000E+00</td>
<td>0.50000000000E+00</td>
</tr>
<tr>
<td>-0.3425367492E+12</td>
<td>0.4017269902E-02</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.8303468783E-01</td>
<td>0.4917525177E-02</td>
</tr>
<tr>
<td>-0.1508106820E+00</td>
<td>0.4017269902E-02</td>
<td></td>
</tr>
<tr>
<td>10^-5</td>
<td>0.1508106820E+00</td>
<td>0.4017269902E-02</td>
</tr>
<tr>
<td>640</td>
<td>0.7383416704E-15</td>
<td>0.4017269902E-02</td>
</tr>
<tr>
<td>-0.3767865218E-10</td>
<td>0.4017269902E-02</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.1050249827E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>-0.7673702395E-20</td>
<td>0.49993432297E+00</td>
<td></td>
</tr>
<tr>
<td>10^-4</td>
<td>0.3747686521E-06</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>484</td>
<td>0.1508106820E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>0</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>-0.3425367492E+12</td>
<td>0.49993432297E+00</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>-0.3425367492E+12</td>
<td>0.49993432297E+00</td>
<td></td>
</tr>
<tr>
<td>10^-3</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>316</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>6</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>-0.3425367492E+12</td>
<td>0.49993432297E+00</td>
<td></td>
</tr>
<tr>
<td>10^-2</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>148</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>6</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>-0.3425367492E+12</td>
<td>0.49993432297E+00</td>
<td></td>
</tr>
<tr>
<td>10^-1</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>16</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>6</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>-0.3425367492E+12</td>
<td>0.49993432297E+00</td>
<td></td>
</tr>
<tr>
<td>-10^-1</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
<tr>
<td>16</td>
<td>0.50000000000E+00</td>
<td>0.49993432297E+00</td>
</tr>
</tbody>
</table>
Table 2. Analytical Integration of Kelvin Solution

<table>
<thead>
<tr>
<th>G.P. Distance # Elements</th>
<th>$[G^{ij}]$</th>
<th>$[\hat{H}^{ij}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.10502543629E+00 0.0000000000E+00 0.3388131789E-19</td>
<td>0.5000000000E+00 -0.2620852140E-17 0.0000000000E+00</td>
</tr>
<tr>
<td>0</td>
<td>0.0000000000E+00 0.2384182147E-01 0.0000000000E+00</td>
<td>0.2620852140E+17 0.5000000000E+00 0.4917525617E+02</td>
</tr>
<tr>
<td>0</td>
<td>0.0000000000E+00 0.1079592186E+00 0.0000000000E+00</td>
<td>0.0000000000E+00 -0.4917525617E-02 0.5000000000E+00</td>
</tr>
<tr>
<td>10^{-5}</td>
<td>0.10502413629E+00 0.0000000000E+00 0.5421019624E+19</td>
<td>0.499998264311E+00 -0.3466409592E+17 0.0000000000E+00</td>
</tr>
<tr>
<td>0</td>
<td>0.0000000000E+00 0.8344745908E-01 0.1508195263E+07</td>
<td>0.3466409592E-17 0.4099853327E+00 0.4917525617E+02</td>
</tr>
<tr>
<td>0</td>
<td>0.0000000000E+00 0.1079592186E+00 0.0000000000E+00</td>
<td>0.0000000000E+00 -0.4917525617E-02 0.4999982643E+00</td>
</tr>
<tr>
<td>10^{-4}</td>
<td>0.10501234710E+00 0.2389096758E+18 0.1355252715E+19</td>
<td>0.499999264311E+00 -0.3466409592E+17 0.0000000000E+00</td>
</tr>
<tr>
<td>0</td>
<td>0.0000000000E+00 0.8338107618E+01 0.1508195629E+06</td>
<td>0.1734723476E+17 0.4099853327E+00 0.4917525617E+02</td>
</tr>
<tr>
<td>0</td>
<td>0.0000000000E+00 0.1079405921E+00 0.0000000000E+00</td>
<td>0.0000000000E+00 -0.4917525617E-02 0.4999992643E+00</td>
</tr>
<tr>
<td>10^{-3}</td>
<td>0.10373535475E+00 0.8899142651E+10 0.1355252715E+19</td>
<td>0.499999264311E+00 -0.3466409592E+17 0.0000000000E+00</td>
</tr>
<tr>
<td>0</td>
<td>0.0000000000E+00 0.8334067387E+01 0.1508193327E+05</td>
<td>0.3464940529E+17 0.4085324956E+00 0.4920326519E+02</td>
</tr>
<tr>
<td>0</td>
<td>0.0000000000E+00 0.1068685830E+00 0.0000000000E+00</td>
<td>0.0000000000E+00 -0.4913393340E-02 0.4920326519E+02</td>
</tr>
<tr>
<td>10^{-2}</td>
<td>0.0926086718E+01 0.1084092172E+18 0.1355252715E+19</td>
<td>0.4273137104E+00 -0.3466409592E+17 0.0000000000E+00</td>
</tr>
<tr>
<td>0</td>
<td>0.0000000000E+00 0.7598172879E+01 0.1575695605E+03</td>
<td>0.1734723476E+17 0.4059583250E+00 0.5190754372E+02</td>
</tr>
<tr>
<td>0</td>
<td>0.0000000000E+00 0.9571700940E+01 0.0000000000E+00</td>
<td>0.0000000000E+00 -0.4506518978E-02 0.4273137104E+00</td>
</tr>
<tr>
<td>10^{-1}</td>
<td>0.37270132767E+01 0.2981550574E+18 0.5092230263E+08</td>
<td>0.7742358607E+01 -0.8676617379E+18 0.3705766144E+02</td>
</tr>
<tr>
<td>0.2981550574E+18</td>
<td>0.4255934179E-01 0.6053128782E+03</td>
<td>0.2168404345E+17 0.2884451271E+02 0.8374329437E+02</td>
</tr>
<tr>
<td>0.5920230263E+00</td>
<td>0.0531287822E+03 0.3821516801E+01</td>
<td>0.3705766144E+19 0.4643271101E-02 0.8886878280E+01</td>
</tr>
<tr>
<td>0.37270132767E+01</td>
<td>0.2981550574E+18 0.5092230263E+08</td>
<td>0.7742358607E+01 -0.8676617379E+18 0.3705766144E+02</td>
</tr>
<tr>
<td>0.2981550574E+18</td>
<td>0.4255934179E-01 0.6053128782E+03</td>
<td>0.2168404345E+17 0.2884451271E+02 0.8374329437E+02</td>
</tr>
<tr>
<td>0.5920230263E+00</td>
<td>0.0531287822E+03 0.3821516801E+01</td>
<td>0.3705766144E+19 0.4643271101E-02 0.8886878280E+01</td>
</tr>
<tr>
<td>G.P. Distance # Elements</td>
<td>([G^{ij}])</td>
<td>([\dot{H}^{ij}])</td>
</tr>
<tr>
<td>------------------------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>2</td>
<td>0.1094723874 ± 0.0</td>
<td>0.0000000000 ± 0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.0000000000 ± 0.0</td>
<td>0.8770639208 ± 0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.3250574604 ± 0.0</td>
<td>0.0000000000 ± 0.0</td>
</tr>
<tr>
<td>10^{-6}</td>
<td>0.1094710278 ± 0.0</td>
<td>0.8210819748 ± 0.0</td>
</tr>
<tr>
<td>1</td>
<td>0.8210819748 ± 0.0</td>
<td>0.8770639208 ± 0.0</td>
</tr>
<tr>
<td>1</td>
<td>0.1387778728 ± 0.0</td>
<td>0.1734526683 ± 0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.1094593295 ± 0.0</td>
<td>0.5221111080 ± 0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.5221111080 ± 0.0</td>
<td>0.8770639208 ± 0.0</td>
</tr>
<tr>
<td>1</td>
<td>0.3642021293 ± 0.0</td>
<td>0.1735084224 ± 0.0</td>
</tr>
<tr>
<td>10^{-5}</td>
<td>0.1094342028 ± 0.0</td>
<td>-0.1084202175 ± 0.0</td>
</tr>
<tr>
<td>10^{-4}</td>
<td>0.1081533471 ± 0.0</td>
<td>0.8741469038 ± 0.0</td>
</tr>
<tr>
<td>1</td>
<td>0.1734526683 ± 0.0</td>
<td>0.1173081621 ± 0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.1071890363 ± 0.0</td>
<td>0.4510291375 ± 0.0</td>
</tr>
<tr>
<td>10^{-3}</td>
<td>0.4510291375 ± 0.0</td>
<td>0.8929244516 ± 0.0</td>
</tr>
<tr>
<td>10^{-2}</td>
<td>0.3400946526 ± 0.0</td>
<td>0.1711273859 ± 0.0</td>
</tr>
<tr>
<td>10^{-1}</td>
<td>0.4162133009 ± 0.0</td>
<td>0.555111231 ± 0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.555111231 ± 0.0</td>
<td>0.5261865309 ± 0.0</td>
</tr>
<tr>
<td>1</td>
<td>0.1235009476 ± 0.0</td>
<td>0.7570274672 ± 0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.4162133009 ± 0.0</td>
<td>0.6393890909 ± 0.0</td>
</tr>
<tr>
<td>-10^{-1}</td>
<td>0.0000000000 ± 0.0</td>
<td>0.5261865309 ± 0.0</td>
</tr>
<tr>
<td>1</td>
<td>-0.1843143693 ± 0.0</td>
<td>-0.7570274672 ± 0.0</td>
</tr>
<tr>
<td>2</td>
<td>-10^{-1}</td>
<td>0.0000000000 ± 0.0</td>
</tr>
<tr>
<td>G.P. Distance # Elements</td>
<td>$[G^{ij}]$</td>
<td>$[\hat{H}^{ij}]$</td>
</tr>
<tr>
<td>------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>4</td>
<td>1.0947284730E+00 0.51275098839E-29 0.31225922560E-16</td>
<td>0.5000000000E+00 0.34384690250E-17 0.77629313074E-27</td>
</tr>
<tr>
<td>0</td>
<td>0.51275098839E-29 0.87780743935E-01 -0.23169730845E-18</td>
<td>-0.87770797899E-15 0.5000000000E+00 0.27437641395E-02</td>
</tr>
<tr>
<td>1</td>
<td>0.45102810375E-16 0.54604428948E-17 0.12587550734E+00</td>
<td>-0.87770797899E-15 0.5000000000E+00 0.27437641395E-02</td>
</tr>
<tr>
<td>4</td>
<td>1.0947153731E+00 0.82117782421E-17 -0.45102810375E-16</td>
<td>0.49992265010E+00 0.30054410760E-14 0.13022311564E-18</td>
</tr>
<tr>
<td>10^{-6}</td>
<td>0.82117782421E-17 0.87780743935E-01 0.15299999999E-07</td>
<td>0.31225922560E-16 0.49999545302E+00 0.27437641395E-02</td>
</tr>
<tr>
<td>1</td>
<td>-0.3400469520E-17 0.17351358566E-07 0.12887450974E+00</td>
<td>0.6891560233E-19 0.12587550734E+00 0.49999545302E+00</td>
</tr>
<tr>
<td>4</td>
<td>1.0945983811E+00 -0.5210311419E-16 0.5098959318E-16</td>
<td>0.49992265010E+00 0.27061868225E-14 0.34807757427E-18</td>
</tr>
<tr>
<td>10^{-5}</td>
<td>-0.5210311419E-16 0.87780743935E-01 0.15299999999E-07</td>
<td>0.10514242834E-14 0.49999545302E+00 0.27437641395E-02</td>
</tr>
<tr>
<td>1</td>
<td>0.17347294760E-16 0.17351358566E-07 0.12887450974E+00</td>
<td>-0.24267427236E-18 0.12587550734E+00 0.49999545302E+00</td>
</tr>
<tr>
<td>4</td>
<td>1.0963291839E-04 -0.5098959318E-16 -0.17347294760E-16</td>
<td>0.49992265010E+00 0.11102230246E-15 0.21684043450E-17</td>
</tr>
<tr>
<td>10^{-4}</td>
<td>-0.5098959318E-16 0.87780743935E-01 0.15299999999E-07</td>
<td>-0.24267427236E-18 0.49999545302E+00 0.27437641395E-02</td>
</tr>
<tr>
<td>1</td>
<td>0.3009761916E-16 0.17351358566E-07 0.12887450974E+00</td>
<td>0.3009761916E-16 0.12587550734E+00 0.49999545302E+00</td>
</tr>
<tr>
<td>4</td>
<td>1.0981899430E-06 -0.5098959318E-16 -0.17347294760E-16</td>
<td>0.49265000440E+00 0.30898683947E-15 0.05400791117E-17</td>
</tr>
<tr>
<td>10^{-3}</td>
<td>-0.5098959318E-16 0.87780743935E-01 0.15299999999E-07</td>
<td>-0.24267427236E-18 0.49999545302E+00 0.27437641395E-02</td>
</tr>
<tr>
<td>1</td>
<td>0.1238777870E-16 0.17351358566E-07 0.12587550734E+00</td>
<td>-0.24267427236E-18 0.49999545302E+00 0.27437641395E-02</td>
</tr>
<tr>
<td>4</td>
<td>1.0972950777E-01 0.60115320599E-16 0.60715320599E-16</td>
<td>0.42724715870E+00 0.20122792922E-15 0.71122685215E-15</td>
</tr>
<tr>
<td>10^{-2}</td>
<td>0.60115320599E-16 0.87415120577E-16 0.15055192177E-03</td>
<td>-0.18577778970E-16 0.48515131099E-00 0.30104090592E+00</td>
</tr>
<tr>
<td>1</td>
<td>0.71122685215E-15 0.1148271823E-03 0.12177814403E-01</td>
<td>0.71122685215E-15 0.48515131099E-00 0.30104090592E+00</td>
</tr>
<tr>
<td>4</td>
<td>1.0961210356E-01 0.69826310958E-16 -0.80230960764E-17</td>
<td>0.78108644900E-01 0.25002492906E-16 0.14007892056E-15</td>
</tr>
<tr>
<td>10^{-1}</td>
<td>0.69826310958E-16 0.87415120577E-16 0.15055192177E-03</td>
<td>0.63143934529E-15 0.26945051600E+00 0.6457445184E-15</td>
</tr>
<tr>
<td>1</td>
<td>-0.1142043209E-16 0.75765498990E-03 0.56457150801E-01</td>
<td>0.5681210356E-16 0.23245294575E-15 0.5681210356E-16 0.14007892056E-15</td>
</tr>
<tr>
<td>4</td>
<td>0.41621810356E-01 0.30365700890E-17 -0.22768245622E-10</td>
<td>-0.22768245622E-10 0.23245294575E-15 0.5681210356E-16</td>
</tr>
<tr>
<td>-10^{-1}</td>
<td>0.30365700890E-17 0.52600973260E-17 -0.51428898681E-03</td>
<td>0.72164496601E-15 0.26945051600E+00 0.6457445184E-15</td>
</tr>
<tr>
<td>1</td>
<td>0.41621810356E-01 0.30365700890E-17 -0.22768245622E-10</td>
<td>-0.7088091646E-16 0.31347830511E-02 0.1287393270E-02</td>
</tr>
<tr>
<td>G.P. Distance</td>
<td>$[G^{ij}]$</td>
<td>$[\hat{H}^{ij}]$</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
<td>-----------------</td>
</tr>
<tr>
<td># Elements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.10947291300E+00</td>
<td>0.88748851837E-30</td>
</tr>
<tr>
<td>0</td>
<td>0.88748851837E-30</td>
<td>0.87712102979E-01</td>
</tr>
<tr>
<td>1</td>
<td>0.80205937664E-17</td>
<td>0.50771477776E-17</td>
</tr>
<tr>
<td>10^{-6}</td>
<td>0.10947163101E+00</td>
<td>0.82187865935E-17</td>
</tr>
<tr>
<td>0</td>
<td>0.82191114118E-17</td>
<td>0.87767475020E-01</td>
</tr>
<tr>
<td>1</td>
<td>-0.57245874707E-16</td>
<td>0.13753030378E-07</td>
</tr>
<tr>
<td>10^{-5}</td>
<td>0.10945001081E+00</td>
<td>-0.52220931157E-16</td>
</tr>
<tr>
<td>0</td>
<td>-0.52219237092E-16</td>
<td>0.87784047444E-01</td>
</tr>
<tr>
<td>1</td>
<td>0.75409471205E-16</td>
<td>0.17356025544E-06</td>
</tr>
<tr>
<td>10^{-4}</td>
<td>0.10934299409E+00</td>
<td>-0.10992793509E-16</td>
</tr>
<tr>
<td>0</td>
<td>-0.10902370513E-16</td>
<td>0.87749713670E-01</td>
</tr>
<tr>
<td>1</td>
<td>-0.36429102999E-16</td>
<td>0.17356017025E-05</td>
</tr>
<tr>
<td>10^{-3}</td>
<td>0.10818150176E+00</td>
<td>-0.58564247236E-16</td>
</tr>
<tr>
<td>0</td>
<td>-0.48606489786E-16</td>
<td>0.87415295188E-01</td>
</tr>
<tr>
<td>1</td>
<td>-0.39248118644E-16</td>
<td>0.17353033850E-04</td>
</tr>
<tr>
<td>10^{-2}</td>
<td>0.07269852379E-01</td>
<td>0.40141403408E-10</td>
</tr>
<tr>
<td>0</td>
<td>0.55212905634E-16</td>
<td>0.80245742980E-01</td>
</tr>
<tr>
<td>1</td>
<td>0.60048812251E-16</td>
<td>0.17327483834E-03</td>
</tr>
<tr>
<td>10^{-1}</td>
<td>0.41092862090E-01</td>
<td>0.60132205373E-10</td>
</tr>
<tr>
<td>0</td>
<td>0.52324326615E-16</td>
<td>0.52610083645E-01</td>
</tr>
<tr>
<td>1</td>
<td>-0.32357660317E-17</td>
<td>0.57585443788E-03</td>
</tr>
<tr>
<td>6</td>
<td>0.41621899269E-01</td>
<td>-0.57462715142E-17</td>
</tr>
<tr>
<td>-10^{-1}</td>
<td>-0.68139323522E-17</td>
<td>0.52610083645E-01</td>
</tr>
<tr>
<td>1</td>
<td>-0.17238514543E-16</td>
<td>-0.75755443788E-03</td>
</tr>
<tr>
<td>G.P. Distance # Elements</td>
<td>$[G^{ij}]$</td>
<td>$[\tilde{H}^{ij}]$</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-----------</td>
<td>----------------</td>
</tr>
<tr>
<td>2</td>
<td>10^{-6}</td>
<td>10^{-5}</td>
</tr>
<tr>
<td>0</td>
<td>0.10946728215E+00</td>
<td>0.10946728215E+00</td>
</tr>
<tr>
<td>406</td>
<td>0.00000000000E+00</td>
<td>0.00000000000E+00</td>
</tr>
<tr>
<td>2</td>
<td>10^{-6}</td>
<td>10^{-5}</td>
</tr>
<tr>
<td>10^{-6}</td>
<td>-0.52320563457E-17</td>
<td>-0.52320563457E-17</td>
</tr>
<tr>
<td>796</td>
<td>0.8775649266E-01</td>
<td>0.8775649266E-01</td>
</tr>
<tr>
<td>2</td>
<td>10^{-3}</td>
<td>10^{-2}</td>
</tr>
<tr>
<td>10^{-3}</td>
<td>-0.3328765432E-17</td>
<td>-0.3328765432E-17</td>
</tr>
<tr>
<td>484</td>
<td>0.8772007826E-01</td>
<td>0.8772007826E-01</td>
</tr>
<tr>
<td>2</td>
<td>10^{-1}</td>
<td>10^{-1}</td>
</tr>
<tr>
<td>10^{-1}</td>
<td>-0.3040318010E-17</td>
<td>-0.3040318010E-17</td>
</tr>
<tr>
<td>316</td>
<td>0.8744289927E-01</td>
<td>0.8744289927E-01</td>
</tr>
<tr>
<td>2</td>
<td>10^{-1}</td>
<td>10^{-1}</td>
</tr>
<tr>
<td>10^{-1}</td>
<td>-0.2646263522E-17</td>
<td>-0.2646263522E-17</td>
</tr>
<tr>
<td>148</td>
<td>0.8402008000E-01</td>
<td>0.8402008000E-01</td>
</tr>
<tr>
<td>2</td>
<td>10^{-1}</td>
<td>10^{-1}</td>
</tr>
<tr>
<td>10^{-1}</td>
<td>-0.2286078634E-15</td>
<td>-0.2286078634E-15</td>
</tr>
<tr>
<td>16</td>
<td>0.1718546362E-03</td>
<td>0.1718546362E-03</td>
</tr>
</tbody>
</table>
Table 4b. Numerical Integration of Fundamental Solution with subdivisions

<table>
<thead>
<tr>
<th>G.P.</th>
<th>Distance</th>
<th># Elements</th>
<th>([G^{ij}])</th>
<th>([\tilde{H}^{ij}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0</td>
<td>496</td>
<td>-0.31566022603E-26 0.46894662288E-15</td>
<td>0.5900000000000E+00 0.53216112073E-12</td>
</tr>
<tr>
<td>10^-6</td>
<td>796</td>
<td>-0.19347108056E+00 -0.31566022603E-26 0.46894662288E-15</td>
<td>-0.52343199219E-12 0.5900000000000E+00</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0.19347108056E+00 -0.31566022603E-26 0.46894662288E-15</td>
<td>-0.52343199219E-12 0.5900000000000E+00</td>
</tr>
<tr>
<td>4</td>
<td>10^-5</td>
<td>640</td>
<td>0.10947198575E+00 -0.45407583418E-18 0.8507055355E-15</td>
<td>0.49992711720E+00 -0.34433567100E-12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.10947198575E+00 -0.45407583418E-18 0.8507055355E-15</td>
<td>0.49992711720E+00 -0.34433567100E-12</td>
</tr>
<tr>
<td>4</td>
<td>10^-4</td>
<td>484</td>
<td>0.35076896593E-15 0.17356210011E-07 0.12687400037E+00</td>
<td>0.49992657592E+00 -0.13582113000E-12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.35076896593E-15 0.17356210011E-07 0.12687400037E+00</td>
<td>0.49992657592E+00 -0.13582113000E-12</td>
</tr>
<tr>
<td>4</td>
<td>10^-3</td>
<td>3166</td>
<td>0.10918109327E+00 0.42209929011E-17 0.16501680431E-15</td>
<td>0.49226506677E+00 -0.21534445980E-14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.10918109327E+00 0.42209929011E-17 0.16501680431E-15</td>
<td>0.49226506677E+00 -0.21534445980E-14</td>
</tr>
<tr>
<td>4</td>
<td>10^-2</td>
<td>148</td>
<td>0.37280150070E-01 0.12533005236E-16 0.3190449328E-16</td>
<td>0.42720753388E+00 -0.5412337045E-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.37280150070E-01 0.12533005236E-16 0.3190449328E-16</td>
<td>0.42720753388E+00 -0.5412337045E-15</td>
</tr>
<tr>
<td>4</td>
<td>10^-1</td>
<td>16</td>
<td>0.41621050323E-01 0.26029852140E-17 0.5154098461E-03</td>
<td>0.78100643220E-01 0.13877878015E-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.41621050323E-01 0.26029852140E-17 0.5154098461E-03</td>
<td>0.78100643220E-01 0.13877878015E-15</td>
</tr>
<tr>
<td>4</td>
<td>-10^-1</td>
<td>16</td>
<td>0.41621050323E-01 0.26029852140E-17 0.5154098461E-03</td>
<td>0.78100643220E-01 0.13877878015E-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.41621050323E-01 0.26029852140E-17 0.5154098461E-03</td>
<td>0.78100643220E-01 0.13877878015E-15</td>
</tr>
<tr>
<td>G.I. Distance # Elements</td>
<td>$[G^{ij}]$</td>
<td>$[H^{ij}]$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>------------</td>
<td>------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$6$</td>
<td>0.10947251149E+00</td>
<td>0.541068490375E-26</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.541068490375E-26</td>
<td>0.34045303469E-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.38410572466E-15</td>
<td>0.51836124785E-16</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.12987516735E+00</td>
<td>0.500000002374E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$6$</td>
<td>0.10947167051E+00</td>
<td>0.10009904203E-17</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.87788911294E-01</td>
<td>0.84754071042E-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15238414066E-07</td>
<td>0.12987516735E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0.12987516735E+00</td>
<td>0.500000002374E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>0.10094598032E+00</td>
<td>0.19984083509E-18</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00265748385E-15</td>
<td>0.18374101058E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15238414066E-07</td>
<td>0.12987516735E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.12987516735E+00</td>
<td>0.500000002374E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>0.10934330800E+00</td>
<td>0.11015663479E-17</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.87788911294E-01</td>
<td>0.84754071042E-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15238414066E-07</td>
<td>0.12987516735E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.12987516735E+00</td>
<td>0.500000002374E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>0.10934330800E+00</td>
<td>0.11015663479E-17</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.87788911294E-01</td>
<td>0.84754071042E-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15238414066E-07</td>
<td>0.12987516735E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.12987516735E+00</td>
<td>0.500000002374E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>0.10934330800E+00</td>
<td>0.11015663479E-17</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.87788911294E-01</td>
<td>0.84754071042E-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15238414066E-07</td>
<td>0.12987516735E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.12987516735E+00</td>
<td>0.500000002374E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>0.10934330800E+00</td>
<td>0.11015663479E-17</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.87788911294E-01</td>
<td>0.84754071042E-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15238414066E-07</td>
<td>0.12987516735E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.12987516735E+00</td>
<td>0.500000002374E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>0.10934330800E+00</td>
<td>0.11015663479E-17</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.87788911294E-01</td>
<td>0.84754071042E-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15238414066E-07</td>
<td>0.12987516735E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.12987516735E+00</td>
<td>0.500000002374E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-10^{-1}</td>
<td>0.10934330800E+00</td>
<td>0.11015663479E-17</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.87788911294E-01</td>
<td>0.84754071042E-15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15238414066E-07</td>
<td>0.12987516735E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.12987516735E+00</td>
<td>0.500000002374E+00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
CHAPTER 4

CIRCULAR HOLE SUBJECTED TO PRESSURE

In this chapter, a simple problem is used to test the idea of the modified boundary element method. The problem involves a circular hole in an infinite plate of finite thickness. The hole is subjected to uniform pressure applied on the surface of the hole. Furthermore, the upper and the lower surfaces of the plate are traction-free. Although this testing problem is strictly to be a three-dimensional one, its solution happens to coincide with both the plane-stress and the plane-strain solutions for the corresponding two-dimensional problems with the same in-plane geometry and loading. By taking advantage of this fact, the known solution of the corresponding plane-stress problem is used as the benchmark case for comparison with our numerical results.

Besides the modified boundary element scheme, a finite element analysis scheme is also employed for further comparison. The results of both the numerical schemes are presented.
4.1 Analytical Solution For Pressurized Circular Hole Problem

Consider a problem involving a pressurized circular hole in an infinite plate of finite uniform thickness $h$. The pressure is uniformly applied on the surface of the circular hole. The plate also has the traction-free boundary conditions on its upper and the lower surfaces. The radius of the hole is denoted as $a$, and the magnitude of the applied pressure is $p$. Figure 4.1 shows the problem schematically. The Cartesian coordinate system is placed at the bottom surface of the plate. The origin of the coordinates is located at the center of the circular hole.

![Figure 4.1 Pressurized Circular Hole In Infinite Plate](image)

The traction is denoted as $t(x, n)$, where $x = r e_r + \theta e_\theta + x_3 e_3$ and $n = n_r e_r + n_\theta e_\theta + n_3 e_3$. The vectors $e_r$, $e_\theta$, and $e_3$ are the unit vectors of the cylindrical
coordinate system. The boundary conditions then become:

\[ t(x; e_3) = 0 \quad \forall x \in \Pi_1, \]
\[ t(x; -e_3) = 0 \quad \forall x \in \Pi_2, \]
\[ t(x; -e_r) = -pe_r \quad \forall x \in \mathcal{L}. \]

(4.1.1)

The in-plane stress components corresponding to the two-dimensional plane-stress and plane-strain approximations of the three-dimensional problem is given in [43], and the components of the stress fields expressed in the polar coordinates are,

\[ \sigma_{rr}(r, \theta) = -\sigma_{\theta\theta}(r, \theta) = -\frac{a^2}{r^2} p, \quad \forall r \geq a; \]
\[ \sigma_{r\theta}(r, \theta) = 0, \quad 0 \leq \theta \leq 2\pi. \]

(4.1.2)

In this particular problem, \( \epsilon_{3r}(r, \theta) \), \( \epsilon_{3\theta}(r, \theta) \), \( \epsilon_{33}(r, \theta) \) and \( \sigma_{3r}(r, \theta) \), \( \sigma_{3\theta}(r, \theta) \), \( \sigma_{33}(r, \theta) \) are zero simultaneously.

\[ \sigma_{33}(r, \theta) = \sigma_{3r}(r, \theta) = \sigma_{3\theta}(r, \theta) = 0. \]

(4.1.3)

In addition, the displacement fields for both cases are identical and they can be expressed as,

\[ u_r(r, \theta) = \frac{1}{2\mu} \frac{a^2}{r} p, \]
\[ u_{\theta}(r, \theta) = 0, \]
\[ u_3(r, \theta) = 0. \]

(4.1.4)

Therefore, the solutions of the plane-stress and the plane-strain approximation of this three-dimensional problem coincide. This fact suggests the possibility that the two-dimensional solutions may also be the solution of the fully three-dimensional problem. Indeed, if the above solutions in Eqs. (4.1.2), (4.1.3), and (4.1.4) are substituted into the three-dimensional governing equations for linear elastostatics,
all the governing equations are satisfied identically. In addition, the boundary conditions on the upper and the lower surfaces of the plate are trivially satisfied. For convenience, call the solution in (4.1.2), (4.1.3), and (4.1.4) the analytical solution to the pressurized circular hole problem, and choose the diameter of the hole the same as the thickness of the plate.

4.2 Modeling Of Circular Hole Surface

Recall the modified Boundary Integral Equations, the displacement field in the interior of the three-dimensional plate can be related to the traction and the displacement fields of only the lateral surfaces of the plate. This relationship is shown in Eq. (3.2.9) in Chapter Three. Because of the difficulty in solving the integral equations analytically for the tractions or the displacements on the lateral surfaces, the discretization scheme has to be introduced. However, in the modified boundary integral equations, the discretization is limited only to the lateral surfaces. This fact is also the key difference between the modified boundary element scheme and the conventional one, which employs the Kelvin solution as the fundamental solution.

In this test problem, the lateral surfaces coincide with the surface of the circular hole \( L_1 \).

Seven mesh schemes are employed for the modified boundary element scheme. One mesh is designed to suit the finite element scheme, in which 700 eight noded brick elements with 1008 nodes and 3024 degrees of freedom are used. In the boundary element mesh schemes, 72, 120, 196, 224 and 420 elements are used. Three different mesh arrangements are made involving 120 elements.
Call the dimension of an element in the $x_3$ direction the element-thickness, and the corresponding dimension in the circular direction the element width. All the elements used have the same width unless the mesh is locally refined. The elements in a layer have the same thickness.

For the modified boundary element scheme, the circular hole is modeled by flat rectangular elements of the same width. The thickness direction of the hole is modeled by an odd number of layers that are symmetric about the mid-plane of the plate. In all the calculations, constant elements are used. The displacement and the traction are computed only at the element centroids, which are called the element nodes.

The fundamental solution for the three-dimensional infinite plate problem is evaluated partially analytically and partially numerically over an infinite integral interval $[0, \infty)$. To avoid the numerical difficulties, a pre-set designated number $P$ is introduced so that the numerical part of the integrals are evaluated over a truncated interval $[0, P]$. By increasing the number $P$, the accuracy of the numerical integrals can be improved. This scheme is justified by the results shown in Table 1a through 4c in Chapter Three. In the following mesh arrangements, $P$ is chosen to be 10 or 20.

Two groups (Group A and Group B) of internal points are placed in the interior of the plate. The 48 internal points in the Group A are selected to examine the displacement variation along the radius direction; the other 44 internal points in Group B are assigned to observe the displacement variation through the thickness.

The points in Group A are placed in three radial arrays at different depths. All the arrays contain the same number of points (16 points each), and the points in the
three arrays have the same radial positions respectively. The first array of points is usually placed in the element nodal plane of the top layer; the second array of points is placed in the plane three quarters of the thickness from the bottom surface of the plate; the third array of points is placed in the mid-plane of the plate. Since the displacement field is expected to exhibit higher gradient with respect to $r$ near the surface of the hole, the points in each array are placed closer to each other when they are near the circular hole surface, and further apart when they are away from the hole surface. The position of the points in the $r$ direction are,

$$r = a + 0.01h, \ a + 0.03h, \ a + 0.05h, \ a + 0.07h, \ a + 0.09h,$$

$$a + 0.11h, \ a + 0.13h, \ a + 0.23h, \ a + 0.33h, \ a + 0.43h,$$

$$a + 0.50h, \ a + 0.70h, \ a + 0.90h, \ a + 1.1h, \ a + 1.30h, \ a + 1.50h.$$

where $h$ stands for the thickness of the plate.

The points in Group B are positioned along four different lines through the thickness of the plate. On each line, the displacement is evaluated at eleven points. The positions of the lines are $r = 0.53h, \ 0.73h, \ 1.00h, \ \text{and} \ 1.60h$. The positions of the points on the line at $r = 0.53h$ are $x_3 = 0.030h, \ 0.124h, \ 0.218h, \ 0.312h, \ 0.406h, \ 0.500h, \ 0.594h, \ 0.688h, \ 0.782h, \ 0.876h, \ \text{and} \ 0.970h$. The positions of the points on the other three lines are $r = 0, \ 0.1h, \ 0.2h, \ 0.3h, \ 0.4h, \ 0.5h, \ 0.6h, \ 0.7h, \ 0.8h, \ 0.9h, \ \text{and} \ 1.0h$. 
4.2.1 Mesh With Seventy Two Elements

The cross section of the circular hole is modeled by 24 elements of equal width, and the hole is modeled by three layers of elements in the thickness direction. The thicknesses of the layers are $0.2h$, $0.6h$, and $0.2h$. $P$ is taken to be 10 for this mesh arrangement. Furthermore, the Group A points are placed in the radius direction at the depths of $x_3 = 0.9h$, $0.75h$ and $0.5h$. The Group B points used are the same as discussed before. The element and the internal-point arrangements are displayed in Figure 4.2.

![Diagram of mesh with seventy two elements]

**Figure 4.2** Mesh With Seventy Two Elements
4.2.2 Meshes With One Hundred and Twenty Elements

Three mesh schemes are made involving 120 elements.

a) The cross section of the circular hole is modeled by 24 elements of equal width, and the circular hole is modeled by five layers of elements in the thickness direction. The thicknesses of the layers are $0.1h$, $0.2h$, $0.4h$, $0.2h$, and $0.1h$. $P = 10$.

b) The cross section of the circular hole is modeled by the same 24 equally sized elements. However, the hole is modeled by five layers with the same thickness in the thickness direction, which is $0.2h$. $P = 10$.

c) The modeling of the surface of the hole is the same as in case a). However $P = 20$ for this case.

The positions of the Group A points in the $x_3$ direction for cases a) and c) are $x_3 = 0.95h$, $0.75h$, and $0.5h$; for case b), they are at $x_3 = 0.9h$, $0.75h$, and $0.5h$. The positions of the Group B points are the same as discussed before.

The arrangements of the elements and the internal points are displayed in Figures 4.3 and 4.4.
Figure 4.3 One Hundred and Twenty Elements, Different Thicknesses

Figure 4.4 One Hundred and Twenty Elements, Same Thickness
4.2.3 Mesh With One Hundred And Ninety Six Elements

The cross section of the circular hole is modeled by 28 elements. This mesh arrangement is similar to the ones in which the cross section of the hole is modeled by 24 equally sized elements, but this mesh is locally refined. The difference is that one of the elements in the 24 element case is subdivided with five fine elements. The thickness direction is modeled by seven layers. The thicknesses of the layers are $0.1h, 0.1h, 0.2h, 0.2h, 0.2h, 0.1h, 0.1h$.

The internal points in this case are still arranged in two groups: Group A and Group B. The arrays formed by the Group A points are located in the extension of the center of the hole and the center of the five fine elements. The depths of the arrays are at $x_3 = 0.95h, 0.75h$, and $0.5h$. The Group B points are the same as discussed before. The arrangement of the elements and the internal points are shown in Figure 4.5.
4.2.4 Mesh With Two Hundred And Twenty-Four Elements

In this mesh arrangement, the cross section of the circular hole is modeled by 32 equally sized elements, and the thickness of the plate is modeled by seven layers of elements. The thicknesses of the layers from the top to the bottom are $0.1h, 0.1h, 0.2h, 0.2h, 0.1h, 0.1h$. $P$ is chosen to be 10.

The positions of the Group A points in the $x_3$ direction are $x_3 = 0.95h, 0.75h,$ and $0.5h$. The positions of the Group B points in the thickness direction are the same as discussed before.

The arrangement of the elements and the internal points is shown in Figures 4.6.

![Diagram](image)

**Figure 4.6** Two Hundred and Twenty-Four Elements
4.2.5 Mesh With Four Hundred and Twenty Elements

This mesh arrangement is very similar to the case with 196 elements. The only difference is that the thickness of the circular hole is modeled by 15 layers instead of 7 layers. Both the Group A points and the Group B points are the same as in the case with 196 elements, respectively. The arrangement of the elements and the internal points is shown in Figure 4.7.

Figure 4.7 Mesh With Four Hundred And Twenty Elements

4.3 Mesh For Finite Element Analysis

The three-dimensional Finite Element Analysis Program, FEAP, has been adapted in the present study. The FEAP was originally developed by R. J. Taylor [4] of U. C. Berkeley and later revised at Brown University. The code was made available through the courtesy of Dr. Ravichandran.
The eight noded tri-linear brick elements are used in FEAP. FEAP computes the displacement components at the nodes of the brick elements. The nodes for an element are located at its eight corners. The displacements in the interior of an element are evaluated through linearly interpolating the values at the nodes. The stress and the strain components are evaluated at the elements centroids.

The three-dimensional problem involving pressurized circular hole in an infinite plate is axially symmetric regarding the geometry and the loading. The modeling effort can be greatly reduced by taking advantage of the symmetry. In the implementation of the FEAP, one eighth of the plate is modeled. The same FEAP will be used in the analysis of the pressurized elliptical hole problems in the next chapter. The finite element model is depicted in Figure 4.8. The model is bounded by six surfaces, which are: the two orthogonal surfaces through the thickness, the top free surface and the midplane of the plate, a quarter of the circular hole surface enclosed between the two orthogonal surfaces, and a remote surface.

The remote surface is chosen to be concentric to the circular hole surface. The radius of the remote surface is denoted by $b$. Because of the characteristics of the pressurized hole problem, the stress and the displacement vary inversely proportional to $r^2$ and $r$, respectively. When the radius of the surface is large compared to the radius of the circular hole, it can be assumed that the stress and the displacement on the remote surface are negligible. It is justifiable that when the radius of the remote surface is 20 times the thickness, the ratio between the stresses on the remote surface and on the circular hole is of the order of $O(10^{-4})$, and the ratio of the displacements is of the order of $O(10^{-2})$. Therefore, in the model for finite element analysis, the three-dimensional infinite plate is truncated by a remote concentric surface at the radius about 20 times the thickness of the
plate, and the traction-free boundary conditions are applied on this remote surface. The geometry of the finite element model is shown in Figure 4.8, and the mesh geometry of the simulation is shown in Figures 4.9 and 4.10. Portions of meshes shown in Figures 4.9a and 4.10a are embedded in the meshes shown in Figures 4.9b and 4.10b, respectively.

![Figure 4.8 Geometry of Finite Element Modeling](image)

The finite element mesh models the cross section of the circular hole surface using 7 brick elements. The surfaces of the brick elements along the circular hole surface have the same geometries as the elements used for the modified boundary element scheme. The entire model consists of 700 eight noded brick elements arranged in 5 layers. 1008 nodes are involved and 3024 degrees of freedom are generated. These 5 layers of elements are arranged through one half the thickness of the plate. Starting from the midplane, the thicknesses of the layers are $0.1h$, $0.15h$, $0.15h$, $0.05h$, and $0.05h$. 
Figure 4.9 Detail Of In-Plane Mesh For Finite Element Analysis

Figure 4.10 Detail Of Mesh Variation Through Thickness
4.4 Results And Discussions

In this section, the results from all the mesh arrangements are analyzed with the hope of establishing some insights to use the modified boundary element scheme. The sources of discrepancy are also discussed.

In this particular problem, the full three-dimensional solution is identical to those of the plane-stress and the plane-strain approximation. All the numerical results obtained from both the modified boundary element method and the finite element method are plotted against the analytical solution. In all the calculations, the Young’s modulus $E$ and the Poisson’s ration $\nu$ were chosen to be 1 and 0.3, respectively. The cases involving different Young’s modulus and Poisson’s ratio can be computed from the above results through simple mathematical operations.

4.4.1 Results Of In-Plane Displacements

The result from the finite element analysis agrees well with the analytical solution.

Recall the solution of the stress field of the pressurized hole problem, for a finite radius of the circular hole, the stress field does not appear to have a strong stress concentration even near the surface of the hole. Furthermore, because of the axially symmetric property of the problem, it is expected that any local refinement of the numerical mesh in the circular direction would not affect the final result very much.
Figures 4.11 and 4.12, 4.13 and 4.14, 4.15 and 4.16 show the normalized displacement component \( u_r \) vs. the normalized radius \( r \). In these cases, \( u_r \) is evaluated at the Group A points. It can be seen from Figures 4.12, 4.14, and 4.16 (finite element results are included) that, although the mesh is locally refined for the cases involving 196 and 420 elements, the result of in-plane displacements obtained from the modified boundary element method does not seem to change much compared with the case using 120 elements. Unless the mesh is uniformly refined greatly, the results of the modified boundary element method would not be changed significantly.

![Graph showing normalized displacement vs. normalized distance](image)

**Figure 4.11** Normalized Displacement \( u_r \) vs. Normalized Distance \( r \); Results Obtained At Element Nodal Plane Of First Layer

Figures 4.11, 4.12, 4.13, 4.14, 4.15, and 4.16 show that the in-plane displacement \( u_r \), calculated from the modified boundary element method, differ from the analytical and the finite element results by less than 5%.

Two aspects contribute to the above error accumulation. One source of error
Figure 4.12 Normalized Displacement $u_r$ vs. Normalized Distance $r$; Locally Refined Mesh; Results Obtained At Element Nodal Plane Of First Layer

Figure 4.13 Normalized Displacement $u_r$ vs. Normalized Distance $r$; Results Obtained At Depth Three Quarters From Bottom Surface
comes from modeling. Since the polygon is used to model the circular hole surface, and the nodes of the elements are located at the centroids, the radius of the modeled "circular hole" is smaller than the actual one. This fact would result in approximately 1\% of error in all the stress and the displacement components, and it may also be the reason that the results in Figures 4.11 and 4.13, obtained from various mesh arrangements, have little difference. Since the cross section of the hole is modeled by 24, 28, and 32 elements, respectively, the change of radius caused by these models are very small compared with the actual radius of the hole. The second source of the error comes from $P = 10$. As was demonstrated in Chapter Two, when $P$ is chosen to be 10, the order of the error in the stress and the displacement components of the fundamental solution for infinite plate problem is at the order of $O(10^{-2})$. Thus, the error of the numerical integrations of the fundamental solution over the mesh elements can not be smaller than that presented in the fundamental
Figure 4.15 Normalized Displacement $u_r$ vs. Normalized Distance $r$; Results Obtained At Median Plane Of Plate

Figure 4.16 Normalized Displacement $u_r$ vs. Normalized Distance $r$; Locally Refined Mesh; Results Obtained At Median Plane Of Plate
solution. This error can be a major source.

In order to verify the assertion, a mesh with 120 elements is used with the choice of \( P = 20 \). The result from the modified BEM is excellent. The result agrees with both the analytical and the finite element solutions up to the point very close to the surface of the hole.

### 4.4.2 Results Of Out-Of-Plane Displacement

The accuracy of result of the modified BEM in the vicinity of the surface of the hole depends on the combination of the discretization sizes and the choice of \( P \).

Figures 4.17 and 4.18, 4.19 and 4.20 show the results of the normalized out-of-plane displacement for the pressurized circular hole problem. The displacement is evaluated at the Group A points.
Figure 4.18 Normalized Displacement \( u_3 \) vs. Normalized Distance \( r/H \); Locally Refined Mesh; Results Obtained At Element Nodal Plane Of First Layer

Figure 4.19 Normalized Displacement \( u_3 \) vs. Normalized Distance \( r/H \); Results Obtained At Depth Three Quarters From Bottom Surface
Figure 4.20 Normalized Displacement $u_3$ vs. Normalized Distance $r$; Locally Refined Mesh; Results Obtained At Depth Three Quarters From Bottom Surface

The displacement $u_3$ has good agreement with the analytical and the finite element results away from the circular hole surface. But the results deviates from the analytical and the finite element solutions when the displacement is calculated near the surface of the hole. The displacement computed in the element nodal plane of the first layer exhibits a drop near the surface of the hole.

A case involving 420 elements and $P = 10$ was run to establish the sense of how the discretization may affect the results. In this case, the cross section of the circular hole is modeled by 28 elements, and the thickness of the hole is modeled by 15 layers. Denote the overall size of an element as the largest dimension of the element. The overall sizes of the elements are reduced in the case with 420 elements compared with those in any other mesh. It can be seen from Figures 4.18 and 4.20 that the magnitude of the drop near the surface of the hole is reduced.
This fact shows the effect of the discretization error. It shows as the overall sizes of the elements decrease, the error caused by discretization decrease. Although the region in which the drop occurs is still not significantly reduced, the result of this displacement component is quiet acceptable. Further tests using $P = 20$ are in progress. It is expected that with the choice of larger $P$ mated with fine mesh, such as the case with 420 elements, the solution can be improved.

4.4.3 Results Of Displacement Variations Through Thickness

It can be seen from the Figures 4.21, through 4.27 that the displacement variation $u_r$ through thickness are horizontal straight lines except the ones computed very close to the hole surface at $r = 0.53h$, where both the discretization and the effect of $P$ have strong influence. The uniform variation of the displacements through the thickness indicates the two-dimensional nature of the problem. The error between the results obtained from the modified boundary element scheme and the analytical solution is about 5%. As the distance from the center of the hole increases, the thickness variation of $u_r$ approaches the analytical solution.

The deviation in the displacement $u_3$ from the plane-stress solution near the surface of the hole at $r = 0.53h$ are presented in Figure 4.24, 4.25. This deviation from the analytical solution is caused by the combining effect of the element size and the choice of $P$. By reducing the element size and increasing $P$ to 20, this deviation will be reduced.
Figure 4.21 Normalized Displacement $u_r$ vs. Normalized Depth $x_3$

Figure 4.22 Normalized Displacement $u_r$ vs. Normalized Depth $x_3$
Figure 4.23 Normalized Displacement $u_r$ vs. Normalized Depth $x_3$

Figure 4.24 Normalized Displacement $u_3$ vs. Normalized Depth $x_3$
Figure 4.25 Normalized Displacement $u_3$ vs. Normalized Depth $x_3$; Locally Refined Mesh

Figure 4.26 Normalized Displacement $u_3$ vs. Normalized Depth $x_3$
Figure 4.27 Normalized Displacement $u_3$ vs. Normalized Depth $x_3$; Locally Refined Mesh

4.5 Conclusions

All the above examples are designed with the sole purpose of obtaining insights in the use of the modified boundary element method. It can be concluded from the above results that, by properly modeling the circular hole surface and adequately choosing $P$, the modified boundary element scheme gives good results to the pressurized circular hole problem. However, these examples may not be the best ones to show the time advantage of the modified BEM. In these examples, the modified BEM runs much slower than the FEM, and this aspect will be discussed in detail in the conclusions of the next chapter.

Two sources contribute to the error in using the modified boundary element scheme. One source is the discretization error. The overall element size affects the results. By reducing the overall size of the elements, the displacements obtained by
the modified BEM approach the analytical solution. The other source of error is the choice of $P$. By choosing $P$ to be 10, the fundamental solution for the infinite plate problem can not be calculated with good accuracy, which results in about 5% of the error in the final results for displacements $u_r$ and $u_3$. By choosing $P$ to be 20, an excellent solution has been obtained, and the error is less than 0.5%.

The accuracy of the results depends on the combination of the element sizes and the choice of the value of $P$. Since the pressurized circular hole problem is axially symmetric, unless the mesh is uniformly refined, the results would not be changed significantly. Compromises have to be made between the desire of getting accurate results and the expense of obtaining them. Indeed, it is expensive to use both small elements and $P = 20$. 
CHAPTER 5

ELLiptical Hole Subjected to Pressure

This Chapter considers two problems involving an elliptical hole in an infinite three-dimensional plate of uniform thickness, $h$, subjected to uniform internal pressure $p$. The upper and the lower surfaces of the plate are traction free. The geometry and loading of the problem is similar to the one shown in Figure 4.1 in Chapter Four. The displacement and the stress fields near the elliptical holes are three-dimensional in nature. Unlike the pressurized circular hole problem, the three-dimensional analytical solutions are not available for these two problems.

These pressurized elliptical hole problems are studied by both the modified boundary element method and the finite element method. One of the problems involves an elliptical hole whose major axis is four times its minor axis, and the other consists of an elliptical hole whose major axis is ten times its minor axis. The boundary element results are compared with the finite element results and with the plane-stress and plane-strain approximations to these problems. The purpose of such comparisons is to identify the region near the elliptical hole surface where the three-dimensional effects are dominant.
5.1 Plane-Stress and Plane-Strain Solutions of Elliptical Hole

Subjected to Pressure

Consider the two-dimensional plane-stress and plane-strain approximations of the three-dimensional pressurized elliptical hole problem. The two-dimensional approximations have the same in-plane geometry and loading. Denote the major axis of the elliptical hole as \( a_0 \) and the minor axis as \( b_0 \). The magnitude of the applied pressure is \( p \). The shear modulus and the Young’s modulus are \( E \) and \( \nu \), respectively.

At this point, only the plane-stress approximation of the pressurized elliptical hole problem is analyzed. The plane-strain approximation of the same problem can be easily formulated by changing the Young’s modulus \( E \) and the Poisson’s ratio \( \nu \) in the plane-stress problem to \( E/(1-\nu^2) \) and \( \nu/(1-\nu) \), respectively.

In the plane-stress problem, the thin plate is loaded by pressure applied on the boundary, parallel to the midplane of the plate and distributed uniformly over the thickness, the stress components \( \sigma_{33}, \sigma_{13}, \sigma_{23} \) are zero on both surfaces of the plate. It may be assumed that they are zero also within the plate. The state of stress is then specified by \( \sigma_{11}, \sigma_{22}, \text{and } \sigma_{12} \). The corresponding displacement components are \( u_1 \) and \( u_2 \). The stress and displacement components are independent of \( x_3 \). Furthermore, this problem can be decomposed as shown in Figure 5.1.

From Figure 5.1, the displacement field of the pressurized elliptical hole problem can be expressed as the superposition of the displacement fields of problems a) and b).

\[
\begin{align*}
    u_1(x_1, x_2) &= u_{1a}(x_1, x_2) + u_{1b}(x_1, x_2), \\
    u_2(x_1, x_2) &= u_{2a}(x_1, x_2) + u_{2b}(x_1, x_2). 
\end{align*}
\tag{5.1.1}
\]
Figure 5.1 Problem Decomposition

It is trivial to evaluate the displacement components for problem a).

\[
\begin{align*}
    u_a(x_1, x_2) &= \frac{\nu - 1}{E} px_1; \\
    u_2(x_1, x_2) &= \frac{\nu - 1}{E} px_2.
\end{align*}
\]  

(5.1.2)

The solutions for the stress and displacement fields of problem b) can be found in [42]. The solutions are described in the elliptical coordinates, which are defined as,

\[
x_1 = c_0 \cosh \xi \cos \eta, \quad x_2 = c_0 \sinh \xi \sin \eta,
\]  

(5.1.3)

where \( c_0 \) stands for the focal length of the ellipse, and \( \xi, \eta \) are the elliptical coordinates. The inverse transformation of the above equation for any \( x_1 \) and \( x_2 \) is given by,

\[
\begin{align*}
    \xi &= \ln \frac{a + b}{c_0}; \\
    \eta &= \begin{cases} 
        \sin^{-1} \left( \frac{x_2}{c_0 \sinh \xi} \right), & \text{if } x_2 \geq 0; \\
        \pi - \sin^{-1} \left( \frac{x_2}{c_0 \sinh \xi} \right), & \text{if } x_2 < 0,
    \end{cases}
\end{align*}
\]  

(5.1.4)
where

\[
a = \sqrt{\frac{x_1^2 + x_2^2 + c_0^2 + \sqrt{(x_1^2 + x_2^2 - c_0^2)^2 + 4x_2^2c_0^2}}{2}};
\]

\[b = \sqrt{\frac{x_1^2 + x_2^2 - c_0^2 + \sqrt{(x_1^2 + x_2^2 - c_0^2)^2 + 4x_2^2c_0^2}}{2}}.\]

(5.1.5)

The in-plane displacement fields for the plane-stress problem are given by,

\[
u_{14}(\xi, \eta) = \left\{-Ac\left[\sin \eta \sinh \xi \left(\cos \eta \sin \eta \sinh^2 \xi + \cos \eta \sin \eta \cosh^2 \xi\right) + \cos \eta \cosh \xi \left(\cos^2 \eta \cosh \xi \sinh \xi - \sin^2 \eta \cosh \xi \sinh \xi\right)\right]
\right.
\]
\[
+ \left.\cos \eta \cosh \xi \left(\cos^2 \eta \cosh \xi \sinh \xi - \sin^2 \eta \cosh \xi \sinh \xi\right)\right] / \left(\cos^2 \eta \sinh^2 \xi + \sin^2 \eta \cosh^2 \xi\right)
\]
\[
- Bc \cos \eta \sinh \xi / \left(\cos^2 \eta \sinh^2 \xi + \sin^2 \eta \cosh^2 \xi\right)
\]
\[
+ Ac \cos \eta (3 - \nu) \sinh \xi / (1 - \nu)\right\} / (2\mu);
\]

\[u_{24}(\xi, \eta) = \left\{-Ac\left[\cos \eta \cosh \xi \left(\cos \eta \sin \eta \sinh^2 \xi + \cos \eta \sin \eta \cosh^2 \xi\right)
\right.
\]
\[
- \left.\sin \eta \sinh \xi \left(\cos^2 \eta \cosh \xi \sinh \xi - \sin^2 \eta \cosh \xi \sinh \xi\right)\right] / \left(\cos^2 \eta \sinh^2 \xi + \sin^2 \eta \cosh^2 \xi\right)
\]
\[
- Bc \sin \eta \cosh \xi / \left(\cos^2 \eta \sinh^2 \xi + \sin^2 \eta \cosh^2 \xi\right)
\]
\[
+ Ac \sin \ eta (3 - \nu) \cosh \xi / (1 - \nu)\right\} / (2\mu),\]

(5.1.6)
where $\mu$ is the shear modulus, and $A$, $B$ and $\xi_0$ are defined as follows,

$$ A = \frac{p}{2}, $$

$$ B = -A \cosh 2\xi_0 = -\frac{1}{2}p \cosh 2\xi_0, $$

$$ \xi_0 = \tanh^{-1} \left( \frac{b_0}{a_0} \right). $$

(5.1.7)

The above is the plane-stress solution of the pressurized elliptical hole problem. An estimation of the out-of-plane displacement $u_3$ for the pressurized elliptical hole problem can be obtained as follows. From the three-dimensional strain-displacement relationships, one has,

$$ u_3(x_1, x_2, x_3) = \int_{h/2}^{x_3} \varepsilon_{33}(x_1, x_2, x_3) \, dx_3, \quad 0 \leq x_3 \leq h. $$

(5.1.8)

The coordinate system for the above expression is located at the bottom surface of the plate. The origin of the coordinate system is at the center of the ellipse. The $x_1$ and $x_2$ axes are placed along the major and minor axes of the ellipse, respectively. The $x_2$ axis is along the minor By using the constitutive law, the above equation becomes,

$$ u_3(x_1, x_2, x_3) = -\int_\frac{h}{2}^{x_3} \frac{\nu \sigma_{11}(x_1, x_2, x_3) + \sigma_{22}(x_1, x_2, x_3)}{E} \left[ 1 - \frac{\sigma_{33}(x_1, x_2, x_3)}{\nu \sigma_{11}(x_1, x_2, x_3) + \sigma_{22}(x_1, x_2, x_3)} \right] \, dx_3. $$

(5.1.9)

When the ratio of $\sigma_{33}(x_1, x_2, x_3)/(\nu (\sigma_{11}(x_1, x_2, x_3) + \sigma_{22}(x_1, x_2, x_3)))$ is zero, and plane-stress conditions are achieved, then the above equation reduces to,

$$ u_3(x_1, x_2, x_3) = -\frac{\nu}{E}(x_3 - \frac{h}{2})(\sigma_{11}(x_1, x_2) + \sigma_{22}(x_1, x_2)) \left[ \frac{2p \sinh 2\xi}{\cosh 2\xi - \cos 2\eta} - 2p \right], $$

(5.1.10)

where $\sigma_{11}(x_1, x_2)$ and $\sigma_{22}(x_1, x_2)$ are the plane-stress thickness averages. The first term in the square bracket comes from problem b), while the second term comes from problem a). Eqs. (5.1.1), (5.1.2), (5.1.6) and (5.1.10) provide the approximations for the displacement fields for the analytical solution.
As mentioned before, the plane-strain solution of the pressurized elliptical hole problem can be easily obtained by replacing $E$ and $\nu$ in equations (5.1.2), (5.1.6). In addition, both $\epsilon_{33}$ and $u_3$ vanish identically in the plane-strain solution.

5.2 Modeling Of Elliptical Hole Surface

Similar to the circular-hole case, this pressurized elliptical hole problem is self-equilibrated. The upper and lower surfaces of the plate are traction-free. The modeling and discretization of the problem is only limited on the elliptical hole surface.

The Cartesian coordinate system for this problem is located in the lower surface of the plate; the origin of the coordinate system is located at the center of the elliptical hole. The $x_1$ and the $x_2$ axes are in the directions of the major and the minor axes of the ellipse, respectively. The $x_3$ axis is in the thickness direction pointing towards the upper surface of the plate.

Two problems involving different elliptical holes are analyzed. The ratios of the major and the minor axes of the elliptical holes are 4 and 10, respectively. This ratio is referred to as the aspect ratio in the following sections. Three boundary element meshes are used to model the two elliptical holes. Two meshes involving 280 and 336 elements are used to model the elliptical hole with the aspect ratio of 4, and the other involving 280 elements is used to model the elliptical hole with the aspect ratio of 10. Two finite element meshes are also used. One mesh consists of 1045 elements with 1440 nodes and 4320 degrees of freedom, and it models the elliptical hole with aspect ratio of 4. The other finite element mesh is composed of 1200 elements with 1638 nodes and 4914 degrees of freedom, this mesh models
the elliptical hole with the aspect ratio of 10. It is important to point out that the boundary element meshes coincide with the finite element meshes along the surface of the elliptical hole.

All the elements used are flat rectangular elements. The displacement and the traction variations over an element are assumed to be constant. The cross section of the elliptical hole is modeled by 40 elements with different widths. In the case involving 336 elements, the mesh for modeling the cross section is locally refined. Two of the biggest elements on both sides of the ellipse are subdivided with five fine elements, respectively.

![Figure 5.2 Local Refinement Of Elements](image)

The thickness of the hole is modeled by 7 layers of of elements. The thicknesses of the layers are $0.1h$, $0.1h$, $0.2h$, $0.2h$, $0.2h$, $0.1h$, and $0.1h$. Because of the limitation of the computational time, only $P = 10$ is used in all these mesh schemes.
Four groups (Group A, B, C, and D) of internal points are used to examine the displacement field inside the plate. For the elliptical hole with the axial ratio of 10, only two groups (Group A and Group B) of internal points are used.

Group A contains 48 internal points, and the points are equally divided, and they are placed in three arrays at three different depths along the extension of the major axis of the ellipse. The first array contains 16 points and it is located in the element nodal plane of the first layer, the depth of which is: \( x_3 = 0.95h \); the second array contains the same number of points and its depth is 0.75h, and the third array of points is located in the mid-plane of the plate. The positions of the points in an array in the \( x_1 \) direction are: \( x_1 = 0.51h, 0.53h, 0.55h, 0.57h, 0.59h, 0.63h, 0.73h, 0.83h, 0.93h, 1.0h, 1.2h, 1.4h, 1.6h, 1.8h, \) and \( 2.0h \).

Group B has 55 internal points, and these points are placed in five lines through the thickness. These lines are parallel to one another, and they are placed along the extension of the major axis of the ellipse. The positions of the lines are: \( x_2 = 0 \) and \( x_1 = 0.51h, 0.53h, 0.73h, 1.0h, 1.6h. \) The displacements are evaluated at 11 points in each line. The first and the last points at both ends of the lines are: \( x_3 = 0.03h \) and \( 0.97h \) for the first and the second lines; and \( x_3 = 0 \) and \( x_3 = 1.0h \) for the rest three lines.

Group C also contains 48 internal points. Contrast to the Group A points, these points are placed in three arrays along the extension of the minor axis of the elliptical hole. All the arrays contain the same number of points, and they are located at the same depths as those placed along the major axis, respectively. The positions of the points in an array in the \( x_2 \) direction are: \( x_2 = 0.13h, 0.15h, 0.17h, 0.19h, 0.21h, 0.23h, 0.26h, 0.45h, 0.64h, 0.83h, 1.0h, 1.2h, 1.4h, 1.6h, 1.8h, 2.0h. \)
Group D has also 55 internal points. Similar to the Group B points, these points are placed in five lines through the thickness. The lines are parallel to one another, and they are placed along the extension of the minor axis of the ellipse. The positions of the lines are: \( x_1 = 0 \) and \( x_2 = 0.13h, 0.15h, 0.45h, 1.0h, \) and \( 1.6h. \) The positions of the points in each line are the same as those of the Group B points.

For the elliptical hole with the aspect ratio of 4, the internal points in the Group A, B, C, and D are used in the mesh with 280 elements; only the Group A, C, and D points are used in the mesh with 336 elements. For the elliptical hole with the aspect ratio of 10, the internal points in the Group A and B are used.

Figure 5.3, 5.4 show the meshes and the internal points for the elliptical hole with the aspect ratio of 4. Figure 5.5 shows the mesh and the internal points for the elliptical hole with the aspect ratio of 10.

Figure 5.3 Mesh For Elliptical Hole With 280 Elements, Aspect Ratio is 4.
Figure 5.4 Locally Refined Mesh For Elliptical Hole With 336 Elements, Axial Ratio is 4.

Figure 5.5 Mesh For Elliptical Hole With 280 Elements, Aspect Ratio is 10
5.3 Modeling Of Elliptical-Hole Problem For FEA

Similar to the circular hole problem, only one eighth of the truncated plate is modeled for the finite element analysis. By analyzing the two-dimensional plane-stress solution of the pressurized elliptical hole problem, when the remote surface is chosen to be at the radius of about 20 times the thickness, the stress and the displacement at the remote surface are of the order of $O(10^{-4})$, and $O(10^{-2})$. It is then assumed based on the above facts that the traction-free boundary conditions can be applied on the remote surface. The schematic of the finite element model is shown in Figure 5.6. The finite element meshes for both elliptical holes are shown in Figures 5.7, 5.8, 5.9, and 5.10.

![Figure 5.6 Model For Finite Element Analysis](image)

The boundary conditions for the finite element model are:

1) $u_2 = 0$ at the nodal points on the $x_1-x_3$ plane;
Figure 5.7 Detail Of In-Plane Mesh For FEA With 1045 Elements; Axial Ratio is 4.

Figure 5.8 Detail Of Mesh Variation Through Thickness, 1045 Elements; Axial Ratio is 4.
Figure 5.9 Detail of In-Plane Mesh for FEA with 1200 Elements; Axial Ratio is 10.

Figure 5.10 Detail of Mesh Variation Through Thickness, 1200 Elements; Axial Ratio is 10.
2) \( u_1 = 0 \) at the nodal points on the \( x_2-x_3 \) plane;

3) \( u_3 = 0 \) at the nodal points on the \( x_1-x_2 \) plane;

4) \( t_1 = t_2 = t_3 = 0 \) at the nodal points on the top surface of the plate;

5) specified traction boundary condition on the elliptical hole surface;

6) traction-free boundary condition of the truncated cylindrical surface.

All the elements are placed evenly in five element layers. The thicknesses of the layers from the midplane to the top of the plate are \( 0.1h, 0.15h, 0.15h, 0.05h \), and \( 0.05h \). The elliptical hole with the aspect ratio of 4 is modeled by 1045 elements with 1440 nodes, and the other elliptical hole is modeled by 1200 elements with 1638 nodes. Each nodes have six degrees of freedom, in which three degrees of freedom are specified.

5.4 Results And Discussions

In this section, the results of the proposed BEM are presented. These results are compared with the finite element results. In addition, all numerical results are compared with the plane-stress and plane-strain approximations of the problems. By including comparisons of the three-dimensional results with the two-dimensional approximations, the regions at the vicinity of the elliptical hole, where the three-dimensional effects dominate, can be identified. Furthermore, the two-dimensional idealizations will be proved to be inadequate in this region.
The results are summarized in Figures 5.11 through 5.48. When the displacements are computed at the Group A points, the normalized displacements $u_1$ and $u_3$ are plotted versus the normalized distance $x_1$; when the displacements are computed at the Group C points, the normalized displacements $u_2$ and $u_3$ are plotted against the normalized distance $x_2$; finally, when the displacements are computed at the points in Group C and D, the normalized displacements $u_1$, $u_2$ and $u_3$ are displayed with respect to the normalized depth $x_3$.

The tips of the ellipse are located at $x_1/h = \pm 0.5$, $x_2 = 0$ and $0 \leq x_3/h \leq 1.0$. For the same reason as in the pressurized circular hole problem, the Young’s modulus $E$ and the Poisson’s ratio are taken to be 1 and 0.3.

Call the pressurized elliptical hole problem with the aspect ratio of 4 problem one; call the pressurized elliptical hole problem with the axial ratio of 10 problem two.

5.4.1 Results Of In-Plane Displacements For Problem One

The in-plane displacements do not show strong three-dimensional signs as compared to the out-of-plane displacement. The results of the displacement $u_1$ computed at different cross sections of the plate (nodal surface $0.95h$, three quarter surface $0.75h$, and midplane $0.5h$) along the $x_1$ direction are shown in Figures 5.11, 5.12 and 5.13; the results of the displacement $u_2$ evaluated at the same cross sections along the $x_2$ direction are show in figures 5.19, 5.20, 5.21. The numerical results obtained from both the modified BEM and the FEM are in fairly good agreement, and they are situated between the plane-stress and the plane-strain solutions with the plane-stress solution acting as the lower limit of the three-dimensional solutions.
Figure 5.11 Normalized Displacement $u_1$ vs. Normalized Distance $x_1$; Results Obtained In Element Nodal Plane Of First Layer.

Figure 5.12 Normalized Displacement $u_1$ vs. Normalized Distance $x_1$; Results Obtained At Depth Three Quarters From Lower Surface Of Plate.
Figure 5.13 Normalized Displacement $u_1$ vs. Normalized Distance $x_1$; Results Obtained In Median Plane Of Plate.

The BEM results of the displacement $u_1$ along the $x_1$ direction shows better agreement with the plane-stress solution. Because of the finite thickness of the plate, and the fact that the dimensions of the elliptical hole are comparable to the thickness of the plate, the displacements will not be close to the plane-strain solution unless it is observed very close to the surface of the elliptical hole and near the midplane of the plate. Figure 5.14 and 5.15 show the strain $\varepsilon_{33}$ and stress ratio $\sigma_{33}/(\nu(\sigma_{11} + \sigma_{22}))$ along the $x_1$ direction obtained by the FEM, respectively. Both figures show that the plane-strain conditions can not be satisfied anywhere along the $x_1$ direction.

However, Figure 5.16 shows that $\sigma_{33}$ approaches zero very quickly. $\sigma_{33}$ approaches zero at about half the plate thickness away from the surface of the hole, and it remains zero afterwards. Figure 5.17 and 5.18 show that the stress components $\sigma_{11}$ and $\sigma_{22}$ are independent of $x_3$ when the distance to the surface of the
Figure 5.14 Normalized Strain $\varepsilon_{33}$ vs. Normalized Distance $x_1$; Results Obtained From FEM

Figure 5.15 Stress Ratio $\sigma_{33}(x_1, x_2, x_3)/(\nu(\sigma_{11}(x_1, x_2, x_3))$ vs. Normalized Distance $x_1$; Results Obtained From FEM
hole is larger than about 3/4 of the plate thickness. Therefore, the plane-stress conditions are better satisfied, and the three-dimensional solution is expected to be closer to the plane-stress solution. These stress variations along the $x_1$ direction are obtained from the FEM.

![Graph showing normalized stress $\sigma_{33}$ vs. normalized distance $x_1$ for various depths](image)

**Figure 5.16** Normalized Stress $\sigma_{33}$ vs. Normalized Distance $x_1$; Results Obtained From FEM.

Figures 5.11 through 5.21 show that, as the cross section on which the displacement is computed moves towards the midplane of the plate, the displacement $u_1$ along the $x_1$ direction obtained from both the BEM and the FEM approaches to the plane-stress solution. At the tips of the ellipse, by close observation, the results have a tendency to approach the plane-strain solution.

In the $x_2$ direction however, when the displacement $u_2$ is computed at the Group C points, the BE and FE results of the displacement variations of $u_2$ with
Figure 5.17 Normalized Stress $\sigma_{11}$ vs. Normalized Distance $x_1$; Results Obtained From FEM.

Figure 5.18 Normalized Stress $\sigma_{22}$ vs. Normalized Distance $x_1$; Results Obtained From FEM.
Figure 5.19 Normalized Displacement $u_2$ vs. Normalized Distance $x_2$; Results Obtained In Element Nodal Plane Of First Layer.

Figure 5.20 Normalized Displacement $u_2$ vs. Normalized Distance $x_2$; Results Obtained At Depth Three Quarters From Lower Surface Of Plate.
Figure 5.21 Normalized Displacement $u_2$ vs. Normalized Distance $x_2$; Results Obtained In Median Plane Of Plate.

respect to $x_2$ gets closer to the plane-strain solution as the arrays approach the midplane of the plate. This effect is shown in Figures 5.19, 5.20 and 5.21.

Away from the elliptical hole, the three-dimensional solutions of the displacements $u_1$ and $u_2$ are expected to converge to the plane-stress solution. It shows in Figures 5.11 through 5.21 that the displacement components $u_1$ and $u_2$ obtained from both the proposed BEM and the FEM approach the plane-stress solution. It also shows clearly that the BEM results of the displacements $u_1$ and $u_2$ have better agreement to the plane-stress solution away from the elliptical hole than the FEM results. The figures also show that the plane-strain solution gets closer and closer to the plane-stress solution as the distance from the surface of the elliptical hole increases. However, the two solutions can never be the same.
5.4.2 Results Of Out-Of-Plane Displacement For Problem One

Figures 5.22 through 5.25 show the variations of the normalized displacement $u_3$ with respect to the normalized distance $x_1$ and $x_2$, respectively. The agreement between the proposed BEM and the FEM is excellent. It can be seen from the Figures 5.22, 5.23 that the deviation of the three-dimensional numerical results from the two-dimensional plane-stress predictions is dramatic. This deviation is noticeable up to a distance of $0.5h$ from the tip of the ellipse at the nodal surface, and $0.4h$ from the tip of the ellipse at the plane $3/4$ thicknesses from the lower surface of the plate. This observation is consistent with the analytical, numerical and experimental investigations of the three-dimensional effects near a crack obtained by Yang & Freund [44], Rosakis & Ravichandar [45]. As expected, $u_3$ is identically zero at the midplane.

![Graph showing normalized displacement $u_3$ vs. normalized distance $x_1$](image)

**Figure 5.22** Normalized Displacement $u_3$ vs. Normalized Distance $x_1$; Results Obtained In Element Nodal Plane Of First Layer.
The plane-stress predictions of $u_3$ are false near the surface of the hole in the sense that it over-predicts the out-of-plane displacement $u_3$. This over-prediction of $u_3$ is caused by the plane-stress assumption $\sigma_{33} = 0$. The FEM results in Figure 5.16 show that $\sigma_{33}$ does not vanish near the surface of the hole, and it presents the feature of stress concentration near the hole. $\sigma_{33}$ is relatively large ($\sigma_{33}/(Ph/E) = 1.5$) near the midplane of the plate as compared to $\sigma_{33}$ near the surface of the plate ($\sigma_{33}/(Ph/E) = 0.8$). $\sigma_{33}$ rapidly decreases to almost zero at a distance of half the plate thickness. The physical meaning of the three-dimensional results can be explained as follows. The applied pressure has the tendency to deform the ellipse towards a circle. The tips of the ellipse are stretched by this effect, and thus, the thickness of the plate at the tips of the ellipse decreases. In the plane-stress solution, the stress $\sigma_{33}$ is zero, therefore, the two-dimensional plane-stress solution will be significantly more out-of-plane displacement in $u_3$ than that of the three-dimensional
result. In addition, near the tips of the ellipse, $\sigma_{33}$ has a fairly large positive value, which reduces the displacement $u_3$ more significantly near the surface of the hole than elsewhere. This is the reason that a magnitude decrease in the displacement $u_3$ is presented near the surface of the elliptical hole. This feature does not appear in the pressurized circular hole problem because of the two-dimensional nature of the problem, in which the actual stress $\sigma_{33}$ is identically zero.

Figure 5.24 Normalized Displacement $u_3$ vs. Normalized Distance $x_2$; Results Obtained In Element Nodal Plane Of First Layer.

Figure 5.24 displays the normalized $u_3$ versus normalized $x_2$, and some discrepancy between the proposed BEM and the FEM is noticeable. This discrepancy is due to the use of large elements on the flatter sides of the ellipse. After local mesh refinement, Figure 5.2, the result with 336 elements in Figure 5.24 shows much improvement. It will be shown in the later discussion that, in the $x_2$ direction, the thickness variation of $u_3$ improves very significantly after local mesh refinement as
Figure 5.25 Normalized Displacement $u_3$ vs. Normalized Distance $x_2$; Results Obtained At Depth Three Quarters From Lower Surface Of Plate.

well. It is expected that the BEM results will converge to the FEM results after further refinement on the meshes for both methods.

The three-dimensional effect in the $x_2$ direction near the surface of the elliptical hole is confined to within a distance of $0.3h$ at the nodal plane, and to within a distance of $0.25h$ at the plane 3/4 thicknesses from the lower surface of the plate. $u_3$ is identically zero at the midplane of the plate.
5.4.3 Results Of Displacement Variations Through Thickness

For Problem One

The thickness variations of the displacement $u_1$ along the $x_1$ direction are shown in Figures 5.26 through 5.28. Again, the numerical solutions are situated in between the plane-stress and the plane-strain solutions. The two features worth mentioning are: a) the thickness variation of the numerical results are not horizontal straight lines anymore. This feature indicates the three-dimensionality of the problem; b) it can be seen from Figures 5.26 through 5.28 that the numerical solutions approach the plane-stress solutions as the distance to the surface of the hole increases. It can also be seen from these figures that the BEM results converge to the plane-stress solutions faster than the FEM results as the distance to the surface of the hole increases. In Figure 5.28, the scale for the vertical axis is changed in order to explore the detailed features of the thickness variation of $u_1$ relatively far away from the elliptical hole surface.

Some interesting features are presented in the thickness variations of the displacement $u_2$ in the direction $x_2$. It can be seen from Figure 5.29 that the displacement $u_2$ obtained by the proposed BEM using 280 elements deviates from the FEM result. The deviation is most noticeable when the displacement $u_2$ is computed near both surface of the hole and the surface of the plate. After mesh local refinement, the result improves very significantly as compared with the FEM results. The two features discussed in the thickness variations of $u_1$ are also applicable here. The apparent slope discontinuity in the BEM solution are due to the use of relatively large elements along the flatter sides of the ellipse.

Figures 5.29 through 5.31 also show that the points near the two surfaces of the plate displace more in the $x_2$ direction than the ones near the midplane of the
Figure 5.26 Normalized Displacement $u_1$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.51h$, $x_2 = 0.00$.

Figure 5.27 Normalized Displacement $u_1$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.73h$, $x_2 = 0.00$. 
Figure 5.28 Normalized Displacement $u_1$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 1.60h$, $x_2 = 0.00$.

Figure 5.29 Normalized Displacement $u_2$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.00$, $x_2 = 0.15h$. 
Figure 5.30 Normalized Displacement $u_2$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.00, x_2 = 0.45h$.

Figure 5.31 Normalized Displacement $u_2$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.00, x_2 = 1.60h$. 
plate. This phenomenon is due to the constraint difference for points in the plate. There is less constraint to the points near the free surface of the plate than to those near the midplane of the plate. It is easier for a point near the surfaces of the plate to deform in the $x_3$ direction than the one near the midplane. Because of the Poisson’s effect, the points near the surfaces of the plate can displace more in the $x_2$ direction than those near the midplane of the plate. The above argument can be applied to explain why, at the tips of the ellipse, the displacement $u_1$ deforms less near the free surface than near the midplane.

The most interesting features lies in the thickness variations of $u_3$. As shown in the out-of-plane displacement, the three-dimensional effects are expected to be strongly demonstrated. The thickness variations of $u_3$ at different distances from the tip of the ellipse along the $x_1$ direction are shown in Figures 5.32 through 5.34. The thickness variations of $u_3$ along the $x_2$ direction are shown in Figures 5.35 through 5.37. The numerical results of the thickness variations from the proposed BEM agree very well with those from the FEM.

Figure 5.32 shows that, at points close to the tip (0.01$h$), $u_3$ varies rather uniformly through the thickness and deviates from zero only when the points are close to the plate surfaces. $u_3$ varies anti-symmetrically with respect to the midplane. The BEM results and the FEM results are in very good agreement. Figures 5.33 and 5.34 show that the three-dimensional results of the thickness variations of $u_3$ approach the plane-stress solution, which is linear in $x_3$ as the distance to the surface of the elliptical hole increases. It can also be seen that the three-dimensional results fall on top of the plane-stress solution at a distance of about half the plate thickness away from the elliptical hole surface. Further away from the elliptical hole, $u_3$ varies very little throughout the thickness, and the value of $u_3$ of all the solutions
**Figure 5.32** Normalized Displacement $u_3$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.51h$, $x_2 = 0.00$.

**Figure 5.33** Normalized Displacement $u_3$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.73h$, $x_2 = 0.00$. 
Figure 5.34 Normalized Displacement \( u_3 \) vs. Normalized Distance \( x_3 \); Results Obtained Along Line Positioned At \( x_1 = 1.00h, x_2 = 0.00 \).

generally reduces to zero as the distance to the surface of the hole increases.

Because of the use of the large elements on the flatter sides of the ellipse in the mesh with 280 elements, \( u_3 \) in Figure 5.35 obtained by the proposed BEM shows some deviation from the FEM result when \( u_3 \) is computed near the surfaces of the plate. By local mesh refinement and the use of 336 elements in the mesh, \( u_3 \) improves very much, and it is almost the same as the FEM result. There is very little three-dimensional effect in the \( x_2 \) direction. The numerical results quickly converge to the plane-stress solution in this case.
Figure 5.35 Normalized Displacement $u_3$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.00, x_2 = 0.15h$.

Figure 5.36 Normalized Displacement $u_3$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.00, x_2 = 0.45h$. 
Figure 5.37 Normalized Displacement $u_3$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.00$, $x_2 = 1.60h$.

5.4.4 Results Of In-Plane Displacements For Problem Two

The accuracy and the physical meaning of the solution for problem one has been established in the last section. The proposed BEM gives good results compared to those given by the FEM. The goal of this section is to examine how the different aspect ratios affect the displacement fields.

In problem two, only the displacements at the points in the Group A and B are investigated since large stress concentration is expected near the tips of the ellipse. As established in problem one, the three-dimensional effects present strongly near the tips of the elliptical hole.

Figures 5.38, 5.39, and 5.40 show that the results of the displacement component $u_1$ along the $x_1$ direction. The variation of $u_1$ in problem two is quantitatively similar to that of problem one. However, in problem two, the discrepancy between
Figure 5.38 Normalized Displacement $u_1$ vs. Normalized Distance $x_1$; Results Obtained In Element Nodal Plane Of First Layer.

Figure 5.39 Normalized Displacement $u_1$ vs. Normalized Distance $x_1$; Results Obtained At Depth Three Quarters From Lower Surface Of Plate.
Figure 5.40 Normalized Displacement $u_1$ vs. Normalized Distance $x_1$; Results Obtained In Median Plane Of Plate.

The BEM results and the FEM results is much smaller than that shown in Figures 5.11, 5.12, 5.13 of problem one. The convergence of the BEM and FEM results is caused by the use of small elements near the tips of the elliptical hole for both methods. Since the stress concentration of the in-plane stress components is high near the tips of the ellipse, and the elements used in the proposed BEM are constant elements, the use of small elements near the tips of the ellipse seems to cut down the discretization error considerably.

Figures 5.38, 5.39, 5.40 also show that both numerical results are closer to the plane-stress solution. The agreement is very good between the proposed BEM solutions and the FEM solutions. Although the three-dimensional effect in the in-plane displacement $u_1$ is very weak compared with that in the out-of-plane displacement $u_3$, Figures 5.38, 5.39, 5.40 still show that the three-dimensional effects are mainly presented within a distance about half the plate thickness from the surface of the
hole.

5.4.5 Results Of Out-Of-Plane Displacement For Problem Two

![Graph showing normalized displacement vs normalized distance](image)

**Figure 5.41** Normalized Displacement $u_3$ vs. Normalized Distance $x_1$; Results Obtained In Element Nodal Plane Of First Layer.

Excellent agreement has been obtained between the proposed BEM solutions and the FEM solutions in the out-of-plane displacement $u_3$ along the $x_1$ direction.

Figures 5.41 and 5.42 show the similar strong three-dimensional effect in the out-of-plane displacement $u_3$ along $x_1$ direction. Compared with the thickness variations of $u_3$ shown in Figures 5.22 and 5.23, $u_3$ in this case presents more reduction in the displacement near the surface of the hole, and the region of the displacement reduction is relatively larger than that shown in the ellipse with the aspect ratio of 4. This feature is caused by the higher stress concentration in $\sigma_{33}$. 
Figure 5.42 Normalized Displacement $u_3$ vs. Normalized Distance $x_1$; Results Obtained At Depth Three Quarters From Lower Surface Of Plate.

It is very interesting to notice that the displacement $u_3$ from the plane-stress solutions to both problems are almost the same. The numerical solutions of $u_3$ to both problems are very close except the difference near the surface of the hole. The size of the three-dimensional zone stays almost unchanged. At the nodal plane ($0.95h$), the size of the three-dimensional zone is about $0.5h$; the size of the three-dimensional zone at the plane $0.75h$ from the lower surface is about $0.4h$. At the midplane of the plate, $u_3$ is identically zero as assumed.
5.4.6 Results Of Displacement Variations Through Thickness

For Problem Two

The thickness variations of the displacement $u_1$ at different distances are shown in Figures 5.43 through 5.45. The curved lines demonstrate the three-dimensional effect of the problem. The numerical solutions of both the BEM and the FEM are bounded by the plane-strain and the plane-stress solutions. $u_1$ presents less displacement near the free surfaces of the plate than near the midplane. As the points are placed far away from the surface, the difference between the solutions of $u_1$ from both the proposed BEM and the FEM becomes very small, and the numerical solutions agree with the plane-stress solution well.

Compare the results of $u_1$ thickness variations of problem two, shown in Figures 5.43, 5.44 and 5.45, with those of problem one, displayed in Figures 5.26, 5.27 and 5.28. It can be seen that the BEM results are closer to the FEM results in problem two than in problem one. The results from both methods converge better in problem two than in problem one because of the local mesh refinement used in problem two. The relatively large curvatures presented in the BEM and the results in Figure 5.43 compared with those in Figure 5.26 suggest that the three-dimensional effect is stronger in problem two near the surface of the hole and the surfaces of the plate than in problem one. In the same two figures, the plane-stress solutions and the plane-strain solutions do not change much for both problems.

Consider the thickness variations of the out-of-plane displacement $u_3$ in the $x_1$ direction. Similar to problem one, the solutions in $u_3$ of the proposed BEM displays excellent agreement with those of FEM. The strongest three-dimensional effect in this problem is still presented in the out-of-plane displacement $u_3$. The displacement $u_3$ has the same patterns of variations through the thickness of the plate. It
**Figure 5.43** Normalized Displacement $u_1$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.51h$, $x_2 = 0.00$.

**Figure 5.44** Normalized Displacement $u_1$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.73h$, $x_2 = 0.00$. 
Figure 5.45 Normalized Displacement $u_1$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 1.60h$, $x_2 = 0.00$.

It is interesting to notice in Figures 5.32 and 5.46 that, although the plane-stress solutions of $u_3$ in problem one and two differ noticeably, the three-dimensional solutions for both problems have little difference. As the internal points through thickness are placed farther away from the surface of the hole, the numerical solutions approach the plane-stress solutions and become linear in $x_3$.

5.5 Conclusions

Two pressurized elliptical hole problems have been studied in this chapter. The results obtained from both the BEM and the FEM are in very good agreement. All the displacement components obtained from both the BEM and FEM converge to the plane-stress solutions when they are computed several plate thicknesses away from the elliptical hole surface. One very interesting aspect is that the BEM results,
Figure 5.46 Normalized Displacement $u_3$ Vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.51h$, $x_2 = 0.00$.

Figure 5.47 Normalized Displacement $u_3$ vs. Normalized Distance $x_3$; Results Obtained Along Line Positioned At $x_1 = 0.73h$, $x_2 = 0.00$. 
particularly $u_1$ and $u_2$, are closer to the plane-stress solutions than their FEM counterparts when they are obtained several plate thicknesses away from the surface of the hole.

It is very important to notice that the local mesh refinement improves the results considerably. This aspect is shown thoroughly in problem one. The local mesh refinement on the flatter sides of the ellipse does not affect the results near the tips much. This observation makes it possible to use relatively large elements on the flatter sides of the ellipse, and refine the elements near the tips without changing the total number of elements. The results of problem two agree with the FEM results better than those of problem one. This is attributed to the local mesh refinement on both methods.

The study of these problems show that $u_1$ and $u_2$ do not differ from the plane-
stress and plane-strain solutions as much as \( u_3 \) does. The variations of \( u_1 \) with respect to \( x_1 \) agree better with the plane-stress solution than the plane-strain solution. In the region near the surface of the hole (\( 0.5h \leq x_1 \leq h \)), the results for \( u_1 \) differ from both the plane-stress and plane-strain solutions due to the three-dimensional effects. However, on the flatter sides of the ellipse, the variations of \( u_2 \) with respect to \( x_2 \) agree better with the plane-stress solution when they are evaluated near the surfaces of the plate. On the other hand, \( u_2 \) thickness variations approach the plane-strain solution when they are computed closer to the midplane of the plate. As smaller elements are used in the meshes for both the BEM and the FEM in problem two, the agreement between the BEM and the FEM results in the \( u_1 \) versus \( x_1 \) variations improve very much as compared to those shown in problem one. When the displacements \( u_1 \) and \( u_2 \) are computed far away from the surface of the elliptical hole, in both problems, the BEM results demonstrate better agreement with the plane-stress solution than the FEM results.

The numerical results obtained by the BEM and the FEM show that the \( u_3 \) versus \( x_1 \) variations for both problems are almost the same except in the region within about \( 0.2h \) from the surface of the hole. In this region, the results of problem two show more displacement reduction in \( u_3 \) than in problem one, which suggests the presence of higher stress concentration in problem two. The sizes of the three-dimensional zones have almost no difference for the two problems. In the \( x_1 \)-direction, the three-dimensional zone at the depth of \( 0.95h \) is about \( 0.5h \), and the three-dimensional zone size is about \( 0.4h \) at the depth \( 0.75h \). On the other hand, in the \( x_2 \)-direction, the sizes of the three-dimensional zones are about \( 0.3h \) at the depth of \( 0.95h \) and about \( 0.25h \) at the depth of \( 0.75h \), respectively.

The thickness variations of \( u_1 \) in the \( x_1 \) direction show that a stronger three-
dimensional effect is presented in problem two near the tips of the ellipse than in problem one. However, in both problems, the thickness variations of $u_3$ in the $x_1$ direction obtained by the BEM and the FEM are almost the same despite the difference in the plane-stress solutions.

All these test problems may not be the best examples to show the time advantage of the modified BEM, since in these cases the FEM takes advantage of the symmetry while the modified BEM does not. As a matter of fact, in some case, the modified BEM is much slower (about 120 times slower) than the FEM in dealing with these test problems. The major strength of the modified BEM lies in analyzing problems with no symmetry in both loading and geometry, furthermore, the problems may involve complicated geometry. In these problems, it is a painstaking process for using the FEM. One of the reasons is that it is difficult for FEM to model the problems and to remodel them if the changes do occur. The major obstacle in using the FEM to study this type of problems is that, in stead of modeling only one eighth of a problem, the FEM has to model the entire problem. Thus, the total number of unknowns will increase eight times; the bandwidth of the final stiffness matrix may increase at least eight times. Since the computational time for the FEM is approximately proportional to $nm^2$, where $n$ is the number of unknowns and $m$ is the bandwidth. Hence, for problems with no symmetry, the total computational time consumed by the FEM would increase at least 512 times. This makes the FEM inferior compared to the modified BEM in dealing with this type of problems.
5.6 Future Work

Although much has been accomplished in this primary study, much future development is still needed. In addition, future development will concentrate on stress calculations. The major goal of these calculations is to compute the first order derivatives of the stress and displacement components of the fundamental solution of the infinite plate problem and to implement these results in the boundary element code. A lot of work in this area has already been done by the author.

Another part that needs development is the implementation of the modified boundary element method using a parallel computer. In any boundary element method, a boundary integral equation is obtained by applying a concentrated load at a node, and then computing the components of the $3 \times 3$ submatrices $[G_{ij}]$ and $[\bar{H}_{ij}]$ for each element. These submatrices can be computed independently for different loading points. The use of a parallel computer can take great advantage of this characteristic of the boundary element method. As a result, the computing speed for a problem can be improved tremendously.

Finally, future work can be directed towards the development and the use of higher order elements, such as bi-linear elements. In this area, several questions have to be addressed. The most obvious one is related to the close-form evaluation of integrals, similar to the ones presented in Chapter Three, involving both Kelvin's solution and the bi-linear function. When such bi-linear elements are used, the nodes are sometimes placed on the two planar surfaces of the plate. In such cases, when the nodes on the plate surfaces are encountered, the three-dimensional half-space solution may have to be used to replace Kelvin's solution in the proposed procedure. This is a major difference between the use of constant elements and the use of the bi-linear elements. It should be noted that, in the case of constant elements, the
nodes are never placed on the two planar surfaces. In addition, the corner problems will be introduced because of the use of bi-linear elements. It is indeed a challenging task to deal with three-dimensional corner and edge problems. Chaudonneret [46] and later Mustoe [47] proposed methods for analyzing such corner problems in two-dimensions. Banerjee and Butterfield [1] extended Chaudonneret’s procedure to deal with three-dimensional corner and edge problems.

Although this study has been focused on the development of the modified boundary method, it should be pointed out that many engineering problems can be explored by this method. One class of such problems is the multiple domain problems. These are problems involving plates of different materials and thicknesses. The most attractive aspect of this method is that it can be efficiently applied to the analysis of interaction problems in plates containing holes, voids and cracks. However, this method is not restricted to problems involving plate structures. It can deal with any problem with two or more planar surfaces. A connecting rod problem is one of many engineering examples. Indeed, the potential uses of this method include a multitude of engineering applications.
CHAPTER 6
APPENDIX

In this appendix, the formulas of the analytical integration of the integrals of the following form

$$G(n, \alpha, \beta) = \int_0^\infty \lambda^n e^{-\alpha \lambda} J_n(\beta \lambda) \, d\lambda$$

are given, and they are listed below. Define

$$R = \sqrt{\alpha^2 + \beta^2}$$

$$G(0, 0, \alpha, \beta) = \frac{1}{R} \tag{A.1}$$

$$G(0, 1, \alpha, \beta) = \frac{\alpha}{R^3} \tag{A.2}$$

$$G(0, 2, \alpha, \beta) = -\frac{1}{R^3} \left( 1 - \frac{3\alpha^2}{R^2} \right) \tag{A.3}$$

$$G(0, 3, \alpha, \beta) = -\frac{3\alpha}{R^5} \left( 3 - \frac{5\alpha^2}{R^2} \right) \tag{A.4}$$

$$G(0, 4, \alpha, \beta) = \frac{3}{R^3} \left( 3 \left( 3 \frac{30\alpha^2}{R^2} + \frac{35\alpha^4}{R^4} \right) \right) \tag{A.5}$$

$$G(1, 0, \alpha, \beta) = \frac{\beta}{R(R + \alpha)} \tag{A.6}$$
\[ G(1, 1, \alpha, \beta) = \frac{\beta}{R^3} \quad \text{(A.7)} \]

\[ G(1, 2, \alpha, \beta) = \frac{3\alpha \beta}{R^5} \quad \text{(A.8)} \]

\[ G(1, 3, \alpha, \beta) = -\frac{3\beta}{R^5} \left( 1 - \frac{5\alpha^2}{R^2} \right) \quad \text{(A.9)} \]

\[ G(1, 4, \alpha, \beta) = -\frac{15\alpha \beta}{R^5} \left( 3 - \frac{7\alpha^2}{R^2} \right) \quad \text{(A.10)} \]

\[ G(2, 0, \alpha, \beta) = \frac{\beta^2}{R(R + \alpha)^2} \quad \text{(A.11)} \]

\[ G(2, 1, \alpha, \beta) = \frac{\beta^2}{R^2(R + \alpha)^2} \left( 2 + \frac{\alpha}{R} \right) \quad \text{(A.12)} \]

\[ G(2, 2, \alpha, \beta) = \frac{3\beta^2}{R^6} \quad \text{(A.13)} \]

\[ G(2, 3, \alpha, \beta) = \frac{15\alpha \beta^2}{R^7} \quad \text{(A.14)} \]

\[ G(2, 4, \alpha, \beta) = \frac{15\beta^2}{R^7} \left( 6 - \frac{7\beta^2}{R^2} \right) \quad \text{(A.15)} \]

\[ G(3, 0, \alpha, \beta) = \frac{\beta^3}{R(R + \alpha)^3} \quad \text{(A.16)} \]

\[ G(3, 1, \alpha, \beta) = \frac{\beta^3}{R^2(R + \alpha)^3} \left( 3 + \frac{\alpha}{R} \right) \quad \text{(A.17)} \]
\begin{align}
G(3, 2, \alpha, \beta) &= \frac{\beta^3}{R^3(R + \alpha)^3} \left( 8 + 9\frac{\alpha}{R} + 3\frac{\alpha^2}{R^2} \right) \\
G(3, 3, \alpha, \beta) &= \frac{15\beta^3}{R^3} \\
G(3, 4, \alpha, \beta) &= \frac{105\alpha\beta^3}{R^6}
\end{align}
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