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Abstract

The cluster expansion has found its greatest use in calculations of phase diagrams. The cluster

inversion method of Connolly and Williams can be used to invert properties of ordered structures

from ab initio calculations to determine the properties of disordered structures. The interaction

parameters determined from the inversion quantify how each cluster type contributes to the quantity

in question. In this thesis a very different approach is taken. The cluster inversion method is instead

performed on measurements of properties of random solid solutions. This is possible when the

number of terms required for the expansion is small. Also, the interaction parameters are extended

to interaction functions, which become physically significant when only a few terms are required.

The focus of this thesis is on the phonon density of states (DOS), which is determined from the

results of inelastic scattering experiments. Nuclear resonant inelastic X-ray scattering (NRIXS) is

utilized to probe the phonon modes of 57Fe atoms in binary body-centered cubic alloys of Fe-V, Fe-

Cr, and Fe-Co. Alloying with 3d series atoms causes a softening of the 57Fe phonon partial density

of states (PDOS) curves with decreasing average atomic number.

For Fe-Cr, the interaction phonon partial density of states (IPDOS) functions obtained from the

disordered alloys up to a combined first- and second-nearest-neighbor triangle cluster were successful

in reconstructing the 57Fe PDOS curves of thin-film multilayer samples of 57Fe/56Fe/Cr. The use

of only three terms for the phonon properties of 57Fe in Fe-Cr indicates a very weak dependence on

the local chemical arrangement. To obtain the phonon properties of the Cr atoms, inelastic neutron

scattering spectra were measured on disordered solid solutions of BCC Fe-Cr alloys. These data

were reduced from time-of-flight histograms to energy spectra that resemble the DOS, but were

distorted by differences in efficiencies of the atom species for phonon scattering. Cluster expansion
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formalisms were developed to both correct for this neutron weighting problem, and to isolate the

PDOS of Fe and Cr atoms. An asymmetry in the phonon entropy of mixing was identified, and

attributed to the larger number of low-energy modes associated with like and unlike pairs in the

first- and second-nearest-neighbor shells of Cr atoms, compared to Fe atoms.

The results of inelastic neutron scattering on Cu-Au are re-analyzed with the cluster expansion

technique. The neutron weight correction changes both the magnitude and sign of the phonon

entropy of mixing. A cluster expansion of the disordered enthalpies yields a critical temperature of

the ordered Cu3Au phase that is very similar to the experimental value, indicating the usefulness of

the cluster expansion to experimental results. Although a low number of terms works very well for

the low-energy modes, the optical modes are poorly treated. The failure of the cluster expansion

to reproduce the optical phonon modes in the ordered Cu3Au sample indicates a much higher

dependence on the local chemical arrangement of the Cu and Au atoms.
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Preface

The objective of this thesis to present the cluster expansion as a tool that can be exploited by

experimental materials scientists. Historically, the cluster expansion has found its greatest use in

statistical mechanics. Most recently, the cluster expansion has been exploited by the theory commu-

nity to calculate phase diagrams from ab initio methods. As such, most of the literature is written

from the perspective of physicists and mathematicians. There is no text that presents the cluster

expansion in terms that an engineer or experimentalist would readily understand. Having come from

a background of both materials engineering and physics, I aimed to translate the available literature

into a text that would be helpful for the engineer. The mathematics used in this thesis is at the

level of an advanced undergraduate engineering student. Chapter 1 provides a brief introduction to

scattering experiments with an emphasis on the differences between elastic and inelastic as well as

coherent and incoherent scattering. The one dimensional example in Chapter 2 shows how to calcu-

late a phase diagram from thermodynamic information on three ordered phases. This section could

easily be converted to a homework problem for an advanced thermodynamics course. Chapter 3

presents the cluster expansion and describes how the technique can be applied to various thermody-

namic values and functions. Readers with a strong background in theoretical physics may find some

topics overly simplified, and should find the references more suitable for their background. However,

the results provided in Chapters 4 and 5 should be of interest to both physicists and engineers.
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Chapter 1

Introduction to Scattering
Experiments

This introduction presents one of the main topics of this thesis: scattering. Most of the scattering

experiments reported in the subsequent chapters are aimed at determination of the phonon density

of states (DOS) of binary metals with varying chemical arrangements. The DOS is required to

determine key thermodynamic variables such as the phonon partition function and phonon entropy.

In this chapter a qualitative description of the types of scattering is presented, followed by a more

detailed mathematical description of the measured intensity. Much of the content in this chapter

has been taken from the texts Experimental Inelastic Scattering by Fultz et al. [1], and Transmission

Electron Microscopy and Diffractometry of Materials by Fultz and Howe [2]. Some of the arguments

have been revised, and new material has been provided to illustrate the key points and connections

between the spatial and temporal correlation functions.

Scattering experiments are an important tool in understanding the thermodynamics of materials.

From these experiments both the structure and dynamics of a system can be revealed. X-ray, elec-

tron, and neutron diffraction provide information on crystal structure and chemical order. Mössbauer

spectroscopy (γ-ray scattering) provides local configurations of particular isotopes. Inelastic X-ray

and neutron scattering provide the phonon density of states, a function that is key to understanding

the effects of lattice dynamics on phase diagrams.

In principle these experiments are quite simple; an incident particle or wave with certain proper-

ties interacts with a scattering center and the outgoing properties are measured. When the relative
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phase relationship between the incident and scattered waves is preserved, the scattering is said to

be coherent. Incoherent scattering does not preserve the phase relationship between the incident

and scattered waves. In addition to being either coherent or incoherent, all scattering is either

elastic or inelastic, where in an elastic process there is no energy transfer to the scattering center.

This leads to four possible word pairs: elastic-coherent, elastic-incoherent, inelastic-coherent, and

inelastic-incoherent. Of these word pairs, most scientists and engineers are familiar with the elastic-

coherent diffraction of X-rays from a polycrystalline material. The constructive interference at the

Bragg reflections causes intense peaks. When the atoms are structurally disordered, as in a metallic

glass for example, there is no constructive interference and the scattering is elastic-incoherent. This

appears as broad peaks in intensity as a function of the scattering angle (Figure 1.1).

lo
g(

in
te

ns
ity

)

Scattering Angle [2θ]

Figure 1.1: Diffraction from a polycrystalline material is given by sharp Bragg peaks, whereas the
X-ray scattering from a metallic glass is given by the lower intensity diffuse pattern.

Less common are inelastic experiments. Such experiments give valuable insight into the dynamics

of materials. A useful figure for explaining the inelastic-coherent and inelastic-incoherent word pairs

is a plot of the scattering S(Q,E) as a function of momentum transfer Q and energy transfer E from

a time-of-flight chopper spectrometer. This is shown in Figure 1.2a for pure Fe at room temperature,

as measured on the Low-Resolution Medium-Energy Chopper Spectrometer (LRMECS) at Argonne

National Laboratory. Natural Fe is almost entirely a coherent scatterer of thermal neutrons (with

σinc,Fe = 0.40 and σcoh,Fe = 11.22 barns). Plotting the intensity as a function of momentum transfer

at E = 0 yields a plot similar to that in Figure 1.1, where the coherent scattering is given by the
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diffraction peaks and the incoherent scattering by the low intensity curve. Emanating from the

diffraction peaks for |E| > 0 is the coherent-inelastic scattering. This scattering is closely related

to the phonon dispersions for pure Fe. The calculated incoherent-inelastic scattering for pure Fe,

based on the data in Figure 1.2a, is shown in Figure 1.2b. As with the incoherent-elastic scattering,

the intensity does not vary as much with momentum transfer (unlike the coherent scattering). The

plot in Figure 1.2c shows the results of a scattering experiment that probes only the incoherent

scattering as a function of energy, and closely resembles the plot in Figure 1.2b summed over Q.1

-40

-20

0

20

40

E
 [m

eV
]

1086420
Q [Å-1]

6.05.55.04.54.03.53.0
Q [Å-1]

(a) (b) (c)

1000 800 600 400 200 0
Intensity [counts]

Figure 1.2: (a): Scattering as a function of energy transfer and momentum transfer from pure Fe
at 293K measured on LRMECS. Intensity increases from blue to red, with the maximum intensity
along E = 0 meV. (b): Calculated incoherent scattering from the data reduced in (a) with the elastic
peak removed. (c): Scattering intensity as a function of energy for pure Fe at 293K measured using
the incoherent scattering technique NRIXS (see Chapter 4).

In an elastic experiment, such as X-ray diffraction, we are interested in the atom positions {rj}.

What we actually measure is the intensity I as a function of momentum transfer Q. The scattering

for the polycrystalline sample depicted in Figure 1.1 is directionally averaged so that we measure

I(Q) rather than I(Q), where Q = 2k sin θ, k is the magnitude of the incident and scattered waves

k = |k|, and θ is the scattering angle. Two alternate ways of expressing the scattering geometry are

given in Figure 1.3 and Figure 1.4. Here we show two different quantities: the momentum transfer

to the sample Q ≡ ki − kf , and the change in the scattering vector ∆k ≡ kf − ki. These vectors

are opposite in direction Q = −∆k, but equal in magnitude |Q| = |∆k|. The atom positions with

respect to the source and detector are given in Figure 1.5.
1Figure 1.2c may also be acquired by summing Figure 1.2a over Q. The large range of Q allows for proper averaging

of the coherent scattering.
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Q

source k i

kf
∆k

-kf

-k i detector

sample

2θ

Figure 1.3: Geometry for a scattering experiment. When the source is fixed and the detector moves
this is known as the θ − 2θ geometry.

source k i kf

∆k

-kf

-k i

detector

sample
θ θ

k i
Q

Figure 1.4: Alternate geometry for a scattering experiment. When both the source and the detector
move this is known as the θ − θ geometry.

source

detector

r

k i

kf

r1

r2

r-r1
r-r2

sample

Figure 1.5: Coordinates for wave scattering, where the atoms are given by solid circles. Typically
the source to sample distance is much greater than the interatomic spacing, so that the vectors r1

and r2 are parallel, as are the vectors r − r1 and r − r2.
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One of the main themes of quantum mechanics is that particles have both a wave-like and a

particle-like behavior (the wave-particle duality). At the source and detector, the photon or neutron

behaves like a particle. The source emits individual particles, and the detector counts individual

particles. Elsewhere the photon or neutron behaves like a wave, where constructive and destructive

interference can occur. The wave-like behavior is the physical origin for the complementary nature

of Q and r in quantum mechanics, Q ↔ r. Consider the scattering off of a single atom2 depicted

in Figure 1.6. The wave incident from the left is expressed as

Ψincident = ei(ki ·r′−ωt) (1.1)

where ω is the angular frequency. We can ignore the time dependence to emphasize the manipulations

of the spatial coordinates. The time-dependence may be recovered by multiplying the results by

e−iωt. Equation 1.1 also shows the complementary nature of the energy E (given by E = h̄ω) and

time t: E ↔ t.

source

detector

r

k i

kf
r-r

atom

/

r /

Figure 1.6: Scattering from a single atom

2The remaining content of this chapter has been adopted from the texts Experimental Inelastic Scattering by Fultz
et al. [1], and Transmission Electron Microscopy and Diffractometry of Materials by Fultz and Howe [2].
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The spherical wave traveling outwards from the center of the atom has the form

Ψscatt = f(ki,kf )
eikf |r−r′|

|r − r′| (1.2)

where f(ki,kf ) is the scattering length and varies with the orientation of ki and kf , and |r − r′| is

the distance from the scatterer to the detector. For X-rays, which are scattered when they cause the

atomic electrons to oscillate and re-radiate, the scattering length has a strong dependence on the

orientation of initial and final wavevectors. This is also the case for electrons, which are scattered by

Coulomb interactions when they penetrate the positively charged atomic core. Neutrons, which are

scattered by nuclei, have scattering lengths that are nearly independent of the orientation of initial

and final wavevectors. The intensity of the scattered wave is given by

Iscatt = Ψ?
scatt Ψscatt = |f(ki,kf )|2 e−ikf |r−r′|

|r − r′|
eikf |r−r′|

|r − r′| = |f(ki,kf )|2 1
|r − r′|2 (1.3)

where the intensity falls off as 1/r2.

Assuming each atom to be a point scatterer works well for showing the differences between

coherent and incoherent scattering. Consider the scattering from discrete points {rj} arranged on

a lattice as given in Figure 1.7. Ignoring the forward beam, there is constructive interference of the

scattered waves at right angles to the incident beam. Elsewhere there is destructive interference.

The atoms are periodic in space so that the relative phases of the wavelets are preserved (this is the

definition of coherent scattering). For coherent scattering the total scattered wave is constructed by

adding the amplitudes of the scattered wavelets

Ψcoh =
∑

rj

ψrj . (1.4)

Diffraction experiments measure the total coherent intensity Icoh

Icoh = Ψ?
coh Ψcoh =

∣∣∣∣∣∣
∑

rj

ψrj

∣∣∣∣∣∣

2

. (1.5)
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This means that for constructive interference the intensity will be proportional to the square of the

number of scatterers: Icoh ∝ N2.

k i

Figure 1.7: Scattering from a periodic lattice. There is constructive interference at 2θ = 90◦.

In contrast, incoherent scattering does not preserve a phase relationship between the incident

wave and scattered wavelets. For incoherent scattering it is incorrect to add the amplitudes of the

scattered wavelets {ψrj}. Incoherently scattered wavelets do not maintain phase relationships, so

they cannot interfere constructively or destructively. The total intensity of incoherent scattering,

Iinc, is the sum of individual scattered intensities

Iinc =
∑

rj

Irj =
∑

rj

∣∣ψrj

∣∣2 . (1.6)

Because measurable intensities are added in incoherent scattering the intensity is proportional to

the number of scatterers: Iinc ∝ N .

Here we provide two examples of incoherent scattering. The phase of the wave function in

Equation 1.2 may be altered if the atom positions are varied. If the atom positions are random in

space then each atom has a phase that is also random. In this manner the wavelets do not maintain

phase relationships. Figure 1.8 shows the scattering from a small group of randomly placed atoms.
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Note the lack of constructive or destructive interference. In a metallic glass there is short range

periodicity, however, which can be revealed using X-ray diffraction to acquire the radial distribution

function.

k i

Figure 1.8: Scattering from a group of randomly placed atoms. The randomness in the positions
{rj} give each atom a different phase shift.

Another possibility is that the atoms are structurally ordered, such as in a crystalline material,

but the atoms scatter incoherently. This means that mechanism of the scattering introduces a

random phase shift φj for each atom. Equation 1.2 is then written as

Ψscatt,j = f(ki,kf )
ei(kf |r−r′

j |+φj )

|r − r′
j|

. (1.7)

Figure 1.9 shows the same atoms in Figure 1.7 scattering incoherently. The atoms each emit with

the same wavelength, but with a random phase lag. Such is the case for neutron diffraction of

vanadium, which has a scattering cross-section that is almost entirely incoherent.
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k i

Figure 1.9: Incoherent scattering from a crystalline material. The scattering from each atom is
elastic, so that ω does not change (|ki| = |kf |). However, a phase lag φj is randomly introduced to
each atom leading to a loss of constructive and destructive interference.

Figures 1.7, 1.8, and 1.9 show the scatterers as discrete points {rj}. It proves convenient to

consider a distribution of scatterers f(r), with a continuous variable r rather than a sum over

discrete points {rj}. We change variables as

ψ(Q) =
N∑

rj

frj e−iQ·rj =

∞∫

−∞

f(r) e−iQ·r d3r . (1.8)

To equate a continuous integral to a discrete sum requires that f(r) is not a smooth function of

position. Over most of space f(r) is zero, but at atom centers such as r = ri, f(ri) is a Dirac delta

function times a constant fri ,

f(ri) = fri δ(r − ri) . (1.9)

An important property of the delta function is

y(x′) =

∞∫

−∞

δ(x− x′) y(x) dx . (1.10)

Equation 1.10 requires that δ(x − x′) is zero everywhere, except at the point x = x′. At this point
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the delta function is infinitely high, but of unit area, so the integral of Equation 1.10 picks out only

the value of y(x) at x′. To extend Equation 1.9 to include many atom centers, we take the sum over

rj

f(r) =
N∑

rj

frjδ(r − rj) (1.11)

which satisfies the equality in Equation 1.8 between points in space {rj} and a continuous function

of r.

The right-hand side of Equation 1.8 is an important mathematical function, namely the Fourier

transform of f(r)

Frf(r) =

∞∫

−∞

f(r) e−iQ·r d3r (1.12)

where Fr operates on f(r) and the subscript denotes an integral over r. Thus the wavefunction is

the Fourier transform of the scattering factor distribution

ψ(Q) = Frf(r) . (1.13)

The inverse Fourier transform F−1
Q is given by

F−1
Q ψ(Q) =

∞∫

−∞

ψ(Q) eiQ·r d3Q (1.14)

so that f(r) is the inverse Fourier transform3 of the wavefunction

f(r) = F−1
Q ψ(Q) . (1.15)

We are interested in the function f(r), so the inverse Fourier transform proves to be more useful.

Unfortunately, we do not measure the wavefunction, we measure the intensity I(Q).

3The integrals in Equation 1.12 and Equation 1.14 differ in form only in the sign of the exponent, so it is rather
common to simply call either a Fourier transform of the other.
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We define the “Patterson function,” P (r)

P (r) ≡
∞∫

−∞

f∗(r′) f(r + r′)d3r′ (1.16)

which is a convolution of the form

P (r) = f∗(r) ∗ f(−r) . (1.17)

This specific type of convolution is known as an “autocorrelation function.” The most important

feature of the Patterson function is that its Fourier transform is the diffracted intensity in kinematical

theory. To show this the intensity can be written in terms of the scattered wave of Equation 1.8

I(Q) = ψ∗(Q) ψ(Q) =

∞∫

−∞

f∗(r′) eiQ·r′
d3r′

∞∫

−∞

f(r′′) eiQ·r′′
d3r′′ . (1.18)

Since r′ and r′′ are independent variables

I(Q) =

∞∫

−∞




∞∫

−∞

f∗(r′) f(r′′) e−iQ·(r′′−r′) d3r′′


 d3r′ . (1.19)

Defining r ≡ r′′ − r′ and changing variables r′′ → r + r′ the integral can be written as

I(Q) =

∞∫

−∞




∞∫

−∞

f∗(r′) f(r + r′) e−iQ·r d3r


 d3r′ (1.20)

I(Q) =

∞∫

−∞




∞∫

−∞

f∗(r′) f(r + r′) d3r′


 e−iQ·r d3r . (1.21)

The term in parentheses is the Patterson function defined in Equation 1.16. The intensity may now

be written as

I(Q) =

∞∫

−∞

P (r) e−iQ·r d3r (1.22)
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which is the Fourier transform of the Patterson function

I(Q) = FrP (r) . (1.23)

Whereas the scattered wave ψ(Q) is the Fourier transform of the scattering factor distribution, the

scattered intensity I(Q) is the Fourier transform of the Patterson function of the scattering factor

distribution

I(Q) = FrP (r) = |Frf(r)|2 . (1.24)

The measured diffracted intensity provides the Patterson function, not the scattering factor distri-

bution. This leads to “Friedel’s law” that diffraction experiments cannot distinguish between an

atom arrangement and the atom arrangement when it is inverted.

Thus far we have considered elastic scattering, which involves only the momentum transfers

and atom positions {Q, r}. For inelastic scattering the same type of analysis can be performed by

extension into energy and time {Q, E, r, t}. Again we assume the scatterers to be points. The point

scatterer emits a wavelet from position rj at time tk, where the phase from the point emitter relative

to wavelets from other point emitters is Q ·r −ωtk. The amplitude of the scattering is given by the

scattering strength of the point emitter, f(rj , tk), which is an amplitude at a point in space and an

instant in time. For the distribution in time we consider a Fourier series with different frequencies,

or energies E = h̄ω.

As done in Equation 1.8, it proves convenient to consider a distribution of scatterers f(r, t) with

continuous variables, r and t, rather than a sum over discrete points {rj} and snapshots in time tk.

Following the analysis given by Equation 1.8, Equation 1.9, and Equation 1.11, we change variables

as

ψ(Q, E) =
N∑

rj

∑

tk

frj ,tk e−i(Q·rj−ωtk) =

∞∫

−∞

∞∫

−∞

f(r, t) e−i(Q·r−ωt) d3r dt (1.25)

where

f(r, t) =
N∑

rj

∑

tk

frj ,tkδ(r − rj)δ(t− tk) . (1.26)
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The right-hand side of Equation 1.25 is the double Fourier transform of the scattering factor distri-

bution

ψ(Q, E) = FrFtf(r, t) . (1.27)

The inverse double Fourier transform F−1
Q F−1

E is given by

F−1
Q F−1

E ψ(Q, E) =

∞∫

−∞

∞∫

−∞

ψ(Q, E) ei(Q·r−ωt) d3Q dω (1.28)

so that f(r, t) is the inverse double Fourier transform of the wavefunction

f(r, t) = F−1
Q F−1

E ψ(Q, E) . (1.29)

In an inelastic experiment we measure I(Q, E), not the wave function ψ(Q, E).

For elastic scattering we defined the Patterson function. For inelastic scattering we define the

“Van Hove function,” G(r, t)

G(r, t) ≡
∞∫

−∞

∞∫

−∞

f∗(r′, t′) f(r + r′, t+ t′)d3r′ dt′ (1.30)

which is a double autocorrelation function (a space-time correlation function). The Patterson func-

tion is a special case of the Van Hove function that does not consider correlations in time

P (r) =

∞∫

−∞

∞∫

−∞

f∗(r′, t′) f(r + r′, t′)d3r′ dt′ . (1.31)

The most important feature of the Van Hove function is that its Fourier transform is the scattered

intensity in kinematical theory. Following steps similar to those used in Equations 1.18–1.21 the

intensity can be written as

I(Q, E) =

∞∫

−∞

∞∫

−∞

G(r, t) e−i(Q·r−ωt) d3r dt = FrFt G(r, t) . (1.32)
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The Van Hove function is therefore the inverse double Fourier transform of the intensity.

G(r, t) = F−1
Q F−1

E I(Q, E) (1.33)

The coherent-inelastic scattering of phonons for pure iron is given by the higher intensity scat-

tering emanating from the diffraction peaks for |E| > 0 in Figure 1.2a. As an example of this type

of scattering consider an elementary excitation (for example a phonon) in a one-dimensional solid

that provides a periodic modulation of the scattering factor in space and time:

f(x, t) = e−i(qx−ω0t) . (1.34)

The Van Hove function of this scattering factor distribution can be determined using the definition

of Equation 1.30 for 1-D

G(x, t) =

∞∫

−∞

∞∫

−∞

ei(qx′−ω0t′)e−i[q(x+x′ )−ω0(t+t′)]dx′ dt′ (1.35)

G(x, t) =

∞∫

−∞

eiqx dx′
∞∫

−∞

e−iω0t dt′ = eiqx

∞∫

−∞

dx′ e−iω0t

∞∫

−∞

dt′ (1.36)

G(x, t) = ei(qx−ω0t) (1.37)

where we have ignored the normalization to find that G(x, t) = f(x, t) and has the form of a wave.

In 1-D the intensity is a simple form of the Van Hove function

I(Q,E) =

∞∫

−∞

∞∫

−∞

G(x, t) e−i(Qx−ωt)dx dt . (1.38)

Substituting Equation 1.37 into Equation 1.38

I(Q,E) =

∞∫

−∞

∞∫

−∞

ei(qx−ω0t) e−i(Qx−ωt)dx dt (1.39)
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I(Q,E) =

∞∫

−∞

ei(q−Q)x dx

∞∫

−∞

ei(ω−ω0)t dt . (1.40)

The integrals of Equation 1.40 are in the form of a delta function [3]

∞∫

−∞

ei(a−b)αdα = δ(a− b) (1.41)

so that

I(Q,E) = δ(q −Q− g) δ(ω − ω0) (1.42)

where g is a reciprocal lattice vector which provides a factor of eigx = 1 in the integrand. Equa-

tion 1.42 shows that for coherent scattering the momentum transfer must match that of the wave,

modulo a reciprocal lattice vector, and match the energy of the excitation, E = h̄ω0. The scattering

pictured in Figure 1.2a is from a polycrystalline sample. This gives a near continuum of scattering

vectors (the incident beam and detectors are fixed so that different crystallite orientations give the

variation in the direction of Q).

The calculated incoherent-inelastic scattering for pure Fe is shown in Figure 1.2b. This type of

scattering gives information on correlations in time, but does not consider correlations in position.

The “self-correlation” function, Gs(t), is defined as

Gs(t) ≡
∞∫

−∞

∞∫

−∞

f∗(r′, t′) f(r′, t+ t′)d3r′ dt′ . (1.43)

In one dimension this function is given by

Gs(t) =

∞∫

−∞

∞∫

−∞

f∗(x′, t′) f(x′, t+ t′)dx′ dt′ . (1.44)

Substituting Equation 1.34 for an elementary excitation in a one-dimensional solid into Gs(t) yields

Gs(t) =

∞∫

−∞

∞∫

−∞

ei(qx′−ω0t′)e−i(qx′−ω0t+t′) dx′ dt′ (1.45)
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Gs(t) =

∞∫

−∞

dx′
∞∫

−∞

e−iω0t dt′ =

∞∫

−∞

dx′ e−iω0t

∞∫

−∞

dt′ (1.46)

Gs(t) = e−iω0t (1.47)

where we have ignored the normalization, and we find that Gs(t) does not contain spatial information

(as we would expect for incoherent scattering). The intensity is given by

I(E) = Ft Gs(t) =

∞∫

−∞

Gs(t) eiωt dt (1.48)

I(E) =

∞∫

−∞

ei(ω−ω0)t dt = δ(ω − ω0) . (1.49)

Equation 1.49 shows that for incoherent-inelastic scattering the energy of the incident wave must

match the energy of the excitation, E = h̄ω0. Unlike the case for coherent-inelastic scattering, there

is no restriction placed on Q. The scattering pictured in Figure 1.2b and Figure 1.2c is from a

polycrystalline sample. The lack of dependence on Q means that the incoherent scattering from a

single crystal sample would be the same as that for a polycrystalline sample.

The different types of scattering are summarized in Table 1.1. Of the four possible word pairs for

scattering, incoherent-elastic scattering provides the least amount of information on the scattering

system. In contrast, coherent-inelastic scattering provides the most information on the scattering

system. In this chapter the spatial and temporal correlation functions were introduced. In the next

chapter the chemical correlation function of the cluster expansion is presented.

Table 1.1: Correlations for Scattering Word-Pairs
Scattering Word Pair Correlation Function Name Function Symbol Equation Number
Coherent - Inelastic r, t Van Hove G(r, t) 1.30
Coherent - Elastic r Patterson P (r) 1.16

Incoherent - Inelastic t Self-Correlation Gs(t) 1.43
Incoherent - Elastic - - - -
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Chapter 2

1-D Phase Diagram

2.1 Statement of Problem

The purpose of this chapter is to provide an introduction to the cluster expansion method and to

show its usefulness for thermodynamics.

Suppose we are interested in the properties of a 1-D infinite chain of A and B atoms on a

periodic lattice. The phonon entropy and binding energy of three different samples with different

configurations of A and B atoms on the lattice (Figure 2.1) have been measured (or determined via

ab initio calculations) at T = 100K, and their values given in Table 2.1.

Sample 1

Sample 2

Sample 3

Figure 2.1: Atomic configurations on a 1-D lattice of three different samples. “A” atoms are given
by the solid circles and “B” atoms by hollow circles.

Now what is the Sph and E of a different configuration on the same lattice? In particular, what

is the phonon entropy and binding energy of each new configuration given in Figure 2.2—ordered

and disordered? Finally, what is the phase diagram of this system? To answer these questions, we

first need a method of characterizing the chemical order on the lattice.
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Table 2.1: Properties of 1-D Chain

m Sph,m [kB/atom] Em [eV/atom]

1 0.75 -9.68
2 0.95 -9.46
3 0.40 -9.51

Sample 4

Random Solid Solution

Figure 2.2: Atomic configurations on a 1-D lattice of unmeasured samples. “A” atoms are given by
the solid circles and “B” atoms by hollow circles. Gray atoms represent sites that have a probability
of being occupied by an “A” atom equal to the concentration of “A” atoms.

2.2 Characterizing Chemical Order

There are several ways by which chemical order can be characterized. The most obvious is to use

the concentration of each species as the metric for order. The concentration of species d is given by:

xd = Nd/
∑

d′

Nd′ , (2.1)

where Nd is the number of type d atoms and the sum gives the total number of atoms. The

concentration is conserved (i.e., xA + xB = 1 for a binary system). In general this is a poor choice,

since many different decorations of the lattice can have the same concentration.

Another step towards greater detail is to count the number of pairs. We first consider the

concentration of A-A, A-B, and B-B nearest neighbor pairs. The concentrations of pairs are given

by:

xAA = NA−A/(NA−A + NA−B +NB−B) (2.2)

xAB = NA−B/(NA−A +NA−B +NB−B) (2.3)

xBB = NB−B/(NA−A +NA−B + NB−B) (2.4)
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so that the concentration of pairs is conserved (xAA + xAB + xBB = 1). Table 2.2 shows the various

concentrations of the ordered samples of Figure 2.1 and Figure 2.2.

Table 2.2: Concentrations of Atoms and Pairs of Atoms in Ordered Configurations

m xA xB xAA xAB xBB

1 1 0 1 0 0
2 1/2 1/2 0 1 0
3 0 1 0 0 1
4 2/3 1/3 1/3 2/3 0

Now we introduce the cluster expansion and its metric for chemical order, the correlation func-

tion1. The general cluster expansion (GCE) is a method for expressing thermodynamic properties of

a system in terms of its chemical arrangement, ~σ. “Spin variables,” σ, are used for the two species of

atoms, where an A atom is assigned the factor σ = +1, and a B atom σ = −1. A cluster is a shape

made by connecting a number of points n on the lattice. The correlation function ξn is defined as

the sum over all clusters of the products of the spin variables for each atom in the cluster:

ξn =
1
Nn

∑

{pi}

σp1σp2 · · ·σpn . (2.5)

Here n also denotes the order of each term in the expansion. For example, in the GCE n={0,1,2}

for the empty lattice, point, and pair terms, respectively (Figure 2.3). The number of clusters of

type n is Nn. The value of the spin variable at site p is σp with each lattice point labeled from 1 to

n [4].

n = 0 Empty Lattice

n = 1 Point

n = 2 Pair

n = 3 Triplet

Figure 2.3: Cluster types in 1-D chain

For the 1-D case the clusters are chains containing n atoms. The value of the n = 0 term is
1This is the chemical correlation function. Throughout the remainder of the text the correlation function refers to

that of the cluster expansion.
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always 1 (ξ0 = 1). The point term is a function of the composition:

ξ1 =
1

NA +NB
[NAσA +NBσB] = σAxA + σBxB = xA − xB (2.6)

ξ1 = 1 − 2xB . (2.7)

The pair term can be written in terms of the concentrations of pairs:

ξ2 =
[NA−AσAσA +NA−BσAσB + NB−BσBσB]

NA−A + NA−B + NB−B
(2.8)

= σ2
AxAA + σAσBxAB + σ2

BxBB (2.9)

= xAA − xAB + xBB (2.10)

= 1 − 2xAB (2.11)

where we have used the conservation of pairs xAA + xBB = 1 − xAB.

Equations 2.7 and 2.11 can readily be used in conjunction with Table 2.2 to determine the

correlation functions of the different samples. The notation ξm,n is introduced; where m is the label

for each sample in Figure 2.1. The correlation functions for the first three samples can be written

in simple terms of the order of the expansion, with ξ1,n = (+1)n, ξ3,n = (−1)n, and ξ2,n given by:

ξ2,n =





0 , n odd

−1 , n even, n/2 odd

+1 , n even, n/2 even .

(2.12)

Table 2.3: Correlation Functions of Ordered Configurations

m ξm,0 ξm,1 ξm,2

1 1 1 1
2 1 0 -1
3 1 -1 1
4 1 1/3 -1/3
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Graphically, the correlation functions can be determined by first selecting the smallest repeatable

unit cell. Consider Sample 2, which has two possible unit cells (Figure 2.4). Unit Cell 1 contains an

A atom at the center and a B atom at either edge. For the point term (concentration term) there is

half of a B atom on the left, an A atom at the center, and half of a B atom on the right. An atom

is counted as “half” if it is shared with a neighboring cell. The correlation function is

ξCell 1
2,1 =

1
2(−1) + (+1) + 1

2 (−1)
1
2 + 1 + 1

2

= 0 . (2.13)

Two pairs are contained within the bounds of the unit cell. Each pair is fully counted (count the

dash, not the atoms) and the correlation function is

ξCell 1
2,2 =

(−1)(+1) + (+1)(−1)
1 + 1

= −1 . (2.14)

The triplet term consists of three figures. One figure is fully enclosed by the unit cell, while the

other two figures are each shared by their neighboring cell. The n = 3 correlation function is then

ξCell 1
2,3 =

1
2(+1)(−1)(+1) + (−1)(+1)(−1) + 1

2 (+1)(−1)(+1)
1
2 + 1 + 1

2

= 0 . (2.15)

The same analysis can be applied to Unit Cell 2. The correlation functions of both unit cells are

equivalent.

Sample 2

Point

Pair

Triplet

Unit Cell 1 Unit Cell 2

Point

Pair

Triplet

Figure 2.4: Graphical determination of correlation functions for the 1-D Sample 2.
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2.3 Parameterizing Chemical Order

When parameterizing chemical order we assign a value of Sph to each metric of the chemical order.

For example, in the context of the chemical order in terms of the atomic concentration, values of sA

and sB would be the proper parameters. The phonon entropy of any configuration, ~σ, on the lattice

is given by:

Sconc
ph (~σ) = sA xA + sB xB = sA + (sB − sA)xB = Sunmix

ph (xB) , (2.16)

where sA = Sph,1 = 0.75 [kB/atom] and sB = Sph,3 = 0.40 [kB/atom]. This is the equation of

a line that connects the two end members, but which does not pass through the phonon entropy

of Sample 2 (Sph,2). The label “unmix” denotes this as the phonon entropy of a system that is

completely unmixed.

Using the concentration of pairs, the chemical order is parameterized with chemical exchange

phonon entropies: sAA, sAB, and sBB. The phonon entropy of a given configuration on the lattice

is,

Spairs
ph (~σ) = sAA xAA + sAB xAB + sBB xBB , (2.17)

where sAA = Sph,1 = 0.75 [kB/atom], sAB = Sph,2 = 0.95 [kB/atom], and sBB = Sph,3 =

0.40 [kB/atom]. For the configuration of Sample 4, the value obtained using Equation 2.17 is

Spairs
ph,4 = 0.883̄ [kB/atom].

The cluster expansion requires a parameter for each term in the expansion. These are referred

to as interaction parameters, and in the case of the phonon entropy they are the interaction phonon

entropies. For the n = 0 term of the expansion, the interaction phonon entropy is sph
0 , and so on for

the higher terms. The phonon entropy can be written in terms of the correlation functions multiplied

by their respective interaction phonon entropy (Equations 2.18–2.20).

Sph,1 = sph
0 ξ1,0 + sph

1 ξ1,1 + sph
2 ξ1,2 (2.18)

Sph,2 = sph
0 ξ2,0 + sph

1 ξ2,1 + sph
2 ξ2,2 (2.19)

Sph,3 = sph
0 ξ3,0 + sph

1 ξ3,1 + sph
2 ξ3,2 (2.20)
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Here there are 3 equations and 3 unknowns. These equations can be written in matrix form as:





Sph,1

Sph,2

Sph,3





=




ξ1,0 ξ1,1 ξ1,2

ξ2,0 ξ2,1 ξ2,2

ξ3,0 ξ3,1 ξ3,2








sph
0

sph
1

sph
2





, (2.21)

or in a more compact notation as:

~Sph = [ξm,n]~sph . (2.22)

For our 1-D example the values of ~Sph and the correlation function matrix, [ξm,n], are given by:

~Sph =





0.75

0.95

0.40





[kB/atom] , [ξm,n] =




1 1 1

1 0 −1

1 −1 1



. (2.23)

To get ~sph , simply invert the correlation function matrix:

~sph = [ξm,n]−1 ~Sph , [ξm,n]−1 =
1
4




1 2 1

2 0 −2

1 −2 1



, ~sph =





0.7625

0.175

−0.200





[kB/atom] .

(2.24)

This is called the “structure inversion method,” first utilized by Connolly and Williams to determine

the properties of chemically disordered configurations from first-principles calculations of ordered

configurations [4]. The next section treats the chemically disordered case. From the interaction

phonon entropies and the correlation functions in Table 2.3, the phonon entropy of Sample 4 is

determined to be 0.883̄ [kB/atom]. This is the same value determined using the concentration

of pairs. Both methods of characterizing the chemical order require three independent metrics.

Appendix A shows the mathematical relationship between these two methods.
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2.4 Random Solid Solution

For a random solid solution the probability of finding a particular atom on any site is given by the

concentration of that atom species. For a binary random solid solution the probability of finding

an A atom on a lattice site is PA = xA, and for a B atom it is PB = xB, so that probabilities are

conserved: PA + PB = 1. In this section analytic expressions for the phonon entropy of a random

solid solution are determined by examining the probabilities associated with a nearest neighbor pair

of lattice sites (Figure 2.5).

Site 1 Site 2

Figure 2.5: Sites used to determine the phonon entropy of a random solid solution

Table 2.4 shows how to obtain the probability of each possible pair on the two sites. Summing

over the last column gives the phonon entropy of a random solid solution using the concentration of

pairs method

Spairs
ph (xB) = x2

A sAA + 2xAxB sAB + x2
B sBB (2.25)

= (1 − xB)2 sAA + 2(1 − xB)xB sAB + x2
B sBB (2.26)

where Sph(xB) denotes a random solid solution (as opposed to Sph(~σ)). Comparing this to Equa-

tion 2.17 shows that for a random solid solution xAA = x2
A, xAB = 2xAxB, and xBB = x2

B.

Table 2.4: Probabilities Associated with Pair Exchange

Site 1 Site 2 P1 P2 P1:2 P1:2 s1:2

A A xA xA x2
A x2

A sAA

A B xA xB xAxB xAxB sAB

B A xB xA xBxA xBxA sAB

B B xB xB x2
B x2

B sBB
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For a random solid solution, or any configuration, in the cluster expansion the empty lattice

term is given by ξ0 = 1 and the point term is given by Equation 2.7 (ξ1 = (1 − 2xB)). For the pair

term the same type of analysis can be applied using the spin variables, as was done above. Table 2.5

shows a method to calculate ξ2 for a random solid solution. Summing over the last column gives

the pair correlation function for a random solid solution (Equation 2.27).

ξ2 = x2
A − 2xAxB + x2

B = (xA − xB)2 = (1 − 2xB)2 (2.27)

In general it can be shown that for any lattice the correlation functions of a random solid solution

are given by ξn = (σAxA + σBxB)n = (1− 2xB)n. The phonon entropy of a random solid solution is

then:

SCE
ph (xB) =

νg∑

n=0

sph
n (1 − 2xB)n , (2.28)

where νg is the number of terms used in the cluster expansion. For the 1-D example:

SCE
ph (xB) = sph

0 + sph
1 (1 − 2xB) + sph

2 (1 − 2xB)2 . (2.29)

This is plotted in Figure 2.6 along with the phonon entropy using the concentration approximation

(Equation 2.16). The concentration of pairs method is equivalent to the three-term cluster expansion

(see Appendix A), which is given by the solid line in Figure 2.6.

Table 2.5: Probabilities Associated with Pair Interaction

Site 1 Site 2 P1 P2 σ1 σ2 (P1σ1)(P2σ2)

A A xA xA +1 +1 x2
A

A B xA xB +1 -1 −xAxB

B A xA xA -1 +1 −xBxA

B B xB xB -1 -1 x2
B

The random solid solution provides the meaning of each of the interaction phonon entropies from

the cluster expansion. The n = 0 term is the phonon entropy of a random solid solution of A50B50.
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Figure 2.6: Phonon entropy of known ordered configurations (solid squares), of ordered configuration
from three-term cluster expansion and concentration of pairs method (open triangle), of random
solid solution using three-term cluster expansion and concentration of pairs method (solid line), and
random solid solution using the concentration approximation (dashed line)

The n = 1 term gives the effect on the phonon entropy of changing the composition. The value sph
1

is subtracted from sph
0 when xB is increased (added when xA is increased). Since sph

1 > 0, the effect

of increasing the concentration of atom B is to reduce the phonon entropy. The pair term, n = 2,

gives the effect of like and unlike pairs of atoms on the phonon entropy. When sph
2 > 0, like pairs

increase the phonon entropy. In our case sph
2 < 0, so that like pairs decrease the phonon entropy.

The phonon entropy of mixing ∆Sph(~σ) is given by

∆Sph(~σ) = Sph(~σ) −
∑

d

xd Sph(xd = 1) (2.30)

= Sph(~σ) − Sunmix
ph (~σ) , (2.31)

where Sph(xd = 1) is the phonon entropy of pure element d. Thus the phonon entropy of mixing

is defined by the difference between a chemically mixed state (example: the random solid solution)

and the chemically unmixed state (example: spinodally decomposed sample). For a random solid
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solution this is given graphically by the vertical difference between the solid line and dashed line of

Figure 2.6.

The phonon entropy of mixing in Equation 2.31 can be expressed for a binary random solid

solution in terms of the interaction phonon entropies. For a three-term expansion this is:

∆SCE
ph (xB) = sph

0 + sph
1 (1 − 2xB) + sph

2 (1 − 2xB)2

−
[
(sph

0 + sph
1 + sph

2 )(1 − xB) + (sph
0 − sph

1 + sph
2 )xB

]
(2.32)

= −4sph
2 xB(1 − xB) . (2.33)

The function −4xB(1 − xB) is a parabola with a vertex at xB = 1/2. The value of sph
2 scales this

function. The phonon entropy of mixing is given in Figure 2.7
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Figure 2.7: Phonon entropy of mixing of ordered samples (solid squares), ordered samples from
the cluster expansion and concentration of pairs (open triangle), and disordered solid solution from
cluster expansion and concentration of pairs
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2.5 Phase Diagram

The essential quantity for phase stability as a function of temperature and composition at constant

pressure is the Gibbs free energy, G = H − TS. The phase or combination of phases that minimizes

G is thermodynamically most stable. Only differences in the Gibbs free energy between phases are

important, not the absolute magnitude of G. The standard state is taken to be the chemically

unmixed state, so that for a given phase γ we have:

∆Gγ(~σ, T ) = Gγ(~σ, T )− Gunmix(~σ, T ) (2.34)

= [Hγ(~σ) − TSγ (~σ)] −
[
Hunmix(xB) − TSunmix(xB)

]
(2.35)

= ∆Hγ(~σ) − T∆Sγ (~σ) (2.36)

= ∆Hγ(~σ) − T
[
∆Sγ

ph(~σ) + ∆Sγ
config(~σ)

]
. (2.37)

The 1-D example given has three different possible phases. The first is the ordered phases of samples

2 and 4. The second is the random solid solution, which is the mixed phase. The last is the unmixed

phase. Both the ordered phases and the unmixed phase have no difference in configurational entropy

compared to the unmixed phase: ∆Sunmix
config (xB) = 0 and ∆Sord

config(~σ) = 0. The mixed phase has a

change in configurational entropy given by:

∆Smix
config(xB) = −kB [(1 − xB) ln(1 − xB) + xB ln(xB)] . (2.38)

The change in enthalpy between phase γ and the unmixed phase is given by:

∆Hγ(~σ) = ∆Eγ(~σ) − P∆V γ(~σ) . (2.39)

In our example ∆V γ(~σ) = 0 so that ∆Hγ(~σ) = ∆Eγ(~σ). Following the procedure used for the

phonon entropy:

~L = [ξm,n]−1 ~E , (2.40)
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where Ln are the interaction binding energies,

~L =





−9.5275

−0.0850

−0.0675





[eV/atom] . (2.41)

The binding energies are plotted in Figure 2.8. As with the phonon entropy, the enthalpy of mixing

can be written as a simple function of the n = 2 term of the expansion:

∆Hmix(xB) = −4L2xB(1 − xB) . (2.42)

The change in enthalpy for the chemically ordered samples is plotted in Figure 2.9 along with the

enthalpy of mixing. At this point, the ordered phases can be eliminated as the thermodynamically

stable phases by noting that ∆Hord > ∆Hmix and ∆Sord
ph < ∆Smix

config so that ∆Gord > ∆Gmix.

This means that Samples 2 and 4 are metastable phases, which perhaps could be created by non-

equilibrium techniques.

-9.65

-9.60

-9.55

-9.50

-9.45

1.00.80.60.40.20.0

E
  [e

V
/a

to
m

]

XB

Figure 2.8: Binding energies of known ordered configurations (solid squares), of ordered configuration
from three-term cluster expansion (open triangle), of random solid solution (solid line), and of
unmixed phase (dashed line)
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Figure 2.9: Difference in enthalpy between various phases and unmixed phase. The various phases
are the ordered samples (solid squares), ordered sample from the cluster expansion (open triangle),
and disordered solid solution (line).

With the ordered phases eliminated as being thermodynamically unstable, there are only two

possible phases in this example: chemically unmixed and chemically mixed. Since ∆Gunmix = 0 the

only function of interest is ∆Gmix(xB):

∆Gmix(xB, T ) = ∆Hmix(xB) − T
[
∆Smix

ph (xB) + ∆Smix
config(xB)

]
(2.43)

= 4
[
Tsph

2 − L2

]
xB(1 − xB) + kBT [(1 − xB) ln(1 − xB) + xB ln(xB)] . (2.44)

The Gibbs free energy of mixing is plotted in Figure 2.10 for a number of different temperatures.

For a certain range of temperatures the Gibbs free energy of mixing can be lowered by deviating

from a random solid solution and separating into a mixture of two phases of different compositions.

Figure 2.11 shows that a random solid solution with xB = 0.50 at T = 800K can lower its Gibbs free

energy of mixing substantially by decomposing into two phases: an A-atom-rich phase with xB ' 0.08

and a B-atom-rich phase with xB ' 0.92. This is a simple model of spinodal decomposition, which

requires “up-hill” diffusion, since the atoms tend to unmix. The phase boundary is known as the

miscibility gap.
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Figure 2.10: Gibbs free energy of mixing for 1-D example

The phase diagram is constructed by finding the phase or combination of phases that gives the

lowest Gibbs free energy. When the combination of phases has a lower Gibbs free energy than

the individual phases, the equilibrium between them is determined by the lowest points at which

the chemical potentials of the phases are equal. Diagrammatically, this can be determined by

drawing a line that connects the curves at points where both the intercept and slope are equal in all

phases. This is the common tangent construction. For a binary system with only two phases this is

mathematically equivalent to solving the two equations for xcrit,1
B and xcrit,2

B :

d
dxB

∆Gα′
(xB, T )

∣∣∣∣
xB=xcrit,1

B

=
d

dxB
∆Gα′′

(xB, T )
∣∣∣∣
xB=xcrit,2

B

(2.45)

∆Gα′
(xcrit,1

B , T ) − xcrit,1
B

d
dxB

∆Gα′
(xB, T )

∣∣∣∣
xB=xcrit,1

B

= ∆Gα′′
(xcrit,2

B , T ) − xcrit,2
B

d
dxB

∆Gα′′
(xB, T )

∣∣∣∣
xB=xcrit,2

B

.

(2.46)

The phase diagram for this system is shown in Figure 2.12. The critical temperature of chemical
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unmixing can be shown to be

T crit =
−L2

R
2 − sph

2

(2.47)

where careful attention must be paid to the units2. The critical temperature in this example is

1118.98 K. If the vibration entropy of mixing were zero (sph
2 = 0), then the critical temperature would

be 1566.7 K. This shows that the positive phonon entropy of mixing plays the role of destabilizing

the miscibility gap by reducing the critical temperature.
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Figure 2.11: Gibbs free energy of mixing for 1-D example at T = 800K. The dashed line is a common
tangent of the A-atom-rich and B-atom-rich phases. The arrow shows the decrease in Gibbs free
energy from the unmixing.

2The reader interested in the origin of this equation should refer to the section titled Criteria for Phase Stability

in Regular Solutions in [5]. The choice of R or kB in Equation 2.47 depends on the units of L2 and s
ph
2 .
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Figure 2.12: Phase diagram for 1-D example. The α phase is a random solid solution of A and B
atoms. The α′ phase is an A-atom-rich random solid solution, and the α′′ phase is a B-atom-rich
random solid solution.
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Chapter 3

Cluster Expansion

3.1 General and Local Properties

As described in Chapter 2, the general cluster expansion (GCE) is a method of expressing thermo-

dynamic properties of an alloy in terms of its chemical arrangement, ~σ. The GCE is utilized for

overall thermodynamic properties, such as the total enthalpy of formation or total phonon entropy

(as opposed to the phonon partial entropy). In this framework, spin variables σ are used for the two

species of atoms, where an A atom is assigned the factor σ = +1, and a B atom σ = −1. A cluster

is a shape made by connecting a number of points n on the lattice. The correlation function ξn is

given by Equation 2.5. For a random solid solution of A and B atoms the correlation function is

given by

ξn = (1 − 2xB)n . (3.1)

For a given thermodynamic quantity J , with a set of values Jm(~σ) of known configurations ~σ corre-

sponding to the label m, interaction parameters Jn can be determined by inverting the correlation

function matrix [ξm,n],

Jn =
νg−1∑

m=0

Jm(~σ) [ξm,n]−1 . (3.2)

Here νg is the number of terms used in the GCE, and [ξm,n]−1 is the inverted correlation function

matrix. Knowledge of Jn can then be used to construct the thermodynamic quantity for any set of



36

configurations, Jj(~σ), using:

Jj(~σ) =
νg−1∑

n=0

Jn [ξj,n] . (3.3)

A partial thermodynamic quantity is defined as the projection onto a particular atom type of the

thermodynamic quantity. For example, the phonon partial entropy of atom B is the phonon entropy

contribution from the B atoms only. Partial quantities provide more detail about thermodynamic

contributions and therefore require a more complex cluster expansion technique. The local order

cluster expansion (LOCE) is a method for expressing thermodynamic properties of a particular type

of atom in terms of its local chemical arrangement, ~σl. In the LOCE, the clusters must contain the

local point of interest, l (e.g., an A atom) [6]. A cluster is a shape made by connecting a number of

points n+ 1 on the lattice, where the +1 arises from the inclusion of the local point in all clusters.

In the LOCE, n = 0 is the point term because every point cluster is the atom of interest, d, with

σd
l=d = +1. The pair and triangle terms correspond to n = 1 and n = 2, respectively. For a binary

system of A and B atoms two different correlation functions must be used. The correlation functions

for a random solid solution of A and B atoms around a local point containing an A atom are:

ξn(A) = (1 − 2xB)n . (3.4)

For a local point containing a B atom the correlation functions are:

ξn(B) = (1 − 2xA)n = (−1)nξn(A) . (3.5)

The machinery of Equation 3.2 and Equation 3.3 remains valid for quantities in the LOCE by

replacing Jn with Jn(d), J(~σ) with J(~σl, d), and νg with νl. Here the dependence on d denotes a

LOCE with a d atom as the atom at the local point of interest, and νl is the number of terms.

An example using the 1-D Sample 4 of Figure 2.2 is given below to show how the correlation

functions are determined using the LOCE. As suggested in Chapter 2, it is first useful to determine

the unit cell, which is boxed in Figure 3.1. First consider the “A” atom LOCE. Only clusters that
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contain an A atom are counted, and the spin variables have the values σA
l=A = +1 and σB

l=A = −1.

The correlation functions are determined by summing over the clusters,

ξ4,1(A) =
(−1)(+1) + (+1)(+1) + (+1)(−1)

3
= −1

3
, (3.6)

ξ4,2(A) =
1
2 (+1)(−1)(+1) + (−1)(+1)(+1) + (+1)(+1)(−1) + 1

2(+1)(−1)(+1)
3

= −1 , (3.7)

where the factor of 1/2 is used when a cluster is shared by a neighboring cell. Note that for the A

atom LOCE all of the clusters used in the GCE are used, as all of the clusters contain A atoms.

Now consider the “B” atom LOCE. Only clusters that contain a B atom are counted, and the spin

variables have the values σA
l=B = −1 and σB

l=B = +1. The correlation functions are determined by

summing over the clusters,

ξ4,1(B) =
(+1)(−1) + (−1)(+1)

2
= −1 , (3.8)

ξ4,2(B) =
1
2 (−1)(+1)(−1) + (+1)(−1)(−1) + (−1)(−1)(+1) + 1

2(−1)(+1)(−1)
3

= +1 . (3.9)

Note that as the cluster size increases there are less clusters excluded. Also note that for the B

Sample 4

Pair

Triangle

Pair

Triangle

σ = +1

A atom LOCE B atom LOCE

σ = −1

σ = −1

σ = +1

Figure 3.1: Graphical display of clusters used in local order cluster expansions with both A and B
atoms as the atom of interest. “A” atoms are solid circles and “B” atoms hollow circles.
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atom LOCE the correlation functions up to the pair term are the same as for Sample 2 of Figure 2.1.

When the LOCE and GCE are both used to describe the same quantity, the number of terms

used for each cluster expansion are related by νg = νl + 1. For instance, a three-term LOCE uses

clusters up to the triangle term. The equivalent GCE must use four terms in the expansion to include

the triangle term. As an example consider the phonon entropy, which is a linear combination of the

phonon partial entropies

Sph(~σ) =
∑

d

xd Sph(~σl, d) . (3.10)

Here xd is the concentration of atom species d and Sph(~σl, d) is the phonon partial entropy of atom

species d with local chemical arrangement ~σl. Both sides of this equation can be expanded with the

cluster formalism
νg−1∑

n=0

sph
n ξn =

∑

d

xd

νl−1∑

n=0

sph
n (d) ξn(d) , (3.11)

where sph
n is the interaction phonon entropy for the n-th term of the general cluster expansion.

Similarly, sph
n (d) is the interaction phonon partial entropy for the n-th term of the local cluster

expansion. If we limit our analysis to a random solid solution of A and B atoms, the equation can

be written in terms of the concentration

νg−1∑

n=0

sph
n (1 − 2xB)n = (1 − xB)

νl−1∑

n=0

sph
n (A) (1 − 2xB)n + xB

νl−1∑

n=0

sph
n (B)(−1)n(1 − 2xB)n . (3.12)

For this equation to be valid (i.e., having the powers of the concentration match on the LHS and

RHS), the number of terms of the expansions must be related by νg = νl + 1.

Expressing the interaction parameters in terms of the random solid solution gives a simple method

for relating the GCE and LOCE. A relationship between sph
n and sph

n (d) is found by expanding the

RHS of Equation 3.12 in powers of xB and matching terms. For a binary system the GCE and LOCE

are related by the equations
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sph
0 =

1
2
[sph

0 (A) + sph
0 (B)] (3.13)

sph
n (E) =

1
2
[(sph

n−1(A) + sph
n (A)) + (−1)n(sph

n−1(B) + sph
n (B))], 1 ≤ n < νg − 1 (3.14)

sph
νg−1(E) =

1
2
[sph

νl−1(A) + (−1)nsph
νl−1(B)] . (3.15)

For νg = 4 this can be written in matrix form as





sph
0

sph
1

sph
2

sph
3





= 1/2




1 0 0 1 0 0

1 1 0 −1 −1 0

0 1 1 0 1 1

0 0 1 0 0 −1








sph
0 (A)

sph
1 (A)

sph
2 (A)

sph
0 (B)

sph
1 (B)

sph
2 (B)





, (3.16)

where the left half of the separation denotes the A atom type and the right half the B atom type.

In more compact notation

~sph = [R] ~sph(d) , (3.17)

where the matrix [R] relates the interaction phonon entropies of the GCE with the interaction

phonon partial entropies of the LOCE.

3.1.1 Entropy of Mixing

This section is given for the specific case of the phonon entropy, though it is easily extended to

other thermodynamic quantities such as the enthalpy. In Section 2.4 the phonon entropy of mixing

is defined (Equation 2.31). In a similar manner the phonon partial entropy of mixing is defined as

∆Sph(~σ, d) = Sph(~σ, d) −
∑

d′

xd′ Sph(xd′ = 1, d) , (3.18)
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where Sph(xd′ = 1, d) is the phonon entropy of pure element d when d′ = d and is the phonon

entropy of impurity amounts of d in d′ when d′ 6= d. For a random solid solution using a three-term

LOCE, the only contribution to the phonon partial entropy of mixing ∆Sph(xd, d) comes from the

n = 2 term and is,

∆Sph(xd, d) = −4xd(1 − xd)s
ph
2 (d) . (3.19)

The total phonon entropy of mixing of Equation 2.31 is, in terms of the interaction phonon partial

entropies,

∆Sph(xB) = −4xB(1 − xB)

{
[sph

1 (B) + sph
1 (A)]

2
+ xB s

ph
2 (B) + (1 − xB) sph

2 (A)

}
. (3.20)

The function −4xB(1 − xB) is a parabola with a vertex at xB = 1/2. The first term in brackets

scales this function. If both sph
1 (d) are negative, this term introduces a positive entropy of mixing.

The remaining terms, associated with sph
2 (d), are the equation of a line. This function introduces

an asymmetry to the phonon entropy of mixing when sph
2 (A) 6= sph

2 (B).

3.2 Application to Thermodynamic Functions

Quantities such as the phonon entropy provide very little information on what is occuring in the

material. A much higher level of detail is found in the functions from which these quantities are

derived, namely the density of states curves. The density of states gives the number of states that

particles (or quasi-particles) can occupy per unit volume of crystal per unit energy. In the case of

phonons, the phonon density of states (DOS) provides the number of phonons in a given energy range

per atom. This function is derived from the phonon partition function, from which all of the phonon

thermodynamic information is obtained. The DOS is of interest in its own right because it gives

insight into interatomic forces, and the DOS curves have considerable structure that is lost when

the phonon entropy is obtained by averaging over all modes of vibration. In the case of electrons,
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the electronic density of states (EDOS) is necessary for calculating the electronic partition function

and also provides information on the electronic structure.

The cluster expansion is easily applied to functions by simply allowing the interaction parameters

to have an energy dependence. The machinery of Equation 3.2 and Equation 3.3 remains valid for

functions using the GCE by replacing Jn with Jn(E) and J(~σ) with J(E,~σ). Similarly, in the

LOCE Equation 3.2 and Equation 3.3 remains valid for functions by replacing Jn(d) with Jn(E, d)

and J(~σl, d) with J(E,~σl, d).

3.2.1 Phonon Density of States

The phonon density of states (DOS), g(E,~σ), and phonon partial density of states (PDOS), g(E,~σl, d),

are normalized to one in energy and have non-negative values,

Ec(~σ)∫

0

g(E,~σ) dE = 1 ; g(E,~σ) ≥ 0 for E ≤ Ec(~σ) , (3.21)

Ec(~σ)∫

0

g(E,~σl, d) dE = 1 ; g(E,~σl, d) ≥ 0 for E ≤ Ec(~σ) . (3.22)

Here Ec(~σ) is the phonon cutoff energy, which is a function of the chemical arrangement and is

defined as

g(E,~σ) = 0 , E > Ec(~σ) . (3.23)

As an example, the DOS of pure copper, a random solid solution of Cu50Au50, and pure gold are

shown in Figure 3.2. All three of the samples are face-centered cubic (FCC). The cutoff energy of

the three curves is roughly linear with concentration.

There are two methods for arriving at the interaction functions, both of which are mathematically

rigorous for the phonon entropy, but only one method accurately describes the phonon density of

states. The first derivation provides interaction functions that show the contributions to the phonon

entropy from the number of modes at each energy E. The second derivation uses an energy rescaled

by the phonon cutoff. This rescaled energy is denoted by the symbol E . The interaction functions
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Figure 3.2: Phonon density of states curves for pure Cu, Cu50Au50 random solid solution (neutron-
weighted), and pure Au. The curves are adapted from Bogdanoff et al. [7] and are offset by integer
multiples of 0.06 meV−1. Dashed lines indicate the zero for offset curves.

from both methods are termed “interaction phonon density of states” (IDOS) and are differentiated

by the use of either E or E .

3.2.1.1 Interaction Phonon Density of States: Gn(E)

The phonon entropy Sph(~σ) for a specific chemical arrangement ~σ corresponding to the label m is,

in the quasiharmonic approximation [8],

Sm
ph(~σ) = 3kB

∞∫

0

f?(E) gm(E,~σ) dE , (3.24)

with

f?(E) ≡ (f(E) + 1) ln(f(E) + 1) − f(E) ln(f(E)) , (3.25)

where f(E) is the Planck distribution. Both f(E) and g(E,~σ) are obtained at the same temperature.

The function f?(E) is plotted in Figure 3.3 for various temperatures. Although not typically done,



43

10

8

6

4

2

0

f *
(E

)

6050403020100

E [meV]

10K

100K

1000K

10000K

Figure 3.3: Values of the function f?(E) for various temperatures. Note the higher weighting of the
low-energy phonons. Dashed lines indicate the zero.

the phonon entropy can be written as a function of the energy

Sm
ph(E,~σ) = 3kB

E∫

0

f?(E′) gm(E′, ~σ) dE′ . (3.26)

The left-hand side of this equation can be expressed with the cluster expansion

νg−1∑

n=0

sph
n (E) [ξm,n] = 3kB

E∫

0

f?(E′) gm(E′, ~σ) dE′ . (3.27)

With independent phonons, consistent with harmonic or quasiharmonic theory, it is possible to

evaluate a partial contribution to sph
n (E) from individual phonons, or from phonons within a small

range of energy. Differentiating with respect to E gives the contribution from phonons within the

energy range from E to E + dE

gm(E,~σ) =
1

3kBf?(E)

νg−1∑

n=0

(
d

dE
sph
n (E)

)
[ξm,n] . (3.28)
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Comparing Equation 3.28 to Equation 3.3 gives the expression for the interaction phonon density of

states (IDOS)

Gn(E) =
1

3kBf?(E)
d

dE
sph
n (E) . (3.29)

The IDOS functions Gn(E) can be used to construct density of states curves for any configuration

of atoms

gj(E,~σ) =
νg−1∑

n=0

Gn(E) [ξm,n] . (3.30)

However, the curves gj(E,~σ) do not obey Equation 3.21 if the cutoff energy varies with chemical

arrangement (the DOS created from the IDOS functions Gn(E) may have negative energies).

The Cu-Au DOS curves in Figure 3.2 provide a simple example. The Cu atoms are assigned

σ = +1 and the Au atoms σ = −1. The samples are labeled m = 1 for Cu, m = 2 for Cu50Au50,

and m = 3 for Au. The correlation function matrix and its inverse are given by

[ξm,n] =




1 1 1

1 0 0

1 −1 1



, [ξm,n]−1 =

1
2




0 2 0

1 0 −1

1 −2 1



. (3.31)

The IDOS functions constructed following the equation

Gn(E) =
νg−1∑

m=0

gm(E,~σ) [ξm,n]−1 , (3.32)

are given in Figure 3.4. Note that the n = 0 term is the Cu50Au50 random solid solution, which is

normalized to one. The integral of the IDOS for the n > 0 terms is zero when the limit of integration

is taken to infinity.
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Figure 3.4: Interaction phonon density of states curves for Cu-Au. The curves are offset by integer
multiples of 0.06 meV−1. Dashed lines indicate the zero.



46

These IDOS curves can be used to produce any DOS curves for a given chemical arrangement

on the FCC lattice. The correlation functions for various FCC ordered structures (Figure 3.5) are

presented in the article by Connolly and Williams [4], which are reproduced in Table 3.1. Here n = 1

is the point cluster, n = 2 is the nearest-neighbor (NN) pair, n = 3 is the NN triangle, and n = 4

is the NN tetrahedron (Figure 3.6). These correlation functions are used to construct the ordered

DOS in Figure 3.7. This plot shows that the cutoff energy is not properly accounted for using a

cluster expansion as a function of the energy E. These DOS are all normalized to one so long as the

integral is taken to infinity (as opposed to the value where the DOS becomes negative).

Table 3.1: Values of ξn for FCC Ordered Structures
Formula Structure ξ0 ξ1 ξ2 ξ3 ξ4

Cu FCC 1 1 1 1 1
Cu3Au L12 1 1

2
0 −1

2
-1

CuAu L10 1 0 -1
3

0 1
CuAu3 L12 1 -1

2
0 1

2
-1

Au FCC 1 -1 1 -1 1

fcc, A

L12, B3A

L10, ABL12

fcc, B

, A3B

Figure 3.5: FCC ordered structures
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Figure 3.6: Clusters for the FCC structure
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Figure 3.7: DOS of ordered structures constructed using IDOS in Figure 3.4 and correlation functions
in Table 3.1. The curves are offset by integer multiples of 0.12 meV−1. Dashed lines indicate the
zero.
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The IDOS curves as a function of E, although not producing useful DOS, remain useful in

showing which phonon modes contribute to the phonon interaction entropy

sph
n (E) = 3kB

E∫

0

f?(E′)Gn(E′)dE′ . (3.33)

The n = 2 term is of particular interest as it scales the phonon entropy of mixing (Equation 2.33).

For Cu-Au at room temperature this is shown in Figure 3.8. The final value of the phonon interaction

entropy is sph
2 = 0.05 [kB/atom], so that the phonon entropy of mixing is negative with a minimum

value of −0.05 [kB/atom]. The value of sph
2 is positive primarily due to the modes in the energy

range of 4 to 11 meV. In general, the low-energy modes contribute most to the phonon entropy and

the phonon entropy of mixing due to the weighting factor f?(E).

-0.4

-0.2

0.0
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0.4

(E
)

35302520151050

E [meV]

sp
h

2

Figure 3.8: Interaction phonon entropy at room temperature (293K) as a function of energy for the
n = 2 term of a GCE for the Cu-Au alloys presented in Figure 3.2



49

3.2.1.2 Interaction Phonon Density of States: Gn(E)

The problems associated with a cluster expansion of the phonon density of states in the previous

section can be avoided by properly accounting for the phonon cutoff energy. Here we begin with the

phonon entropy, where the limit of integration is taken as the phonon cutoff energy

Sm
ph(~σ) = 3kB

Ec(~σ)∫

0

f?(E) gm(E,~σ) dE . (3.34)

The rescaled energy E is

E = E(~σ) =
E

Ec(~σ)
, (3.35)

which can be used to perform a change of variables

Sm
ph(~σ) =

3kB

Ec(~σ)

1∫

0

f?(E) gm(E , ~σ) dE . (3.36)

As done in the previous section, the phonon entropy can be written as a function

Sm
ph(E , ~σ) =

3kB

Ec(~σ)

E∫

0

f?(E ′) gm(E ′, ~σ) dE ′ , 0 ≤ E ≤ 1 (3.37)

which can be written in terms of the cluster expansion on the LHS

νg−1∑

n=0

sph
n (E) [ξm,n] =

3kB

Ec(~σ)

E∫

0

f?(E ′) gm(E ′, ~σ) dE ′ . (3.38)

Differentiating with respect to E gives

gm(E , ~σ) =
Ec(~σ)

3kBf?(E)

νg−1∑

n=0

(
d
dE s

ph
n (E)

)
[ξm,n] , (3.39)

so that the IDOS are

Gn(E) =
Ec(~σ)

3kBf?(E)
d
dE

sph
n (E) . (3.40)
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It seems redundant that the IDOS should also be a function of the chemical arrangement. However,

the cluster expansion is designed to be used on a lattice with a constant lattice parameter. In the

Cu-Au system, and most real systems, the lattice parameter varies with composition. Rescaling the

energy by the cutoff helps to separate the effects of changes in bond length and bond stiffness from

the effects of atom arrangement for which the cluster expansion is designed. The cutoff energy itself

can also be expressed with the cluster expansion as

Ec
m(~σ) =

νg−1∑

n=0

εcn [ξm,n] , (3.41)

where εcn are the interaction cutoff energies.

For Cu-Au the DOS as a function of E is given in Figure 3.9. The cutoff interaction parameters

are εc0 = 26.5 meV, εc1 = 5.5 meV, and εc2 = 0 meV. These interaction parameters correspond to a

linear relationship between the cutoff energy and the composition. The DOS are normalized by the

cutoff energy
1∫

0

gm(E , ~σ) dE = 1/Ec(~σ) , (3.42)

so that the Au DOS in Figure 3.9 has the largest area under the curve.

A cluster expansion in E is done using the same mathematics as presented in Equations 3.30

and 3.32. The IDOS in E for Cu-Au is shown in Figure 3.10. Up to n = 2, the IDOS and IPDOS

have normalizations that can be expressed in terms of simple linear functions of the cutoff energies

of random solid solutions.

1∫
0

Gn(E) dE

1∫
0

Gn(E , d) dE





=





[
Ec(xB = 1

2 )
]−1

, n = 0

1
2

[
[Ec(xB = 0)]−1 − [Ec(xB = 1)]−1

]
, n = 1

1
2

[
[Ec(xB = 0)]−1 − [Ec(xB = 1)]−1

]
−
[
Ec(xB = 1

2 )
]−1

, n = 2

.

(3.43)

The IDOS are then used, along with the interaction cutoff energies, to produce the DOS of the

ordered structures listed in Table 3.1. The result is shown in Figure 3.11. Comparison of this
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Figure 3.9: Phonon density of states curves for pure Cu, Cu50Au50 random solid solution (neutron-
weighted), and pure Au as a function of the rescaled energy E . The curves are offset by integer
multiples of 0.06 meV−1. Dashed lines indicate the zero for offset curves.

figure to Figure 3.7 shows the differences between the DOS constructed with Gn(E) and the DOS

constructed with Gn(E).

A cluster expansion in E is the correct method when dealing with the phonon density of states

curves. The IDOS Gn(E) are a function of the chemical arrangement. As such, they cannot be

simply related to the phonon entropy and phonon entropy of mixing. A cluster expansion in E is

ideal when dealing with the phonon entropy. Though the expansions in E and E give the same

results for the phonon entropy, the latter can be used to point out the contribution to the phonon

entropy from phonons at each energy E.
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Figure 3.10: Interaction phonon density of states curves for Cu-Au. The n = 1 and n = 2 curves
are offset by 0.03 meV−1 and 0.04 meV−1, respectively. Dashed lines indicate the zero.
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Figure 3.11: DOS of ordered structures constructed using IDOS in Figure 3.10 and correlation
functions in Table 3.1. The curves are offset by integer multiples of 0.05 meV−1. Dashed lines
indicate the zero.
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3.2.2 Electronic Density of States

The electronic entropy is given by

Sel(~σ) = kB

∞∫

−∞

F ?(E) n(E,~σ) dE , (3.44)

where F ?(E) is

F ?(E) = −{[1 − F (E)] ln[1 − F (E)] + F (E) lnF (E)} , (3.45)

F (E) is the Fermi distribution, and n(E,~σ) is the electronic density of states (EDOS) at energy E.

The energy is taken with respect to the Fermi energy EF , which is set as the zero of energy. The

Fermi distribution and the weighting factor F ?(E) are plotted in Figure 3.12.
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Figure 3.12: Weighting functions for the electronic entropy. Dashed lines indicate the zero.

In some ways a cluster expansion of the electronic density of states is easier to perform than a

cluster expansion of the phonon density of states. Unlike phonons, which are bosons and can occupy

the same state, electrons are fermions and obey Fermi-Dirac statistics. Electronic energies are on

the order of eV, as opposed to the meV range for phonon energies, which means that only a small
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portion of the EDOS contributes to the electronic entropy (see the function F ?(E) in Figure 3.12).

This also means that the problem associated with the cutoff energy for phonons does not exist for

electrons.

As with the phonon entropy, we begin by writing the electron entropy as a function of energy

Sm
el (E,~σ) = kB

E∫

−∞

F ?(E′) nm(E′, ~σ) dE′ , (3.46)

and then express the LHS with the cluster expansion,

νg−1∑

n=0

seln (E) [ξm,n] = kB

E∫

−∞

F ?(E′) nm(E′, ~σ) dE′ , (3.47)

where seln (E) is the interaction electronic entropy. Differentiating with respect to E gives

nm(E,~σ) =
1

kBF ?(E)

νg−1∑

n=0

(
d

dE
seln (E)

)
[ξm,n] . (3.48)

Comparing Equation 3.48 to Equation 3.3 gives the expression for the interaction electronic density

of states (IEDOS)

Nn(E) =
1

kBF ?(E)
d

dE
seln (E) . (3.49)

The IEDOS functions Nn(E) can be used to construct the electronic density of states curves for any

configuration of atoms

nj(E,~σ) =
νg−1∑

n=0

Nn(E) [ξm,n] . (3.50)

A cluster expansion of the EDOS was first performed by Geng et al. [9] on the Ni-Al system.

The calculations done in this article were non-spin polarized. In the case that one is examining

systems with magnetic effects, for example Fe-Cr, the spin must be taken into account. To account

for the two different polarizations (spin up ↑, spin down ↓) the IEDOS can simply be given a spin

dependence. The spin up IEDOS is then N ↑
n (E) and the spin down IEDOS is N ↓

n(E).
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3.3 Application to Thermodynamic Values

There are a number of thermodynamic properties that depend on the phonon and electron density

of states curves. Most physical quantities of interest, such as the free energy, internal energy, or

entropy, are integrations over the DOS or EDOS. If cluster expansions of the DOS and EDOS work

well, it is expected that cluster expansions of these physical quantities will work at least as well, if

not better. For example, the binding energy (or cohesive energy) is an integral over the EDOS [10]

E(~σ) =
∫
E′ F (E′) n(E′, ~σ) dE′ . (3.51)

The electronic heat capacity of the solid is the temperature derivative of this quantity

Cel(~σ) =
∂

∂T
E(~σ) =

∂

∂T

∫
E′ F (E′) n(E′, ~σ) dE′ . (3.52)

The phonon heat capacity is

Cph(~σ) =
∂

∂T

∫
E′ f(E′) g(E′, ~σ) dE′ . (3.53)

The total heat capacity in simple non-magnetic alloys is almost entirely attributed to phonons, and

to a much lesser extent the electrons. This is due to the relatively small variation of the Fermi-Dirac

distribution with temperature (compare Figure 3.3 and Figure 3.12).

3.3.1 Bulk Modulus

Other properties can be determined from equations of state (EOS). For example, the Murnaghan

EOS relates the binding energy as a function of volume to the zero pressure bulk modulus B0,

volume V0, pressure derivative of the bulk modulus B′
0, and energy E0

E(V ) = E0 +
B0 V

B′
0

{
(V0/V )B′

0

B′
0 − 1

+ 1

}
− B0V0

B′
0 − 1

. (3.54)
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The bulk modulus B is a measure of a material’s resistance to uniform compression

B = −V dP
dV

=
1
K

, (3.55)

where P is the pressure, V is the volume, and the minus sign accounts for a decrease in the volume

with increasing pressure. Often the compressibility K of a material is quoted, which is simply the

inverse of the bulk modulus. Typically the zero pressure bulk modulus is given

B0 = −V0
dP
dV

∣∣∣∣
V =V0

=
1
K0

. (3.56)

Theoretically, the bulk modulus may be determined by calculating E(V ) and fitting to an EOS

such as that in Equation 3.54. Ab initio calculations are best suited for calculations of ordered

structures, so that the cluster inversion method is used for the disordered properties. The results of

preliminary calculations on the Fe-Pt system are given here as an example [11]. The E(V ) curves in

Figure 3.13 were determined using the Vienna Ab initio Simulation Package (VASP) for the ordered

structures in Figure 3.5.
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Figure 3.13: E(V) for FCC ordered structures from VASP calculations
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VASP can be used to relax the structure and determine the equilibrium volume and energy. As

with the DOS, the first step in performing the cluster expansion is to rescale. In this case the volume

is rescaled by V0 to get the reduced volume v and the energy reduced by E0 to get the reduced energy

e so that Equation 3.54 becomes

e(v) = −E(v)
E0

= −1 − B0 V0

B′
0 E0

v

{
v−B′

0

B′
0 − 1

+ 1

}
+

B0V0

(B′
0 − 1)E0

, (3.57)

where v = V/V0 and the minus sign ensures that e(v = 1) is the minimum. This allows a cluster

expansion to be performed for systems that have a large variation in the equilibrium volume with

composition, as is the case for Fe-Pt. The equilibrium bulk modulus is best fit over a few percent

change in the equilibrium volume. The e(v) curves are given in Figure 3.14, with the fit parameters

given in Table 3.2.
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Figure 3.14: Reduced energy versus reduced volume for FCC ordered structures from VASP calcu-
lations

From the ordered structures the disordered properties can be determined through the cluster

expansion. Here our discussion is focused on disordered FePt3 (Fe25Pt75). There are two paths

forward for determining the disordered properties. The first is a cluster expansion of e(v) utilizing

a cluster expansion for the parameters E0 and V0. From the interaction parameters E0
n and V0

n and
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Table 3.2: Fit Parameters of E(V ) for FCC Ordered Structures

Formula Structure xPt V0 [Å3/ion] E0 [eV/ion] B0 [GPa] B′
0

Fe FCC 0 10.267 -8.146 272.6 4.47
Fe3Pt L12 0.25 11.695 -7.614 260.2 4.60
FePt L10 0.5 13.458 -6.888 237.1 4.37
FePt3 L12 0.75 14.521 -6.538 239.5 4.91

Pt FCC 1 15.795 -6.056 241.5 4.78

interaction functions εn(v) (Figure 3.15), the disordered e(v) can be determined and fit to B0 and

B′
0. The second possibility is to simply perform a cluster expansion for all of the parameters. The

interaction parameters are presented in Table 3.3. The first method yields values of B0 = 239.4 GPa

and B′
0 = 4.15 and the second method B0 = 240.7 GPa and B′

0 = 4.74 for Fe25Pt75. The values are

similar and, considering the difficulty in experimentally determining B′
0, it appears that a cluster

expansion of only B0 is valid and can be done with only a few terms.

Table 3.3: Interaction Parameters for Fe-Pt

n V0
n [Å3/ion] E0

n [eV/ion] B0 [GPa] B′
0

0 13.229 -7.009 245.98 4.59
1 1.399 0.530 -9.05 0.12
2 -0.081 -0.040 3.74 0.05
3 -0.004 -0.002 0.31 -0.01
4 0.008 0.004 -0.24 -0.01
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Figure 3.15: Interaction functions εn(v) for reduced energy versus reduced volume for FCC ordered
structures of Fe-Pt from VASP calculations. Note the smaller scale for n > 0.
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3.3.2 Electron-Phonon coupling parameter

Here we provide the specific example of the electron-phonon coupling parameter λep. The strength of

the interaction between electrons and phonons, as quantified by the parameter λep, is related to the

EDOS at the Fermi level and the average phonon energy. In the McMillan theory of strong-coupled

superconductors [12], the electron-phonon coupling constant is

λep =
N (EF ) 〈I2〉
M 〈ω2〉

(3.58)

where N (EF ) is the value of the EDOS at the Fermi level EF , 〈I2〉 is the average over the Fermi

surface of the square of the electron-phonon interaction matrix element, M is the nuclear mass, and

the average of the square of the phonon frequency 〈ω2〉 is

〈ω2〉 =
∫
dω ω α2(ω) g(ω)∫
dω α2(ω) g(ω)/ω

(3.59)

with α2(ω) g(ω) the direction-averaged Èliashberg coupling function. Often α2(ω) g(ω) is very

similar to the DOS g(ω), so that one can use the experimental g(ω) to estimate 〈ω2〉 [13, 14]. It is

expected that λep can be expressed with the cluster expansion using as many terms as necessary for

both the DOS and EDOS.

One system that may be of interest is Nb-Mo. Both molybdenum and niobium are BCC and fully

miscible as a random solid solution. Furthermore, these elements are superconductors, with critical

temperatures of TMo
c = 0.915K and TNb

c = 9.25K. The critical temperature of superconductivity

can be estimated from λep in the McMillan theory by

Tc =
θD

1.45
exp

[
−1.04(1 + λep)

λep − µ?(1 + 0.62λep)

]
, (3.60)

where µ? is the effective Coulomb repulsion potential for the electrons and θD is the Debye tempera-

ture and represents the average phonon temperature. The Debye temperature for Mo is θMo
D = 380K

and for Nb is θNb
D = 275K. An empirical approach was taken by McMillan [12] to determine λep
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in the Nb-Mo system (solid circles in Figure 3.16). These results indicate that a three-term GCE

is adequate for characterizing the electron-phonon coupling, where the interaction parameters are

Λep
0 = 0.8588, Λep

1 = −1.5863, and Λep
2 = 1.1379. However, the phonon properties were linear inter-

polations of the two end members. Calculations performed by Sacchetti [15] indicate that a six-term

LOCE (seven-term GCE) may be necessary for this system. Interestingly, these calculations indicate

that λep(Mo) is enhanced in the presence of Nb.
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Figure 3.16: Electron-phonon coupling parameter as a function of Mo concentration for Nb-Mo
alloys. The solid circles are from an empirical analysis by McMillan. The solid curve is the total
λep from calculations by Sacchetti. The dashed curves are the partial e-p coupling parameters from
these calculations. Figure adapted from Sacchetti [15].
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3.4 Random Solid Solution Correlation Function Matrices

A cluster expansion that uses only random solid solution properties to determine the interaction

parameters/functions is limited in the number of terms due to the decaying correlation functions of

Equation 3.1,

lim
n→∞

ξn = lim
n→∞

(1 − 2xB)n = 0 . (3.61)

If a useful cluster expansion can be performed with only a few terms, it is possible to overcome

some difficulties associated with using correlation functions from disordered alloys. An even more

significant issue is the lack of unique information obtained from cluster functions with larger n—the

correlation function basis becomes ill-conditioned with an increasing number of terms. In practice,

this means that although the fit to the thermodynamic functions may improve with n, the higher-

order interaction parameters may not be determined reliably with experimental data on random

solid solutions.

3.4.1 Matrix Condition Number

The condition of the [ξm,n] matrix can be described in part by the absolute value of the determinant,

which is the volume of the figure bounded by the vectors of the matrix. If a matrix is degenerate,

e.g., if two of its vectors lie in the same direction, the volume of this figure will be zero, as is its

determinant. The other extreme is a matrix whose vectors span the space maximally. Here the

volume of this figure and the determinant are maximized.

An upper bound on the determinant of a ν × ν matrix with complex elements restricted to

modulus M is known from the Hadamard Maximum Determinant Problem [16]

|DetA| ≤ Mννν/2 . (3.62)

Our ν×ν matrix of correlation functions [ξm,n] has all elements of modulus 1 or less (Equation 3.1).

A (−1, 1) matrix—a matrix whose elements lie on the unit sphere—can be constructed for [ξm,n]
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only up to ν = 2, however. For ν > 2 the maximum value of the determinant is

|DetA| = Mν2−ν(ν + 1)(ν+1)/2 , (3.63)

where M is the largest modulus of the basis vectors. A matrix of correlation functions that satisfies

Equation 3.63 spans the space maximally. Our matrix composed of only correlation functions given

by Equation 3.1 is a Vandermonde matrix [17]. Its determinant is

|DetV | =
∏

1≤i<j≤ν

(ξ1,j − ξ1,i) , (3.64)

which was maximized to find the set of alloys that provide an [ξm,n] matrix that spans the space

maximally. The results of this are given in Table 3.4.

Table 3.4: Determination of Disordered Alloys That Maximize the Determinant of [ξm,n]

ν {ξ Basis} {xA}
2 {−1, 1} {1, 0}
3 {−1, 0, 1} {1, 1/2, 0}
4 {−1,−1/

√
5, 1/

√
5, 1} {1, 0.72, 0.28, 0}

5 {−1,−
√

3/7, 0,
√

3/7, 1} {1, 0.83, 1/2, 0.17,0}
6 {−1,−0.77,−0.29, 0.29, 0.77,1} {1, 0.88, 0.64, 0.36, 0.12,0}
7 {−1,−0.83,−0.47,0,0.47,0.83, 1} {1, 0.92, 0.73,1/2, 0.27,0.08,0}

ν |DetV | 2−ν(ν + 1)(ν+1)/2 νν/2

2 2 - 2
3 2 2 5.196
4 1.1449 3.494 16
5 0.3665 6.75 55.90
6 0.0643 14.118 216
7 0.0061 32 907.49

Using the determinant as a measure of the condition of the [ξm,n] matrix simplifies the task of

finding the best set of compositions for the disordered alloys. A better measure, however, is the

matrix condition number, κ,

κ(V ) = ‖V ‖2‖V −1‖2 . (3.65)

Here the double brackets denote the matrix norm and the subscript denotes the use of the 2-norm.
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The condition number is a measure of the sensitivity of a matrix to numerical operations. A matrix

with a condition number of 1 is perfectly conditioned, whereas an infinite condition number occurs

when V is singular [18]. In our linear system we take the matrix entries to have machine precision,

which is the maximum possible relative error in representing a number as floating point. The IDOS

functions do have an associated error, where error propagation from Equation 3.32 yields

δGn(E) =

[
ν−1∑

m=0

(
δgm(E) [ξm,n]−1

)2
]1/2

. (3.66)

The value of κ/ν multiplied by the error bars on the measured disordered alloy DOS provides

the upper limit on the error bars for the IDOS functions. Table 3.5 shows κ and the ratio κ/ν

corresponding to [ξm,n] for the disordered alloy compositions presented in Table 3.4.

Table 3.5: Properties of Disordered Alloy Basis Matrix of Table 3.4
ν κ κ/ν

2 1 0.5
3 3.22504 1.075013̄
4 6.7837 1.695925
5 17.1128 3.42256
6 38.3611 6.393516̄
7 95.389 13.627

3.4.2 Least-Squares Inversion

The correlation function matrix composed entirely of correlation functions of random solid solutions

is a Vandermonde matrix [17], as stated in the previous section. Along with having a simple deter-

minant, this matrix is also used in performing least-squares fittings to polynomials. The correlation

functions of random solid solutions are polynomials and are therefore amenable to a least-squares

inversion (LSI). The main benefit of performing a LSI is that more data points can be utilized

than terms used in the cluster expansion. This is not the case for a direct inversion using the

Connolly-Williams technique, which produces a term for each input configuration. This fitting can

be performed for ab initio calculations, which provide values of thermodynamic functions without

error bars. Unfortunately, disordered structures are difficult to model with computational methods.
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This inversion scheme is better suited for measurements, which have error bars associated with each

data point.

For k known configurations, the thermodynamic values can be expanded with ν interaction

parameters

J1 = J0 + J1 (1 − 2x1) + J2 (1 − 2x1)2 + . . .+ Jν−1 (1 − 2x1)ν−1

J2 = J0 + J1 (1 − 2x2) + J2 (1 − 2x2)2 + . . .+ Jν−1 (1 − 2x2)ν−1

... =
...

Jk = J0 + J1 (1 − 2xk) + J2 (1 − 2xk)2 + . . .+ Jν−1 (1 − 2xk)ν−1 .

(3.67)

This can be written in matrix form as

~J = [ξm,n] ~J (3.68)

where

~J =





J1

J2

...

Jk





, [ξm,n] =




1 (1 − 2x1) (1 − 2x1)2 . . . (1 − 2x1)ν−1

1 (1 − 2x2) (1 − 2x2)2 . . . (1 − 2x2)ν−1

... . . .
...

1 (1 − 2xk) (1 − 2xk)2 . . . (1 − 2xk)ν−1




, ~J =





J0

J1

...

Jν−1





(3.69)

When k = ν− 1, a direct inversion is performed. However, when k > ν − 1 a least-squares inversion

is performed:

~J =
(
[ξm,n]T[ξm,n]

)−1
[ξm,n]T ~J . (3.70)

Each data point has an associated error δ. The error-weighting matrix Ω is given by diagonal

elements that are inversely proportional to the error bars,

Ωmm =
1
δm

. (3.71)
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This matrix places more weight on those measurements with better statistics (smaller error bars).

The weighted LSI is then

~J =
(
[ξm,n]T Ω [ξm,n]

)−1
[ξm,n]T Ω ~J . (3.72)

This method also allows for the determination of the number of terms needed to successfully describe

a data set. The metric for the goodness of a fit is the reduced χ2, which is also known as the χ2/Nd.

Here Nd = k − p is the number of degrees of freedom, k is the number of data points (in this case

the number of alloys measured), and p is the number of parameters in the fitting (in this case the

number of terms ν used in the cluster expansion). The expected value of χ2 is the number of degrees

of freedom, so that a good fit should have a reduced χ2 of approximately 1 (χ2/Nd ∼ 1). The value

of χ2 is determined from

χ2 =
k∑

i=1

[yi − f(xi)]
2

δ2i
, (3.73)

where yi are the measured values, f(xi) are the fit values, and δi is again the error on the measure-

ments. In the case of the phonon density of states, the fit is performed at each energy (E or E). In

this case an average value of χ2, where the average is performed over E or E , is needed for the fit to

the entire DOS

〈χ2(E)〉 =
∑N

i=1 χ
2(Ei) ∆E

∑N
i=1 ∆E

=
1

Emax
c

N∑

i=1

χ2(Ei) ∆E =
1
N

N∑

i=1

χ2(Ei) , (3.74)

where ∆E is the experimental step size of the measured DOS (assumed to be constant for the entire

data set), Emax
c is the largest value of the cutoff energy for the entire set of DOS curves, and N is

the number of points in the DOS curves (N = Emax
c /∆E). Typically we process our data into DOS

curves with ∆E = 0.5 meV. In the case of the energy relative to the cutoff

〈χ2(E)〉 =
∑N

i=1 χ
2(Ei) ∆E

∑N
i=1 ∆E

=
N∑

i=1

χ2(Ei) ∆E . (3.75)

Here N = 1/∆E so that the denominator is equal to one.
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Chapter 4

Nuclear Resonant Inelastic X-Ray
Scattering

4.1 Introduction

This section provides a very short and basic overview of the Nuclear Resonant Inelastic X-ray

Scattering (NRIXS) technique. This technique is not simple to understand and a full explanation is

beyond the scope of this chapter. There are a number of excellent monographs, papers, and thesis

chapters in the literature for this technique and those related to it (Mössbauer spectroscopy and

Nuclear Forward Scattering (NFS)). An Introduction to Mössbauer Spectroscopy [19] is an excellent

starting point for the beginner. Nuclear Condensed Matter Physics Using Synchrotron Radiation [20]

describes the details of the NFS and NRIXS techniques, including both experimental and theoretical

aspects. There are a number of articles describing the experimental details [21, 22], theoretical

aspects [23, 24], data analysis techniques [25, 26], and general aspects [27, 28, 29, 30, 31, 32, 33, 34]

of NRIXS and related techniques.

4.1.1 NRIXS

Modern synchrotrons, such as the Advanced Photon Source, offer high spectral brilliance radiation

and a time structure. These two features give rise to the possibility of NRIXS and NFS, which

are Mössbauer experiments performed in the time-domain. NRIXS is incoherent inelastic γ-ray
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scattering and NFS is coherent elastic Mössbauer spectroscopy1. In its most basic terms NRIXS is

similar to a Mössbauer experiment where the radioactive source is replaced by synchrotron radiation,

the energy is scanned over meV rather than neV, the detector must discriminate in the time-domain

(rather than energy), and the recoil energy is what is under investigation2. The aim of the following

paragraphs is to elucidate the above statements.

Figure 4.1 shows the decay processes of the excited state of a 57Fe atom. The incident γ-ray

must have exactly the right amount of energy to excite the nucleus. A deviation on the order of

neV will not allow the gamma ray to be absorbed. If a 57Fe nucleus in a crystal were momentarily

bombarded with a large spectrum of γ-ray energies, the nucleus would be excited regardless of its

vibrational state. If the pulse were short, on the order of a few nanoseconds (ns), then the decay

product could be measured (the half-life of the excited state is 97.8 ns). This is because the nuclear

excited state is long-lived compared to any electronic state that may have been excited during the

initial pulse (Figure 4.2). The most efficient detection method for the delayed scattering is with an

avalanche photodiode (APD). The APD has a very good time resolution (on the order of 1 ns for a

10 × 10 mm2 area silicon APD [30]).
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Figure 4.1: Decay processes of 57Fe nuclear excited state. Most of the 14.4 keV γ-rays are converted
to high energy electrons in the K and L electronic shell. Figure adapted from [35].

1NFS is interesting because it involves a nuclear exciton. The existence of coherent scattering requires that the
γ-ray interact with the entire ensemble of 57Fe nuclei. However, this topic is beyond the scope of the current thesis.

2Mössbauer spectroscopy is recoilless whereas the recoil energy is measured with NRIXS.
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Figure 4.2: Scattered intensity versus time. The zero indicates the initial synchrotron pulse. Above
the dashed line all of the counts are from decay of the nuclear excited state. Figure adopted from
W. Sturhahn [30].

Next consider the case where a large number of 57Fe nuclei are momentarily bombarded by

γ-rays with a bandwidth of 1 meV and an energy 20 meV greater than the resonance energy.

In order for a nucleus to absorb a γ-ray, the extra 20 meV of energy must also be absorbed by

the nucleus. Quantum mechanically, this is possible if the nucleus creates a phonon or phonons

that match this energy. Similarly, if the energy of the γ-rays is 20 meV lower than the resonance

energy, a phonon (or phonons) must be annihilated for a 57Fe nucleus to absorb the photon. At low

temperatures there is more phonon creation than annihilation, so we would expect more delayed

counts for Etrans = Eγ − Eres = +20 meV than Etrans = −20 meV. Performing a scan in energy

gives the intensity as a function of the energy transfered to the sample Etrans. For pure Fe at various

temperatures this is shown in Figure 4.3. The 21 K data most closely resembles the DOS for pure

Fe. Note the increasing phonon annihilation with temperature. BCC Fe has a cutoff of ∼ 40 meV,

so that the counts greater than this correspond to multiple phonons interacting with the γ-ray. This

data was recently taken at beamline 16ID-D at the Advanced Photon Source (APS) at the Argonne

National Laboratory (ANL) using a furnace custom built by the author.
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Figure 4.3: Scattering as a function of energy transferred to the sample for pure 57Fe as a function
of temperature. Phonon annihilation corresponds to E < 0 and phonon creation E > 0. The intense
elastic peak (E = 0) is cut short. Curves are offset by integer multiples of 500 counts.

It is necessary to note that the results presented in Figure 4.3 are for the DOS of pure 57Fe. If

the 57Fe were alloyed with another element, the measurement would yield the projection of the DOS

onto the motions of 57Fe atoms, otherwise known as the phonon partial density of states (PDOS).

In the following sections we present results of compositional effects on the 57Fe PDOS. These effects

are analyzed within the formalism of the cluster expansion.
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4.2 Fe-Cr

4.2.1 Introduction

The Fe-Cr system was selected for experimental study in part due to previous inelastic neutron scat-

tering studies of phonons in Fe-Cr alloys [36, 37, 38, 8], and more importantly they were planned

to complement previous measurements of the 57Fe phonon partial density of states (PDOS) curves

by Ruckert et al. on monolayers of 57Fe in epitaxial FeCr multilayers [39]. The present experiment

investigates the projection of the phonon density of states onto the motions of 57Fe atoms in disor-

dered BCC solid solutions of Fe-Cr. The Fe-Cr disordered solid solutions and thin films have similar

lattice parameters (BCC Fe and Cr have lattice parameters of 2.87 and 2.88 Å, respectively). This

helps reduce volume effects, simplifying the interpretations of changes in the PDOS in terms of the

local chemical order.

After explaining experimental details of the BCC 57Fe-Cr samples and the results of the NRIXS

measurements, we extract the interaction functions for the PDOS curves. These IPDOS functions,

obtained from the present NRIXS data and measurements on BCC 57Fe-Cr alloys by Ruckert et

al., are then used to reconstruct the PDOS functions from multilayered thin films [39]. The PDOS

functions of the multilayered samples are reproduced surprisingly well using clusters up to the

triangle, and up to second-nearest-neighbor distances from 57Fe atoms.

4.2.2 Experimental Methods

Alloys of Fe1−xCrx for xCr = {0.70,0.47,0.30} were prepared by arc-melting under an argon atmo-

sphere using 99.99% Fe and 99.995% Cr. The alloys of composition xCr = {0.47,0.30} were enriched

to contain approximately 13 at.% of the 57Fe isotope. The alloy of composition Fe30Cr70 was not

enriched and therefore contained approximately 0.6 at.% of the 57Fe isotope. There was negligible

mass loss and minimal surface oxidation after melting, so the compositions are expected to be ac-

curate to 0.1 at.%. The samples with xCr = {0.47,0.30} were cold-rolled to final thickness, sealed

in a quartz tube under an argon atmosphere, then annealed at 1100◦C for 72 h. The brittle ingot



71

of Fe30Cr70 was sealed in a quartz tube under an argon atmosphere, annealed at 1100◦C for several

hours, sectioned with a diamond saw, sanded to a thickness of 70 microns, and stress-relieved at

400◦C. X-ray diffraction patterns were measured on all samples both before and after the heat treat-

ments. The patterns showed diffraction peaks from only the BCC phase. There was no evidence of

sigma phase or oxide.

Transmission Mössbauer spectrometry was performed on all samples at room temperature with a

conventional constant acceleration spectrometer, using a source of 75 mCi of 57Co in Rh. Mössbauer

spectrometry has been used extensively to characterize BCC Fe-Cr alloys and the sigma phase

compound [8, 40, 41, 42, 43, 44]. The 57Fe atom serves as a probe of its local environment, detecting

the presence of Cr atoms in its first and second coordination spheres. The Mössbauer spectra of

Figure 4.4 are typical of those of disordered solid solutions [41, 42, 43, 44]. The broadened magnetic

sextets are expected for the high Cr concentrations in these alloys. No paramagnetic peak is detected

in the center of the spectra from Fe30Cr70 or Fe53Cr47 that could indicate the presence of Fe atoms

in Cr-rich regions caused by spinodal decomposition [8]. The high 57Fe content in the two enriched

samples contributes an unfortunate saturation distortion to the spectrum, however.

0.6

0.4

0.2

0.0

In
te

ns
ity

-6 -4 -2 0 2 4 6

Velocity [mm/s]

Fe Standard

Fe70Cr30

Fe53Cr47

Fe30Cr70

Figure 4.4: Conventional room temperature Mössbauer spectra of the BCC Fe-Cr alloys
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Nuclear resonant inelastic X-ray scattering (NRIXS)[45, 46, 28] was performed on all of the alloys

at hutch 16-IDD at the Advanced Photon Source (APS) at the Argonne National Laboratory (ANL).

Each sample was placed at a grazing angle to the incident photon beam. The incident photon energy

was tuned to 14.413 keV, the nuclear resonance energy of 57Fe. The delayed signal was measured

from a single avalanche photodiode positioned 90◦ from the direction of the beam. Data were

collected in scans of incident photon energy from –80 to +80 meV from the resonant energy, with a

monochromator resolution of 2.2 meV. The Fe30Cr70, Fe53Cr47, and Fe70Cr30 samples were measured

for 12 hours, 5 hours, and 17 hours, respectively.

4.2.3 Experimental Results

The NRIXS spectra are shown in Figure 4.5. The error bars are consistent with differences in 57Fe

enrichment and measuring times. The intense elastic peak at E = 0 extends well off the figure.

Nuclear scattering with phonon creation contributes to the intensity to the right of the elastic peak;

phonon annihilation processes contribute to the intensity at left. The raw scattering data were

summed and analyzed using the program PHOENIX [26], which performs all of the calculations

necessary to determine the 57Fe partial phonon DOS, including removal of the elastic peak and

multiphonon corrections. The 57Fe PDOS curves for the three alloys measured in this experiment

and those from Ruckert et al. [39] are shown in Figure 4.6.
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4.2.4 IPDOS: Direct Inversion

The value of κ/νl (where κ is the condition number, Equation 3.65, of the correlation function matrix

ξm,n and νl is the number of terms used in the local order cluster expansion) multiplied by the error

bars on the measured alloy PDOS provides the upper limit on the error bars for the IPDOS functions

determined from a direct inversion. Table 4.1 shows the alloy compositions that were used in this

experiment, along with the determinant and the ratio κ/νl of the corresponding ξm,n matrix. The

PDOS of all the Fe-Cr alloys is shown in Figure 4.6

Table 4.1: Properties of Fe-Cr Alloy Basis Matrix
νl {xCr} |DetV | κ/νl

2 {0.97, 0} 1.94 0.505
3 {0.97, 0.47,0} 1.82 1.10
4 {0.97, 0.70,0.30,0} 0.94 1.87
5 {0.97, 0.70, 0.47,0.30,0} 0.14 6.97

The interaction phonon partial density of states (IPDOS) functions Gn(E,Fe) up to the triangle

term, determined using the alloy sets in Table 4.1, are shown in Figure 4.7 with increasing number of

terms, νl. These were calculated from a direct inversion using Equation 3.32. The functions through

the triangle interaction, G2(E,Fe), keep a consistent shape with increasing νl, although the triangle

function has some change in shape for νl = 5. The error bars increase in size as ν increases in a

manner that is consistent with the ratio κ/νl given in Table 4.1.

4.2.5 Local Order Effects in Fe-Cr

The contribution to the 57Fe PDOS for each of the terms in the cluster expansion for νl = 3 using

the alloys xCr = {0, 0.47, 0.97} is shown explicitly in Figure 4.7. Each of the IPDOS functions can

interpreted as follows. The n = 0 term is the 57Fe PDOS of a random solid solution of Fe50Cr50.

The n = 1 term shows the effect on the PDOS of having different numbers of Fe and Cr atoms in

the 1NN and 2NN shells of the 57Fe atom. The triangle term, n = 2, shows the effect of having

like and unlike pairs of atoms within the 1NN and 2NN shells of the 57Fe atom. The function

G1(E,Fe) is added to the PDOS when the atom in the 1NN and 2NN shell of the 57Fe atom is Fe,
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Figure 4.7: Interaction phonon partial density of states functions from direct inversions of the
disordered alloys, showing changes with the number of terms

and subtracted when it is Cr. The effect of Fe atoms in the 1NN and 2NN shell of the 57Fe atom

is therefore to decrease the number of low-energy modes and increase the number of high-energy

modes, whereas Cr does the opposite. The function G2(E,Fe) is added when a pair in the 1NN or

2NN shell of the 57Fe atom is composed of two of the same atoms. Like pairs increase the number

of low-energy modes while decreasing the number of high-energy modes, whereas unlike pairs do the

opposite. These statements about the effects of local atomic order on the PDOS were made possible

by the cluster expansion analysis. For Fe-Cr, these are the largest effects of local atomic order on

the partial phonon DOS.
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4.2.6 IPDOS: Least-Squares Inversion

The least squares inversion of the PDOS curves provides a method for determining the number of

terms needed to accurately describe the phonon properties in Fe-Cr. Unlike the direct inversion,

which uses the information from specific alloys to construct the IPDOS functions, the LSI uses all of

the PDOS curves in the analysis. The IPDOS functions from the LSI in E are given in Figure 4.8a

and in E in Figure 4.8b, with the results of the fitting in Table 4.2. The χ2(E)/Nd is plotted in

Figure 4.9. The fit in E is poor for the lowest energy modes and the modes in the energy range 20

to 26 meV. The two fits (in E and E) are very similar due to the weak dependence of the cutoff

energy with chemical arrangement. For the Fe-Cr system a three- or four-term local order cluster

expansion is suitable for the phonon properties of the Fe atoms.
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Figure 4.8: Interaction phonon partial density of states functions from cluster expansions of the
disordered alloys using least-squares analysis. The number of terms used in the expansion are νl = 1
(open triangles), νl = 2 (crosses), νl = 3 (dashed lines), and νl = 4 (solid lines).
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Table 4.2: 〈χ2〉/Nd for Fits
νl 〈χ2(E)〉/Nd 〈χ2(E)〉/Nd

1 39.10 42.31
2 13.52 12.53
3 2.83 2.79
4 0.68 0.74
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Figure 4.9: χ2/Nd as a function of energy for the fits where the number of terms used in the
expansion are νl = 1 (solid line), νl = 2 (crosses), νl = 3 (filled circles), and νl = 4 (squares with
crosses). The fit in E is similar.

4.2.7 Application of Local Cluster Expansion to Thin Films

Ruckert et al., prepared thin-film multilayer samples by molecular-beam epitaxy, using layers of

56Fe, 57Fe, and Cr in different orders on the (001) plane, as shown in Figure 4.10 [39]. Spectra

from these samples give a unique opportunity for testing: 1) if the cluster parameters obtained from

disordered alloys are transferable to a very different type of chemical structure, and 2) the range

of effective cluster interactions that are needed for describing the phonon DOS in Fe-Cr. Only the

PDOS of the 57Fe atoms at the interface of the Fe and/or Cr layers were measured in the NRIXS

experiments of Ruckert et al. For example, the thin-film sample FeCr1 depicted in Figure 4.10 has

the active layer of 57Fe separated from the Cr layers by 4 layers of 56Fe. The FeCr1 57Fe partial

phonon DOS is almost identical to that of pure BCC Fe, showing that the local atomic environment

information needed to describe its phonon properties is of shorter range than the distance to the Cr

layer.
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Figure 4.10: Superstructure of thin-film samples of Ruckert et al. [39]. From left to right: FeCr1,
FeCr2, FeCr3. Empty circles are Cr, filled circles 56Fe, and squares with an “x” inside are 57Fe.

The correlation functions of the multilayers were determined using the 57Fe local structure shown

in Figure 4.10. The 1NN and 2NN distances are similar in the BCC structure and therefore the 1NN

and 2NN atoms were both used when determining the correlation functions of the pair and triangle

terms. When determining the triangle term, only clusters containing at least one 1NN pair from the

57Fe atom were included, because a triangle cluster consisting of two 2NN pairs extending from the

57Fe atom would include a 3NN pair as the hypotenuse. The specific pair and triangle clusters used

are shown in Figure 4.11 along with the tetrahedron cluster.

Figure 4.12 shows the 57Fe PDOS curves of the thin-film multilayers obtained using the IPDOS

functions from a three-term direct inversion of the disordered alloys (see Figure 4.7) and the correla-

tion functions given in Table 4.3. The correlation functions of the alloys measured in this experiment

are also provided for comparison. The experimental 57Fe PDOS curves vary significantly for the
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Point Pair Triangle

1NN+2NN2NN

1NN+1NN1NN

57Fe

1NN Atom

2NN Atom

1NN+1NN+1NN

Tetrahedron

1NN+1NN+2NN

Figure 4.11: Clusters used to describe the phonon partial density of states curves of the 57Fe atoms
at the interface of the thin-film multilayer samples. The 1NN and 2NN pair and triangle clusters
are shown, and are taken to be equivalent in the analysis.

Table 4.3: Correlation Functions of Thin Films and Alloys
Sample ξ0 ξ1 ξ2 ξ3
FeCr2 1 2/7 1/3 0
FeCr3 1 -3/7 1/9 -1/3

Fe70Cr30 1 0.4 0.16 0.064
Fe53Cr47 1 0.06 0.0036 0.000216
Fe30Cr70 1 -0.4 0.16 -0.064

different Fe-Cr alloys and structures (Figures 4.6 and 4.12), and the atomic structures of the disor-

dered solid solutions and the multilayer thin films are substantially different. We therefore consider

the calculated curves in Figure 4.12 to be remarkably successful.

It is evident from Table 4.3 that the local order 57Fe correlation functions of the FeCr3 multilayer

and the Fe30Cr70 disordered solid solution are almost equal. Also, the correlation functions of the

FeCr2 multilayer are both slightly greater than those of the Fe53Cr47 disordered solid solution.

This provides an opportunity to test the cluster expansion without having to perform a matrix

inversion. Figure 4.13 shows that the 57Fe partial phonon DOS are very similar for samples with

similar correlation functions. This provides strong evidence that the DOS are functions of the

local chemical environment, as the thin-film multilayers and disordered alloys have quite dissimilar
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Figure 4.12: Phonon partial density of states curves of the thin-film multilayers, and functions
calculated from correlation functions from disordered alloys using a three-term expansion.

long-range order.

The Fe-Cr system was well suited for identifying effects of local chemical order on phonons. We

expect this method to work as well or better for fully ordered samples that are BCC and maintain

the same lattice parameter for the different phases. In systems that are fully miscible in the BCC

phase, such as CrV, perhaps only the DOS curves of the end members and the equiatomic alloy are

needed to account for the main trends of the vibrational properties for all of the alloy concentrations.

4.2.8 Conclusion

Phonon partial density of states (PDOS) curves for 57Fe atoms were measured by nuclear resonant

inelastic X-ray scattering for disordered BCC Fe-Cr alloys. The IPDOS functions up to the triangle

cluster in the local order cluster expansion were used to successfully reconstruct the 57Fe partial

phonon DOS functions measured by Ruckert et al., on Fe/Cr multilayers prepared by molecular
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Figure 4.13: Partial phonon DOS curves of the thin-film multilayers compared to the disordered
solid solution with the most similar local order 57Fe correlation functions.

beam epitaxy. This success indicates that the interaction functions are transferable to different

chemical arrangements of Fe and Cr on the BCC lattice, and the main trends in phonon entropy of

the Fe-Cr system can be accounted for with relatively small clusters.
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4.3 3d Series 57Fe PDOS

The usefulness of the cluster expansion for Fe-Cr alloys prompts the question of whether or not

the same analysis can be done on other systems. The Fultz group was awarded a week of time on

beamline 16ID-D at the APS, which was utilized to perform measurements on 57Fe alloyed with

various elements. Several systems in the 3d series were chosen as candidates due to relatively large

phase fields of BCC or FCC stability. Fe-V was the first system chosen due to the similarity of its

phase diagram to that of Fe-Cr. Also measured was the Fe-Co system. The Fe-Co phase diagram

has ∼ 70 at.% stability of the BCC random solid solution.

Figure 4.14: Section of periodic table showing the 3d elements

The Fe-Co system also has the benefit of a stable ordered phase. This provides a further test of

application of the cluster expansion to the 57Fe PDOS. There are other systems outside of the 3d

BCC series that would prove interesting to study. The Fe-Pt and Fe-Pd systems have stable ordered

phases similar to those found in Cu-Au. Fe-Ni and Fe-Au offer a large range of FCC stability. Fe-Ru

and Fe-Os have a large range of HCP phase stability. Unfortunately, elements with higher Z tend

to absorb the 14.4 and 6.4 keV γ-rays. The attenuation length τ of various elements are given in

Table 4.4.

Table 4.4: Attenuation Length of Elements
Element τ (14.4 keV) [µm] τ (6.4 keV) [µm]

Ti 55.21 6.346
V 36.52 4.322
Cr 28.04 3.402
Co 16.59 16.48
Ni 14.24 13.72
Pd 21.20 2.485
Os 2.801 1.509
Pt 2.742 1.447
Au 2.941 1.503
Fe 20.12 18.62
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4.3.1 Fe-V

Vanadium is to the left of Cr on the periodic table of the elements (Figure 4.14). Just as in the

Fe-Cr system there are three solid phases in the phase diagram of Fe-V: BCC (α), FCC (γ), and

Sigma (σ). Fe-V does not exhibit spinodal decomposition and the sigma phase is stable to much

higher temperatures. The Fe-V phase diagram is presented in Figure 4.15.

liquid

γ

σ

α ` α `̀
Figure 4.15: Fe-V phase diagram adopted from ASM International Alloy Phase Diagrams Center [47,
48, 49, 50, 51, 52].

Alloys of stoichiometric Fe1−xVVxV for xV = {0.99, 0.95,0.90,0.80, 0.70, 0.50,0.25,0} were pre-

pared from shots of 99.99% natural Fe, 96.06% enriched 57Fe, and 99.8% V by arc-melting under an

argon atmosphere. There was negligible mass loss and little visible surface oxidation after melting,

so the compositions are expected to be accurate to 0.1 at. %. Samples with xV ≤ 0.50 were prepared

with enriched 57Fe only. The Fe75V25 sample was 10% enriched and the pure Fe sample was 50%

enriched. After the melt the samples were cold rolled to thicknesses of 20 to 50 µm with the excep-

tion of the more brittle Fe50V50 which was rolled to ∼ 200 µm. X-ray diffraction performed after

rolling indicated that all of the samples were in the BCC phase with prefered orientation along the

<100> direction (Figure 4.16). The lattice parameter increases linearly with increasing vanadium

concentration. A piece from each of the samples was sealed in a quartz tube under vacuum, then
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annealed at 1100◦C for one hour followed by a quench into iced brine. The anneal was performed to

reduce the prefered orientation and remove any strain induced by the rolling. The Fe50V50 trans-

formed into the sigma phase from the heat treatment, as is evident in Figure 4.16. For this alloy

the as-rolled sample was used for the BCC measurement, whereas the as-quenched sample was used

for all of the other BCC alloys.
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Figure 4.16: Top: X-ray diffraction of Fe-V alloys after rolling. Bottom: X-ray diffraction of Fe-V
alloys after rolling and quench from 1100 C into iced brine
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Nuclear resonant inelastic X-ray scattering (NRIXS)[45, 46, 28] was performed on all of the alloys

at hutch 16-IDD at the Advanced Photon Source (APS) at the Argonne National Laboratory (ANL).

Each sample was placed at a grazing angle to the incident photon beam. The incident photon energy

was tuned to 14.413 keV, the nuclear resonance energy of 57Fe. The delayed signal was measured

from two avalanche photodiodes positioned 90◦ from the direction of the beam with a gap between

the Be windows of ∼ 2 mm. Data were collected in scans of incident photon energy from –70 to

+70 meV from the resonant energy, in steps of 0.5 meV counting for 10 seconds per step, with a

monochromator resolution of 2.2 meV. Table 4.5 lists the number of scans performed for each alloy.

The raw scattering data were summed and analyzed using the program PHOENIX [26], which

performs all of the calculations necessary to determine the 57Fe partial phonon DOS, including

removal of the elastic peak and multiphonon corrections. The 57Fe partial phonon DOS curves for

the Fe-V BCC alloys are shown in Figure 4.17. As with the Fe-Cr series, the Fe impurity PDOS in

V is shifted to the low-energy modes. The cutoff energy varies more with V concentration than for

Cr. The Fe-V PDOS rescaled by the cutoff energy is shown in Figure 4.18 with the cutoff energies

given in Table 4.5.

Table 4.5: Number of Scans and Cutoff Energies for BCC Fe-V Alloys
Alloy Scans Ec [meV]

Fe1V99 6 35.0
Fe5V95 2 35.5
Fe10V90 1 36.5
Fe20V80 1 38.0
Fe30V70 1 38.5
Fe50V50 1 38.5
Fe75V25 1 39.5

Fe 1 40
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Figure 4.17: Phonon partial density of states of 57Fe in BCC Fe-V alloys
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Figure 4.18: Phonon partial density of states of 57Fe in BCC Fe-V alloys rescaled to the cutoff energy

The cutoff energy can be fit using the least-squares inversion. The values of the interaction cutoff

energies for νg = 3 are εc0 = 39.1432 meV, εc1 = 2.21272 meV, and εc2 = −1.63187 meV. Similarly, a

least-squares inversion can be performed for the PDOS as a function of both E and E . The fits to the

PDOS indicate that a six-term cluster expansion is necessary for the Fe-V system. This may be due

to error bars that poorly reflect the error associated with each point in the PDOS. Alternatively, this

could point out that the 57Fe PDOS is more sensitive to local chemical arrangements when alloyed

with V rather than Cr. For the remainder of the analysis in this thesis we limit the expansion of the

57Fe PDOS in Fe-V to three terms in order to compare the results to those for Fe-Cr. The IPDOS

functions are given in Figure 4.19 in E and Figure 4.20 in E .

Table 4.6: 〈χ2〉/Nd for Fits to Fe-V PDOS
νl 〈χ2(E)〉/Nd 〈χ2(E)〉/Nd

3 6.54 5.27
4 5.99 3.95
5 2.75 2.34
6 1.43 1.23
7 0.72 0.75
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Figure 4.19: Interaction phonon partial density of states of 57Fe in Fe-V as a function of E using a
three-term local order cluster expansion
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Figure 4.20: Interaction phonon partial density of states of 57Fe in Fe-V as a function of the energy
rescaled to the cutoff energy using a three-term local order cluster expansion
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4.3.2 Fe-Co

At ambient temperature and pressure Co has the HCP structure. When alloyed with Fe the BCC

phase is stable over a large concentration range. There is a range of B2 stability, though the kinetics

of the ordered phase are slow. The Fe-Co phase diagram is presented in Figure 4.21. Alloys of

stoichiometric Fe1−xCoCoxCo for xCo = {0.70, 0.60, 0.50,0.40,0.30,0.20, 0.10, 0} were prepared from

shots of 99.99% natural Fe, 96.06% enriched 57Fe, and 99.9+% Co by arc-melting under an argon

atmosphere. There was negligible mass loss and little visible surface oxidation after melting, so the

compositions are expected to be accurate to 0.1 at. %. All of the samples contained between 30

and 40 at. % 57Fe. After the melt the samples were cold rolled to a thickness of 20 to 50 µm.

X-ray diffraction performed after rolling indicated that all of the samples were in the BCC phase

with prefered orientation along the <100> direction (Figure 4.22). The lattice parameter increases

approximately linearly with increasing cobalt concentration.

HCP BCC

B2

Figure 4.21: Fe-Co phase diagram adopted from ASM International Alloy Phase Diagrams Cen-
ter [53, 54, 55]

To reduce the prefered orientation and remove any strain induced by the rolling the samples were

sealed in quartz tubes and given the following heat treatments: Fe90Co10 was annealed at 1000◦C
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Figure 4.22: X-ray diffraction of Fe-Co alloys after rolling

for 1.5 hours and quenched; Fe80Co20 was annealed at 900◦C for 14 hours and quenched; Fe70Co30

was annealed at 900◦C for 14 hours and quenched; Fe60Co40 was annealed at 1000◦C for 2 hours,

900◦C for 1 hour, 800◦C for 4 hours and quenched; Fe50Co50 was annealed at 1000◦C for 2 hours

and quenched; Fe40Co60 was annealed at 1000◦C for 2 hours, 900◦C for 1 hour, 800◦C for 4 hours

and quenched; and Fe30Co70 was annealed at 920◦C for 2 hours, 800◦C for 11 hours, and allowed to

air cool. The X-ray diffraction patterns for the random solid solutions after the heat treatments are

shown in Figure 4.23.
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Figure 4.23: X-ray diffraction of Fe-Co alloys after their respective heat treatments. Note that the
broadening of the peaks has decreased enough so that the Cu Kα1 and Kα2 are visible.
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To create B2 order, the as-rolled Fe50Co50 alloy was sealed in a quartz tube and annealed at

1000◦C for 1 hour, 950◦C for 1 hour, 900◦C for 1 hour, 850◦C for 1 hour, 800◦C for 2 hours, 750◦C

for 2 hours, 700◦C for 6 hours, 650◦C for 12 hours, and 600◦C for 4 days, followed by air cooling.

The electronic scattering of X-rays from Fe and Co are very similar, which explains the lack of

superlattice peaks in the X-ray diffraction patterns. The differences of the intensities of the peaks

is due to texture.
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Figure 4.24: X-ray diffraction of ordered (bottom) and disordered (top) 50-50 FeCo alloys

NRIXS was performed following the procedure given in Section 4.3.1. The samples all contain

approximately the same enrichment of 57Fe, which was high enough for a single scan to be performed

for each alloy. The data analysis procedure was the same as used in Section 4.3.1. The 57Fe PDOS

for the random solid solutions is presented in Figure 4.25 and the B2 ordered sample in Figure 4.26.

The cutoff energy varies very little with Co concentration (Table 4.7). There is an increase in the

high-energy modes, a decrease in the medium-energy modes, and an increase in the low-energy

modes upon alloying with Co. The effect of ordering on the 50-50 alloy is to increase the number of

modes in the energy range 20 to 25 meV, while lowering the number of high-energy and low-energy

modes. The PDOS as a function of the energy rescaled to the cutoff are presented in Figure 4.27.
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Table 4.7: Cutoff Energies for BCC Fe-Co Alloys
Alloy Ec [meV]

Fe30Co70 38.0
Fe40Co60 38.0
Fe50Co50 38.5
Fe60Co40 38.5
Fe70Co30 39.0
Fe80Co20 39.0
Fe90Co10 39.0

Fe 39.0
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Figure 4.25: Phonon partial density of states of 57Fe in BCC Fe-Co alloys
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Figure 4.26: Phonon partial density of states of 57Fe in disordered BCC Fe50Co50 and ordered
B2 FeCo. Both samples came from the same ingot and were only given different heat treatments
according to the phase diagram.
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Figure 4.27: 57Fe phonon partial density of states curves as a function of the energy rescaled by the
cutoff
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With little change in the PDOS as a function of composition it would appear that the Fe-Co

system is ideally suited for a cluster expansion analysis. The cutoff energies decrease only slightly

with composition, and with such large error bars a least-squares fit indicates that only a single

term in the expansion is necessary. The fits to the cutoff energies for νg = 2 and νg = 3 are

shown in Figure 4.28. The three-term fit indicates a cutoff energy for BCC Co of 36.5 meV. A

least-squares inversion of the 57Fe PDOS in Fe-Co reveals that a three-term LOCE is suitable. The

values of 〈χ2〉/Nd are given in Table 4.8 and the IPDOS in Figure 4.29. These values indicate that

the expansion performed in E is slightly better than an expansion performed in E. The IPDOS for

νl = 3 are plotted in Figure 4.29. Note that there is less modulation in Gn(E ,Fe) than Gn(E,Fe),

especially at high energies.
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Figure 4.28: Cutoff energies for BCC Fe-Co from the measurements (points with error bars), from
a fit using a two-term GCE (dashed line), and from a fit using a three-term GCE (solid line)

Table 4.8: 〈χ2〉/Nd for Fits to Fe-Co PDOS
νl 〈χ2(E)〉/Nd 〈χ2(E)〉/Nd

3 1.45 1.27
4 0.93 0.76
5 0.77 0.73
6 0.87 0.80
7 0.90 0.73
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Figure 4.29: Top: Interaction phonon partial density of states of 57Fe in Fe-Co as a function of E
using a three-term local order cluster expansion. Bottom: Same as top except as a function of E
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The IPDOS in Figure 4.29 can be used to fit to the PDOS of the B2 ordered sample. It is unlikely

that there is perfect order in the sample, so a fit can be used to infer order. The fitting parameters

and goodness of the fits are given in Table 4.9. Based on these values a 4-term LOCE in E suitably

recreates the B2 ordered PDOS (Figure 4.30).

Table 4.9: Results of Fit to B2 Ordered Sample
Expansion νl ξ0 ξ1 ξ2 ξ3 ξ4 χ2/Nd

E 3 1 -0.165 -0.417 - - 1.94
E 4 1 -0.057 -0.268 -0.270 - 1.91
E 5 1 -0.014 -0.284 -0.262 -0.324 1.83
E 3 1 -0.001 -0.435 - - 1.03
E 4 1 -0.076 -0.471 -0.506 - 0.94
E 5 1 0.216 -0.072 -0.034 -0.081 1.05

0.06

0.04

0.02

0.00

g 
[1

/m
eV

]

403020100

E [meV]

Measured

Fit

Figure 4.30: Fit to measured B2 ordered FeCo alloy using four-term LOCE with energy rescaled to
the cutoff

The correlation functions from the fit to the B2 ordered sample indicate that the sample does not

have perfect B2 order, and neither is it a perfect random solid solution. The correlation functions

for perfect B2 order using the clusters in Figure 4.11 are ξ0 = 1, ξ1 = −1/7, ξ2 = −1/3, ξ3 = 0,

whereas for a random solid solution they are ξ0 = 1, ξ1 = 0, ξ2 = 0, ξ3 = 0. The fit indicates

correlation functions between B2 order and randomness. The ordered phase nucleates and grows

inwards from grain boundaries [56], so the correlation functions may indicate a mix of ordered and

disordered zones. However, this fitting method cannot be used to accurately determine the chemical

order of the measured sample due to the relatively small changes in the PDOS with composition.
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The fact that the IPDOS are capable of fitting a sample with a different chemical arrangement is

further evidence that the phonon properties can be successfully expressed with low numbers of terms

in the cluster expansion.

One interesting use of the cluster expansion is to extrapolate the properties of alloy phases that

are unstable from those that are stable. For instance, it is not possible to measure the impurity

amount of Fe in BCC Co at ambient temperature and pressure. The IPDOS in Figure 4.29 have

been used to construct the impurity PDOS of Fe in BCC Co shown in Figure 4.31.
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Figure 4.31: 57Fe PDOS of Fe impurity in BCC Co determined from a three-term cluster expansion
of the measured alloy properties

4.3.3 BCC Trends

4.3.3.1 IPDOS Functions

The effects of alloying for the measurements made in this thesis can be summed up in a single plot

using the IPDOS from each alloying element. This is shown in Figure 4.32 using a three-term LOCE

in E. The n = 0 term shows that the 50-50 alloys stiffen with increasing number on the periodic

table. This stiffening is less a shift of the cutoff energy and more of a shift of the low-energy modes

to high energies. The n = 1 term also shows this effect. The modes in the energy range 18 to 28

meV increase with V atoms in the 1NN and 2NN shell of the 57Fe. This effect is diminished with

Cr and opposite for Co.
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Figure 4.32: Interaction partial phonon density of states of Fe in BCC V, Cr, Fe, and Co. There are
obvious trends with increasing number of d-electrons and mass of the alloying species.

4.3.3.2 Force and Mass Effects

The effect of alloying on the 57Fe PDOS in the 3d series is a shift of the modes from a central peak

to higher and lower energy modes as the average atomic number Z increases. This is best shown in

a plot where the 57Fe PDOS curves are offset by an amount proportional to ∆Z where

∆Z = ZFe − 〈Z〉 = xB(ZB − ZFe) = (1 − xFe)(ZB − ZFe) (4.1)

and 〈Z〉 is the average atomic number of the alloy

〈Z〉 = xFeZFe + xBZB . (4.2)

Figure 4.33 shows measured 57Fe PDOS curves that are offset by an amount proportional to −∆Z.
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Figure 4.33: PDOS of 57Fe measured in various alloys. The curves are offset by an amount equal to
−∆Z/10.
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The masses of the alloying elements shown in this plot are all within 8 atomic mass units and

represent only a ±10% mass difference from pure natural Fe. This suggests that the effects are

related more to the forces present on the 57Fe atoms than the mass differences between the 57Fe

atoms and the alloying element. There is a relatively simple method for testing this hypothesis.

The lattice dynamics of crystals with dilute impurities was developed by Mannheim [57, 46]

with Green’s function techniques for interatomic force-constants described by a single longitudinal

stiffness (Appendix C). The assumption is made that the introduction of the impurity perturbs only

the first-nearest-neighbor (1NN) bonds to the impurity atom. The only information required for this

theory are the DOS of the pure host, the mass ratio of the host to impurity atoms mh/md, and the

ratio of the host-host force constant to the impurity-host force constant Kh−h/Kd−h. The pure DOS

of Fe, V, and Cr are approximately similar (Figure 4.34) and the Green’s function method washes

out most of the details in the DOS. Therefore we use the Fe DOS as the host DOS for all of the host

elements. Although the Fe PDOS changes considerably with Cr concentration the total DOS varies

much less [38], so assuming the Fe DOS as the host DOS for all alloys is not unreasonable3. This

gives only two fitting parameters: the ratios of the masses and forces.

0.20

0.15

0.10

0.05

0.00

g 
[1

/m
eV

]

403020100

E [meV]

Vanadium

Chromium

Iron

Figure 4.34: Phonon density of state curves measured for Fe, Cr, and V at 293K [58, 59]

3For vanadium this is an unreasonable approximation, though this assumption does not change the results of the
following arguments.
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Assuming the forces do not change, we can look at the mass effects. The PDOS of impurity

amounts of 57Fe in V, Cr, natural Fe, and Co from the Mannheim model are given in Figure 4.35.

It is apparent that mass differences do not play a very large role in the differences in the PDOS of

57Fe.
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Figure 4.35: PDOS of impurity amounts of 57Fe measured in V, Cr, natural Fe, and Co (lines
with error bars). For Co, the alloy Fe30Co70 is shown. The measurements are compared to PDOS
calculated with the Mannheim model using only the differences in the mass between 57Fe and the
host element (solid lines). For 57Fe in natural Fe the change in the PDOS is not beyond the error
bars in the measurement.

The effects of mass are small within the Mannheim model for the alloys measured, so we take the

ratio of the masses to be constant and equal to 1 for all alloys. With the host DOS assumed to be

pure Fe for all elements, the only fitting parameter is the ratio of the force constants Kh−h/Kd−h.

We have assumed the host to have the same DOS, so that Kd−h is the actual fitting parameter. We

define a parameter α such that

KFe−h = α Kh−h . (4.3)

The PDOS for various values of α are plotted in Figure 4.36. This plot is qualitatively similar to

Figure 4.35, proving that the effects on the 57Fe have a much greater dependence on the forces than

the mass.
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Figure 4.36: Phonon partial density of states curves calculated using Mannheim model with pure Fe
as the host DOS and varying values of the force constant ratio α. Increasing values of α correspond
to increasing local forces. The similarity in this plot with Figure 4.33 indicates that the effect of
alloying is primarily due to changes in the local forces rather than mass effects.
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Figure 4.36 qualitatively shows that changes in the local forces are responsible for the changes

in the 57Fe PDOS in Fe-V, Fe-Cr, and Fe-Co. However, there is a distinct quantitative difference

that should be pointed out. The height of the peak for α = 0.55 (interpolate between α = 0.5

and α = 0.6) is the same as for Fe1V99 but the energy is 5 meV less than the measured value.

This discrepancy is made worse when the DOS of pure vanadium is used as the host DOS. This is

likely due to the assumptions made in the Mannheim model of a single longitudinal stiffness and

that the introduction of the impurity perturbs only the first-nearest-neighbor (1NN) bonds to the

impurity atom. With all of these assumptions, the success of the Mannheim approach is likely to

be somewhat fortuitous. Nonetheless, the calculations in Figure 4.36 directly show that softening of

the local bonds is responsible for the observed phonon softening.

4.3.3.3 Origin of Force Differences

Having shown that changes in the forces on the 57Fe atom are responsible for the observed changes

in the Fe PDOS, the aim is now to pinpoint the origin of these force changes.

There is significant evidence in the literature from Mössbauer experiments of an increase in the

4s occupation of the 57Fe atom with decreasing ∆Z [60, 61, 62, 63, 64, 65, 66]. Figure 4.37 shows

a plot from Akai et al. [62] that relates the isomer shift with the change of the Fe s-charge. There

is an increase in the s-charge on the 57Fe atom when an element such as chromium or vanadium is

in its nearest-neighbor shell. With more electrons the 57Fe atoms are screened from the local forces

causing a softening of the 57Fe PDOS upon alloying with V and Cr. For Co, charge is transfered

from the Fe atom to the Co atom, resulting in a decrease of the charge on the 57Fe atom. Therefore

there are less electrons for screening, resulting in a stiffening of the 57Fe PDOS upon alloying with

Co.

This argument given above is weak since other electrons also participate in the screening, and the

angular momentum gets a bit messy in transition metals. Identifying the s-electron contributions is

important for Mössbauer hyperfine interactions, which is the reason for Akai’s work, but does not

work well for identifying the origins of forces on the 57Fe atoms.
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Figure 4.37: Figure and caption from Akai et al. [62]: Calculated isomer shift of a nearest-neighbor
Fe atom as a function of the nuclear charge Z of the impurity (left-hand scale). The triangles are
experimental values for dilute Fe alloys. The dotted line gives the change ∆ns of the number of Fe
s electrons and refers to the right-hand inverted scale.
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The rigid-band model provides a simple method for interpreting the effects of alloying on the

electronic density of states of 3d transition metals. This model assumes that the s and d bands

are rigid in shape as atomic number changes. The only difference between atoms is the location

of the Fermi energy EF [67]. An example of the rigid-band model for an Fe-Ni alloy is presented

in Figure 4.38. This is a very simple model and fails for all but perturbations in the composition

between two very similar atoms. For example, the spin-up and spin-down d bands are shifted with

respect to each other because Fe is ferromagnetic. Alloying of Fe with a paramagnetic species such

as vanadium cannot be treated with this model. Another failing of this model is that it assumes

that the electronic density of states is the same for both atoms in the alloy. Nonetheless, there is

some insight that can be achieved with this model.

Fe NiFe     Nix1-x

EF

EF

EF

E E E

n (E)n (E) n (E)n (E) n (E)n (E)

Figure 4.38: Example of the rigid-band model for Fe-Ni alloys. The s band is given by the parabola
and the d band by the half circles. The bands remain rigid and only the Fermi energy shifts between
the elements and the alloy. Figure adopted from [67].

Consider an alloy of Fe and V, where Fe is taken to be paramagnetic so that the rigid-band

model can be applied. Based on Figure 4.38, we would expect that the Fe atoms lose charge and the

V atoms gain charge when alloyed (i.e., EV
F < EFe

F ). The Fe atoms will experience stiffer forces, as
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there are less electrons available for screening. This is not what is determined from experiment. For

this model to give the correct result we must assume that, although the total electronic density of

states may be given by the rigid-band model, the partial electronic density of states of the two atoms

species can differ. A simple example is given for the Fe50V50 alloy in Figure 4.39. The electronic

partial density of states curve of Fe is larger than for V, especially at the Fermi energy. With more

electrons than the V atoms the local forces on the Fe atoms are lower than those for V atoms, leading

to the observed softening.
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Figure 4.39: Example of the rigid-band model for an Fe50V50 alloy. These curves are for illustrative
purposes only, and do not represent actual data. The total electronic density of states for the
paramagnetic state is given by the solid line. The Fe and V electronic partial density of states
curves differ from each other, but sum to the total electronic density of states. The curve labeled
“Average” shows 1/2 of the total and the average of the Fe and V electronic partial density of states
curves.

The argument above is very simple and there remains much work to be done to complete the

Fe-V and Fe-Co data sets. Inelastic neutron scattering should be performed to determine the total

DOS and PDOS of the V and Co atoms. Ab initio calculations would also help to determine the

origin of the changes in the local forces and relate them more accurately to the changes in the 57Fe

PDOS. Analyzing the results of ab initio calculations on the local electronic properties of the Fe

atoms should provide a relationship between the electronic structure and the 57Fe PDOS curves.
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Chapter 5

Inelastic Neutron Scattering

5.1 Technique

This chapter presents and analyzes results from the low-resolution medium-energy chopper spectrom-

eter (LRMECS). LRMECS is a time-of-flight chopper spectrometer located at the intense pulsed

neutron source (IPNS, recently shut down) at Argonne National Laboratory. A layout of the instru-

ment is shown in Figure 5.1.

Moderator

L1

3L

2L

Figure 5.1: Equipment layout for the LRMECS instrument

Neutrons are created by bombarding heavy nuclei with protons in a process known as spallation.
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These neutrons are then thermalized (slowed down to kinetic energies corresponding to approxi-

mately room temperature) in the moderator, which is a tank filled with solid methane at a set

temperature. When the neutrons exit the moderator the velocity distribution has the character of

solid methane, plus a high energy tail from “epithermal” neutrons that are not fully moderated. As

these neutrons travel down the primary flight path (given by L1 + L3 in Figure 5.1) the difference in

velocities causes the neutron pulse to spread in distance. The energy of the neutrons incident on the

sample is chosen by chopping the moderated pulse (the energy selecting chopper is often referred to

as the Fermi chopper). A chopper is a cylindrical can filled with a neutron absorbing material with a

curved slit that allows neutrons to pass through only when it rotates. The frequency of the rotation

and phase difference with the neutron pulse determines the energy of neutrons that pass through.

Another chopper, placed earlier in the flight path and known as the t0 chopper, acts to block the

initial flash of particles created during the spallation. The t0 chopper also prevents fortuitously

timed slow-moving neutrons from a previous pulse from passing through the E0 chopper during a

second pulse (see Figure 5.2).

To first order, the energy resolution depends on the length of the primary flight path. The

longer the path for the neutrons to travel, the more spread in distance the neutrons of different

energy become. This allows for a finer chopping of the pulse and a smaller variation in the incident

energy. The cost of this finer energy selection is a loss of counts. LRMECS offered a high-count-rate,

low-resolution option for experimenters. In contrast, HRMECS (the high-resolution alternative)

provided the low-count-rate, high-resolution option. The formula for the energy resolution of a

time-of-flight chopper spectrometer is

∆h̄ω
Ei

=





[
2∆tc
tc

(
1 +

L1 + L3

L2

(
1 − h̄ω

Ei

)3
2

)]2

+

[
2∆tm
tc

(
1 +

L3

L2

(
1 − h̄ω

Ei

) 3
2

)]2




1
2

, (5.1)

where h̄ω is the energy of the excitation, Ei is the incident energy, ∆tc is the chopper burst time width

(how long the chopper allows neutrons to pass through), tc is the time of flight at the chopper, and

∆tm is the moderator pulse width [68]. The flight paths of LRMECS and other similar instruments
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Figure 5.2: Illustration of the purpose of the choppers. The dotted line with nearly infinite velocity
is the incident flash from the spallation event. The solid lines correspond to thermal neutrons, the
energy of which are chosen by the E0 chopper. The dashed line corresponds to a slow moving neutron
that would pass through the E0 chopper unless otherwise blocked by the t0 chopper.

are given in Table 5.1.

Table 5.1: Characteristics of TOF Chopper Spectrometers
Instrument L1 + L3 L2

PHAROS 18 + 2 4
LRMECS 7 2.5
HRMECS 13.8 4

ARCS 11.6 + 2 3

As a side note, one of the biggest problems with performing measurements at a spallation source

has historically been the low counts. Some technological advances, including neutron guides, have

helped to boost the count rate at these sources. However, the largest technological leap is currently

underway at Oak Ridge National Lab with the introduction of the Spallation Neutron Source (SNS).

This facility is increasing the flux at the source by using a flowing liquid mercury (Hg) target. The

flowing Hg gives higher cooling rates and allows for more incident protons. This is similar to a

rotating anode X-ray source, where the rotation allows the target to cool, thus raising the maximum

allowable current. A photo of the target at the SNS is shown in Figure 5.3. The wide-angular range
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chopper spectrometer (ARCS) at the SNS will provide similar resolution to the HRMECS instrument

(and lower resolution than PHAROS at the Lujan Center at Los Alamos National Laboratory) with

a flux on the order of 1000 times greater than that provided at IPNS. This flux, unheard of in

the pulsed-source neutron-scattering community, will allow new and interesting experiments on the

dynamics of materials.

Figure 5.3: Flowing liquid mercury target at the Spallation Neutron Source. The entire assembly is
fitted onto a track. All work done to the target is performed by robots in the sealed target room.

The raw data from LRMECS is intensity as a function of detector number and time of flight.

For pure Fe measured on LRMECS at room temperature this is shown in Figure 5.4. The main

feature in these data is the high-intensity elastic peak located at approximately 750 microseconds

(µs). The timing begins when the pulse exits the moderator, so the neutrons require ∼ 750 µs to

travel down the primary flight path to scatter elastically off of the sample and travel through the

detector chamber. The neutrons that arrive earlier than 750 µs have gained energy from the sample,

thus increasing their speed and arriving earlier at the detectors. Neutrons that arrive later than

750 µs have lost energy to the sample, thus lowering their speed. Figure 5.4 also shows a few “dead”

detectors and detectors giving spurious counts. These detectors can be masked or interpolated in

the data analysis, and the efficiencies of the working detectors can be calibrated with data from a

white beam run on vanadium. The data in intensity as a function of detector number and time of
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flight is processed into intensity as a function of energy transfer E and momentum transfer Q, which

is denoted by S(Q,E). This is shown in Figure 5.5. This is the key figure for the data, as S(Q,E)

is directly related to the double-differential cross section

(
dσ

dΩdE′

)
=

σ

4πh̄
k′

k
N S(Q, E) (5.2)

where k′ is the magnitude of the scattered wave vector, k is the magnitude of the incident wave

vector, and N is the number of scatterers in the system. The raw data was plotted using the program

ISAW [69] and S(Q,E) determined using the reduction code described in reference [70].
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Figure 5.4: Scattering from pure Fe at 293K measured on LRMECS. Bright areas correspond to
higher intensity.
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Figure 5.5: Scattering as a function of energy transfer and momentum transfer from pure Fe at
293K measured on LRMECS. Intensity increases from blue to red, with the maximum intensity
along E = 0 meV.

5.2 Fe-Cr

5.2.1 Introduction

The Fe PDOS curves in Figure 4.6 are only half of the story for the lattice dynamics and phonon

entropy of Fe-Cr alloys. Ideally Cr would also have a Mössbauer isotope and the PDOS curves of Cr

would also be measured. Unfortunately nature is not so kind. Another method for determination of

the lattice dynamics is with inelastic neutron scattering. One of the most desirable and problematic

attributes of neutron scattering is the large variation of the scattering cross section for the elements

and their isotopes. In the following sections we describe an experiment and analysis technique aimed
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at overcoming this “neutron-weighting” problem as it pertains to the Fe-Cr system.

5.2.2 Experiment

Alloys of stoichiometric Fe1−xCrCrxCr for xCr = {1, 0.99, 0.97, 0.90,0.80,0.70, 0.47, 0.30,0} were pre-

pared from shots of 99.99% Fe and 99.995% Cr by arc-melting under an argon atmosphere. There

was negligible mass loss and little visible surface oxidation after melting, so the compositions are

expected to be accurate to 0.1 at. %. The samples of composition xCr ≥ 0.70 were then crushed

to a thickness corresponding to a neutron scattering probability of 10%. The samples were sealed

in quartz tubes under an argon atmosphere and annealed at 1100◦C for several hours, followed by

a quench into iced brine to ensure that the samples were random solid solutions. Samples with

higher Fe concentration were ductile enough to be cold rolled to thicknesses corresponding to a

neutron scattering probability of 10%. These samples were sealed in quartz tubes under an argon

atmosphere and annealed for several days at 1100◦C. The longer anneal time for the rolled samples

reduced crystallographic orientation induced by the rolling.

X-ray diffraction patterns were acquired for all samples both before and after the anneal. The

patterns indicated that all samples had the BCC structure. There was no measurable evidence of

the sigma phase or of oxidation. Mössbauer spectroscopy was performed on all of the samples after

the anneal. The spectra showed no indication of chemical unmixing.

Time-of-flight inelastic neutron scattering data were acquired using the Low-Resolution Medium-

Energy Chopper Spectrometer (LRMECS) instrument at the Intense Pulsed Neutron Source at

Argonne National Laboratory. Samples were mounted in thin-wall aluminum cans of dimensions

7 cm × 10 cm. The incident beam of monochromatic neutrons had an energy of approximately 60

meV. The flat sample packages were tilted at a 45 degree angle off the direction of the incident beam

to minimize self shielding. All spectra were measured at room temperature. Background data were

acquired from the empty aluminum cans under the same conditions.
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5.2.3 Data Analysis and Results

Our data include both coherent and incoherent scattering from samples that are both polyatomic

and polycrystalline. The total scattering cross section is given by the sum of the coherent and

incoherent scattering. The incoherent neutron scattering cross section for nuclear scattering by a

single crystal monatomic system is

(
dσ

dΩdE′

)inc
=
k′

k

N σinc
2πh̄

e−2W

∫
e〈UV 〉e(−iωt)dt , (5.3)

where U = −iQ · u(0), V = iQ · u(t). The variables σinc, u(t), W , N , k, k′, Q, and E = h̄ω

are, respectively, the incoherent cross section, instantaneous atomic position, Debye-Waller factor,

number of atoms in the system, initial and final neutron wavevectors, phonon wavevector (wavevec-

tor transfer), and phonon energy. Our first approximation is that all the measured scattering is

incoherent. Despite the fact that both Fe and Cr are strong coherent scatterers (with σinc,Fe = 0.40,

σcoh,Fe = 11.22, σinc,Cr = 1.66, and σinc,Cr = 1.83 barns), the incoherent approximation (IA) is

acceptable when the inelastic scattering is measured over a broad range of Q and E [71], and the

structure in Q is averaged and neglected.

The incoherent scattering cross section contains both elastic and inelastic contributions. The

elastic scattering can be removed from the raw data, so we concern ourselves with only the inelastic

scattering. The inelastic scattering is a sum of the single and multiphonon scattering

(
dσ

dΩdE′

)inc

inelastic
=

∞∑

n=1

(
dσ

dΩdE′

)inc

n−phonon

, (5.4)

where n denotes the number of phonons created or annihilated in the scattering event,

(
dσ

dΩdE′

)inc

n−phonon

=
k′

k

N σinc
4πh̄

e−2W

n!

(
3h̄
2m

)n

[P (ω)]n−convolution (5.5)
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m is the mass of the scatterer, and

P (ω) =
〈(Q · es)2〉ω

ω
g(h̄ω)〈nω + 1〉 +

〈(Q · es)2〉−ω

−ω g(−h̄ω)〈n−ω〉 . (5.6)

The index s specifies a single vibrational mode and the notation [f ]n−convolution specifies the sequen-

tial convolution of n instances of the function f . For example,

[P (ω)]1−convolution ≡ P (ω) (5.7)

and

[P (ω)]2−convolution =

∞∫

−∞

P (x)P (ω− x)dx . (5.8)

The quantity 〈(Q · es)2〉ω is the value of (Q · es)2 averaged over all modes of frequency ω. The

incoherent one-phonon scattering for a monatomic polycrystalline sample is then:

(
dσ

dΩdE′

)inc

1−phonon

=
k′

k

σinc
4π

N

4m
Q2 e−2W g(h̄ω)

ω

[
coth

(
1
2
h̄ωβ

)
± 1
]

(5.9)

where β = 1/(kBT ). The + denotes phonon creation and the − phonon annihilation.

For a polyatomic sample we invoke a virtual crystal approximation which assumes a single mass

and scattering factor for an average atom:

gnw(E,~σ) e(−2〈W 〉d )
〈σsc

m

〉
d

=
∑

d

g(E,~σl, d) e−2Wd
σd

sc

md
. (5.10)

Here gnw(E,~σ) is the DOS that results from the virtual crystal approximation and is termed the

neutron-weighted DOS (NWDOS), which is a function of the configuration of atoms on the lattice

~σ. The phonon partial density of states (PDOS) of atom d for a given local chemical arrangement

~σl is given by g(E,~σl, d). The 〈...〉d denotes an average over all atoms. The gnw(E,~σ) are obtained

from the raw data by the following procedure:

The raw data, in intensity as a function of detector number and time of flight, were first corrected
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for the efficiency of the detectors, using a white beam measurement of pure vanadium (a fully

incoherent scatterer). The data were then normalized using the integrated intensity in the beam

monitor. An average of the counts at the longest times of flight was taken as an estimate of the

time-of-flight independent background and removed. The data were rebinned into intensity, I, as a

function of angle, φ, from 5◦ to 145◦ by 0.6◦, and energy, E, from −65.0 to 65.0meV by 0.5meV.

The data were again rebinned to give intensity I(Q,E), where Q is the wavevector-transfer which

ranged from 0.0 to 13.5Å−1 by 0.0675Å−1. The spectrum from the empty container, scaled by 0.9

to account for the self-shielding of the sample, was subtracted from the data. An example of such

a corrected I(Q,E) is shown in Figure 5.6. The data were cropped below Q ≈ 2.8 Å−1 to minimize

contributions from magnetic scattering, which dominates at small Q. After removal of an elastic

peak centered about 0 meV, the data below approximately 10 meV were replaced by the function

AE/(1 − exp (−βE)) with A a normalization constant determined from the data. The instrument

resolution for positive neutron energy transfer is much better than for negative (see Figure 5.6), so

only the data for E > 0 were used for determining gnw(E,~σ).

Finally, under the assumptions of the virtual crystal approximation and the incoherent approxi-

mation, we recover the one phonon DOS using the iterative procedure described by Sears et al. [72]

as modified by Kresch et al. [70]. This procedure corrects for thermal occupancy, Debye-Waller

factor, multiphonon (2- through 5-phonon) and multiple scattering as a function of Q, and then the

(neutron-weighted) phonon DOS is the sum over allQ of the corrected data. These neutron-weighted

phonon DOS (NWDOS) curves are normalized to one in energy and presented in Figure 5.7.
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Figure 5.6: Measured I(Q,E) for pure Cr, where E is the neutron energy transfer to the sample.
White indicates areas of higher intensity, with the large elastic peak evident at 0 meV. Coherent
scattering can be seen to emanate from the Bragg peaks.
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Figure 5.7: Measured neutron-weighted phonon density of states curves for alloys gnw(E), and g(E)
for elements. The dashed lines are the measured Cr DOS for comparison. Curves are offset by
integer multiples of 0.04 meV−1.



120

5.2.4 Phonon Partial DOS

The NWDOS is a linear combination of the PDOS, distorted by differences in the efficiencies of

phonon scattering of the different atoms. To calculate thermodynamic quantities, such as the vi-

brational entropy or phonon contribution to the heat capacity, the undistorted total phonon DOS

is required:

g(E,~σ) =
∑

d

g(E,~σl, d)xd , (5.11)

where g(E,~σl, d) is the PDOS and xd is the concentration of atom species d (0 ≤ xd ≤ 1). We

assume exp[−2(〈W 〉d −Wd)] ' 1, which is most reliable at low temperatures, so that Equation 5.10

becomes:

gnw(E,~σ) =
〈σsc

m

〉−1

d

∑

d

g(E,~σl, d)
σd

sc

md
xd , (5.12)

where the normalization factor is given by:

〈σsc

m

〉
d

=

(∑

d

σd
sc

md
xd

)
. (5.13)

In our case, phonon scattering from natural Fe is approximately three times stronger than from

natural Cr, or σFe
sc /mFe ' 3σCr

sc /mCr. The data reduction technique described in Section 5.2.3

produces a NWDOS, where the Fe PDOS is over-weighted by a factor of 3. This distorts the

NWDOS from the true DOS if the Fe PDOS differs from the Cr PDOS, with a larger distortion if

the PDOS curves differ significantly.

The available Fe PDOS curves from NRIXS [73] can be used directly in a neutron-weight correc-

tion for the alloys Fe30Cr70, Fe53Cr47, and Fe70Cr30. The Cr PDOS curves can then be determined

using Equation 5.12, with the results shown in Figure 5.8. Especially at low Fe concentrations,

knowledge of the Fe PDOS from NRIXS is useful for determining the Cr PDOS. At higher Fe con-

centrations, the scattering from the Cr atoms is overwhelmed by that of Fe atoms, and a larger Fe

PDOS must be removed from the measured NWDOS to determine the Cr PDOS. The result is an

inherently poor signal-to-noise for the Cr PDOS, as is evident in Figure 5.8 for the alloy Fe70Cr30.
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Figure 5.8: (a) Neutron-weight corrected DOS for Fe30Cr70, Fe53Cr47, and Fe70Cr30 using Fe PDOS
curves from NRIXS [73]. (b) Cr PDOS curves determined from measured NWDOS and Fe PDOS
curves from NRIXS. The curves for Fe53Cr47 and Fe70Cr30 are offset by 0.08 and 0.20 meV−1,
respectively.

The following sections describe a different method for determining the Cr and Fe PDOS curves.

This method utilizes a cluster expansion technique to extract chemical trends from the NWDOS

curves. For inputs, this method requires two PDOS curves from dilute Fe-Cr and Cr-Fe alloys.

Section 5.2.4.1 shows how these two “impurity” PDOS curves can be derived from the data set in

Figure 5.7 with two different methods. Only the results of neutron scattering experiments are used

in the subsequent analysis. The available results from NRIXS [73, 39] provide a verification of the

method.
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5.2.4.1 PDOS in the Dilute Limit

This section presents two methods for obtaining the PDOS of an impurity atom in an otherwise pure

host. The first method uses only the measured NWDOS curves of Figure 5.7, but the statistical

quality of the present data requires the use of the second method. Both methods rely on the

assumption that the PDOS of the host atoms is unaltered by the impurity atoms. For V with

impurities of Cr this assumption has been shown to be good, owing to the similarities of the Fermi

surface of V and V-Cr [74, 59], and for the same reason we expect this to be valid for Fe-Cr. The

PDOS measured by NRIXS of Fe3Cr97 provides a check of this assumption for Fe-Cr.

Comparing the measured DOS of the pure element to the measured NWDOS of a sample with

small amounts of impurity atoms can provide the PDOS of the impurity atom. Following Equa-

tion 5.12 the PDOS of impurity atom i in pure element host h, g(E, xi, i), is given by:

g(E, xi, i) =
[
σh

sc

Mh

Mi

σi
sc

(1 − xi)
xi

+ 1
]
gnw(E, xi) −

[
σh

sc

Mh

Mi

σi
sc

(1 − xi)
xi

]
g(E, xh = 1) . (5.14)

Here g(E, xh = 1) denotes the measured DOS of the pure host element, gnw(E, xi) denotes the

measured NWDOS of the pure host with impurities of atom i, and xi is the atomic fraction of the

solute atoms. Figure 5.9a shows the impurity PDOS of 3 at% Fe in Cr determined with this method

by weighted subtraction of the lower curves of Figure 5.7. Although the error bars are quite large,

it is apparent that the agreement with the result of NRIXS [39] is reasonable. Within the quality

of our experimental results, a decomposition into host plus impurity PDOS curves is successful for

Fe-Cr dilute alloys. Determination of the Cr PDOS curves from this method suffers from much

larger error bars due to the lower scattering efficiency of Cr atoms. Another method for acquiring

the PDOS of impurity Cr atoms is required.

The lattice dynamics of crystals with dilute impurities was developed by Mannheim [57, 46]

with Green’s function techniques for interatomic force-constants described by a single longitudinal

stiffness (Appendix C). The assumption is made that the introduction of the impurity perturbs only

the first-nearest-neighbor (1NN) bonds to the impurity atom. The only information required for
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this theory is the DOS of the pure host, the mass ratio of the host to impurity atoms mh/md, and

the ratio of the host-host force constant to the impurity-host force constant Kh−h/Kd−h. The force

constants of Fe-Cr alloys have been determined previously by inelastic neutron scattering [38]. The

ratio Kh−h/Kd−h can be approximated by the ratio of the 1NN longitudinal force constants of the

pure host with the 50-50 alloy

Kh

Ki−h
' Ch

111xx

C i50h50
111xx

. (5.15)

For Fe in Cr, this ratio is 1.26, which is similar to the value of 1.25 reported previously [75]. The

value obtained for Cr in Fe is 1.01, which has been used in determining the impurity Cr PDOS in Fe.

The impurity PDOS of Fe determined from the Mannheim method using the pure Cr DOS measured

with LRMECS is shown in Figure 5.9c. The results of the Mannheim method for the PDOS curves

of both Fe and Cr in the dilute limit are used in the analysis that follows below.
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Figure 5.9: PDOS of Fe in Fe3Cr97 determined from (a) the results in the present article following
the subtraction method given in the text, (b) the results of NRIXS from the literature [39] (offset
by 0.1 meV−1), (c) the Mannheim Method with KCr−Cr/KFe−Cr = 1.26 using pure Cr measured at
LRMECS (offset by 0.2 meV−1).

The first step in performing a cluster expansion is to rescale the NWDOS curves by the phonon
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cutoff energy, Ec(~σ). The GCE used for Fe-Cr is fourth order, whereas the data set on Fe-Cr contains

nine values of the cutoff energy. To include all of the measured information into εcn a weighted least-

squares fitting is performed with the Ec
m(~σ) measured for the random solid solutions. The weighted

sum of the squares for error are:

χ2 =
N∑

m=1

(Ec
m(xm) − Ec

Fit(xm))2

(δEc
m(xm))2

. (5.16)

The summation index m denotes the N measured alloys and Ec
Fit(xm) denotes the cutoff energy

created from εcn for the alloy with concentration xm. The εcn can then be written as:





εc0

εc1

εc2

εc3





=
[
[ξm,n]T[Ω][ξm,n]

]−1
[ξm,n]T[Ω] ~Ec(xm) (5.17)

where [Ω] is the error-weighting matrix given by diagonal elements 1/δEc
m(xm) and the terms of

~Ec(xm) are given by Ec
m(xm) . For Fe-Cr the fit to the cutoff energies are given in Figure 5.10 and

the εcn determined from the fit are given in Table 5.2. The measured NWDOS as a function of E are

shown in Figure 5.11.

Table 5.2: Values of Interaction Cutoff Energy Parameters
n εcn [meV]
0 40.089
1 -0.888
2 1.797
3 -0.007

The next step is to determine the neutron-weighted interaction phonon density of states (NWI-

DOS) functions, Gnw
n (E). The limitations of using random solid solutions for determination of

interaction functions were assessed using the condition number of the correlation function matrix

in Section 3.4.1. Here we simply note that only a small number of terms can be used when ex-

tracting chemical trends from measurements of random solid solutions, owing to the lack of both
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Figure 5.10: Cutoff energy as a function of concentration. The solid line indicates the fit curve using
the cluster expansion.

long-range and short-range order. For this reason a GCE using four terms, up to the triangle cluster,

is utilized for the NWDOS. The relation between the NWDOS curves of a random solid solution of

concentration xCr, gnw(E , xCr), and the NWIDOS functions is (following Equation B.6),

gnw(E , xCr)
〈σsc

m

〉−1

d
=

3∑

n=0

Gnw
n (E)(1 − 2xCr)n . (5.18)

Since there are more measurements than terms used in the expansion, the problem is over-specified

and a weighted least-squares fitting must be performed to include all of the measured information

into the NWIDOS functions. The NWIDOS functions and impurity PDOS curves can be used to

determine the IPDOS functions, Gn(E , d), following the method described in Appendix B.

5.2.4.2 Interaction Phonon Partial Density of States functions of Fe-Cr

The IPDOS functions of Fe and Cr in Fe-Cr determined from fits to the neutron scattering data and

the impurity PDOS curves determined from the Mannheim method (Section 5.2.4.1) are shown in

Figure 5.12. For comparison, the PDOS curves of Fe in Fe-Cr alloys determined from NRIXS [39, 73]

were also used to construct the IPDOS functions of Fe, and both sets of Gn(E ,Fe) are compared in

Figure 5.13. The curves match well, especially in their compositional trends, and agreement is best

for the higher Fe concentrations where the neutron scattering analysis is most reliable.
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Figure 5.11: Neutron-weighted phonon density of states measured at LRMECS using the energy
relative to the cutoff. The dashed curve is pure Cr for reference. Curves are offset by integer
multiples of 0.4 meV−1.

The effects of local order on the PDOS curves of Fe in Fe-Cr were explained in Section 4.2.5

in terms of the Gn(E ,Fe), and the same interpretation is successful for the effects of local order on

the PDOS curves of Cr in Fe-Cr. The n = 0 term is the Cr PDOS of a random solid solution of

Fe50Cr50. The n = 1 term gives the effect on the PDOS of having different numbers of Fe and Cr

atoms in the 1NN and 2NN shells of the Cr atom. The triangle term, n = 2, gives the effect of like

or unlike pairs of atoms within the 1NN and 2NN shells of the Cr atom. The function G1(E ,Cr) is

added to G0(E ,Cr) when the atom in the 1NN and 2NN shell of the Cr atom is Cr, and subtracted

when it is Fe. Figure 5.12 shows that the effect of Cr atoms in the 1NN and 2NN shell of the Cr

atom is to decrease the number of modes in the ranges of 0 ≤ E ≤ 0.59 and 0.83 ≤ E ≤ 1, while

increasing the number of modes in the range 0.59 < E < 0.83. The function G2(E ,Cr) adds to both
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Figure 5.12: IPDOS functions of Fe (a) and Cr (b) in Fe-Cr determined from neutron scattering
(solid lines) and NRIXS (thick curve). The n = 0 and n = 1 terms are offset by 0.08 and 0.05
meV−1, respectively.

G0(E ,Cr) and G1(E ,Cr) when a pair in the 1NN and 2NN shell of the Cr atom is composed of two

of the same atoms. Pairs of like atoms decrease the number of modes in the ranges 0 ≤ E ≤ 0.56,

0.80 ≤ E ≤ 0.88, and 0.94 ≤ E ≤ 1, while increasing the number of modes in the remaining ranges,

whereas unlike pairs do the opposite.

Comparing the Fe and Cr IPDOS functions in Figure 5.12 provides further information on how

local order alters the phonons in Fe-Cr. To show the effects of Cr concentration on both the Fe

and Cr PDOS curves, the function G1(E ,Fe) must be multiplied by −1, as shown in Figure 5.14.

With increasing Cr concentration, each of these functions is added to its respective PDOS. In

both cases, increasing the Cr concentration decreases the number of low-energy modes in the range

0 ≤ E ≤ 0.37. In the range 0.37 < E ≤ 0.67 the effects of Cr on the PDOS curves is opposite in sign,

with the magnitude of the increase in the Fe modes being much larger than the decrease for Cr. For

E > 0.82, the longitudinal modes of both Fe and Cr are reduced (shifted to lower E) by increasing

the concentration of Cr. The functions G2(E ,Fe) and G2(E ,Cr) have similar features in the range
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0 ≤ E ≤ 0.70, indicating similar effects of the pair interaction on the longitudinal modes of both the

Fe and Cr PDOS.

The IPDOS functions can be used to construct the PDOS curves of Fe and Cr atoms for our

alloys (Figure 5.15). These PDOS curves can then be used to construct the neutron-weight-corrected

DOS curves following Equation 5.11. The results are shown in Figure 5.16. It is evident that the

neutron weight correction stiffens all of the DOS curves. This is expected, as the Fe PDOS curves

have more low-energy modes than the Cr PDOS curves, especially below E = 0.7, but Fe atoms are

more efficient scatterers.
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Figure 5.15: PDOS curves from the cluster expansion fitting method for the concentrations of the
alloys measured: (a) Fe PDOS curves (solid lines) and measured pure Fe DOS (dashed line), and
(b) Cr PDOS curves (solid lines) and measured pure Cr DOS (dashed line). Curves are offset by
integer multiples 0.04 meV−1.
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5.2.5 Phonon Entropy

The phonon entropies of mixing from the neutron-weighted and weight-corrected DOS curves eval-

uated at 293K are shown in Fig 5.17. The entropy of mixing of the corrected DOS curves is lower

than for the measured NWDOS curves due to the higher scattering efficiency of the low-energy Fe

modes.
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Figure 5.17: Phonon entropy of mixing determined at 293K for measured NWDOS curves (open
squares), cluster expansion of measured NWDOS curves (solid line), and neutron-weight-corrected
DOS curves (dashed line). The configurational entropy of a fully random solid solution is included
to show the relative magnitude of the phonon entropy.

The phonon partial entropy Sph(~σl, d) for the specific local chemical arrangement of atom d in a

binary system A-B is, in the quasiharmonic approximation,

Sph(~σl, d) = 3kB

∞∫

0

f?(E) g(E,~σl, d) dE . (5.19)

A LOCE in E must be used to show the effects of each term in the cluster expansion for each atom

(see Section 3.2.1.1). For a random solid solution using a three-term LOCE, the only contribution

to the phonon partial entropy of mixing ∆Sph(xd, d) of Equation 3.19 comes from the n = 2 term.
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The interaction phonon partial entropies sph
n (d) are listed in Table 5.3 for room temperature and

2000K. Only the n = 0 term has a strong dependence on f?(E), so Equation 3.19 is approximately

independent of temperature. The magnitude of the phonon partial entropy of mixing of Cr is much

larger than that of Fe. The function f?(E) is largest at low energies, so the differences between

sph
2 (Fe) and sph

2 (Cr) can be primarily attributed to the low-energy modes from 0 to ∼ 25 meV.

Table 5.3: Values of Interaction Phonon Entropies

sph
n (Fe) [kB/atom] sph

n (Cr) [kB/atom] sph
n [kB/atom]

PPPPPPPPn
T [K] 293 2000 293 2000 293 2000

0 3.20 8.83 3.14 8.76 3.17 8.795
1 -0.05 -0.05 -0.10 -0.11 0.055 0.13
2 -0.08 -0.11 -0.27 -0.29 -0.25 -0.28
3 - - - - 0.095 0.09

The total phonon entropy of mixing as a function of the interaction partial phonon entropies is

given by Equation 3.20 in Section 3.1.1. The function −4xCr(1− xCr) is a parabola with a maximum

at xCr = 1/2. The first term in brackets scales this function. In this case, since both sph
1 (d) are

negative, this term introduces a positive entropy of mixing. The remaining terms, associated with

sph
2 (d), are the equation of a line. This function introduces an asymmetry to the phonon entropy of

mixing when sph
2 (Fe) 6= sph

2 (Cr). The phonon entropy of mixing is shifted towards pure Cr because

G2(E,Cr) < G2(E,Fe) in the energy range 0 to ∼ 25 meV.

The critical temperature and composition of the miscibility gap in Fe-Cr are 905K and xCr =

0.51, respectively [76]. Assuming no change in the DOS curves as a function of temperature (i.e.,

anharmonic effects), the values of sn
ph(d) for n > 0 do not change appreciably over the temperature

range of BCC stability. Equation 3.20 can be used to determine the effect of the phonon entropy

on the miscibility gap for spinodal decomposition. When the phonon entropy of mixing in the BCC

phase is removed, the miscibility gap shifts up in temperature and towards pure Cr, with a critical

temperature and composition of 1268K and xCr = 0.61, respectively (the unmixed BCC phase

becomes more stable compared to the mixed BCC phase, so the critical temperature increases). It

is known that the enthalpy of mixing is also shifted towards pure Cr [77, 78, 79, 80], so the phonon
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entropy counteracts the asymmetry of the enthalpy of mixing (especially at higher temperatures).

Thus the role of the phonon entropy of mixing is to lower the critical temperature of the miscibility

gap and shift it towards the equiatomic composition.

The cluster expansion analysis delivers a higher level of detail about how the phonon entropy

of mixing depends on local arrangements of atoms [73]. At low concentrations of Fe in a Cr host,

there is a substantial distortion of the Fe PDOS curves compared to pure Fe, and there is a smaller

distortion of the PDOS curves of Cr in Fe (Figure 5.14 and Figure 5.15). A comparison of G1(E ,Fe)

and G1(E ,Cr) (Figure 5.14) shows that the concentration dependence of the PDOS curves is opposite

for the transverse modes, but similar for the longitudinal modes. For Fe-Cr alloys, the PDOS

curves of both Fe and Cr atoms undergo an average softening upon alloying. This leads to a net

positive phonon entropy of mixing, but the net softening of the Cr PDOS curves is greater. At low

concentrations of Fe in Cr, the large softening of the Cr PDOS curves (compared to the Fe PDOS

of dilute Cr in Fe) causes the phonon entropy of mixing to rise rapidly with Fe concentration, giving

a skewness to the concentration dependence of the phonon entropy of mixing versus composition

(Figure 5.17). Changes in the shape of the PDOS of the majority species are relatively small,

yet most of the phonon thermodynamics of mixing can be attributed to changes in low-energy

vibrations of the solvent species, especially Cr. It is expected that other alloy systems will have

different entropic weights of their atom species, and these can be quantified by examining the

IPDOS functions Gn(E, d).

5.2.6 Fe-Cr Phase Diagram

In the previous section we discussed the implications of the phonon entropy of mixing on the misci-

bility gap of Fe-Cr. If one could imagine a device that could turn off the phonon entropy of mixing

in the BCC phase, the miscibility gap would shift up in temperature and towards pure Cr. This

would be equivalent to artificially setting sph
2 and sph

3 equal to zero in Table 5.3. The question then

arises, what if we were to set sph
2 = sph

3 = 0 with all of the other phases in the Fe-Cr system present?

Phrased differently, what happens to the phase diagram of Fe-Cr if we were to turn off the phonon
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entropy of mixing in the BCC phase only? Since the stability of the BCC random solid solution is

decreased, we expect that all of the other phases will become more stable in comparison.

The Gibbs free energy curves have been determined previously for the Fe-Cr system using the

CALPHAD method [76]. The phase diagram calculated from these Gibbs free energy curves is given

by dashed lines in Figure 5.18. The phase diagram includes three solid phases: BCC (α), FCC (γ),

and Sigma (σ). The BCC phase exhibits spinodal decomposition at lower temperatures. The Fe-rich

phase is denoted by α′ and the Cr-rich phase by α′′. When the phonon entropy of mixing in the

BCC phase is removed, the phase diagram is drastically altered (solid lines in Figure 5.18).
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Figure 5.18: Phase diagram of Fe-Cr with the phonon entropy of mixing in the BCC phase set to
zero. The dashed lines indicate that actual phase diagram.

Removal of the phonon entropy of mixing in only the BCC phase has the effect of increasing

the stability of the FCC and Sigma phases considerably. The liquidus temperature is significantly

lowered in the range xCr = 0.2 to pure Cr. A congruent melting point for the sigma phase occurs at

a critical temperature of 1701K and critical composition of xCr = 0.48. Eutectic phase transitions
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occur at critical temperatures of 1652K and 1655K for the γ +σ and σ+α′, respectively. Eutectoid

transitions occur at critical temperatures of 712K and 881K for α′ + α′′ and α′ + σ, respectively.

A peritectic transition occurs at 1799K. It must be noted that a full analysis should also consider

the removal of the phonon entropy of mixing for all of the phases present in the phase diagram.

However, the present analysis does show that the effect of the phonon entropy on the Fe-Cr phase

diagram is probably considerable.

5.2.7 Conclusion

Neutron-weighted phonon density of states (NWDOS) curves were measured by inelastic neutron

scattering for Fe-Cr random solid solutions of various compositions. Within the formalism of the

cluster expansion, methods for extracting the interaction phonon density of states (IPDOS) functions

from the NWDOS curves are described for random solid solutions (Appendix B). From the cluster

expansion analysis, phonon partial DOS (PDOS) curves were found for Fe and Cr in the different

random solid solutions of Fe-Cr. The Fe PDOS curves are similar to those determined previously

by NRIXS, as are the Fe IPDOS functions.

Using Fe and Cr PDOS curves, it is straightforward to correct the inelastic neutron scattering

from Fe-Cr alloys for the neutron weighting caused by differences in phonon scattering efficiencies of

the two elements. The corrected DOS curves are stiffer than their neutron-weighted counterparts,

owing to the higher scattering efficiency of the lower-energy Fe modes, and this lowers the phonon

entropy of mixing that would otherwise be deduced from NWDOS curves obtained from a direct

reduction of inelastic scattering data under the virtual crystal assumption.

The phonon entropy is dominated by changes in the Cr PDOS curves, which undergo an average

softening when Cr atoms are placed in an Fe-Cr host. The softening of the Cr PDOS curves is also

responsible for the compositional asymmetry of the phonon entropy of mixing. The dominant effect

on the phonon entropy is from changes in the low-energy modes of the Cr PDOS curves caused by

1NN and 2NN Fe neighbors. The phonon entropy both shifts the miscibility gap in composition

towards the equiatomic, and lowers the critical temperature by ∼ 350K.
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5.3 CuAu

5.3.1 Introduction

The Cu-Au system is a model system for studying the stability of alloy phases and order-disorder

transitions. In this section we utilize neutron scattering results from literature on the Cu-Au system

(this work was done by Peter Bogdanoff, a former student in the Fultz research group) [7]. We apply

the cluster expansion analysis described in the previous section for Fe-Cr on the results for Cu-Au,

despite their poor counting statistics. The cluster expansion analysis is done to both correct for the

neutron weighting and to analyze the effects of the phonon entropy on the critical temperature of the

ordered phases, with an emphasis on Cu3Au. The Cu-Au phase diagram is presented in Figure 5.19.

At low temperatures the ordered FCC L10 and L12 phases are stable. At modest temperatures the

random solid solution is the stable phase. Of the ordered phases present in this system, the L12-

ordered Cu3Au is best suited for a cluster expansion analysis. The L10 CuAu phase suffers from a

tetragonal or orthorhombic lattice distortion depending on the temperature. The L12 CuAu3 phase

does not have a critical temperature at 25 at.% Cu and has sluggish ordering kinetics. The Cu3Au

phase has a critical concentration of 75 at.% Cu and a critical temperature of 390◦C (663K).

L12 L12L10

Figure 5.19: Cu-Au phase diagram adopted from ASM International Alloy Phase Diagrams Cen-
ter [81, 82, 83, 84, 85].
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5.3.2 Neutron Scattering

The Cu-Au system has been studied previously using the LRMECS instrument. Alloys of stoichio-

metric Cu1−xAuAuxAu for xAu = {1, 0.75, 0.50, 0.32,0.25,0.18, 0.04, 0} in the disordered FCC phase

were measured, along with the ordered Cu3Au FCC alloy. The data analysis procedure used for

this data set was similar to that used for the Fe-Cr system. The phonon scattering from natural

Cu is 3.21 times stronger than from natural Au; σCu
sc /mCu = 3.21σAu

sc /mAu. The NWDOS of the

random solid solutions are given in Figure 5.20 and for the ordered Cu3Au the NWDOS is given in

Figure 5.21.
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Figure 5.20: Measured phonon density of states curves. Curves are offset by integer multiples 0.08
meV−1 [7].
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Figure 5.21: Measured phonon density of states curves for Cu3Au ordered sample (line) and the
disordered sample Cu75Au25 (points with error bars) [7]

The Cu-Au data set has several interesting features. First, unlike the Fe-Cr system, there is

a large variation in the cutoff energy with composition. The dependence on the composition is

approximately linear. Second, there is the presence of a resonance mode with a maximum at ∼ 9

meV that is associated with higher concentrations of Au. This is especially evident in the Cu50Au50

alloy. Last, the ordered Cu3Au shows much more structure than the disordered Cu75Au25. In

particular, the optical phonon branch is very clear in the ordered structure (with a peak at ∼ 25

meV). There are also clear van Hove singularities in the ordered structure that are not present in

the disordered structure. This is consistent with what one might expect of the effects of chemical

disorder on the lattice dynamics. Also, there are fewer low energy modes in the ordered structure

as compared with the disordered structure.
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5.3.3 Cluster Expansion Analysis

In the following analysis the Cu atoms are assigned σ = +1 and the Au atoms σ = −1. The first

step in the cluster expansion analysis is to rescale the NWDOS by the phonon cutoff energy. The

least-squares fitting method can be used to determine the interaction phonon cutoff energies. A

four-term expansion is adequate for describing the cutoff in this system. The fit is given by the solid

line in Figure 5.22 and the values of εcn are given in Table 5.4. The interaction parameters indicate

that the linear term dominates the concentration dependence. The rescaled NWDOS are given in

Figure 5.23.

Table 5.4: Values of Interaction Cutoff Energy Parameters for Cu-Au
n εcn [meV]
0 26.5653
1 5.07003
2 -0.057372
3 0.428598

32
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1.00.80.60.40.20.0

E
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Figure 5.22: Cutoff energy as a function of composition for disordered samples measured (points
with error bars) and fit with a four-term cluster expansion (line)

A least-squares fit can be performed to determine the NWIDOS functions from the rescaled

NWDOS curves. In turn, the NWIDOS can be used in conjunction with the FCC correlation

functions in Table 3.1 in a four-term GCE to determine the NWDOS for the ordered structures

(see Figure 5.24). Here we are using a cluster expansion of the phonon properties of only random

solid solutions to produce those for an ordered intermetallic compound. Figure 5.24 shows that for
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Figure 5.23: Neutron-weighted phonon density of states of Cu-Au random solid solutions measured
at LRMECS using the energy relative to the cutoff

Cu3Au the cluster expansion works remarkably well up to ∼ 20 meV; however, above ∼ 20 meV the

fit is not as good.

The modes above 20 meV for the ordered Cu3Au sample correspond to the optical phonon branch,

whereas the disordered solid solution does not have optical modes. In an ordered intermetallic such

as Cu3Au with two different atoms, the lighter Cu atoms will move in phase with the heavier Au

atoms in acoustic modes, and out-of-phase with the Au atoms in the higher-energy optic modes. The

effect of disordering is extensive broadening of phonon groups due to the relatively shorter phonon

lifetimes. A virtual crystal approximation for disordered alloys excludes the existence of optical

modes, since only an average atom is considered. In a triple axis neutron experiment a single crystal

of disordered Cu3Au showed dispersions similar to pure Cu, with no optic modes present [86].

The poor match of the cluster expansion to the ordered sample indicates a fundamental problem

with attaining the IDOS and IPDOS functions from disordered properties. When the cluster expan-

sion is performed from measurements of random solid solutions the broadening cannot be “undone,”

therefore the ordered structures created from these IDOS will also suffer from a heavily broadened

acoustic branch even if this is not what physically occurs in the ordered material. The opposite
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Figure 5.24: Solid lines show neutron-weighted phonon density of states curves for ordered Cu-Au
samples from cluster expansion of measured phonon density of states curves of disordered samples
using four-term GCE. Points with error bars show measured NWDOS for Cu3Au-ordered sample.
Curves are offset by 0.07 meV−1.

problem occurs when the IDOS and IPDOS are determined from ordered structures only; the dis-

ordered structures may not reflect the absence of optical branches. This problem could possibly be

solved by performing a cluster expansion on each of the three acoustic branches (one longitudinal

and two transverse) and on each of the three optic branches along with appropriate broadening.

Fortunately, the phonon entropy is weighted to the low-energy modes where the cluster expansion

works well for the ordered Cu3Au intermetallic. Continuing with the cluster expansion analysis, the

impurity PDOS of Au in Cu is approximated as a resonance mode with a maximum at 9 meV [7].

The impurity PDOS of Cu in Au is approximated using the Mannheim Method (Appendix C) with

KAu/KCu−Au = 1.0. The impurity PDOS are given in Figure 5.25. Following the method described

in the section on Fe-Cr and in Appendix B, the IPDOS of Cu-Au are determined using the NWIDOS

functions and impurity PDOS curves for Cu-Au. The IPDOS functions are given in Figure 5.26.

From these functions it is apparent that the Cu atoms participate in phonons that are on average

of higher energy than the Au atoms.
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Figure 5.25: Impurity phonon partial density of states curves for Au in Cu (solid line) and Cu in
Au (dashed line)
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The IPDOS functions can be used to reconstruct PDOS in ordered and disordered Cu3Au. This

is shown in Figure 5.27. The effect of disordering is to “mix” the Cu and Au PDOS curves. The

resonance mode is decreased in the Au PDOS upon disordering, along with increasing the number

of high-energy Au modes. In the ordered sample, Au atoms are completely surrounded by Cu atoms

in the 1NN shell. This is the reason why the Au PDOS in the ordered state is the same as the

impurity Au in Cu PDOS (this would not be the case if we included clusters that extended to the

2NN).
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Figure 5.27: Composition-weighted phonon partial density of states curves of Cu (crosses) and Au
(solid circles) for Cu3Au in the ordered (offset by 0.07 meV−1) and disordered states. The solid line
indicates the sum of the two PDOS curves and is the neutron-weight-corrected phonon density of
states.
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5.3.4 Phonon Entropy

In the Fe-Cr system, a cluster expansion in both E and E gave very similar results owing to the

weak configurational dependence of cutoff energy. This is not the case for the Cu-Au system. The

dependence of the cutoff energy in this system is approximately linear, so only two terms of εcn are

necessary. Since a three-term LOCE was used for this system there are a total of 8 terms necessary

to describe the IPDOS (εc0,ε
c
1, G0(E ,Cu), G1(E ,Cu), G2(E ,Cu), G0(E ,Au), G1(E ,Au), and G2(E ,Au)).

Therefore to describe the phonon partial entropy a total of 8 terms are needed, meaning a four-term

LOCE is necessary. This can be expressed mathematically as

Cu,Au∑

d

xd

3∑

n=0

sph
n (d)(1−2xd)n =

[
1∑

n=0

εcn(1 − 2xAu)n

]−1 ∫ 1

0

f?(E)

[
Cu,Au∑

d

xd

2∑

n=0

Gn(E , d)(1− 2xd)n

]
dE .

(5.20)

This equation shows how the phonon entropy (in terms of the interaction phonon partial entropy) on

the LHS can be expressed by the phonon density of states curves (in terms of the interaction phonon

partial density of states functions and the interaction cutoff energies) on the RHS. The interaction

phonon partial entropies for the Cu-Au system determined in this analysis are given in Table 5.5.

From the sph
n (d) it is evident that the Cu partial entropy is approximately linear (the n = 1 term

is greater than the following terms). Also, the phonon entropy of mixing should be positive since

sph
1 (d) is negative for both atom types. The phonon entropy of mixing is also shifted towards pure

Cu since sph
2 (Au) > sph

2 (Cu). The partial and total phonon entropies are plotted in Figure 5.28 and

the entropy of mixing in Figure 5.29.

Table 5.5: Values of Interaction Phonon Entropies Evaluated at 293K

n sph
n (Cu) [kB/atom] sph

n (Au) [kB/atom] sph
n [kB/atom]

0 4.51 5.06 4.785
1 -0.84 -0.16 -0.615
2 0.13 0.55 -0.32
3 0.08 -0.13 -0.105
4 - - -0.05
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Figure 5.28: Total and partial phonon entropies in the Cu-Au system.
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weight-corrected values for the ordered phases in Cu-Au (solid squares). The results of ab initio
calculations are labeled OZW [87].
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In the Fe-Cr system the neutron weight correction resulted in a small decrease in the phonon

entropy of mixing. In stark contrast, the neutron weight correction changes both the shape and

magnitude of the phonon entropy of mixing for Cu-Au. The results can be compared to ab initio

calculations performed by Ozoliņš, Wolverton, and Zunger (OWZ). The results of the neutron weight

correction are surprisingly similar to the results of the calculations. The results for the ordered

structures do vary considerably, but they have the same sign and are on the same order of magnitude.

In the next section the overall stability of the ordered phases is discussed.

5.3.5 Order-Disorder Phase Transition

In this section we go through the analysis performed on the 1-D linear chain in Chapter 2 for the

Cu-Au system.

From the phase diagram of Cu-Au, we know that the FCC random solid solution does not undergo

spinodal decomposition, so we concern ourselves only with the stability between the ordered phases

and the random solid solution. To simplify the problem we assume that the Gibbs free energy curves

for the ordered phases are sharp parabolas with minima at xAu = {0.25, 0.5,0.75} for Cu3Au, CuAu,

and CuAu3, respectively. A cartoon of the Gibbs free energy curves for this system is given in

Figure 5.30. Based on the phase diagram, this assumption is most valid for the Cu3Au sample and

is invalid for CuAu3.

A full analysis of the ordered phases must take into account the configurational entropy as a

function of composition, which can be done within the formalism of the cluster expansion. There is

also the complication of changes in the short- and long-range order parameter with temperature. A

less important correction is the dependence of the enthalpy and phonon entropy on these parameters.

Here we examine only the critical temperature of the phase transition. With the assumptions made

about the Gibbs free energy curves for the ordered phases, the transition temperature occurs when

Gord = Gdis. Therefore we can use the properties of the ordered phases xAu = {0.25, 0.5, 0.75} in our

analysis, and ignore the off-stoichiometry properties. Furthermore, we assume the ordered phases

to be completely ordered, so that ∆Smix,ord
config = 0. Much experimental and theoretical work has been
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Figure 5.30: Cartoon of Gibbs free energy curves for the Cu-Au system at T = 300◦C

done on the Cu-Au system, including measurements and calculations of the enthalpy of mixing in

the ordered phases [88, 89, 90].

In our assessment we utilize the results of Orr et al. [88] as presented by Sundman et al. [89]

for the enthalpy of mixing. The disordered random solid solution is fit using a four-term cluster

expansion at both temperatures. From the interaction enthalpies of mixing Lmix
n , the enthalpies of

mixing for the ordered phases are constructed. For the 320K data, the ordered values from the cluster

expansion match well with the data. For the temperature dependence Lmix
n a linear interpolation is

performed between the 320K and 720K results. Table 5.6 summarizes the parameters used for the

enthalpy of mixing.

Table 5.6: Values of Interaction Enthalpies of Mixing

T[K] Lmix
n = a + b T

Lmix
n [J/mol] 320 720 a [J/mol] b [J/(mol K)]

Lmix
0 -6451.3 -5015.97 -7599.56 3.588325

Lmix
1 -1065.62 -1840.7 -445.556 -1.9377

Lmix
2 6705.01 5081.27 8004.002 -4.05935

Lmix
3 1094.31 1851.8 488.318 1.893725



149

-8000

-6000

-4000

-2000

0

0.80.60.40.20.0

AuX

∆
[J

/m
ol

]
H

320K
Disordered CE

Disordered

Ordered CE

Ordered

1.00.80.60.40.20.0

AuX

Disordered

Disordered CE

Ordered CE

720K

-6000

-4000

-2000

0

∆
[J/m

ol]
H

Figure 5.31: Enthalpy of mixing for Cu-Au at 320K (left) and 720K (right). The experimental
disordered data are given by solid circles and the ordered data by solid squares. The fit to the
disordered data using the cluster expansion is given by the solid line and the ordered properties
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The phonon entropies of mixing are shown in Figure 5.29, the configurational entropy of mixing

for the disordered random solid solution is given by Equation 2.38, and the entropy of mixing is

given by their sum. The configurational entropy of mixing in the ordered phases is assumed to be

zero (∆Smix,ord
config = 0), as discussed above. Figure 5.32 shows the entropies of mixing for the Cu-Au

system used in this analysis.
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Figure 5.32: Entropy of mixing for the disordered phase (solid line) and ordered phases (solid
squares). The configurational entropy of mixing for the disordered phase is given by the dashed line.
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With the entropies and enthalpies of mixing, we can determine the Gibbs free energy of mixing

for the disordered and ordered phases (∆Gmix = ∆Hmix − ∆Smix T ). The temperature at which

∆Gmix,ord = ∆Gmix,dis is the critical temperature Tc. Above this temperature the disordered random

solid solution is more stable, and below it the ordered phase is more stable. The critical temperatures

found using the phonon entropy of mixing determined from the cluster expansion analysis of the

neutron scattering results are given in Table 5.7. These values are compared to the experimental

ones from the phase diagram of CuAu (Figure 5.19). For Cu3Au they are almost identical. The

critical temperature deduced from the neutron scattering results follows the correct trend for the

other ordered structures; however, the magnitudes are substantially different from experimental.

At least part of the difference is caused by our failure to account for short- and long-range order

parameters. Full ordering is not attained in the Cu-Au ordered phases (especially with the sluggish

kinetics of the CuAu3 sample) so that the configurational entropy is greater than zero. A correct

account of ∆Smix,ord
config would stabilize the ordered phase to higher temperatures, bringing the value

of Tneutron
c into better agreement with the phase diagram.

Table 5.7: Critical Temperatures of Ordered Phases

Cu3Au CuAu CuAu3

Tneutron
c [K] 676 387 247
Texp

c [K] 663 658 473

5.3.6 Conclusion

The neutron scattering results presented by Bogdanoff et al. [7] were re-analyzed using the cluster

expansion technique originally developed for the Fe-Cr system. The Cu and Au PDOS for this

system were substantially different, so that the neutron weight correction significantly altered the

phonon entropy of mixing that would have otherwise been deduced from the neutron scattering

results. The phonon entropy of mixing is found to be positive due primarily to the negative pair

interaction phonon partial entropy of the Cu atoms. The phonon entropy of mixing is shifted towards

pure Cu due to the large and positive triangle interaction phonon partial entropy of the Au atoms.
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The cluster expansion analysis is shown to work well, as the phonon entropy of mixing in the

disordered phase matches well with ab initio values presented in the literature. The cluster expan-

sion also does well in expressing the enthalpy of mixing of the ordered phases from the disordered

enthalpies. The critical temperature derived from the results discussed in this chapter is quite ac-

curate for the Cu3Au ordered phase, and has the correct trend for the other two ordered phases. A

proper account of the configurational entropy would help to correct the differences.

The cluster expansion fails to reproduce the optical phonon branches in the Cu3Au ordered

sample. This discrepancy is attributed to lifetime broadening of the optical phonon branch with

disordering that is not captured with only a few terms in the cluster expansion. We expect this

to be a problem for any system when using the cluster expansion to relate disordered DOS from

ordered DOS, and vice versa. A solution may be achieved by performing a cluster expansion on the

individual phonon branches and introducing a broadening function.
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Chapter 6

Conclusions

6.1 Summary

In this thesis the cluster expansion technique was presented as a tool for the analysis of scattering

experiments. The focus was on inelastic scattering, where the different types of scattering were dis-

cussed in Chapter 1. The cluster expansion was presented using a simple 1-D example in Chapter 2.

In Chapter 3 the details of applying the cluster expansion to the phonon density of states (DOS)

and phonon partial density of states (PDOS) curves were discussed. This chapter also outlined the

application of this technique to other thermodynamic functions and values. In Chapter 4 the results

of nuclear resonant inelastic X-ray scattering (NRIXS) performed on binary alloys of 57Fe in V, Cr,

and Co were presented. Analysis of the 57Fe PDOS of these alloys revealed that only a few terms in

the expansion were needed to characterize the chemical effects. Furthermore, the interaction phonon

partial density of states (IPDOS) curves were capable of reproducing the PDOS of thin films of Fe-

Cr. In Chapter 5 the cluster expansion was utilized to both correct for neutron weighting of the

measured DOS and to show the effects of the phonon entropy on the phase diagram of Fe-Cr.



153

6.2 Key Points

There are a number of points made in this thesis that are emphasized in the following bullets:

• The cluster expansion can be extended to functions by allowing the interaction parameters to

have an energy dependence in the case of the electronic and phonon density of states, and a volume

dependence in the case of the bulk modulus. For the phonon density of states, the energy must be

rescaled by the cutoff energy.

• The matrix condition number κ of the correlation function matrix [ξm,n] provides an upper

limit on the error bars for the interaction parameters and functions.

• For random solid solutions, the number of terms required for the cluster expansion can be

determined experimentally using a least-squares analysis. A least-squares inversion can be performed

to determine the interaction parameters and functions when there are more measurements than

terms.

• When the number of terms required in the expansion is low, the interaction functions have

an intuitive and physically significant interpretation.

• For Fe-Cr, the phonon properties of random solid solutions can be used to reconstruct with

reasonable accuracy the properties of thin-film multilayers.

• The effect of alloying on the 57Fe PDOS in the 3d series is a softening of the modes as the

average atomic number Z decreases.

• For Fe-Cr, the phonon entropy of mixing is shifted towards pure Cr due to a large softening

of the Cr PDOS associated with like and unlike pairs of atoms in the 1NN and 2NN shell of the Cr

atoms. The large and positive phonon entropy of mixing plays an important role in the stability of

the BCC phase.

• Analysis of the Cu-Au system indicates that the cluster expansion with only a few terms fails

to properly account for optical phonons.
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6.3 Avenues for Future Research

As with most research, this thesis has raised more questions than it has answered. The purpose of

this section is to provide some of the possibilities for future work.

In Chapter 2 the cluster expansion was applied to various values and functions, which indicates

that the same methods used to characterize the effects of chemical order on the DOS and PDOS

can be used for other types of measurements. For example, the bulk modulus of Equation 3.55 may

be measured with several different techniques. Ultrasonic transducers can be used to measure travel

times of shear and longitudinal waves through a material of known thickness, giving the speed of

sound through the material. Measurement of the density reveals the bulk modulus. Another method

of measuring the bulk modulus is by applying isostatic pressure to a material and measuring the

volume dependence. This can be accomplished using a diamond anvil cell (DAC) and synchrotron

X-ray diffraction. These are elastic scattering experiments and are complementary to measurements

of the DOS. Of course there are many other types of properties that depend on the chemical ar-

rangement, so that the results of many other types of measurements may be amenable to analysis

with the cluster expansion technique described in this thesis.

All of the measurements made in this thesis were performed at room temperature. When ana-

lyzing the effects of the phonon entropy on the phase diagram it was assumed that the anharmonic

effects contributed little to the phonon entropy of mixing. This may or may not be the case. For

Fe-Cr the DOS of Cr is known to soften substantially with temperature [91]. It would be much

more scientifically rigorous to measure the DOS and 57Fe PDOS for all the phases in the entire

temperature range of the Fe-Cr phase diagram. Modern spallation neutron sources, such as the SNS

at Oak Ridge National Lab, can perform measurements fast enough to make this possible.

Measurements as a function of temperature would also be useful for determining the nature of

anharmonic effects in metals. Recent measurements on Ni [70] and Al [92] indicate that anharmonic

effects in the DOS of pure metals can be described well by a damped harmonic oscillator function,

at least in the case that they exhibit primarily phonon-phonon interactions (as opposed to electron-

phonon). This raises the question of whether or not the same analysis can be applied to binary
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systems. It is quite possible that separate dampening coefficients may be necessary for the PDOS

of each atom. It will likely also be necessary to have a dampening coefficient for each type of mode.

The same dampening function may also be able to resolve the issue for the Cu-Au system, where it

was found that the cluster expansion failed to reproduce the optical modes of the ordered Cu3Au

sample from the disordered properties.

Some of the tools available to a materials scientist are density functional theory (DFT) compu-

tation packages such as VASP [93, 94, 95] and Wien2K [96]. These codes can be used in conjunction

with lattice dynamics codes such as PHONON [97] to calculate the phonon density of states. These

calculations offer valuable insight into the origins of chemical effects. These programs are especially

useful because they can show all of the different contributions to the DOS, including the PDOS

of each atom, the projection onto different polarizations, and so forth. The bulk modulus can be

determined from the E(V ) curves output from VASP, and the electronic density of states may be

used to assess the electron-phonon coupling [98, 99]. Calculations on ordered structures are usually

straightforward. Unfortunately, calculations on disordered systems are computationally expensive.

This is one of the primary uses of the cluster expansion, though there are other methods of attack,

such as the use of quasi-random structures. Calculations of the PDOS of 57Fe in Fe-V, Fe-Cr, and

Fe-Co alloys would most certainly give a more accurate description of the origin of the observed

softening with decreasing average atomic number. The calculations on Fe-Cr would also help to

verify the PDOS of Cr atoms presented in Figure 5.15.

The measurements of the PDOS in this thesis were limited to BCC alloys of 57Fe with 3d series

elements. There are also large ranges of FCC stability when Fe is alloyed with Ni, Pd, Pt, and Au.

These measurements were completed very recently (June 23, 2008) and are in the process of being

analyzed. The results for Fe-Au alloys are presented in Figure 6.1 as an example of the quality of

the data. One of the interesting aspects of this data set is that the PDOS curve of 57Fe in 57Fe3Au97

appears to have a cutoff energy that is several meV higher than that of pure Au (see Figure 5.20).

It will be interesting to determine whether or not the IPDOS functions will be able to reproduce

the PDOS of 57Fe/Au multilayers [100].
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Figure 6.1: 57Fe PDOS curves of FCC Fe-Au alloys recently measured at beamline 16ID-D of the
Advanced Photon Source at Argonne National Lab. Curves are offset by integer multiples 0.06
meV−1.
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As was done for Fe-Cr, it would be quite advantageous to measure the total density of states

curves for the alloys described in this thesis. Neutron scattering measurements on the alloys of Fe-V

and Fe-Co would complete these data sets described in Chapter 4. This would allow for determination

of the total phonon entropy of mixing, and give the contributions from each of the atom species. The

scattering efficiencies of V and Co are similar to that of Cr, so that the analysis would be similar to

that provided in Chapter 5 for Fe-Cr. Vanadium is almost entirely an incoherent scatterer, whereas

Fe is almost completely coherent. Cobalt is also predominantly an incoherent scatterer. If the two

types of scattering can be separated, either by clever masking of S(Q,E) or with computations, this

would offer another method of separating the PDOS functions without use of the cluster expansion.

One of the interesting implications of Figure 4.33 and Figure 4.36 is that it becomes possible

to predict the 57Fe PDOS based on the average atomic number, at least within the 3d elements

between V and Co. If stable BCC phases exist, it is likely that the PDOS of Fe in ternaries and

quartnaries may be estimated simply by the average atomic number and average mass.

Quoting from Callister [101], “The discipline of materials science involves investigating the re-

lationships that exist between the structures and properties of materials. In contrast, materials

engineering is, on the basis of these structure-property correlations, designing or engineering the

structure of a material to produce a predetermined set of properties.” In this thesis the phonon

density of states curves of binary alloys were correlated with their chemical arrangement. Although

binary alloys are not considered engineering materials, it is the hope of the author that the tech-

niques described in this text will someday be capable of designing new materials with predetermined

properties.
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Appendix A

Relating the Cluster Expansion
and Concentration of Pairs

As noted in Chapter 2, a three-term cluster expansion is equivalent to the concentration of pairs

method, so that SCE
ph (~σ) = Spairs

ph (~σ). At first glance it may seem difficult to relate the two meth-

ods. Although they give the same answers, the characterizations of the chemical order and their

parameterizations are quite different. To solve this problem we write the phonon entropies from

each method explicitly in matrix form:

SCE
ph (~σ) =

{
ξ0 ξ1 ξ2

}





sph
0

sph
1

sph
2





=
{
ξ0 ξ1 ξ2

}
[ξm,n]−1





Sph,1

Sph,2

Sph,3





(A.1)

Spairs
ph (~σ) =

{
xAA xAB xBB

}





sAA

sAB

sBB





=
{

xAA xAB xBB

}
[Xm,j ]

−1





Sph,1

Sph,2

Sph,3





, (A.2)
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where [Xm,j ] is the matrix of pair concentrations, which in the 1-D example given is equal to the

identity matrix. Equating the RHS of Equation A.1 to the RHS of Equation A.2 gives:

{
ξ0 ξ1 ξ2

}
[ξm,n]−1





Sph,1

Sph,2

Sph,3





=
{

xAA xAB xBB

}
[Xm,j ]

−1





Sph,1

Sph,2

Sph,3





. (A.3)

From the communitive property the phonon entropy can be eliminated from both sides, and placing

the row vectors on the other side of their matrices as column vectors we have:





ξ0

ξ1

ξ2





= [ξm,n] [Xm,j ]
−1





xAA

xAB

xBB





. (A.4)

This equation can be substituted into the first halves of Equations A.1 and A.2, and it is easy to

show that a result similar to Equation A.4 arises for relating the interaction entropies and exchange

entropies 



sph
0

sph
1

sph
2





= [Xm,j ]
T
[
[ξm,n]−1

]T





sAA

sAB

sBB





. (A.5)

Our 1-D example makes determination of [Xm,j ]
T
[
[ξm,n]−1

]T
and [ξm,n] [Xm,j ]

−1 rather simple:

[Xm,j ]
T
[
[ξm,n]−1

]T
=

1
4




1 2 1

2 0 −2

1 −2 1




(A.6)

[ξm,n] [Xm,j ]
−1 =




1 1 1

1 0 −1

1 −1 1



. (A.7)
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The interaction phonon entropies and the correlation functions of the cluster expansion can be

written in terms of the exchange phonon entropies and pair concentrations of the concentration of

pairs method:

ξ0 = xAA + xAB + xBB = 1 (A.8)

ξ1 = xAA − xBB (A.9)

ξ2 = xAA − xAB + xBB (A.10)

sph
0 =

1
4

[sAA + 2sAB + sBB] (A.11)

sph
1 =

1
2

[sAA − sBB] (A.12)

sph
2 =

1
4

[sAA − 2sAB + sBB] . (A.13)

It is important to note that this solution is true for any lattice in any number of dimensions. This

universal dimensionality arises because both the concentration of pairs method and three-term clus-

ter expansion reduce all problems to the 1-D case. As an example we consider the case of B2 order on

a BCC lattice (Figure A.1). Tracing along the 1NN results in a chain of atoms that is exactly the same

as Sample 2 of the example in Chapter 2.

Figure A.1: Top: B2 lattice. Bottom: Chain created by tracing along only the 1NN pairs
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Appendix B

Neutron-Weight-Correction
Mathematics

First consider the basic problem for an A-B binary alloy using a four-term GCE, which requires

2 × 3 PDOS curves (2 atom species, three-term LOCE) to describe the 4 DOS curves. Figure B.1

shows that the 4 measured DOS (black squares) used for the GCE (solid line) can never provide

enough information to acquire the two PDOS curves (dashed lines). In other words, there must be

information on at least one PDOS curve for each atom species in order to solve for the remaining

PDOS curves from the measured DOS curves. However, by measuring two DOS of slightly different

concentrations than the two end members (open squares with crosses) the difference method de-

scribed in the text can be used to extract the minority species PDOS (indicated by arrows). In this

manner 6 measured DOS can be used to determine the 6 PDOS required to construct the IPDOS.

In the remainder of this appendix we describe the mathematics used to extract the IPDOS from the

NWDOS.

The NWDOS curves of Equation 5.12, gnw
j (E , ~σ), can be written using Equation 3.3 in the LOCE

formalism,

gnw
j (E , ~σ)

〈σsc

m

〉−1

d
=
∑

d

xj,d
σsc,d

md
gj(E , ~σl, d) , (B.1)

=
∑

d

Cj(d)
νl−1∑

n=0

Gn(E , d)[ξj,n(d)] , (B.2)

=
∑

d

Cj(d)
νl−1∑

n=0

[ξj,n(d)]
νl−1∑

m=0

gm(E , ~σl, d) [ξm,n(d)]−1 , (B.3)
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Figure B.1: Example of the cluster expansion method applied to the DOS and PDOS at a particular
energy. See the text for a description of the symbols.

where

Cj(d) = xj,d
σsc,d

Md
(B.4)

A−1
j (~σ) =

∑

d

xj,d
σsc,d

Md
. (B.5)

Here gnw
j (E , ~σ) are the NWDOS curves constructed from the cluster expansion for each chemical

arrangement ~σ corresponding to j. Similarly, gm(E , ~σl, d) are the IPDOS curves for each chemical

arrangement ~σ corresponding to m, and are used to construct Gn(E , d). The concentrations of each

atom species d corresponding to the chemical arrangement of j are xj,d. The NWDOS curves may

also be written using Equation 3.3 in the GCE formalism,

gnw
j (E , ~σ)

〈σsc

m

〉−1

d
=

νg−1∑

n=0

Gnw
n (E)[ξj,n] (B.6)

where Gnw
n (E) is the neutron-weighted interaction DOS (NWIDOS) functions.
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Equation B.6 and Equation B.2 can be used to relate Gnw
n (E) to Gn(E , d):

Gnw
0 (E) =

1
2
[
σsc,A
mA

G0(E ,A) +
σsc,B
mB

G0(E ,B)]

Gnw
n (E) =

1
2
[
σsc,A
mA

(Gn−1(E ,A) + Gn(E ,A))

+ (−1)n
σsc,B
mB

(Gn−1(E ,B) + Gn(E ,B))],

Gnw
νg−1(E) =

1
2
[
σsc,A
mA

Gνl−1(E ,A) + (−1)n
σsc,B
mB

Gνl−1(E ,B)] .

(B.7)

This can be written in matrix form:

~Gnw(E) = ([R] • [C]) ~Gd(E) , (B.8)

where the • represents a Hadamard (element-wise) product and [R] • [C] is the matrix that relates

the NWIDOS vector ~Gnw(E) with the IPDOS vector ~Gd(E), which are defined as,

~Gnw(E) =





Gnw
0 (E)

Gnw
1 (E)

...

Gnw
νg−1(E)





, ~Gd(E) =





G0(E ,A)

...

Gνl−1(E ,A)

G0(E ,B)

...

Gνl−1(E ,B)





. (B.9)

The elements of the νg × 2νl matrix [C] of scattering coefficients are given by:

Cn{j,d} =
σsc,d

md
(B.10)
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where {j, d} is a compound index. For a three-term LOCE, the matrix [R] is given by:

[R] = 1/2




1 0 0 1 0 0

1 1 0 −1 −1 0

0 1 1 0 1 1

0 0 1 0 0 −1




,

(B.11)

where the left half of the separation denotes the A atom type and the right half the B atom type.

Note that the matrix [R] relates the IDOS to the IPDOS functions,

~G(E) = [R] ~Gd(E) , (B.12)

which should be compared to Equation B.8.

The NWIDOS, which are measured in the experiment, can now be written in terms of the PDOS:

~Gnw(E) = ([R] • [C]) [ ξ ]−1 ~gd(E) (B.13)

where

~gd(E) =





g0(E ,A)

...

gνl−1(E ,A)

g0(E ,B)

...

gνl−1(E ,B)





, [ ξ ] =




[ξm,n(A)] [0]

[0] [ξm,n(B)]


 . (B.14)

Here [ξm,n(d)] are the LOCE correlation function matrices corresponding to the PDOS curves

gm(E , ~σl, d), which are written as the vector ~gd(E). The PDOS of ~gd(E) must be selected to in-

clude the PDOS determined from the difference method (or Mannheim method), which are termed

the “known” PDOS curves ~gk(E , d). The remaining, or “unknown,” PDOS curves ~gu(E , d) can be
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solved for by row reducing the augmented matrix [([R] • [C]) [ ξ ]−1 ~Gnw(E)] and rewriting the

system of equations in parametric form [102]. The unknown PDOS curves can then be written as a

function of the known PDOS curves and the NWIDOS functions,

~gu(E , d) = [S]





~Gnw(E)

~gk(E , d)





, (B.15)

where [S] is the solution matrix and the term in brackets is an augmented column vector. Once

~gu(E , d) has been determined, a direct inversion following:

~Gd(E) = [ ξ ]−1 ~gd(E) (B.16)

produces the IPDOS functions Gn(E , d).
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Appendix C

Mannheim Method

The lattice dynamics of crystals with dilute impurities had been investigated by Mannheim using

Green’s function techniques [57] for interatomic force constants described by a single longitudinal

stiffness. The assumption is made that the introduction of the impurity perturbs only the first-

nearest-neighbor bonds around the impurity. The only information required for this theory is the

DOS of the pure host g(E, xh = 1), the mass ratio of the host to impurity atoms Mh/Mi, and the

ratio of the host-host force constant to the impurity-host force constant Kh/Ki−h. Ki−h denotes

the i− h force constant of impurity i in host h. The PDOS of the impurity is obtained using the

following equations, as presented in the article by Seto et al. [46]:

g(ω, xi, i) =
(
Mh

Mi

)
g(ω, xh = 1)

{
[1 + ρ(ω)S(ω)]2 + [

π

2
ωg(ω, xh = 1)ρ(ω)]2

}−1

+ δ(ω − ωL)
(
Mh

Mi

){
ρ2(ω)T (ω) +

(
Mh

Mi

)
− [1 + ρ(ω)]2

}−1

,

(C.1)

where

ρ(ω) =
(
Mh

Mi

)
− 1 + ω2

[
1 − Kh

Ki−h

]
/µ(+2), (C.2)

S(ω) = P

∫ ∞

0

ω′2(ω′2 − ω2)−1g(ω′, xh = 1)dω′, (C.3)

T (ω) = ω4

∫ ∞

0

(ω′2 − ω2)−2g(ω′, xh = 1)dω′, (C.4)
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µ(n) =
∫ ∞

0

ωng(ω, xh = 1)dω . (C.5)

Here ωL denotes a localized mode frequency that exists only if ωL > ωmax and 1 + ρ(ωL)S(ωL) = 0,

δ(ω − ωL) is the Dirac delta function, and P stands for the principal value of the integral.
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