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Abstract

This thesis explores the formation kinetics and mechanisms of clathrate hydrates of
carbon dioxide and methane, focusing on the nucleation and early growth of hydrates.
Homogenous and heterogeneous systems were studied. The catalysis of hydrate
nucleation was accomplished by the addition of certain particles to the hydrate forming
solution. Copper (II) oxide, calcium carbonate and some « and y aluminum oxide
particles were found to be effective nucleators while a-iron oxide, magnesium hydroxide,
silica and some other « and y aluminum oxide particles were found ineffective. The
induction period for hydrate formation was reduced by as much as 85% with copper
oxide particles. The important requisites of a nucleation catalyst included a satisfactory
match between the crystal structure faces of ice and catalyst particle. The nature of the
surface hydroxyl groups on the particle was also important. Particles nucleated hydrate
by encouraging hydrogen bonding between the surface hydroxyl groups on the particles
and water molecules near the surface, forming a layer of structured water. These
structures then built up into clathrate cages when stabilized by guest molecules. Methane
hydrate only formed at the interface between gas and water, because only there were
there enough methane molecules to stabilize the structures. Carbon dioxide hydrate
formed in the bulk solution because the higher solubility of carbon dioxide in water
ensures enough carbon dioxide molecules to stabilize cages and allow them to grow into

full hydrate structures.
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Chapter 1 Introduction

1.1 Introduction

This thesis explores the formation kinetics and mechanisms of clathrate hydrates of
carbon dioxide and methane. The work focuses on the nucleation and early growth of
hydrates.

Carbon dioxide hydrates are central to any proposed plan of sequestering carbon
dioxide in the deep oceans to minimize global warming and are, therefore, the primary
focus of this thesis. An improved understanding of the formation of carbon dioxide
hydrate is essential to evaluate the efficiency and impact of any sequestering program.
Methane hydrates are interesting for their energy potential, their ability to block natural

gas pipelines and their involvement in global warming.

1.2 Motivation

1.2.1 Oceanic Sequestering of Carbon Dioxide

Sequestering anthropogenically produced carbon dioxide in the deep oceans was
first proposed twenty years ago as a possible means of mitigating global warming.
Marchetti originally proposed injecting carbon dioxide off the Strait of Gibraltar where
sinking thermohaline currents would carry the carbon dioxide down to the depths of the
ocean, there to be dispersed for thousands of years [1].

The ocean is an ideal storage repository because of its large uptake capacity for
carbon dioxide. Carbon dioxide dissolves in the oceans to form carbonic acid that
dissociates to form bicarbonate and carbonate ions. The oceans buffer carbon dioxide by
reaction with carbonate ions to form more bicarbonate ions and by the dissolution of
carbonate sediments. Rough estimates of carbon dioxide storage can be simply
calculated by estimating the quantity of carbonate ion and available calcium carbonate
sediments in the ocean, 12 x 10" and 40 x 10'® moles respectively. Assuming these

amounts to be completely available for reaction yields storage potentials of 1440 and
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4800 gigatonnes carbon, respectively [2, 3]. This acid neutralizing capacity enables the

oceans to absorb large quantities of carbon dioxide without large pH variations.

Although global emissions of fossil fuel fired power stations are approximately
5.3 gigatonnes of carbon dioxide per year [4], only about 50% of these emissions are
treatable because of the small size and remote location of many plants, reducing the
global controllable carbon dioxide emissions to 2.7 Gton COy/yr or 0.73 Gton C/yr. At
this rate, the storage capacity of the ocean would not be depleted for thousands of years.
Total global carbon emissions are about 5.5 Gton C/yr [5] so that only about 15% of the
worldwide anthropogenic carbon emissions could be practically disposed of in the oceans
by direct disposal, given the existing patterns of energy usage.

The oceans and atmosphere equilibrate with respect to carbon dioxide, though on
a timescale of thousands of years because of the slow mixing between surface and deep
waters. The final atmospheric carbon dioxide concentration is therefore independent of
whether the carbon dioxide is released directly to the atmosphere or first discharged to
the deep oceans. The advantage of directly disposing carbon dioxide into the deep
oceans is reducing the peak atmospheric concentrations expected to occur over the next
few centuries [6]. The transient carbon dioxide peak may be reduced by as much as 50%,
depending on the fraction of produced carbon dioxide disposed of and the location and
depth of disposal [2, 7, 8, 9]. Ocean carbon cycle and vertical diffusion models show that
optimum disposal depth is at least 1000 meters [3, 10]. Disposing of, respectively, 0, 25,
50 and 75% of the projected global carbon dioxide production of 3800 Gton C between
the years 2000 and 2200 at a depth of 3600 meters could reduce the atmospheric carbon
dioxide increase from about 1150 ppm to 800 ppm, 475 ppm and 200 ppm. Again, only
about 15% of the global carbon dioxide production under present conditions, could, at
most, be realistically disposed of, resulting in a decrease of projected peak of
approximately 13% [3]. The dissolution of calcium carbonate sediments could increase

storage effectiveness over the long term [2, 3,7, 11].
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Direct disposal of carbon dioxide in the oceans involves capturing and separating
carbon dioxide from power plant flue gases, transporting the carbon dioxide by pipeline
to the coast and then down to the deep oceans. Disposal methods differ in cost,
detrimental effect on marine life and efficiency of sequestering carbon dioxide.

The most frequently discussed disposal method is the condensing, pumping and
injection of liquid carbon dioxide from a pipeline extending down from a stationary
platform or a moving ship [6, 12, 13]. The pipe outlet would be designed with a multi-
port diffuser to spread the discharge. Liquid carbon dioxide is denser than ambient
seawater at depths greater than 3000 m (Figure 1.1) resulting in a negatively buoyant
plume of carbon dioxide droplets that would dissolve in the seawater, increasing the
density of the surrounding solution of seawater and carbon dioxide. This heavier water
would sink, carrying the carbon dioxide farther away from the surface waters and
increasing the effectiveness of sequestration. Disposal of liquid carbon dioxide at depths
less than 3000 m but greater than 500 m, the shallowest depth at which carbon dioxide is
liquid, would be possible but carbon dioxide droplets would rise as they dissolved,
bringing carbon dioxide closer to surface waters and thereby not storing it as effectively.

Shallow release of gaseous carbon dioxide bubbles is also possible at depths less
than 500 meters [6, 12, 14]. The bubbles, less dense than ambient seawater, would rise,
entraining seawater. The carbon dioxide enriched seawater would cease to rise as it is
denser than the surrounding seawater. Shallow injection, though not as effective for
long-term sequestering of carbon dioxide, would be less expensive, as the injection
pipeline could be shorter.

Another option is dissolving compressed carbon dioxide gas in seawater to
produce a liquid stream with density greater than seawater and then injecting this solution
at depths greater than 500 meters [4, 12, 13, 14]. The denser solution of carbon dioxide
and water would sink while entraining more seawater, thereby dispersing carbon dioxide.

Carbon dioxide could also be dropped into the ocean in solid block form [12, 15].

The carbon dioxide in the outer layer would dissolve as it sinks, dispersing the carbon
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dioxide over a long vertical column and reducing impacts on oceanic marine life [16]. If
the block was large enough, the carbon dioxide would travel all the way to the ocean

floor for maximum sequestration [12, 15] but possibly higher detriment to benthic life.

1.15
Hydrate density = 1.112 g/em®
1.10 4
— 1.05 - Seawater 35% salinity
E
(&)
e 1.00
2]
c
(]
0 0.95 -
0.90 - K
0-85 T 4 T 4
0 1000 2000 3000 4000 5000

Ocean Depth in Meters

Figure 1.1: Densities of liquid carbon dioxide, seawater and carbon dioxide hydrate.
Plotted from liquid carbon dioxide data of [17], seawater data from [18] and using
density calculation of Chen [19].

1.2.2 The Role of Carbon Dioxide Hydrates

At the temperatures and pressures of the ocean at depths greater than 500 meters,
carbon dioxide and water combine to form a solid, carbon dioxide hydrate (Figure 1.2).
Carbon dioxide hydrate forms naturally in the ocean on CO, rich fluid venting from the
sea floor at 1335 to 1550 meters depth in the mid-Okinawa Trough, Japan [20].

Perhaps the least expensive disposal method of carbon dioxide entails creating
solid carbon dioxide hydrates from seawater in a plant at the ocean surface or shore, then
injecting a slurry of hydrate and seawater to depth in the ocean [21]. The density of
hydrate is approximately 1.112 g/crn3 [19] and that of seawater about 1.03 g/cm3, causing

the carbon dioxide slurry to sink after injection, avoiding the high cost of compressing
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liquid carbon dioxide to achieve the same density difference. The carbon dioxide hydrate
would only serve for transportation and not as permanent disposal form. Carbon dioxide
hydrate decomposes in water that is undersaturated with carbon dioxide [22, 23, 24, 25,
26, 27], such as ambient seawater, and therefore carbon dioxide hydrate will decompose
after injection, either as it settles or after it reaches the seafloor. This point is often
misunderstood, with some earlier disposal plans focussing on permanently storing carbon
dioxide as blocks of hydrate on the seafloor [28]. Injecting carbon dioxide hydrate
slurries at 700 meters depth and discharging in a downward direction should allow

complete sequestering of the carbon dioxide for many centuries [21].

Temperature (°C)

0 5 10 15 20 25
O | L L A
200 -
400 - Hydrate
Stability
600 Region
@ 800 -
[}
©
E 1000 1
L
o
8 1200
—a— Temperature
1400 - Profile
—e— Hydrate
1600 - Equilibrium
1800 - l
2000

Figure 1.2: Typical temperature profile of the ocean at temperate latitudes superimposed
on the carbon dioxide hydrate phase diagram, showing hydrate stability at ocean depths
greater than 500 meters. Plotted from temperature profile data of Broecker and Peng [29]
and seawater hydrate phase equilibrium data of [30, 31, 32].
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Hydrates are also important in any disposal scheme as they can easily form at any
interfaces between carbon dioxide and water. At ocean depths greater than 500 meters,
hydrate will readily form where water is supersaturated with carbon dioxide such as the
surface of discharged carbon dioxide droplets or bubbles. Hydrate coatings will affect
density and thus buoyancy and travel direction of droplets or bubbles, and ultimately
sequestering efficiency.

The quantity and rate of hydrate formation and decomposition, as well as factors,
such as impurities, that affect these parameters must be well understood before assessing

the effectiveness of disposal methods.

1.3  Background

1.3.1 Clathrate Hydrates of Carbon Dioxide and
Methane

Clathrates are a type of inclusion compound in which one molecular species, the host,

physically encages another, the guest. When the host species is water, the compound is

referred to as a clathrate hydrate, or more commonly, simply hydrate. Carbon dioxide

clathrate hydrate is composed of water as the host, encapsulating carbon dioxide as the

guest.

Structure

Clathrate hydrates are solid, crystalline compounds. The hydrate crystal lattice structure
consists of water molecules that are linked together through hydrogen bonding to form
cages, or cavities. Each cage can hold up to one guest molecule that is linked to the
lattice by van der Waals forces. The several types of hydrate structures that exist are
distinguished by the size and arrangement of their cages. The basic building block of the
common hydrate structures is the pentagonal dodecahedron cage, a polyhedron with 12
pentagonal faces. Carbon dioxide and methane form structure I hydrate in which the

pentagonal dodecahedral cavities build up into lattices by linking through their vertices.
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The pentagonal dodecahedron cavity is approximately spherical with a radius of 3.91 Ain
structure I hydrate. The imprecise packing of pentagonal dodecahedral cavities creates
tetrakaidecahedral cavities with 12 pentagonal faces and 2 hexagonal faces. The
tetrakaidecahedral cage has an oblate shape and a radius of 4.33 A. The structure I unit
cell consists of six large tetrakaidecahedral cages and two smaller pentagonal

dodecahedral cages for a total of 46 water molecules arranged in eight cages (Figure 1.3).

Figure 1.3: The crystal lattice structure for structure I carbon dioxide and methane
hydrates, showing pentagonal dodecahedron and tetrakaidecahedral cavities.

Thermodynamics
Hydrates are only stable under conditions of high pressure and low temperature (Figures
1.4 to 1.7). The thermodynamic conditions of hydrate equilibrium have been well

studied, both experimentally and theoretically. The system of water and hydrate former
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consists of the following possible phases: liquid water, ice water, hydrate, hydrate

forming gas and hydrate forming liquid.

o Unruh and Katz, 1949
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A Robinson and Mehta, 1971
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Figure 1.4: Phase diagram for carbon dioxide hydrate from pure water. Data from [33].
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Figure 1.5: Phase diagram for methane hydrate from pure water. Data from [33].
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Figure 1.6: Phase diagram for carbon dioxide hydrate from sea water. Data from [30, 31,
34].
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Figure 1.7: Phase diagram for methane hydrate from sea water. Real seawater data from
[35] and synthetic seawater from [36].
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The presence of electrolytes in the hydrate forming solution causes a shift in
phase equilibrium towards higher formation pressures and lower formation temperatures,

a shift to the left in Figure 1.8.
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Figure 1.8: Phase diagram of carbon dioxide hydrate showing influence of electrolytes on
hydrate equilibrium. Grey data points are calculated by Bakker et al. [37], black points
are experimental data from Sloan [33] and Chen [19].

Composition

Each cage of the crystal lattice can hold up to one guest molecule that is linked to the
water lattice by weak van der Waals forces. Hydrates are non-stoichiometric compounds
with incompletely filled cavities. The ideal guest to water ratio for completely filled
cavities is 1 : 5% for structure I hydrate. The hydrate number, defined as the number of

water molecules per guest molecule, is then 5% for completely filled lattices of structure
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1. Carbon dioxide and methane hydrates always have hydrate numbers greater than ideal

(Figure 1.9).

1.04 6.1
j Large Cages -

E ’ . - u “: 6.05 ~
T 0.96 - - =
[

8 ] n " 3
> ; a B Hydrate Number : E
O 0.92 - - +6 =
ks 1= ® - %
c
S ) o
E 0.88 1 . Small Cages I z
i 1* e, . 1595

0.84 - MO SRS

0.8 1 ‘ : 5.9

0 5 10 15

Temperature (°C)

Figure 1.9: Hydrate number for carbon dioxide hydrate, calculated at a pressure of 5.5
MPa and varying temperature from 0 to 10 °C. Fraction of filled cages is also shown.
Values calculated using the Colorado School of Mines, CSMHYD Hydrate Program, for
estimating the equilibrium conditions of hydrate formation [33].

1.3.2 Chemistry of Carbon Dioxide in Water

Carbon dioxide is unique among hydrate formers because of its acid/base chemistry when
dissolved in water. The dissolution of carbon dioxide in water produces the carbon
species: dissolved unhydrated CO; or COyg), hydrated CO; or carbonic acid, H,CO;,
bicarbonate, HCO5’; and carbonate, COs*. These species form by the following
reactions:
CO2 g « COxag)
COyaq + H20 & H,CO;s
H,CO; <> HCO5 + H*
HCO; & CO5” + H*
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The predominance of one species over another is a function of pH. At neutral pH, HCO5’
is most abundant. At low pH values, most of the carbon is in the form of COyuq), Wwith
some present as H,COs;. The equilibrium between CO, and H,CO:; lies far to the left such
that less than 1% of the CO, is hydrated at atmospheric pressure and 25 °C [38].

The solubility of carbon dioxide in water increases with partial pressure of carbon
dioxide (Figure 1.10). The increase in solubility leads to increased concentration of
CO,(q and lower pH. pH decreases to about 3.2 to 3.3 when the partial pressure of

carbon dioxide increases to about 0.5 MPa (Figure 1.11).
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Figure 1.10: Solubility of CO; in water at high partial pressures of CO,. Circles indicate
data from [39], triangles from Stewart and Munjal [40]. Values at higher Pcoz have not
been determined because of experimental difficulties with solid hydrate forming. Values
at the experimental pressure of 5.5 MPa were calculated using pressure and temperature
adjusted equilibrium constants.
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Equilibrium constants for the high pressure and low temperature aqueous carbon
dioxide system can be calculated from the work of Owen and Brinkley [41]. Speciation
has been calculated for a pressure of 5.5 MPa, our experimental pressure, and assuming a
pH of 3.2. The concentration of aqueous carbon dioxide is higher than the concentration

of HCOx/, CO32' and H,COs by several orders of magnitude.
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Figure 1.11: pH of solutions of water and carbon dioxide at high partial pressures of
carbon dioxide. Plotted from data of [42].

1.3.3 Chemistry of Methane in Water

The solubility of methane is about one-tenth that of carbon dioxide (Figure 1.12). The
critical temperature of methane is -82.1 °C; it is therefore a gas at all experimental

conditions used in experiments described in this thesis.
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Solubility of Methane (mol fliter of water)

O 1 T T T T
0 2 4 6 8 10 12

Total Pressure (MPa)

Figure 1.12: Solubility of methane in deionized water at O and 30 °C plotted versus total
pressure [43]. Total pressure = partial pressure of CHy + partial pressure of H,0.

1.3.4 Clathrate Hydrate Formation

Hydrate formation consists of the two processes of nucleation and crystal growth.
Nucleation involves the restructuring of guest and water molecules into critically-sized,
stable nuclei, while crystal growth is the subsequent growth on these nuclel.

Little is known about the microscopic process of hydrate nucleation. The
following discussion will begin with a description of the structure of liquid water and
progress to both homogeneous and heterogeneous nucleation of crystals from aqueous
solutions, including what is specifically known and hypothesized about hydrate

nucleation.

Structure of Water

The emerging view of liquid water from molecular dynamics simulations is of a random,
three-dimensional network of hydrogen bonded water molecules (Figure 1.13) [44, 45].
The network has a preference for tetrahedral geometry but contains many strained and

broken bonds that continually rearrange, altering the network topology. The hydrogen
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bonded network is, therefore, continually fluctuating and changing.  Molecular
simulations have found that polygons of hydrogen bonds are common, with the most
frequently occurring being five and six member rings, with pentagons predominating
(Figure 1.13). Pentagonal structures are the most stable at temperatures below 277 K
[33]. The occurrence of these five and six member rings is important to note because the
hydrate crystal structure itself is composed of five and six member rings of hydrogen

bonded water molecules.

Figure 1.13: Molecular dynamics simulation of liquid water showing hydrogen-bonded
networks of water molecules. Note the occurrence of five member rings. Reproduced
from Rahman and Stillinger [44].

Stillinger [45] reports that the important issue in supercooled water is the
concentration and spatial distribution of the relatively unstrained hydrogen bonded

polyhedra embedded within and linked to the random network. The hydrogen bond

angles in these polyhedra enable them to share faces and edges without the introduction
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of strain, so they are able to link up with one another to form clusters. As water is
supercooled, the hydrogen bonds become stronger and the polyhedra become more
frequent, encouraging the formation of larger clusters [45].

The dissolution of apolar molecules in water is accompanied by a large negative
entropy associated with the increased structuring of water molecules around the solute
[33, 45]. The random hydrogen bonded network must reorganize around the dissolved
molecule. Hydrate structures show that this rearrangement is possible and molecular
simulations have shown that dissolution of dissolved molecules does create a clathrate-

like, though imperfect, structure around the solute [45].

Homogeneous Hydrate Nucleation
Homogeneous nucleation is the formation of stable nuclei in a solution in which the
remaining solution and the crystallized, solid phase are chemically identical [46].
Homogeneous crystal nucleation can only occur when the activation energy barrier to
nucleation is overcome. For homogeneous nucleation, a certain critical supersaturation
must be reached before stable nuclei can form. In the metastable zone between saturation
and critical supersaturation, crystal nuclei grow and decompose randomly. The critical
supersaturation can occur by exceeding phase equilibrium pressure or concentration or by
operating at a temperature lower than the phase equilibrium temperature. The time in
which a solution remains supersaturated before stable nuclei form is the induction period.
Homogeneous nucleation of hydrate crystals is hypothesized to occur when an
apolar guest molecule dissolves in water and stabilizes the short-lived, hydrogen bonded
water structures. The water molecule network grows and stabilizes around the dissolved
guest molecules, forming metastable clusters of gas and water molecules, which have
been termed hydrate precursors or intermediates. How these clusters grow
microscopically to the critical nucleus size for further growth is still not well understood
because little experimental data exist for this region. Theory is thus based on molecular

dynamics simulations. Christiansen and Sloan [47] suggest that the labile clusters of
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water molecules hydrogen-bonded around apolar molecules eventually attain the critical
size needed for continued growth according to the local supersaturation fluctuations.
Hydrate nucleation, therefore, is postulated as being a stochastic process, depending on
these chance fluctuations.

The driving force behind nucleation, the supersaturation of the solution, is
defined by the chemical potential difference between the experimental chemical potential
of dissolved gas and the three-phase equilibrium chemical potential. The driving force
can also be expressed in terms of fugacities, as the ratio between the experimental
fugacity of dissolved gas and the fugacity at the three phase hydrate equilibrium pressure

at the experimental temperature.

Heterogeneous Hydrate Nucleation

Most crystallization processes in natural waters and laboratory experiments start by
heterogeneous nucleation on foreign solid substrates such as inorganic crystals, skeletal
particles, clays, sands and biological surfaces in natural waters [48] and unknown
impurities in laboratory waters. The scatter in data for hydrate nucleation induction times
reported in the literature, as well as the near impossibility of ensuring completely pure,
particle-free water for experiments, leads to the hypothesis that hydrate nucleation is
invariably heterogeneous.

Foreign solids may catalyze nucleation processes by reducing the energy barrier
for nucleation. If the surface of the solid substrate matches well with the crystal surface,
the interfacial energy between crystal and solid would be smaller than between crystal
and solution, promoting crystal nucleation at a lower supersaturation on the solid
substrate than in the bulk solution [48]. For the interfacial energy between crystal and
solid to be small, the two surfaces must match structurally, meaning that the crystal
lattice parameters must be similar [46].

Heterogeneous nucleation of ice crystals on organic and inorganic solids has been

reported. The most successful catalysts are stable and insoluble compounds whose
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structures are similar to ice crystals such as Pbl,, Agl, CuO and Cu,O (Table 1.1) [49].

For some of these catalysts, such as Pbl, and Agl, the matching of crystal structures by
lattice constants a, b and c is obvious, though for others a more detailed analysis is
necessary (see [49]). Some organic molecules with good structural match also support

nucleation [50].

Table 1.1: Crystal structure characteristics of ice and ice nucleating compounds [49].

Compound Nucleating Crystal Lattice Constant (A)
Temperature System a b c

lce Hexagonal 45135 7.3521
Pbl, -1.3 Hexagonal 454 6.86
Agl -2.6 Hexagonal 458 7.494

AgBr -4.1 Cubic 5.768

AgCl 4.2 Cubic 5.547

CuO -4.3 Monoclinic 4.653 3.410 5.108

Cu0 -4.5 Cubic 4.252

Because of the inability of some well-matched substrates to nucleate ice, lattice
matching cannot be the only requirement for a good catalyst [51]. Particle surface charge
has also been found to be important, with low surface charges being more favorable [51].
Other particle properties such as size, surface area and types of surface functional groups
could also be important.

Naturally occurring oxides, like those of Al, Si and Fe(Ill), make up a large
fraction of the solid phases in natural waters [48]. In the presence of water, the oxide

surfaces are covered with surface hydroxyl groups, =SOH. These hydroxyl groups

exhibit amphoteric behavior:
=SOHj <> =SOH+H", K},

=SOH <> =SO” +H", K},
The acid and base character of the surface groups is pH dependent. These surface
hydroxyl groups may enhance (or interfere with) hydrogen bonding at the particle

surface.
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Vicinal water is defined as "interfacial water near a solid surface, the properties
of which differ from the corresponding bulk properties due to structural differences
induced by proximity to the surface"” [52]. Water is thought to form a layered surface of
essentially immobile water molecules around the particle which are in dynamic
equilibrium with the surrounding bulk water. The water molecules structure in an orderly
way on the surface due to enhanced hydrogen bonding between water molecules near the
solid surface [52].

The hypothesized existence of increased hydrogen bonding in vicinal waters, the
activity of oxide surface hydroxyl groups and the proven effectiveness of solid particles
as ice nucleators led to the hypothesis that oxide surfaces may be good catalysts of

hydrate nucleation.

Crystal Growth

The continued growth of hydrate nuclei once they reach critical size involves two steps.
Dissolved gas diffuses from the bulk solution to the crystal-liquid interface. Then, an
adsorption reaction occurs at the interface incorporating the gas molecule into the water
cluster, stabilizing the cluster.

Experimentally, hydrate formation can be divided into three regions: gas
dissolution, an induction period, and crystal growth. The nucleation process begins when
the solution becomes saturated with gas and ends at the turbidity point, where hydrate
particles become visible. The time period in which hydrate nucleation occurs,
experimentally determined as the time elapsed from the beginning of supersaturation to
the first appearance of hydrate, is the induction period. After the induction period,

crystals are stable and grow according to known theory [46].

Hydrate Promoters and Inhibitors
Compounds that specifically affect either hydrate nucleation or growth are known as
hydrate inhibitors or promoters (catalysts). Inhibitor compounds make hydrate formation

more unfavorable, either by inhibiting nucleation, slowing hydrate growth, or changing
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the equilibrium condition. Promoter compounds either promote nucleation or faster
growth. Two kinds of hydrate inhibitors or promoters exist: thermodynamic and kinetic.

Thermodynamic inhibitors act to move the hydrate equilibrium phase boundary to
a location less favorable to hydrate formation. Known thermodynamic inhibitors include
methanol, ethanol, ethylene glycols and inorganic salts. They are needed in large
concentrations (on the order of 20% of solution) and probably inhibit by hydrogen
bonding with water [53].

Kinetic inhibitors reduce the rate of formation of hydrate. They operate either by
delaying the formation of critical nuclei, or by slowing crystal growth, possibly by
interfering with the preferred direction of crystal growth [54]. Kinetic inhibitors do not
affect the equilibrium phase boundary as they function at very low concentrations, in the
ppb range. Known kinetic inhibitors include surfactants, polymers and polymeric
surfactants. Known specific inhibitors include Polyvinylpyrrolidone (PVP), Gaffix VC-
713 (Vinylcaprolactum-PVP-DimethylmminoethyllmethacrylateCopolymer) and PVCap
Pol(N-Vinylca-prolactam) [55].

Only a small number of studies exist on the thermodynamic and kinetic promotion
of hydrate formation. Ng and Robinson [56] have shown that at low concentrations,
below about 10 mole % acetone water solutions, acetone can promote hydrate formation
by shifting the thermodynamic phase equilibrium boundary as much as 8 °C. In kinetic
inhibition supercooling experiments, Long [55] experimented with different materials for
the mixing balls included in his reactors. Finding that stainless steel, brass, ceramic and
glass balls produced shorter induction times than Teflon, nylon and wood mixing balls,
he extended his studies to powdered stainless steel (316 and 140 mesh) to see if the metal
surface may be providing nucleation sites for hydrate formation. Of the concentrations
tested, ranging from 62.5 g/L to 462.5 g/L, only the highest concentration had a
significant effect. However, the induction time was still about 75 minutes compared to a

"ball stop time" (so much hydrate forms that the ball no longer moves when reactor is



22

rocked) of about ten minutes for the stainless steel ball. Long could not therefore infer a
surface enhancement of hydrate nucleation.

Cha et al. [57] studied the effect of a bentonite clay surface on hydrate formation
by measuring hydrate equilibrium temperatures and pressures. The solutions tested
contained, in various combinations: water; bentonite, a swelling clay providing a large
surface for strong ordered adsorption of water; chrome-lignosulfonate and NaOH, to seal
and disperse the clay platelets, and PHPA, hydrolyzed polyacrylamide, to solvate the
water. Solutions of bentonite and water; PHPA and water; and bentonite, thinner, caustic
and water all showed thermodynamic enhancement of hydrate formation. By monitoring
the pressure drop during hydrate formation, they were also able to conclude that hydrates
form faster and more abundantly in solutions containing bentonite clay. The bentonite
clay caused both thermodynamic promotion and kinetic enhancement of hydrate
formation.

Bylov and Rasmussen [58] have reported effects of impurities on ethane induction
times. By adding equal amounts of CaCOj3, BaSOs, rust and asphaltenes to distilled water
to make up a 1 g/L total impurity concentration, they were able to completely eliminate
any induction times: hydrate formed immediately upon cooling and pressurizing to within
hydrate stability limits. Using distilled water alone, induction times varied from 11 to 94
hours.

Chemical additives that decrease the activity of water by competing for available
water molecules, primarily through hydrogen bonding, are thermodynamic inhibitors.
Thermodynamic promoters are chemicals that set up water structures favorable to hydrate
crystals, as in surface adsorption. Cha et al. [57] made an important distinction between
kinetic and thermodynamic promoter mechanisms. Kinetic promotion requires only that
a surface adsorb water molecules into random clusters that may eventually encourage
formation of critical nuclei thereby causing faster crystal growth. Thermodynamic
promotion, though, requires that the adsorbed water molecules are sorbed in an orderly,

structured way, resembling a potential hydrate structure so that the reorganization of
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water molecules into the hydrate cages is encouraged, causing the transition to occur at

lower pressures and/or higher temperatures than indicated by the phase diagram.

1.4  Research Objectives
1.4.1 List of Objectives

The purpose of this research was to gain an improved understanding of the microscopic
processes of hydrate formation and early growth, specifically, to understand the influence
of surfaces on the kinetics and mechanisms of hydrate nucleation.

The objectives of this research are:

1. To determine whether hydrate nucleation could be catalyzed by the addition of
several well-defined solid particles.

2. To determine which types and sizes of particles are most effective at catalyzing
hydrate nucleation and the governing properties that make these the most effective
catalysts.

3. To develop a mechanism for hydrate formation based on this knowledge.

4. To describe the location of hydrate nucleation by observing where hydrate first forms,
in the bulk solution or on a surface or interface.

5. To study possible differences in formation between systems with an insoluble hydrate
former, methane, and those with a more soluble hydrate former, carbon dioxide.

6. To determine reproducibility of hydrate nucleation times.

7. To determine whether particles naturally occurring in the ocean affect hydrate
formation.

8. To determine whether particles are thermodynamic promoters of hydrate formation

and/or kinetic promoters.
1.4.2 Research Needed Regarding Formation of Hydrates

The above issues should be addressed before carbon dioxide hydrates are ever used in a

plan to sequester carbon dioxide in the ocean. Presently, hydrate formation is not well
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understood and is highly variable. If carbon dioxide is to be transported to depth in
hydrate form, a process for producing hydrates reproducibly and quickly is desirable for

reducing production costs and increasing reliability of production.

1.5  Approach

A technique for comparing the kinetics of carbon dioxide hydrate formation in different
aqueous solutions with different particulate additives was sought to determine whether
the kinetics of hydrate formation could be significantly enhanced. Studies reported in the
literature have shown that supercooling experiments are ideal indicators of hydrate

kinetics.
1.5.1 Supercooling

A supercooling experiment consists of cooling the aqueous solution with hydrate former
at a constant rate and measuring the temperature at which hydrate forms. Supercooling is
defined as the difference between the experimental temperature of hydrate formation and
the hydrate equilibrium temperature at the experimental pressure, as indicated by the
phase diagram. In supercooling experiments with constant rate of cooling, the degree of
supercooling is related to the time to hydrate formation, since higher degrees of
supercooling are achieved by further cooling which takes a longer time. A large
supercooling therefore indicates slow kinetics while a small supercooling would indicate
fast kinetics (for the same cooling rate). The degree of supercooling can be transformed
to a kinetic variable by dividing by the cooling rate, to obtain a time period, which is
commonly called an induction period. Of all the possible techniques for measuring
hydrate kinetics, such as measuring true nucleation induction times (measured at a
constant temperature) or the amount of hydrate forming gas consumed in crystal growth,
only supercooling at a constant rate is reproducible and independent of the apparatus size
and arrangement [59].

Supercooling measurements are much more reproducible than the notoriously

stochastic true induction time measurements. Reed et al. [53] used supercooling
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experiments in a flow loop to test the effectiveness of kinetic inhibitors, chemicals that

slow hydrate formation. For a given cooling rate and loop flow rate, the average
difference between the highest and lowest supercooling was 0.68 °F, while the
supercooling for inhibited and uninhibited systems differed by about 6 °F. Lederhos and
Sloan [60] also studied kinetic inhibitors by supercooling and found a standard deviation
of only 0.7 °C, with differences between inhibited and uninhibited systems of about 10
°C. They also showed consistency between bench scale and pilot scale flow loop results,

showing that supercooling was independent of their experimental systems.
1.5.2 Experimental Approach

The supercooling method was used to study the effect of adding various types and sizes
of particles to hydrate forming solutions to determine whether hydrate nucleation could
be catalyzed by surfaces. The particles studied were chosen for their different chemical
and physical surface properties. Silica particles were studied first because they are

naturally present in ocean waters.
1.5.3 Development of Research

Studying the microscopic process of hydrate formation experimentally was difficult.
Because of the stochastic nature of nucleation induction times, results were highly
variable. Much experimentation involved defining and minimizing this variability.

Early work entailed developing a spectroscopic method to study the hydrate
nucleation process. Nuclear magnetic resonance spectroscopy was used to detect hydrate
precursors or intermediates just before hydrate formation. An NMR tube was designed
for in-situ high pressure hydrate formation and real-time monitoring. Because of the
need to use C* labeled CO, to obtain a detectable signal, experiments were costly. The
reaction could not be visually monitored once inside the NMR instrument. Consequently,
variability in hydrate formation times rendered experimentation intractable. Because of

the difficulty and cost, NMR experimentation was discontinued.
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The hydrate forming solution in the NMR experiments was agitated by the

bubbling action of the carbon dioxide. This bubbling action was inconsistent and
presumably compounded variability in hydrate formation times. The reactor was
redesigned with stirring bar and magnetic stirrer, producing reproducible mixing but
variability remained high. Suspecting that this lingering irreproducibility was at least
partly caused by heterogeneities in the hydrate forming solution, resulting in
heterogeneous, and not homogeneous nucleation, improved reactor cleaning processes
were adopted. When this failed to reduce the variability, the reactor was again modified
to eliminate contact between solution and reactor wall, but this too failed to improve
reproducibility.

Experiments reported in the literature with good reproducibility of induction times
were performed with synthetic natural gas, 87.2% methane. [60]. Methane, being a gas
at our experimental temperatures and pressures and not as easily absorbed by plastic
components of apparatus proved easier in experimentation than the highly acidic,
invasive, liquid carbon dioxide. A set of experiments was performed with methane gas,
finally achieving acceptable reproducibility.

The possibility of purposefully inducing heterogeneous nucleation to further
minimize variability in hydrate formation was next studied by adding various kinds of
particles to the solutions. After completing methane experiments, experiments were
repeated and extended with carbon dioxide.

The final carbon dioxide and methane supercooling experiments are reported in

the main part of this thesis. NMR experiments are included in Appendix A.
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Chapter 2 Experimental Methods

2.1 Introduction

The bulk of experimentation involved measuring the supercooling and induction time
necessary for hydrate formation in solutions of varying composition. The method was
straightforward: water with or without added particles was pressurized to 5.5 MPa and
then linearly cooled until hydrate formed. The temperature of hydrate formation was
measured and the supercooling calculated and converted to an induction time.

Much of this thesis work involved the design of the experimental apparatus. The
high pressures and low temperatures necessary for hydrate formation complicated the
design. The acidity of the carbon dioxide and water solutions and surface dependency of
nucleation processes created additional design concerns. The central component of the
experimental set-up, the reactor in which hydrate was formed, was modified several times
over the course of the work. Although much preliminary work was carried out in an
earlier design of the reactor, all of the experimental results presented here were obtained
in the final reactor. Both designs will be shown to explain the evolution of the final
design.

Experiments were performed with both carbon dioxide and methane with some
differences in methodology resulting from the difference in phases between the liquid
carbon dioxide and the gaseous methane under the temperature and pressures conditions
of the experiments.

The particles used in the experiments were characterized with respect to physical

and chemical properties that might affect their catalytic potential.
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2.2  The High Pressure Reactor

2.2.1 General Comments

Hydrates were formed in a high-pressure reactor that was specifically designed by the
author to meet the design criteria of strength, visibility, non-reactivity, economy and
ability to withstand high pressures and low temperatures.

To satisfy these requirements, the reactor was fabricated from polycarbonate
plastic.  When polished, polycarbonate is nearly transparent, enabling the hydrate
reaction to be visually monitored without installing windows. Polycarbonate is also
inexpensive, compared to sapphire and steel, and easily machined.

The polycarbonate chamber was encased in a Plexiglas jacket. Cooling water
circulated in the space between jacket and reactor.

Reactors were pressure tested to 1600 psi without failure, using water as the

pressurizing medium to avoid the possibility of explosive failure.
2.2.2 Initial Reactor Design

The initial reactor was fabricated from two inch outside diameter polycarbonate stock cut
to 5% inch lengths, and boring a one-inch hole to within 1% inches of the reactor bottom
(Figure 2.1). The top one-inch of the bored center was tapped for screwing in the top
stainless steel fitting through which gas was transferred.

The temperature probe was inserted through the side wall, in a 1/8 inch hole that
was drilled and tapped about midway down the reactor, 3 inches from the bottom.

The top stainless steel fitting was 1Yz inches in diameter (Figure 2.1). A single %4
inch hole was drilled and tapped for % inch NPT pipe fittings for transfer of pressurizing
gas.

The Plexiglas jacket, measuring 3 inches in outside diameter and 6 inches in
height, consisted of three parts that were sealed together with O-rings, enabling easy

disassembly. A 1 inch opening was built into the casing wall for insertion of the
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temperature probe. A removable Plexiglas-rubber-Plexiglas ring sequence sealed around
this opening (Figure 2.1).
Because of the lengthy cleaning process, multiple reactors were built so that one

would always be ready for use.
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Figure 2.1: Initial reactor design. Showing stainless steel top fitting and cold bath casing.
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2.2.3 Use of and Problems with Original Reactor

Initial supercooling experiments showed great variability in the supercooling needed to
form hydrates. Many experiments were performed to determine whether improper
reactor cleaning techniques or experimental methods caused this variability.

A very thorough reactor cleaning method was established. After each experiment,
reactors were disassembled, rinsed out with deionized water and then with isopropyl
alcohol to remove oil and grease, especially any ethylene glycol that might have
contacted the chamber during disassembly. Chambers were then soaked in a one normal
hydrochloric acid solution for two hours to remove any metals and oxides. The chambers
were then rinsed in deionized water and then with Milli-q water. The Lucite cold bath
parts were soaked in a Micro-90 cleaning solution (International Products Corp.) and
thoroughly rinsed and dried to avoid contaminating inside of reactor with ethylene glycol.
The top stainless steel fitting was cleaned by rinsing with deionized water and blowing
through with compressed air (Air Liquide) for complete drying to prevent rust formation.

Even after implementation of this cleaning program, the measured supercooling
still varied widely. After several experiments, the inside walls of the polycarbonate
chamber suffered from pitting, crazing and eventual cracking. Though this could be due
to the high acidity of the carbon dioxide and water solution, it was determined that most
of this deterioration occurred during depressurizing, when lowered pressures were
accompanied by reduced temperatures, causing a solid carbon dioxide phase to appear or
hydrate phase to reappear. These solid phases would form in the reactor and prevent the
depressurization of the reactor below the solid barrier. When the pressure differential
below and above the barrier became too great, a small but powerful explosion would
occur in the reactor, and though not forceful enough to destroy the reactor, the explosion
did damage the interior walls. This damage was minimized by very slow

depressurization after each experiment but was difficult to avoid completely.
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Nucleation processes are surface dependent. The inside surface of the reactor was
continually changing with the pitting and crazing of the polycarbonate surface.
Suspecting that the changing surface was contributing to the problems with
reproducibility, isolation of the hydrate forming solution from the polycarbonate walls
was deemed necessary. The reactor design was modified to include the insertion of glass

liners inside the polycarbonate chambers.
2.2.4 Final Reactor Design

The final reactor design was very similar to that already described but with the addition
of a glass liner to isolate the hydrate forming solution from the polycarbonate wall. Other
modifications included increasing the size of the reactor to accommodate the glass liner
yet still provide the same internal reactor volume, and relocating the temperature probe to
enter the top of the reactor.

The chamber was fabricated from 3% inch diameter Lexan (McMaster Carr),
machine grade, polycarbonate rod. A 1% inch hole was bored to within 1 inch of the
reactor bottom, and the top 1 inch tapped for the top stainless steel fitting. Polishing the
chamber ensured transparency and visibility. The chamber design is shown in Figure 2.2.

The polycarbonate chamber was encased in a Plexiglas jacket (Figure 2.2). This
jacket was made of three pieces, top, bottom and cylindrical body, for easy disassembly.
Watertight o-ring seals connected the three pieces. O-ring seals were also included
between jacket bottom and top and chamber wall to prevent leakage of cooling water.
Two ports were drilled in the jacket, as shown, for connecting the circulating water hoses.

Two ports were drilled in the top stainless steel fitting, one for the temperature

probe and one for transferring gas into the reactor (Figure 2.3).
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Figure 2.3: Stainless steel fitting showing two ports for transfer of pressurizing gas and
insertion of temperature probe.

After prolonged use of the reactor, the top fitting was hard to unscrew and the
threads in the polycarbonate were cracking. The reactor was modified once more to
include a stainless steel sleeve that was screwed into the polycarbonate (Figure 2.4).
Subsequently, the fitting was only screwed in and out of this sleeve, eliminating the wear
on the polycarbonate threads. An O-ring was added to the bottom of the stainless steel

fitting to seal between fitting and sleeve, yielding the final, complete reactor design

(Figure 2.5).
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2.3  Experimental System

2.3.1 Pressure Control

The reactor was pressurized using the pressure of the hydrate forming gas, carbon dioxide
or methane. The gas was transferred from the source tank, through a Matheson model
#3030 high outlet pressure regulator, 72 inches of % inch Swagelok 7R Series Nylon 11
core tubing rated at 2750 psi, the pressure control valve, stainless steel pipe and finally
through the % inch port in the stainless steel reactor top (Figure 2.6).

Reactor pressure was maintained with an MKS Instruments, Inc., pressure control
system. A MKS Baratron absolute pressure transducer model #750B with a pressure
range up to 1000 psia and a 1% accuracy measured the reactor pressure. The DC
pressure signal was transmitted to the PID control module, MKS type 250D pressure
controller, which compared this signal to the set point and positioned the control valve so
that it drove the actual pressure to the set pressure. The control valve used, an MKS type
248A, with a maximum flow rate of 200 sccm, was a modified solenoid valve that
opened when supplied with a controlling current, causing gas flow. The complete system
provided good pressure control for our system wherein a continuous gas consumption
occurred due to gas dissolution and hydrate formation. Unfortunately, the system did not
allow for degassing and therefore could not compensate for any sudden increases in
pressure, such as changes associated with ice formation in some experiments.

The MKS pressure control system was certified calibrated when purchased;
frequent checks against a calibrated pressure gauge showed no drift. The Mark 15
pressure probe readings did drift and were therefore frequently recalibrated at 800 psi

against the MKS system.

2.3.2 Temperature Control

The polycarbonate chamber resided in a Lucite water bath casing with an approximately

12 inch space between outer wall of chamber and inner wall of Lucite. A VWR brand
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Model #1157 high capacity heating/refrigerating circulating cold bath pumped water

around the side walls of the inner chamber. The underside and top of the chamber were
not directly cooled. The cooling solution was a 50/50% solution of water and ethylene
glycol. The cold bath was equipped with RS-232 interface and PC software for

controlling the cooling rate.
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\ ifele]mmmlele)
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Figure 2.6: The experimental system.



42

2.3.3 Temperature and Pressure Measurement
Reactor pressure and temperature were measured by a Senso-Metrics Inc. model
#SP91KFS high pressure probe and an RTD temperature probe respectively. The
temperature probe was initially inserted through the chamber wall, directly into the
hydrate forming solution. The temperature probe was subsequently relocated to the top
stainless steel fitting, extending down into the solution. Both designs measured actual
bulk solution temperature directly. All pressure probes measured pressure in the gas
input piping leading to the chamber, thus avoiding large temperature effects on the
pressure probes. Since there were no restrictions in the piping, this pressure was
presumed identical to the pressure inside the chamber. These probes were connected to a
Martek Instruments, Inc., Mark 15 water quality monitor that recorded pressure and
temperature every 5 seconds.

The temperature probe was calibrated against an NIST certified thermometer at 0
and 15 °C using the cold bath. Temperature probe calibration was frequently checked but

never needed recalibration.

2.3.4 Data Acquisition

The Mark 15 monitor was connected by RS-232 interface to an IBM PC AT computer for
data acquisition. A Quick Basic program was written to plot the pressure and
temperature data on the computer screen in real time and to save the data to file for

further analysis.
2.3.5 Agitation

Reactor contents were mixed by a VWR brand magnetic stirrer model #400S. Stirring
rate ranged from 60 to 2500 rpm, with LED display of speed for greater repeatability of

stirring rate. Teflon coated VWR spinbar magnetic stir bars were used.
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2.4 General Materials

2.4.1 Waters

Unless otherwise specified, pure, Milli-q (Millipore) water was always used. Milli-q
water is deionized, 0.2 micron filtered and UV treated.

Artificial seawater was prepared using the recipe of Kester, Duedall, Connors and
Pytkowicz [1] (Table 2.1). NaCl, Na,SO,, KCI, KBr and NaF were dried overnight at
110°C and then stored in a dessicator to be weighed in anhydrous form. NaHCO; and
H3BO; were weighed without drying. These salts were mixed in one flask in about 500
ml deionized water. 1.0 M stock solutions of MgCl,*6H,0 and CaCl,*2H;O and a 0.1 M
stock solution of SrCl,*6H,O were prepared. The correct volumes of these stock
solutions were mixed and diluted to about 300 ml deionized water in another flask. The

two solutions were then added together and made up with deionized water to 1.00 kg.

2.4.2 Gases

Carbon Dioxide was Air Liquide Coleman Instrument grade of 99.99% minimum purity.

Methane was Matheson purity grade of minimum purity of 99.99%.
24.3 Inhibitor

Polyvinylpyrrolidone (PVP), a water soluble polymer from Aldrich with an average
molecular weight of 55 000, was used as an inhibitor of hydrate formation. The chemical

structure of PVP is:
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Table 2.1: Seawater Recipe, after Kester et al. [1].

Pant A — Gravimetric Salts

Compound Concentration (g/kg of solution)
NaCl 23.926
Na2S0, 4.008
KCi 0.677
NaHCO; 0.196
KBr 0.098
H3:BO; 0.026
NaF 0.003

Part B — Volumetric Salts

Compound Concentration (mol/kg of solution)
MgCl,* 6H,0 0.05327
CaCly* 2H,0 0.01033
SrCly* 6H,0 0.00009

Part C — Distilled water to 1000.000 g

2.5 Particles

2.5.1 General Comments

Aluminum oxide, iron oxide, calcium carbonate, silicon dioxide, magnesium hydroxide
and copper oxide particles were used in experiments. Particles were obtained from
commercial manufacturers, with the exception of iron oxide, which was synthesized in
the laboratory. A list of particles and their properties as reported by the manufacturer is

presented in Table 2.2.
2.5.2 Characterization Methods

Because of the risk of losing fines in the cleaning procedures and the importance of
having accurate size and surface area measurements, particles were re-characterized by
transmission electron microscopy, Coulter counter, photon correlation spectroscopy, BET

and electrophoretic mobility techniques.
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Table 2.2: Particle properties as supplied by manufacturers, excluding synthesized Fe;Os.

Particle Primary Particle  Surface Area Crystal Structure Purity
Size
(nm) (m°/g) (%)
Al,O;
Degussa C 13 85-115 v 99.6
Linde A 300 14 90% o , 10% v 99.98
Linde C 1000 3 100% o 99.98
Linde D 1000 15 90% a,10% vy 99.98
Praxair B-AF 50 80 10% a, 90% vy 99.98
CaCO;
Aldrich 20, 293-2 n.a. n.a. n.a. 99.995
SiO,
Aerosil 380 7 350 - 410 amorphous 99.8 - 100.5
CuO
Aldrich, 45, 080-4 n.a. n.a. n.a. 99.995

Note: n.a. = not available

Size Distributions

TEM size distributions were obtained on a Philips EM 430 Transmission Electron
Microscope at 300 kV. Samples were prepared by suspending particles in water to make
dilute suspensions that were then sonicated for one hour to break up any agglomerates.
Using a fine wire, a drop of suspension was transferred to the surface of a porous carbon
substrate, covering a copper grid. Excess water was drawn off with filter paper after 30
seconds and sample allowed to dry. Elemental analysis was performed by energy
dispersive x-ray analysis using an EDAX 9900 system.

Particle size distributions were also obtained using a Malvern 4700 Photon
Correlation Spectrometer with multi-angle capability and a Contin size analysis package.
Samples were prepared by diluting particles with water in Nalgene tubes and then
sonicating for one hour. Suspensions were transferred by pipette to clean quartz sample
vials.

Particles larger than one micron were sized with a Coulter Counter Model Tan

multi-channel particle counter. Samples were prepared by suspending low concentrations
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of particles in a 0.025 micron filtered 1% KCI solution and sonicating for one hour.
Although repeatability of measurements on the same sample was excellent, obtaining
high reproducibility of results from separately prepared samples proved difficult.
Problems presumably arose due to coagulation of particles in the electrolyte solution.
Unsonicated samples could not be measured as the particles immediately clogged the
measuring orifice. Sonicating samples for at least one hour was necessary to eliminate

this problem.

Surface Area

Surface areas were measured using the BET nitrogen gas adsorption method. Particles
were dried overnight in a 70°C oven before measuring. Because of use constraints on the
instrument, only two surface areas were measured, those of aluminum oxide Linde A and
D. Other surface areas were calculated using assumed shapes and averaged particle sizes.
These calculated, theoretical sizes were compared to values reported by the manufacturer

and the most reasonable value chosen and used in all analyses.

Electrophoretic Mobility

Particle electrophoretic mobilities were measured on a Mark II particle micro-
electrophoresis apparatus (Rank Brothers, London), using a flat cell. Suspensions were
sonicated before measurements and dilute particle concentrations were chosen to
minimize particle coagulation during measurement. For determination of pHy,., the ionic
strength of the medium was adjusted to 0.05 M with KCl. Twenty particles were counted

in each direction.
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2.5.3 Preparation and Properties

Iron Oxide Particles

Monodisperse a-Fe,Os particles were synthesized from condensed ferric hydroxide gel.
100 ml of 5.4 N NaOH solution was slowly added to 100 m! of 2.0 M FeCls solution in a
250 ml Pyrex bottle, stirred for 10 minutes and the highly viscous ferric hydraoxide gel
was immediately heated to 100 °C for eight days in a closed Pyrex bottle. The synthesis
method was developed by Sugimoto and Sakata [2] who, by TEM and x-ray
diffractometry, found the iron oxide particles to be monodisperse, pseudocubic hematite,
o-Fe,0s.

After synthesis, the hematite particles were washed by allowing particles to settle,
decanting supernatant and re-suspending with fresh water. The cycle was repeated until
particles no longer settled. Then the pH was adjusted to approximately the point of zero
charge by adding micromolar NaOH (ascertained visually by a sudden change in
suspension color indicating an increase in particle size from coagulation). Particles then
coagulated and settled. Supernatant was discarded and particles re-suspended with water.
The cycle was repeated several times before a final cleaning by dialysis. Particle
suspension was then transferred to plastic Nalgene bottles, frozen overnight and
lyophilized. Particles were stored in the tightly closed bottles in a dessicator.

TEM micrographs showed particles ranging in size from 58 nm to 218 nm, with
an average particle size by number of 120.0 nm (Figure 2.7). Micrographs were very
clear and particles distinct, thus easily measured from the TEM negatives with a
micrometer eyepiece. Crystals were pseudocubic or pseudorhombic. Particles clumped
together, probably an effect of drying and high concentration rather than aggregation.

From the particle size distribution, an average particle size, weighted by surface
area, was calculated to be 131.7 nm. With the assumption of cubic particles, a theoretical

surface area was calculated:
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2
sa=04"_5
pd> pd
where p = particle density (5.26 g/em®) and d = average particle diameter (131.7 nm).

Calculated specific surface area was 8.66 m*/g.

PCS analysis was inconclusive, showing possible dust contamination, and was

therefore discounted.

Figure 2.7: TEM micrographs of Fe,O3 particles.

Aluminum Oxide Particles

Degussa aluminum oxide C particles, with a reported average primary particle size of 13

nm and a surface area ranging from 85 to 115 m?/g, were chosen for their high surface

area. The oxide particles have a gamma crystal structure and a chemical purity of 99.6%.
These aluminum oxide particles were used without treatment in the methane

hydrate experiments but were prewashed for the carbon dioxide experiments, using

Schlautman’s method [3]. The particles were washed in 0.1 M NaOH for two hours,

rinsed once with water and then washed in 0.1 M HCI for thirty minutes. The particles
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were centrifuged and the supernatant discarded. The particles were scraped from the
centrifuge tubes and re-suspended in fresh water. Rinsing was repeated until the
conductivity of the supernatant decreased approximately to that of distilled water. The
washed particles were then re-suspended in water, frozen and dried by lyophilizing and
then stored in a dessicator to prevent moisture absorption.

The average primary particle size of Degussa aluminum oxide measured from the
TEM micrographs was 11.5 nm, agreeing well with the reported size of 13 nm (Figure
2.8). Assuming spherical particles, the theoretical surface area (S.A.) was calculated

according to:

2
sa=L™__6
p md pd

6

where d = average particle diameter (11.5 nm) and p = particle density (3.2 g/cm3 ) as
reported by the manufacturer. Calculated surface area was 163 m?/ g. Since the measured
and reported sizes agreed well but the calculated and reported, 85 to 115 m?/g, surface
areas differed greatly, the average reported BET surface area, 100 m%g, was used in
analyses.

The size distribution of particles from the PCS analysis was cut off at the lower
end. The instrument is capable of sizing particles down to 3 nm so the instrument must
have been set incorrectly during the measurements. The analysis was not repeated and
the data were not used.

A series of Linde (A, C and D) aluminum oxide particles of larger crystal size and
smaller surface area were obtained from Union Carbide. These oxide particles were of
high purity, 99.98%.

Linde A, C and D particles were also washed by Schlautman’s method of NaOH
followed by HCI. The slurry consistency of these particles differed from that of the
Degussa aluminum oxide and prohibited separation of particles from supernatant by

centrifuging. Linde A aluminum oxide was repeatedly filtered through 0.05 micron
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polycarbonate membrane filters and re-suspended with fresh water until the filtrate
conductivity was substantially decreased. The highly concentrated slurry was then
dialyzed until conductivity of rinse water approached that of distilled water. Linde C was
cleaned entirely by the above filtration process without dialysis. Linde D was rinsed
entirely by dialysis, without first centrifuging or filtering. The difference in cleaning
techniques was partly due to equipment limitations and partly due to differences in
suspension consistencies, Linde D being particularly viscous and not lending itself to
filtration. All three particle suspensions were transferred to clean HDPE plastic bottles,
frozen overnight, dried by lyophilizing and stored in a dessicator.

Linde A, C and D all showed very wide size and shape distributions.

The TEM micrographs of Linde A aluminum oxide showed a trimodal
distribution, with some very fine particles, some large fused particles and other medium
sized particles (Figure 2.11). The fine particles were too small to be measured. Typical
secondary particles, about 300 nm in width, were composed of smaller, apparently fused,
primary particles. The particles appeared highly aggregated. The larger fused particles
were measured, yielding a calculated average size of 268.8 nm. The PCS analysis
showed a monomodal distribution with an average size of 317.0 nm. TEM and PCS size
analyses agreed well with each other and with the manufacturer’s reported size of 300
nm.

TEM micrographs of Linde C aluminum oxide showed a bimodal distribution
with secondary particles in the same size range as Linde A with similar fines (Figure 2.9).
The fines appeared attached to the faces of the Linde C secondary particles. One of the
micrographs showed unidentified sheets but these were rare occurrences. The secondary
particles were apparently aggregated. Sizing by TEM gave a mean secondary particle
size of 317 nm. PCS analysis also yielded a similar mean particle size, 360.9 nm. This
result differed substantially from the reported size of 1.0 micron.

Linde D aluminum oxide particles were very widely distributed both in shape and

size. PCS analysis showed a bimodal size distribution with an average particle size by
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surface area of 352.5 nm. TEM micrographs showed large fused particles with an

average size of 263.4 nm (Figure 2.10). The fines present in Linde A and C were mostly
missing from Linde D.

Because shapes of the Linde A, C and D secondary particles were highly
irregular, surface areas were not calculated by using the average particle size and
assuming an average particle shape. The measured BET surface area of Linde A
aluminum oxide was 12.42 + 0.03 m?*/g and that of Linde D was 7.90 + 0.07 m*/g. The
reported surface area of 3 m?/g was used for Linde C.

A final aluminum oxide, B-AF, with properties similar to that of the Degussa
aluminum oxide was obtained from Praxair. Reported surface area was 80 m2/g, particle
size 50 nm, crystal phase mostly v and purity 99.98%. This particle was used without

any pretreatment.

1em=667nm |G R ! m = 200.8 nm

Figure 2.8: TEM micrographs of Degussa C Al,O3 particles.
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Figure 2.9: TEM micrographs of Linde C Al,O3 showing possible sheet-like impurity
(top left), fines and larger particles (top right) and bulk particles (bottom).



Figure 2.10: TEM micrographs of Linde D Al,O; particles.
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Figure 2.11: TEM micrographs of Linde A Al,O3 particles showing trimodal distribution
(left) and "limbs" (right).

Silicon Dioxide Particles

Silica particles were purchased from Degussa as Aerosil 380. The reported average
particle size was 7 nm with surface areas of 350 to 410 mz/g. The particles were
amorphous and 99.6% pure.

Silica particles were stored in a dessicator to prevent moisture absorption and
used without further treatment.

The average primary particle size of silicon dioxide measured from the TEM
micrographs was 17.5 nm, larger but approximating the reported size of 7 nm (Figure
2.12). The theoretical surface area was calculated assuming spherical particles as above,
with d = 17.5 nm and p = 2.2 glem®. Calculated surface area was 155 m?/g, which
differed from the BET surface area reported by the manufacturer, 350 to 410 m*/g. The

average BET surface area of 380 m?/g was used instead of the theoretical specific surface

arca.
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The same problem was encountered with the PCS measurements as for the

Degussa aluminum particles and therefore the data were discounted.

cm = 54.0 nm

Figure 2.12: TEM micrographs of SiO; particles.

Calcium Carbonate Particles
Calcium carbonate particles used in experiments with methane gas were purchased from
Mallinckrodt. The particles were in powder form and were used without further
preparation or characterization.

For later experiments with carbon dioxide, higher purity (99.995+%) particles
from Aldrich Chem Co. were used. Average particle sizes ranging from 1.91 to 4.65
microns (varying with sample) were measured with the Coulter Counter. Mass specific

surface areas were calculated from the particle size distributions according to
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where particles of size d, constitute a fraction my, of the total number N in the sample and
assuming spherical particles. The manufacturer’s reported density of 2.930 g/cm3 was
used. Mass specific surface areas ranged from 1.59 to 3.06 m?/g. By sonicating for one
hour and then diluting sample, consistent surface areas of approximately 1.6 m?/g were

obtained and therefore this value of 1.6 mz/g was used in all analyses.

Magnesium Hydroxide Particles

Magnesium hydroxide particles (Alpha Aesar) were sized by the Coulter Counter particle
counting technique. An average size of 1 to 2 microns was measured and, assuming
spherical particles and the density of Brucite reported in the literature, 2.39 glem®, the

mass specific surface area was 2 to 3 m%/g. A value of 2.0 mz/g was used in all analyses.

2.6  Methodology

2.6.1 Reactor Cleaning and Preparation

The polycarbonate reactor itself was rinsed thoroughly with Milli-q water and wiped dry
with lint free paper. The top fitting pipe and probe assembly was rinsed out with
deionized water and dried with compressed air. The threaded part of the assembly and
the temperature probe were rinsed out with Milli-q water and dried with lint free paper.
The inserts were thoroughly rinsed with deionized water. If the glass insert were
used with a particle suspension, the insert was wiped out with a clean cloth and re-rinsed.
The inserts were then washed with acetone and again rinsed with deionized water to
remove any organic materials. The inserts were then sonicated in deionized water for at
least two hours to re-suspend any attached particles and again rinsed to remove these
particles. If aluminum oxide particles had been used in the previous experiment, the
inserts were again sonicated in a 20% sodium potassium tartrate solution to complex any
residual aluminum and then these complexes were rinsed away. The final washing step
consisted of overnight soaking, at least eight hours, in a 1 N hydrochloric acid bath. The

inserts were then rinsed with deionized water and finally with Milli-q water.
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2.6.2 Experimental Run

Reactors were prepared in a clean room to minimize contamination.

Particle suspensions were made by weighing the needed mass of particles,
transferring the particles to a glass insert and adding 25 ml of water by pipette. In rare
cases of more dilute (less than 0.1 g/l) particle suspensions, stock solutions were made
and 25 ml of the stock solution were pipetted directly into a glass insert. After adding a
Teflon coated stir bar, the insert was carefully lowered into the polycarbonate reactor.
The top pipe and probe assembly was installed and the signal wiring for the temperature
and pressure probes and pressure control system was connected. Dissolved gases were
evacuated by vacuum pump connected to the gas outlet valve on the reactor.

For all methane experiments, the solution was stirred at 500 rpm, the maximum
speed at which the stir bars remained centered. Stirring speed was reduced to 450 rpm
for all carbon dioxide experiments because the liquid carbon dioxide droplets in the
solution destabilized the stir bar at higher speeds.

Temperature of the cooling water was controlled by a computer programmed to
cool at a rate of 5 °C per hour. Insulation by the polycarbonate walls and loss of heat to
the surroundings caused the actual cooling rate of the reactor contents to lag, by about 6
°C, behind the temperature of the cooling water and to vary slightly from the
programmed cooling rate. For this reason, experiments were begun with the reaction
solution 6 °C warmer than the circulating water to ensure linear cooling. For methane
experiments, the cold bath was initially adjusted to 5 °C and the reactor was pressurized
when the solution had cooled to 11 °C. For carbon dioxide experiments, cold bath was
adjusted to 10 °C and reactor pressurized when solution temperature decreased to 16 °C.
The experimental procedure for a typical carbon dioxide hydrate formation experiment is
shown in Figure 2.13 and for a typical methane experiment in Figure 2.14.

The reactor was pressurized with the hydrate forming gas, either carbon dioxide

or methane, to 5.5 MPa (800 psi). Pressurization increased temperature. Once
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temperature returned to the set value, the cold bath cooling system was activated. The

above cooling method resulted in a linear cooling rate of reactor contents. For the
methane systems, this cooling rate varied between 0.070 °C/min (4.19 °C/hour) and 0.081
°C/min (4.88 °C/hour), with an average of 0.074 + 0.003 °C/min (4.46 + 0.19 °C/hour).
For the carbon dioxide systems, this cooling rate varied between 0.080 °C/min (4.78
°C/hour) and 0.108 °C/min (6.50 °C/hour), with an average of 0.089 + 0.005 °C/min (5.36
+ 0.27 °C/hour)

Pressure and temperature were recorded every five seconds and their values
plotted on a computer screen throughout the experiment for easy visual monitoring.
Time, pressure and temperature data were also saved to a file for further analysis. The
temperature and pressure traces for a typical hydrate formation experiment with carbon
dioxide are shown in Figure 2.13 and with methane in Figure 2.14.

Hydrate formation was ascertained by visual inspection. The appearance of the
hydrate forming solution changed markedly upon hydrate formation, becoming solid and
more opaque. As the reaction is exothermic, hydrate formation was also usually
accompanied by a noticeable temperature increase (Figure 2.13 and Figure 2.14). Data
were recorded for several minutes after hydrate formation to include the temperature
spike. Data logging then ceased and the reactor depressurized, disassembled and washed

as already outlined.
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Figure 2.13: Pressure and temperature history for a typical carbon dioxide hydrate
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2.6.3 Experimental Protocol
Supercooling values and induction times were calculated from the temperature of hydrate
formation.

Supercooling is a measure of the driving force needed to overcome the energy
barrier to hydrate nucleation. Supercooling is the difference between the equilibrium
temperature for hydrate formation at the experimental pressure of 5.5 MPa (800 psi) and
the actual experimental temperature of hydrate formation (Figure 2.15):

Supercooling = Tequilibrium - T formation
The equilibrium temperature was obtained from a regression on equilibrium data for the
hydrate-liquid water-gaseous methane or liquid carbon dioxide phase line from the

literature.
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Figure 2.15: Definition of supercooling with respect to the phase diagram of COx.

The induction time for hydrate formation is the time that it takes hydrate to form
once equilibrium conditions have been reached. Induction times were calculated by

dividing the supercooling by the cooling rate:
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Induction time = SULCOOIIE%
Cooling Rate

The induction time is a transformation of supercooling data from a temperature scale to a
time scale using the cooling rate, and is therefore dependent on the cooling rate. This
relationship is graphically shown in Figures 2.13 and 2.14. Cooling rates were
individually calculated for each experiment by a linear regression fit to the cooling curve.
This atypical definition of induction time is only used by hydrate researchers. It should
not be confused with the standard measurement of induction time as the time to hydrate
formation once specific temperature and pressure conditions are set and held constant.

Because the degree of supercooling is the more fundamental chemical variable,
experimental results are presented in terms of supercooling.  Induction times
corresponding to the degree of supercooling with the experimental cooling rate are also
sometimes reported.

Because of the large variability in experimental results, experiments were
performed in replicate and average values of supercooling and induction times reported.
Normally, at least five experiments were performed under each set of conditions. Data
sets for control experiments without particles were larger, including 26 and 10
experiments for methane and carbon dioxide respectively.

The Kolmogorov-Smirnov test for normality of data was performed on control
sets, ensuring normality of data so that parametric statistical analyses could be performed.
Supercooling and induction time values were usually reported as averages and
reproducibility by standard deviation. Analysis of variance was performed to test for
dissimilarity among data points and the Tukey test was used to determine statistically
significant differences among data points. Statistical tests were performed at 5%

confidence levels.
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Chapter 3 Experimental Results
3.1 Methane Hydrate

3.1.1 Qualitative Observations

Methane hydrate always formed first at the boundary between methane gas and liquid
water. Hydrate formed as a film on the interface. Mixing was sufficient to form a vortex,
and the interface solidified in the shape of the vortex. The higher the formation
temperature, the less hydrate appeared to form, producing a very thin and weak film that
was initially broken up by the mixing. Hydrate continued to grow and after about 20
seconds, the film solidified and remained intact. At lower formation temperatures, the
hydrate film grew rapidly and solidified in several seconds.

Immediately after initial hydrate formation, the bulk solution was clear and
devoid of hydrate. Continued mixing appeared to cause hydrate erosion on the water side
of the hydrate layer, bringing hydrate into the bulk solution. The bulk solution remained
clear and liquid even after remaining for two days at elevated pressures and lowered

temperatures in the hydrate stability region.
3.1.2 Control Experiments in Absence of Seed Particle

Hydrate formed from methane gas and liquid water at an average supercooling of 5.13
°C. This supercooling corresponds to an average induction time of 69.3 minutes.
Variation in the data was large with a standard deviation of 1.19 °C for supercooling and
14.8 minutes for induction time. Twenty-eight experiments were run but two, NR157
and NR159, were discounted as hydrate failed to form before the water froze (leaving n,
the number of experiments in a set = 26) (Figure 3.1).

The Kolmogorov-Smirnov goodness of fit test shows that supercooling
temperatures were normally distributed with 5% confidence (Figure 3.2). This finding

indicated that parametric statistics could be used to analyze results.
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Figure 3.2: Cumulative frequency distribution of supercooling temperatures for hydrate
formation from methane gas and pure water, used for the Kolmogorov-Smirnov goodness
of fit test for normality of data. dmax observea = 0.1165 at a supercooling of 4.25 °C. dmax
critical (N1=26, 0=0.05) = 0.25908. Since dmax observed < Amax critical» acCEPt at 5% confidence
level hypothesis that the sample could come from a normal distribution with mean = 5.13
°C and standard deviation = 1.19 °C.

3.1.3 The Effect of Adding Particles

The addition of aluminum oxide and calcium carbonate particles to the hydrate forming
solution decreased supercooling and induction time of methane hydrate formation. A 1
g/l suspension of unwashed Degussa aluminum oxide particles decreased the
supercooling needed for hydrate formation by 44.8% to 2.83 °C and the induction time by
45.7%, to 38.0 minutes (Figure 3.3). The same concentration of calcium carbonate
particles had a similar effect of decreasing the supercooling by 53.6% to 2.38 °C and
decreasing the induction time by 53.4%, to 32.3 minutes (Figure 3.3).

The addition of these particles also increased reproducibility of the results. The

standard deviation of supercooling values decreased from 1.19 °C in the unseeded system
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to 0.49 °C and 0.35 °C in the systems seeded with aluminum oxide and calcium carbonate
particles, respectively. Standard deviation of induction times decreased from 14.8
minutes in the unseeded system to 6.0 minutes and 5.4 minutes in the systems seeded

with aluminum oxide and calcium carbonate, respectively.

Supercooling (°C)

No Seed Al203 CaCO3 Si02
Suspension (1 g/L)

Figure 3.3: Comparison of supercooling values for methane hydrate formation in the
unseeded system with those of seeded systems. Errors are presented as standard deviation
( n=26 for no seed. n=5 for Al,03 and CaCO; and n=10 for SiO,).

The addition of silicon dioxide particles had no significant effect on the
supercooling and induction times of methane hydrate formation and no effect on the
reproducibility of results. The average supercooling needed for methane hydrate
formation from a 1 g/L suspension of silica was 4.80 + 1.52 °C. Average induction time
was 66.0 minutes with a standard deviation of 19.8 minutes. Statistical analysis showed

that these results were not statistically different from those of the unseeded system.
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3.1.4 Particle Concentration Effect

The mass concentrations of aluminum oxide, silicon dioxide and calcium carbonate
particle suspensions were varied from O to 1 g/L. The average supercooling and
induction times for hydrate formation decreased with increasing aluminum oxide and
calcium carbonate particle concentrations (Figure 3.4 and Figure 3.5). For aluminum
oxide, the effect was not statistically significant at concentrations higher than about 0.2
g/L. For calcium carbonate particles, the slope changed sharply at 0.1 g/L and never
quite became horizontal thereafter. To determine the minimum particle concentrations
that would successfully seed hydrate formation, several low concentrations of calcium
carbonate particle suspensions were used. Below about 0.05 g/L, necessary supercooling
values were not significantly lowered. Variability was large and multiple t-test and
analysis of variance showed that these low end values were not statistically different.
Again, silicon dioxide particles did not have any effect on supercooling at particle
concentrations up to 1 g/L. (Figure 3.6). An analysis of variance among all the results in

Figure 3.6 showed these times were statistically equivalent.
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Figure 3.4: Variation of supercooling values for methane hydrate formation versus
aluminum oxide mass concentration (n=5 for all sets, standard deviations shown).
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Figure 3.5: Variation of supercooling values for methane hydrate formation versus
calcium carbonate mass concentration (n=5 for all data points, standard deviations
shown).
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Figure 3.6: Variation of supercooling values for methane hydrate formation versus silicon
dioxide mass concentration (n=5 for data points except n=10 for 1 g/L concentration).
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3.1.5 Inhibitor Effect

A 1 g/L polyvinlypyrrolidone solution inhibited methane hydrate formation, increasing
supercooling to 8.87 °C and induction time to 114.9 minutes, a gain of 72.9 and 65.8%
respectively. Reproducibility was not improved though; standard deviation of
sueprcooling was 1.77 °C. These values are higher but in the same range as that for the

unseeded system.
3.1.6 Seawater Hydrate Formation Kinetics

Hydrate formed more slowly in artificial seawater than in pure water, even after taking
into account the unfavorable shift in phase equilibria. Aluminum oxide particles still

successfully enhanced hydrate formation from seawater (Figure 3.7).
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Figure 3.7: Comparison of methane hydrate formation in pure water and seawater
systems with and without aluminum oxide seed (n=5 for all sets except no seed with
n=26, standard deviations shown).
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3.1.7 Temperature Increases

Hydrate formation was accompanied by temperature increases caused by the heat
released during the exothermic hydrate formation reaction. Temperature increases were
very small for methane hydrate formation because so little hydrate forms in each
experiment. Heights of temperature spikes correlated with the supercooling needed for
hydrate formation (Figure 3.22), increasing with increasing supercooling. This shows
that more hydrate formed at higher supercooling (longer induction times). The
temperature spike versus supercooling trend was the same for seeded and unseeded
systems. The addition of PVP produced smaller temperature spikes at comparable

supercooling values.
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Figure 3.8: Temperature spikes during methane hydrate formation plotted versus
supercooling.
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3.2  Carbon Dioxide Hydrate

3.2.1 Qualitative Description

Carbon dioxide hydrate formed throughout the bulk solution spontaneously. The high
mixing rate and liquid state of the carbon dioxide caused a turbulent condition with many
carbon dioxide droplets. The bulk solution, including droplets, became whiteish and
opaque. Occasionally, the stir bar continued rotating, signifying that the hydrate was not
completely solid but more slurry-like. Frequently, especially at longer induction times,

the stir bar stopped mixing when hydrate formed, indicating a more solid form of hydrate.
3.2.2 Control Experiments in Absence of Seed Particle

Hydrate was formed from liquid carbon dioxide and liquid Milli-q water in a
series of ten experiments (Figure 3.9). The average supercooling was 9.38 °C with a
standard deviation of 2.68 °C, corresponding to an induction time of 102.5 minutes and a
standard deviation of 33.5 minutes. Again, the Kolmogorov-Smirnov test indicated a

normal distribution (Figure 3.10) allowing use of parametric statistical analyses.
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Figure 3.9: Supercooling values for carbon dioxide hydrate formation from carbon
dioxide and pure water (n=10).
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Figure 3.10: Cumulative frequency distribution of induction times for carbon dioxide
hydrate from pure water and carbon dioxide, satisfies a normal distribution by the
Kolmogorov-Smirnov test for normality.

3.2.3 Effect of Adding Aluminum Oxide Particles

In the first set of experiments, hydrate was formed from carbon dioxide and suspensions
of Milli-q water and aluminum oxide of type Degussa C. The aluminum oxide used in
these experiments was not pretreated by washing. Suspension concentration was varied
from O to 1 g/L. The unwashed Degussa C aluminum oxide decreased supercooling
values for hydrate formation by 51.1% to 4.59 + 2.79 °C and by 57.4% to 4.00 + 2.11 °C
for 0.2 g/LL and 1 g/L concentrations respectively (Figure 3.11). Induction times
decreased to 50.6 = 29.0 and 43.7 £+ 23.3 minutes for 0.2 g/L. and 1 g/L concentrations

respectively (Figure 3.11).
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Figure 3.11: Variation of average supercooling for carbon dioxide hydrate formation
versus unwashed Degussa C aluminum oxide mass concentration (n=10 for no seed, n=3
for 0.2 g/L. and n=5 for 1 g/L concentration, standard deviations shown).

When the experiment was duplicated with 1 g/L concentration of washed Degussa
C aluminum oxide, it was found that the washed aluminum oxide did not decrease
supercooling nor did it have any other effect. This set of experiments with unwashed
particles was repeated to ensure that the difference between washed and unwashed
particle results was real. Results are shown in Figure 3.12. Washed and unwashed Linde
D aluminum oxide particles were also compared at a suspension concentration of 1 g/L.
Although the difference in supercooling is not significant, reproducibility was better with

unwashed Linde D particles. It was decided to use unwashed particles in all subsequent

experiments.
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Figure 3.12: Effect of washing particles on supercooling values. All concentrations were
1 g/L. Top: Degussa C A,O; Bottom: Linde D Al;O3 (n=5 for all sets with particles,
standard deviations shown).
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3.2.4 Concentration Variation

The suspension concentration of Linde D aluminum oxide was varied from O to 10 g/L to
determine the seed behavior at low and high concentrations. Linde D aluminum oxide

decreased induction times at all concentrations down to 0.005 g/L (Figure 3.13).
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Figure 3.13: Variation of supercooling for carbon dioxide hydrate formation versus
unwashed Linde D aluminum oxide mass concentration (n=10 for 0 g/L, n=4 for 0.005
g/L, n=5 for 0.01, 0.05 and 0.05 g/L, n=10 for 0.1, 0.667 and 1.0 g/L, standard deviations
shown).

Increasing particle concentrations up to 10 g/L did not significantly decrease
induction times over lower concentrations of 0.1 to 1.0 g/L (Figure 3.14).

Stock solutions of lower concentration suspensions of Linde D aluminum oxide
were prepared and, after sonicating for one hour prior to experiment, 25 ml of suspension
was transferred to the glass insert by pipette. Experimental runs using stock suspensions
that had been aged for several days before experiment showed reduced effectiveness at
decreasing induction times. Two series of experiments, shown in chronological order in

Figure 3.15 exhibited this trend. For the 6th and 7th experiments at both concentrations
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shown, new stock solutions were prepared and hydrate formed from these suspensions

showed decreased induction times again.
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Figure 3.14: Variation in supercooling for carbon dioxide hydrate formation versus
unwashed Linde D Aluminum Oxide mass concentrations up to 10 g/L (n=6 for 10 g/L,
standard deviations shown).
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Figure 3.15: Two experimental runs of carbon dioxide hydrate formation supercooling
values, presented chronologically, showing effect of aging on particle suspensions.
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Supercooling values were next measured for carbon dioxide hydrate formation

from suspensions of the remaining aluminum oxides, Linde A, C and Praxair B. Mass
concentrations of particles equivalent to 10 m%/L were used. Experiments were
performed using reported surface areas, before BET measurements were made, so the
surface area normalization is only approximate. None of Linde A, C and Praxair B had a
significant effect on average supercooling (Figure 3.16). Variability remained large for

Linde A and Praxair B.
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Figure 3.16: All experiments with aluminum oxide particles. Results with unwashed and
aged particles are not presented. Particle mass concentrations correspond to surface area
concentrations of approximately 10 m%L (n=10, 10, 5, 5, 5 and 5 in order presented,
standard deviations shown).
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Figure 3.17 and Figure 3.18 show supercooling values for all aluminum oxides versus

mass concentration and surface area concentration.
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Figure 3.17: Supercooling needed for carbon dioxide hydrate formation plotted versus
aluminum oxide particle mass concentration. Note that only Degussa and Linde D
decreased supercooling.
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Figure 3.18: Supercooling needed for carbon dioxide hydrate formation plotted versus
aluminum oxide particle surface area concentration.
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3.2.5 Effect of Adding Other Oxide Particles

Mg(OH),, Fe;0s and SiO, particles had no significant effect on hydrate formation with
average supercooling values of 10.93 + 2.26, 11.29 £ 3.42 and 10.01 = 4.22 °C,
respectively (Figure 3.19). CuO reduced the supercooling needed for formation of

carbon dioxide hydrate to 1.33 + 0.27 °C, a reduction of 86%.
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Figure 3.19: Average supercooling necessary for carbon dioxide hydrate formation from
suspensions of oxides and CaCOs (n=10, 5, 5, 5, 5 and 3 in order presented, standard
deviations shown).

3.2.6 Effect of Adding CaCO, Particles

The average supercooling necessary for carbon dioxide hydrate formation from a 1 g/l

suspension of CaCOs particles was 11.17 + 4.73 °C (Figure 3.19). The CaCOj; particles
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dissolved during the experiment, accounting for their lack of effect. Dissolution was

visually determined by the clearness of suspension.
3.2.7 Phase Equilibria

To determine whether particles in the hydrate forming solution affected the phase
equilibria, equilibrium pressures and temperatures were determined by measuring the
hydrate decomposition pressures and temperatures. Decomposition temperatures were
measured for pressures near the formation pressure of 5.5 MPa for hydrate formed from

Milli-q water and from suspensions of oxide and carbonate particles, Table 3.1.

Table 3.1: Phase equilibrium data.

Decomposition

Suspensions Temperature Pressure
(°C) (MPa)
No Seed 10.17 5.496
No Seed 10.20 5.496
0.05 Linde D Al,O4 10.12 5.921
1 g/L Linde D AlLOs 10.16 6.061
10 g/L Linde D Al,O4 10.19 6.041
1 g/L Praxair B Al,O; 10.18 5.979
1 g/l Degussa C AlO3 10.23 6.061
1 g/L CaCOs4 10.10 5.969
1 g/L Mg(OH). 10.06 5.925
1 g/L Mg(OH). 10.05 6.012

There was no large off-set from the phase line caused by the addition of particles
(Figure 3.20). All the data points, including those with Milli-q water, only did indicate
slightly higher decomposition temperatures, by about 0.2 °C, than the data culled from
the literature. Precise calibration of temperature and pressure probes was verified. The

cause of this small difference was not discovered.
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Figure 3.20: Phase equilibria for carbon dioxide hydrate formation. Regression lines are
drawn through data gathered from literature [1]. Solid circles in upper left of diagram
represent experimental decomposition data.

3.2.8 Particulate or Dissolved

The aluminum oxide phase, dissolved or particulate, that successfully catalyzed hydrate
formation was investigated. The supercooling values necessary for hydrate formation
from a suspension of Linde D aluminum oxide were measured in a series in of four
replications. The particle suspensions from these experiments were saved, heated to
room temperature and left for several days to ensure decomposition of all hydrate nuclei.
They were then filtered through a 0.05 micron polycarbonate filter to remove most of the
particles. Solutions were completely clear after filtration. Hydrate was formed from this

filtrate in a series of only three replications because some of the solution was lost during



83

the recovery process. Average supercooling induction time for hydrate formation from
this set of experiments with Linde D aluminum oxide was 5.43 + 0.97 °C. Hydrate
formed from the filtrate with a supercooling of 10.18 * 2.66 °C, not different from the

unseeded control system supercooling of 9.38 + 2.68 °C.
3.2.9 Seawater Hydrate Kinetics

Hydrate was formed from carbon dioxide and synthetic seawater. Two experiments of 5
replications were conducted for systems with no added particles and with 1 g/L Linde D
aluminum oxide particles. Supercooling was higher for hydrate formation from seawater
than from pure water and the aluminum oxide particles decreased supercooling in
seawater systems, as in pure water systems. Average supercooling values were 13.65 +

1.75 °C in the unseeded system and 7.51 = 0.71 °C in the seeded system.
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Figure 3.21: Supercooling values for carbon dioxide hydrate formation from seawater.
Individual experiment results are shown from two series of 5 replications.
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3.2.10 Temperature Increases

Hydrate formation was accompanied by temperature increases caused by the heat
released during the exothermic hydrate formation reaction. Because much more hydrate
is formed in the experiments with carbon dioxide than with methane, temperature spikes
are larger for carbon dioxide hydrate formation. Heights of temperature spikes correlated
with supercooling necessary for hydrate formation (Figure 3.22). More hydrate formed at
higher supercooling values. The temperature spike versus supercooling trend was the
same for seeded and unseeded systems with carbon dioxide. Three experiments at a
lower stir rate, 300 rpm compared to the usual 450 rpm, showed slightly lower

temperature spikes.
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Figure 3.22: Correlation between temperature spike during hydrate reaction and
supercooling for carbon dioxide hydrate formation.
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3.3  Electrophoretic Mobilities and pH

Electrophoretic mobilities of Linde A, C and D aluminum oxide at 25 °C are compared in
Figure 3.23. When particles have a net zero surface charge, mobility of the particle
tends to zero. The pH at which particles are neutral is called the Point of Zero Charge.
The pHp,c is measured by varying the pH and observing when the mobility vs charge
curves cross the zero mobility axis. The pHp,cof Linde A, C and D at 25 °C were found

to be approximately 7.5, 5.2 and 6.9 respectively.
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Figure 3.23: Linde A, C and D particle electrophoretic mobilities versus pH at 25 °C
(error bars are standard deviations).
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The pHp,. of oxides varies with temperature [2, 3]. The pHp,'s of a magnetite and an
unspecified aluminum oxide were found to decrease with increasing temperature from 6.9
at 10 °C to 5.4 at 100 °C and from 9.5 at 10 °C to about 8 at 100 °C, respectively [3]. In
contrast, the pHpzc of y-Al,O; was found to increase with increasing temperature, from
4.5 at 10 °C to 9 at 50 °C [2]. No studies were found of the temperature dependence of
pHp.c at temperatures lower than 10 °C, where hydrate formation is possible. Particle
mobilities were remeasured at 5.5 °C (Figure 3.24), the temperature at which hydrates
form from Linde Al;Os seeded water. A constant temperature of 5.5 °C in both solution
and electrophoresis cell was maintained with water baths. Measured pH,,. was greater
than 8, between 6 and 7.5, 8.5 and 11.2 for Linde A, C and D aluminum oxides and
Mg(OH),, respectively. Stabilization of suspension pH was difficult, accounting for lack
of adequate data for accurate determination of pHp,. in some cases. CuO particles settled

and stuck to the walls of the electrophoresis cell making measurements very difficult.
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Figure 3.24: Electrophoretic Mobilities of Linde A, C, D and Mg(OH), at 5.5 °C.
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Chapter 4 Discussion of Results

4.1  Homogeneous Systems

41.1 Methane

In the particle-free homogeneous aqueous solutions, methane hydrate only formed at the
interface between the free methane gas phase and the dissolved methane and water bulk
aqueous phase. A transparent, solid membrane formed, separating methane gas and
water. Even after several days of stirring and allowing for continued methane
dissolution, hydrate never formed in the bulk solution.

Methane hydrate only forms at the interface because only at the interface are there
enough methane molecules to support nucleation. Methane hydrate forms when methane
molecules dissolve in water and stabilize the partial cages or ring structures of water
molecules that exist in water. Dissolved methane molecules are needed to stabilize the
water cages. In the absence of sufficient gas molecules, the cages destabilize and
decompose before the cage structures reach critical nuclei size. Because the solubility of
methane in water is low, the concentration of dissolved methane in the bulk aqueous
phase is too low to support hydrate nucleation. At the interface, though, water molecules
arrange themselves around the abundant methane molecules in the methane gas phase.
After hydrate formation occurs at the interface, the solid hydrate membrane inhibits
continued hydrate growth into the bulk solution. Diffusion of methane gas across the
film is slow and the concentration of dissolved methane gas never increases enough for
hydrate formation.

North et al. [1] have also demonstrated the existence of a hydrate film at the
interface between water and carbon dioxide. Others [2, 3] agree that the membrane
greatly inhibits, though does not completely stop, further transfer of gas into the liquid
phase. Vysniauskas and Bishnoi [4] observed in their methane hydrate formation

experiments that a few crystals of hydrate appeared on the water surface, after which they
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recommenced stirring to measure bulk hydrate growth rates. They agreed that methane
hydrate formation is an interfacial phenomenon, occurring at the interface because of the
low solubility of methane in the liquid water. "Hence the most likely place where the
concentration of water and methane molecules could be high enough to initiate and
sustain hydrate formation is at the gas-water interface” [4]. In the same laboratory,
Englezos et al. [5] reported that, when a uniform supersaturation was reached before the
appearance of nuclei, the nucleation process occurred everywhere in the liquid water.
Finding that hydrates of ethane and methane formed in the bulk solution, they suggested
that the hydrate nuclei grow to critical size due to encapsulation of gas molecules at the
_crystal-water interface within the volume of solution. But the mixing rates used in these
experiments were sufficiently high to break up any surface film and mix it into the bulk,
producing what may have appeared to be nucleation in the bulk solution [6].

Average induction time for hydrate formation from pure water was 73.1 minutes
and from seawater was 105.8 minutes. A longer induction time was needed to form
methane hydrate from seawater than from pure water. The variability in measured
induction times was large. The presence of small, unknown impurities cannot be ruled

out as the cause of this variation.

41.2 Carbon Dioxide

In contrast to methane hydrate formation, carbon dioxide hydrate formed
throughout the bulk solution. The entire aqueous phase solidified, though often the
composition was more slurry-like at first and only became truly solid after several
minutes to hours. Carbon dioxide hydrate forms in the bulk solution while methane
hydrate does not because the solubility of carbon dioxide is higher than that of methane.
The higher solubility ensures that there are enough carbon dioxide molecules in the bulk
solution to stabilize the water cages.

The vigorous mixing of the solution produced droplets of liquid carbon dioxide

throughout the bulk phase. Whether hydrate formed truly in the bulk solution first, or
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formed at the surface of these droplets, was unclear. Earlier experiments, at lower
mixing rates where droplets did not form, showed that carbon dioxide hydrate did form in
the bulk solution but usually at the vessel surfaces. Although the initial nucleation site is
unknown, hydrate spontaneously formed throughout the solution immediately after
initiation because the concentration of carbon dioxide molecules was high enough.

Average induction time for carbon dioxide hydrate formation from pure water
was 102.5 minutes and from seawater was 154.3 minutes. As in the methane system, a
longer induction time was needed to form carbon dioxide hydrate from seawater than
from pure water.

The variability in measured induction times was large and similar to that of the
methane system. Again, formation of hydrate is probably not truly homogeneous because

of unavoidable impurities in the solution.

4.2 Heterogeneous Systems

42,1 Methane

Adding certain types of particles to the hydrate forming solution shortened
induction times for methane hydrate formation. Calcium carbonate and aluminum oxide
particles shortened induction times and decreased variability equally well, while silicon
dioxide particles had no effect on methane hydrate formation.

Hydrate nucleation occurs earlier in the presence of particles because of increased
hydrogen bonding between surface hydroxyl groups on the particles and water molecules.
The increased hydrogen bonding produces a structured layer of water molecules at the
surface of the particle. This structure is stabilized by dissolved methane molecules,
around which the structure grows into complete clathrate cages.

This explanation is substantiated by the findings of others that ordered, structured
vicinal water exists at surfaces [7, 8].

Parallels between ice nucleation and hydrate nucleation are clear. Some solid

particles and inorganic materials are good nucleators of ice. A matching, or fit, between
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ice and nucleator crystal structure results in a correspondence between hydrogen bonding
groups at the particle surface, the hydroxyl groups, and hydrogen bonding groups at the
ice surface. If the unit cell structure and dimensions match well, hydrogen bonding is
encouraged and an ice-like structure at the particle surface forms. When water molecules
are adsorbed on the nuclei, the free energy of the system is lowered, and the forming ice
embryo requires a lower free energy because the atoms of the nucleating surface have the
same arrangement as ice crystals. As discussed in the next section, there is a remarkable
coincidence of particles that nucleate ice and those that nucleate hydrate. Hydrate
nucleation on particles may be caused by either a thin layer of ice forming on the
particles first, and acting as a template for subsequent hydrate nucleation, or by the direct
formation of hydrate crystals on the particles. There is a fair match of the oxygens of the
110 face of structure I hydrate, the exposed face [9], with those of ice, showing that
hydrate formation on an ice surface may be favorable. The matching of crystal faces of
nucleating particles and hydrate has been attempted and the possibility of forming
clathrate-like structures directly on the particles and avoiding the middle ice-like layer
should not be disregarded (see section 4.3.1).

Methane hydrate still formed only at the interface between methane gas and
water, even in the presence of particles. The low concentration of methane molecules in
the bulk solution and the presence of abundant methane molecules at the surface can
again explain this phenomenon. In the experiments, the calcium carbonate, aluminum
oxide and silicon dioxide particles appeared uniformly distributed throughout the water
column. Therefore, particles would have been present at the interface. Particles that
tended to settle out or avoid the surface would presumably not affect methane hydrate
formation.

The hydrate reaction is exothermic, with the heat produced and associated
temperature rise varying with the amount of hydrate formed. Though hydrate growth
rates subsequent to initial formation were not measured, the temperature spikes provided

an indirect measure of how much hydrate was formed initially. The quantity of hydrate
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formed varied with induction time. Particles did not increase the quantity of hydrate
formed while PVP, the known inhibitor, did lower the temperature spikes. PVP inhibits
hydrate formation by interfering with hydrogen bonds and adsorbing to the clathrate
surface, slowing further growth [10]. Particles, on the other hand, did not affect how
much hydrate was formed, but only hastened the formation of the critically sized hydrate
nuclei. This finding is substantiated by that of Bylov and Rasmussen [11], who added
particulate impurities to their system studying ethane hydrate formation. The particles
signiﬁcan'tly decreased induction times over particle-free systems but the measured
hydrate growth rates were comparable in both systems. Vysniauskas and Bishnoi [4]
measured hydrate growth rates after seeding with dissociated methane hydrate and also
found no difference between growth rates using double distilled water and dissociated

hydrate samples.
4,22 Carbon Dioxide

Particles catalyzed the formation of carbon dioxide hydrate as well. Of the
particles tested, copper (II) oxide was by far the most effective, reducing the average
induction time by 85% from 102.5 minutes to 15.4 minutes. Copper particles also nearly
eliminated the variability of hydrate formation time, reducing the standard deviation from
33.5 minutes to 2.8 minutes. A variety of aluminum oxide particles were tested; some
reduced induction times and others did not. Silicon dioxide, iron oxide and calcium
carbonate particles had no effect on hydrate formation, within the variability of the
results. Calcium carbonate particles dissolved in the acidic solution, thus accounting for
their effectiveness in the methane system but not in the carbon dioxide system. The
reasons why some particles are effective and others are not are discussed in the next
section.

The same processes as occur in the methane system can explain the nucleation of
hydrate in the heterogeneous carbon dioxide system. The main difference is that now all

the particles are effective, and not just those at the interface.
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4.3  Nucleation Catalysts

By comparing particle properties, this section explains why certain particles,
among them calcium carbonate, copper oxide and some aluminum oxides, catalyze
hydrate formation, while others, such as iron oxide, magnesium hydroxide and some

other aluminum oxides, do not.

4.3.1 Comparison of Particle Properties

Crystal Structure
The most important property of a good nucleator of hydrate appears to be the crystal
structure type and lattice dimensions.

Of the particles tested, those that have been shown to be good catalysts of ice
nucleation and/or those that have matching crystal structures to ice, were also effective at
seeding hydrate formation (Table 4.1). Copper (II) oxide, the most active particle tested
for catalysis of hydrate formation, is also one of the best ice nucleators [12]. y-AlOs, the
form of Degussa C aluminum oxide, was an efficient hydrate nucleator and has been
proven as an effective ice nucleator [12]. Active particles, «@-Al,O3 and calcium
carbonate, though untested as ice nucleators, have crystal lattice parameter deviations
from ice of only 5% and about 10%, respectively. The crystal form of calcium carbonate
used, aragonite or calcite, was unknown but both have similar lattice parameters to ice.
Although Garten and Head [13] set an upper limit of lattice mismatch of 7%, these lattice
matches are deemed acceptable. Magnesium hydroxide, on the other hand, has a large
crystal mismatch of 30.6% and Fe,0s has a crystal mismatch of 11%. These two particles
were not succesful catalyzers of hydrate formation. (They have not been tested as ice
nucleators.) Silica particles were amorphous and therefore did not have crystal structures
to match with that of ice. Examples of crystal match or mismatch between particle and
ice presented in Figure 4.1. As shown, the crystal faces of @-Al203 and ice match well

but those of Mg(OH), and Fe,O3 do not match well with the crystal face of ice.
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Table 4.1: Crystal structure and lattice parameters of ice and particles used in
experiments.

Lattice Parameters

Particle Crystal Phase Crystal System b c

lce!? Hexagonal 4.51

Synthesized Fe,O,"" 100% « Hexagonal 5.04 13.76

Degussa C Al,O3 100% y Cubic 7.73-8.06

Linde A ALO, M 90% a, 10% y Hexagonal 4.76 12.98

Linde C ALO; 100% a Hexagonal 4.76 12.98

Linde D ALO,'4 90% a, 10% ¥ Hexagonal 4.76 12.98

Praxair B-AF Al,O5" 10% @, 90% Cubic 7.73-8.06

Degussa SiO, amorphous None

CaCOs: calcite!”! - Hexagonal 4.99 17.06
Rhombohedral 6.37

Aragonite! Orthogonal 4.95 796 573
Mg(OH),"! - Hexagonal 3.13 4.74
cuo '? - Monoclinic 4.65 341 511

Shaded entries are particles that have been tested for and proven to be good ice nucleators [12].
Bolded entries are particles that been proven in this laboratory to be good catalysts of hydrate
formation.

The crystal lattice similarity between ice and particles poses the question of
whether the hydrogen-bonded water structuring occurring at the surface of the particle is
"ice-like" or "hydrate-like." A thin layer of ice may form on the particle surface and
then, in turn, initiate hydrate nucleation or the water structure could be in the form of
clathrate cages directly. The crystal matching between the 110 face of hydrate and ice,
a-Al, O3, and Mg(OH), shows that both ice and a-Al,O3 do show some coincidence with
hydrate but Mg(OH), does not. The match is not great though, so it is unclear whether
the match is good enough for "hydrate-like" structures to form directly on particles.

Clearly, crystal structure is not the only property of a particle that makes it a good

catalyst of hydrate formation, since only some of the aluminum oxides were active while

others had no effect at all.
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Figure 4.1: Crystal faces of ice and particles. Oxygen atoms are shown. Lighter spheres:

ice oxygen atoms, darker spheres: particle oxygen atoms.
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Size

Comparing sizes of the particles that decreased induction times, Degussa A and Linde D
aluminum oxides, copper oxide and calcium carbonate, with those that did not decrease
induction times, Linde A, C and Praxair B aluminum oxides, iron oxide and magnesium
hydroxide, reveals no obvious dependency on particle size (Table 4.2). Measured size of
active Linde D aluminum oxide particles was the same as that of inactive Linde A and C
aluminum oxide, approximately 300 nm. Degussa C aluminum oxide particles were

much smaller, 11.5 nm, but still quite active in reducing induction times.

Table 4.2: Particle sizes and surface areas.

Particle Particle Diameter (nm) Surface Area (m?/g)
Reported Measured Reported Measured  Calculated
Synthesized Fe,03 - 131.7° - - 8.66
Degussa C Al,O, 13° 11.5¢ 85-11 52 - 163
80

Linde A Al,Os 300° 317.0° 14° 12.42° --
268.8°

Linde C Al,O3 1000° 317.0° 3° - -
360.9°

Linde D Al,O3 1000° 352.5° 15° 7.90° --
263.4°

Praxair B-AF Al,O4 50° - 80° -- -

Degussa SiO; 7° 17.5° 350 to 410° - 155

CaCO, - 1.91 to 4.65' - - 1.6

Mg(OH). - 1000 to 2000 - - 2

CuO -- -- -- -- -

a Degussa Manufacturer [16]

b Schlautman {17]

¢ Praxair

d Transmission Electron Microscope
e Photon Correlation Spectroscopy
f Coulter Counter

gBET

Although particle effectiveness at initiating nucleation does not correlate with
bulk property size, the active particles could be a small fraction of the total particles with
significantly smaller or larger particle size. Degussa C Al,O; particles were uniformly
small particles of 11.5 nm diameter, ruling out larger particle sizes being more active.

All Linde ALOs; particles showed some fines that were characterized by electron
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diffraction as crystalline. The CuO particles were never examined by TEM since they

were too large; therefore, it is not known if these particles had fines as well. Particles
that had no effect on hydrate formation included SiO,, with a small measured diameter of
17.5 nm. Unless SiO, particles were ineffective for other chemical reasons to be
discussed later, these comparisons lead to the conclusion that size is not a determining

property of particle activity.

Shape

Particle shapes were shown in Figures 2.7 to 2.12. Iron oxide, silicon dioxide and
Degussa C aluminum oxide particles all had uniform shapes, pseudo-cubic and spherical
for the latter two. The Linde particles, on the other hand, had highly irregular shapes,
with "limbs." The shape of Linde D did not differ from that of Linde A and C. From
these results, it seems evident that shape did not have a controlling effect on whether

particles made good catalysts for hydrate nucleation.

Surface Area
Again, there was no obvious correlation between surface area and particle effectiveness
at decreasing induction time. If surface area were controlling, induction times would
presumably have decreased with increasing particle concentrations. There could be an
upper or lower limit on concentration above or below which this trend is not seen. It is
possible that the concentrations used were either too large or too small, to notice a trend
of decreasing induction time with increasing concentration. More conclusive is Figure
4.3, which shows all measured induction times for aluminum oxide particles plotted
versus concentration normalized to surface area.

SiO; particles with the largest surface area of approximately 400 m?/g do not seed
either carbon dioxide or methane hydrate. In the methane system, concentrations up to 1

g/L. were tested. This concentration has about 400 times the surface area of a 0.1 g/L
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Linde D suspension that is highly active in reducing induction time for carbon dioxide

hydrate.
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Figure 4.3: Induction times of carbon dioxide hydrate formation versus surface area
concentration of all aluminum oxide particles used.

Surface area was not a determining factor. Because the physical variables of the
particles: size, shape and surface area, have been ruled out, the chemistry of the particles

must account for the discrepancy in aluminum oxide particle activities.

Charge and Functional Groups

The matching of crystal lattice parameters was shown to be fundamental in ensuring good
catalytic properties of particles. The location of hydrogen bonding groups on the particle
surface needs to match up with those of the hydrate crystal (or ice). The type of
hydrogen bonding groups on the particle surface, which are the surface hydroxyl groups,
depend on the pHy, of the particle (listed in Table 4. 3) and the pH of the solution. The
pH of our experimental conditions, water saturated with guest gas at a pressure of 5.5
MPa and temperature between 0 and 10 °C is about 3.3 for the CO, system and about 7

for the methane system.
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In the acidic carbon dioxide solutions, the pH << pHy,. for all particles, except
silica, and therefore their surfaces are positively charged with more = SOH" than
=SOH surface groups. The silica particles were negatively charged since the pH >
pHp,c. In the methane system, silica particles were negatively charged whereas the other
particles were neutrally charged or positively charged for copper oxide particles with a
high pHp,c of 11.2.

The percentage of total hydroxyl groups that are positively charged is a function
of pH-pH,,.. Because the difference between solution pH and pHp,. of all the aluminum
oxides is similar, the percentage of positively charged hydroxyl groups will also be
similar. The reported site density of y-aluminum oxide (Praxair and Degussa) is about
2.5 times that of @-aluminum oxide so the total number of positively charged sites will be
greater by 2.5 times as well. This does not, though, explain the difference in activity of

the different aluminum oxide particles.

Table 4. 3: Point of zero charge and site densities of particles.

Particle PHpzc Site
Measured Reported Eﬁgﬁ%y
25°C 5.2°C 25 °C

Synthesized Fe,;0; - - 8.5% 4.5°
Degussa C Al;O4 - - 8.4° 16.9°
Linde A Al,O4 7.5 >8 9.1° &'
Linde C AlL,O, 5.2 6-7.5 9.1° 6
Linde D Al,O, 6.9 8.5 9.1° 6
Praxair B-AF Al,O, - - 8.4° 16.9°
Degussa SiO, - - 2.0° 7.9"
CaCO, - - - -
Mg(OH), - 11.2 . -
CuO - - 9.5° -

a from Stumm [18]

b from Schlautman [17]

¢ measured by electrophoresis, Goldberg et al. [19]

d from chemical reactions, James and Parks [20]

e isotopic exchange technique, Goldberg et al. [19]

f estimated from crystal lattice considerations, Goldberg et al. [19]
g for SiO; gel James and Parks [20]

h measured, Young [21]
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Other differences in surface hydroxyl groups arise from preparation and history of
particles. Surface hydroxyl group density of an oxide can be estimated from its crystal
structure. Knowledge of the crystal habit, or the exposed edges and faces of the oxide, is
important. Crystal preparation techniques determine which crystal faces are exposed and
therefore the density of hydroxyl groups. Mechanical disturbance such as grinding to
make small particles, leads to an amorphous or disturbed layer with increased surface
hydration [19, 22]. Hydration of particles raises the pHp,, meaning that surfaces become
more positively charged. All the oxides of aluminum apparently slowly hydrate (in a
matter of days) to the extent that at least a film of material with the properties of AI(OH)3
results [19, 22]. The pHy, of a-aluminum oxide at equilibrium with water is probably
about 9.2. All other values presently available for this material, including those measured
in this work, seem to represent metastable or impure states [22]. Surfaces of particles
may also vary in degree of crystallinity.

Linde A, C and D aluminum oxide particles used in this work all supposedly have
similar crystal structures, with Linde A and D being 90% « and 10% y and Linde C,
100% « phase. Yet, only Linde D is active with respect to hydrate catalysis, implying
differences in their hydroxyl groups, either in density or type. The "aged" Linde D
particles lost their ability to catalyze hydrate formation, possibly because of their
increased hydration and higher percentage of positively charged sites.

The exact nature of hydroxyl groups that ensure good catalysis of hydrate

formation is important, but not well understood.

4.3.2 Summary
Structural match between the exposed crystal face of a nucleating particle and that
of ice (or hydrate) is the most important criterion for a good hydrate nucleator. The

nature of the surface hydroxyl groups is also important.
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The findings of Bylov and Rasmussen [11] support the observations from this
laboratory. They found that adding CaCOs, BaSOys, rust and asphaltenes, all at once,
eliminated induction times for ethane hydrate formation. CaCOs was presumably the
active particle as rust, or hematite, has been shown to be inactive and BaSOy is an
orthorhombic crystal with large crystal lattice mismatch (a=8.87, b=5.45, ¢=7.14) and

therefore is probably not a good nucleator.
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Chapter 5 Conclusions, Implications and
Future Work

5.1 Conclusions

Formation of hydrate occurs first where there is the highest concentration of guest
molecules. Guest molecules are needed to stabilize the hydrogen bonded water
molecules. Methane hydrate, therefore, only forms at the interface between methane gas
and water. Carbon dioxide hydrate forms in the bulk solution because of the higher
solubility of carbon dioxide.

Hydrate formation in both pure water and seawater can be catalyzed by particle
surfaces. Only the nucleation process itself is catalyzed, resulting in decreased induction
periods. The subsequent growth on the hydrate nuclei is not affected. Surface hydroxyl
groups on the particles encourage hydrogen bonding between hydroxyl groups and free
water molecules near the surface. For particles to be effective catalysts there needs to be
good crystal face matching between particles and ice and maybe the clathrate structure
itself. Also important is the nature of surface hydroxyl groups.

Calcium carbonate, copper oxide, and Degussa C y-aluminum oxide and Linde D
a-aluminum oxide are efficient hydrate nucleators. 1 g/L calcium carbonate and Degussa
C y-aluminum oxide particle concentrations reduced the degree of supercooling
necessary for methane hydrate formation by 53.6 % and 44.8 %, respectively, at a
pressure of 5.5 MPa. 1 g/LL Degussa C y-aluminum oxide, Linde D aluminum oxide, and
CuO particle concentrations reduced the degree of supercooling necessary for carbon
dioxide hydrate formation by 57.4 %, 47.2% and 86 %, respectively, also at a pressure of
5.5 MPa. Linde A, Linde C and Praxair ¢-aluminum oxide and silicon dioxide,

magnesium oxide and iron oxide particles are not good catalysts of hydrate formation.
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52  Implications

5.21 Implications for the laboratory

The ability of certain particles to catalyze hydrate formation highlights the
importance of keeping laboratory equipment and solutions entirely free from impurities
for the study of homogeneous systems. The near impossibility of eliminating all
particulate impurities from the hydrate forming solutions ensures that most systems are
not truly homogeneous as thought.

Reactors should be made of inactive materials. Stainless steel, a common reactor
material, may not be a suitable choice. Long [1] showed that stainless steel balls and
shavings catalyzed hydrate growth. Sapphire, a crystalline aluminum oxide material

could be highly active with respect to hydrate catalysis.
5.2.2 Implications for Efficient Hydrate Formation

Spencer and North [2] have proposed sequestering carbon dioxide in the deep
oceans by forming carbon dioxide hydrates in a plant at the ocean's surface and then, by
pipeline, conveying the hydrate/seawater slurry down to depth. The formation of
hydrates at lowered supersaturation, i.e., lower pressures or higher temperatures, would
greatly reduce the cost of formation processes. This could be accomplished by seeding of
the hydrate reaction. But using particles for this purpose is impractical because of the
pollution problem they would cause if injected into the ocean with the hydrate. The seed
particles would need to be separated out before transferring the slurry into the ocean.
Installing surfaces of high surface area of an active particle may prove more useful.
Problems may arise, though, with hydrate forming on and then adhering to the catalytic
surfaces.

5.2.3 Implications for Natural Systems

Microscopic particles are naturally present in ocean waters. These particles

consist of calcite, aragonite, silica and others. These particles could affect the kinetics of
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hydrate formation by acting as hydrate nucleators. The fate of carbon dioxide released in
the deep ocean will depend not only on thermodynamic considerations but also kinetic
ones. If hydrate were to form on the surface of released carbon dioxide droplets or
bubbles, the hydrate coating would affect the density of the droplet or bubble, and hence
its tendency to sink or rise. The initiation of hydrate formation on particles could
possibly cause hydrate to form earlier than in the absence of particles. Most of the
particles in the ocean are either calcium carbonate, which would dissolve in the acidic
environment of released carbon dioxide, or silica which has been shown inactive with
respect to hydrate formation. Therefore, the effect of these particles on hydrate formation
may be small.

Of perhaps more significance is the role of the particulate matter in ocean floor
sediments on hydrate formation. = Many proposed methods of carbon dioxide
sequestration involve transferring the carbon dioxide to the ocean floor, either by
releasing the carbon dioxide at very deep depths or by releasing solid carbon dioxide
blocks that would sink to the ocean floor [3, 4]. The potential interaction of sediments
with released carbon dioxide, seawater and hydrates of carbon dioxide and methane has
been modeled by Harrison et al. [5]. Disposing of large quantities of carbon dioxide on
the seafloor, at depths greater than 3000 m, would result in a separate carbon dioxide
liquid phase overlying the sediments. Dissolution of the carbon dioxide would result in
acidified seawater above the sediment and acidified pore water in the sediments beneath.
Normally, the seafloor sediment has the capacity to neutralize the acidified seawater by
dissolving calcite and clay minerals and incorporating carbon dioxide into carbonates.
But Harrison et al. [5] found that large volumes of acidified seawater could deplete the
sediment's neutralizing capacity, by causing carbon dioxide hydrate to form in the upper
layer of the sediment. The growth of the hydrate causes all reactions between sediment
and pore waters to stop because the solid hydrate blocks the pore spaces. Further
neutralization by the sediments would thereby cease, reducing the amount of carbon

dioxide that the oceans could potentially absorb. Noting that natural occurrences of
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carbon dioxide hydrates are rare, Harrison et al. [5] argue that unknown Kinetic
limitations to hydrate formation might change their predictions. It has been demonstrated
in this laboratory and by Brewer at al. [6] that carbon dioxide hydrate does form quite
readily in seawater under favorable temperature and pressure conditions. Because
sediments consist of calcite, aragonite, and other clay minerals, all of which may catalyze
hydrate formation, hydrate formation at the pressures and temperatures of the sediments

is suggested to be very favorable and kinetic limitations are not expected.

5.3 Future Work

Further proof of carbon dioxide hydrate formation in homogeneous, bulk
solutions is necessary to show that hydrate formation is not only a surface phenomenon.
Careful experiments must be designed to eliminate the possibility of liquid droplet
surfaces or surface breakup and entrapment in the bulk to avoid mistaking surface
hydrate formation with bulk formation. Experimental systems must be kept free of
impurities to avoid inadvertent heterogeneous nucleation.

Further study of particle surface catalysis of hydrate formation is warranted to
confirm the results presented here. More particles with known crystal structures and
preparation techniques should be studied to understand the importance of the nature of

surface hydroxyl groups on catalysis activity better.
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Appendix A: Nuclear Magnetic Resonance
Spectroscopy Experiments
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A1l Background

Nuclear magnetic Resonance, or NMR, uses electromagnetic radiation to excite nuclei
into higher spin states and then monitors the energy released as the nuclei relax back to
their ground state. Nuclei in different chemical environments absorb radiation of
different energy, corresponding to different frequencies, expressed as chemical shifts.
Nuclei are distinguished, then, by their chemical shifts.

NMR has been used to study hydrates for at least two decades now, mostly by
Ripmeester and his group at the National Research Council of Canada [1, 2, 3,4,5,6,7,
8]. Though originally the focus of these NMR studies was the dynamic and structural
aspects of hydrates, the emphasis shifted towards studying the mechanisms and kinetics
of hydrate formation.

Ratcliffe and Ripmeester [5] studied CO, hydrate using both 'H and *C NMR.
NMR was used to investigate the effect of cage geometry on the motion and orientation
of the hydrate guest molecule, CO,. The CO, hydrate was prepared by sealing BC0, and
finely powdered ice in a freezer at —40 °C for over one year. 3CO, line shapes of solid
CO,, CO; hydrate at various temperatures and liquid CO, were discovered.

The shape, particularly the symmetry, of a hydrate cage affects the line
shapes of the guests in the cages to such an extent that guests in different cage types can
be distinguished by the shapes of their NMR peaks. The small cage of structure I and
large cage of structure II are cubic symmetric or pseudospherical, giving rise to isotropic
line shapes for the guests in these cages. The large cage of structure I and small cage of
structure II are asymmetrical, having oblate ellipsoidal geometry and thus produce
anisotropic line shapes for guests in these cages [4].

Fleyfel et al. [9] studied hydrate precursors of a gas mixture of CHs and C3Hs in
the metastable region. The hydrate was formed in a rocking reactor. Samples were taken
when there was visible hydrate in the reactor and after the reactor was heated and the

hydrate visually dissociated. Analysis of all samples by 3C NMR showed traces of
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methane and propane carbons in different cages of hydrate, showing that microscopic

hydrate structure does exist even after hydrate is no longer visible [9].

A.2  Purpose

The objective of our NMR experiments was to determine when and how carbon dioxide
hydrate precursors formed. Since there is evidence that water consists of hydrogen
bonded clusters that can be stabilized by dissolved molecules, we hypothesized that
hydrate precursors might form even below the equilibrium hydrate formation pressure.
The first objective was to determine whether water and carbon dioxide molecules
rearrange gradually to form intermediates with increasing pressure below the equilibrium
hydrate formation pressure or whether hydrate precursors exist only at pressures above
the hydrate formation pressure. To do this, the NMR peaks from the carbon nuclei in
each of the cages of structure I hydrate were monitored with increasing pressure. We also
hoped to measure the rate at which each cage type formed by comparing peak heights, to
see whether pentagonal dodecahedral cages, thought to be the building blocks of all
hydrates, do indeed form first, leading to he formation of tetrakaidecahedral cages. The
nature of water containing dissociated hydrate was also examined, to see if remnants of
hydrate structure do remain after dissolution and whether these structures are composed

of full lattices with both size cages or if one cage type dominates.

A.3 High Pressure NMR Tube Apparatus and
Methodology

A custom-designed high-pressure NMR tube was built to fit directly inside the NMR
spectrometer. Carbon dioxide hydrate was formed inside the NMR tube while it was in
the NMR instrument. Carbon dioxide was bubbled through several milliliters of water in
the tube, to any desired pressure and NMR spectra were taken.

A Bruker 200 MLS NMR spectrometer was used to obtain 3C NMR
spectra. The magnet of the spectrometer had an 83 c¢m long, 5 cm diameter bore hole,

into which the sample tube, or reactor, was inserted. The probe was located at the bottom
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of this hole, with the observation region about 5 cm in height. The NMR sample tube

was a long, thick-walled, 10 mm x 2.2 mm Pyrex tube, custom designed by us to satisfy
the geometric constraints of a 10 mm NMR probe and the optical constraints of
concentricity and precision needed for NMR. The complete sample tube design is shown
in Figure A.1. The glass tube connected to a brass housing that rested on top of the NMR
instrument (Figure A.2). A long needle extended from the carbon dioxide input valve to
the bottom of the tube to bubble carbon dioxide through the tube.

Hydrate was made from Milli-q water and 99 % BC enriched carbon dioxide.
Carbon dioxide was bubbled from a source outside the NMR instrument, through the
needle, to the bottom of the sample tube. The sample tube contained 4 ml of water
through which the carbon dioxide gas bubbled up. Experiments were performed in steps
of increasing pressure caused by additional carbon dioxide bubbling. At each step, a set
amount of time was allowed for the system to stabilize and then 256 NMR scans were
taken and averaged to produce a sufficient signal to noise ratio. The maximum pressure
increase was limited by safety considerations to about 500 psi. The apparatus was tested

both for its capacity to form hydrate and to hold pressure up to 600 psi.
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High Pressure Tubing Pressure Regulator
and Gauges

Quick Disconnect

K
To Cold B
Bath <=0rass Block
T <
Pressure Sensor \ Plywood
for Mark 15 AN
\\\ }} Swagelok
ﬁeedle (CO2 Input) CO» Cylinder
~——Steel Supports

Becirculating Water at 1.4°C

Pyrex Tube 10 x 2.2 mm
L~

Lucite Safety Shield Tube

J Plywood

Figure A.1: The complete NMR sample tube/reactor design, shown set up for studies ina
cooling bath. The NMR tube, brass housing and pressurizing equipment can be removed
from the plywood and Lucite stand and inserted into the NMR spectrometer. Numbers
denote valves with the following functions: 1. chamber bleed-off valve; 2. CO, input; 3.
Bleed-off for high pressure hose; 4. CO; cylinder cut-off.
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A.4 Results and Discussion

A.4.1 Dissolved Carbon Dioxide

The chemical shift of dissolved carbon dioxide in a ' CO» saturated water solution
was determined by ?*C NMR. The chemical shift of CO, hydrate or intermediates was
hypothesized to be similar. This experiment was performed in both a standard NMR tube
and the high-pressure NMR tube (Figure A.3). The chemical shift of the carbon nucleus
of CO, was ~128 ppm. The increased thickness of the walls of the high-pressure NMR
tube decreased the sensitivity and resolution of the spectrum as evidenced by the
diminished S/N and broader peak, respectively. Still, the signal was clear and strong,

promising valuable results.

A.4.2 Pressurized Solutions of Carbon Dioxide and

Water

Next, *CO, was bubbled through the tube to raise the pressure, incrementally, to
375 psi (Figure A.4). At atmospheric pressure, the spectrum consisted of only one
distinct peak. At increased pressures of 100, 300 and 375 psi, the spectra showed one
peak split into two, with chemical shifts of ~126 ppm and ~127 ppm. Hydrate did not
form upon pressurizing to 375 psi, even though it was thermodynamically favorable to do
so at the experimental temperature of 275 K. This experiment was repeated with similar

results (Figure A.S5).
A.4.3 Dissociated Hydrate

The nature of water containing dissociated hydrate was also examined to determine if
remnants of hydrate structure do remain after dissolution and to determine whether these
structures are composed of full lattices of both size cages or if one cage type
predominates. Hydrate was formed in the high-pressure sample tube set up in a cold

bath; the tube was depressurized and transported to the NMR spectrometer for analysis.
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The 3C enrichment was low in this experiment, leading to low S/N. After 256 scans, two
peaks were present at ~210.7 ppm and ~69m ppm, possibly due to some remaining,
undissociated hydrate, or intermediate (Figure A.6). This experiment was repeated with a
higher BC enrichment resulting in only 1 peak at ~117 ppm, that of COxq) (Figure A.6).
The disparity of the two results was caused either by the low S/N in the first experiment
giving erroneous peaks or by increased decomposition of the hydrate by the time of

analysis in the second experiment.

A.4.4 Hydrate

Determination of the chemical shift of the carbon nucleus in carbon dioxide
hydrate was attempted next. Knowing the expected chemical shift of carbon dioxide
molecules in hydrate would be useful in analyzing the data already obtained, to determine
if the two peaks appearing in some of our experiments were due to hydrate precursor
formation. In an attempt to do so, hydrate was formed in a reactor that was then frozen at
—80 °C and depressurized. At —80 °C, hydrate is stable at atmospheric pressure. The
hydrate was transferred to a standard NMR tube and transported in dry ice to the NMR
instrument to be analyzed. The NMR spectrometer was temporarily inoperable and when
the sample was finally analyzed two weeks later, the spectrum showed no signs of
enclathrated CO,, only free CO, (Figure A.7). Presumably the hydrate dissociated due to
low carbon dioxide concentrations, since much of the carbon dioxide was bled off in the

depressurizing process.
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Figure A.3: 3C NMR Spectra of dissolved CO, in water at 275 K. a) standard NMR
tube; b) high-pressure NMR tube.
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Figure A.4: B¢ NMR Spectra of dissolved CO; in water at 275 K. a) atmospheric
pressure; b) 100 psi; ¢) 300 psi; d) 375 psi.



121

‘wne | 03 uonezunssaxdop 1euty (3 f1sd ooy (G ‘1sd ¢ Z87 (@ ‘ereIpAy wiog 01 ydwane ue ur 1sd g7z 01 pazunssaidap (p ‘1sd ooy
(o t1sd 6¢ (q ‘une | (e -Inssord ulsearour pue 3 G/ 18 INem Ul ZQ)) PIA[OSSIP JO enoads YN D, JO SIS PU0dS Gy 3L

Wdd Wdd HWdd HWdd Hdd Wdd
owﬁ ow« ozt 02t 0t

P o e 8

Wdd
0% 0o?
T

@ (o q (e

€€
725
7SETE
~~
5]
EE
~
o
0TI
[L:7arA4
BTAYAL

e
5



122

) ) JUIWYOLIUD O Y31y (lm
wdd g/ 2171 1 yead auo (q 850°69 PUB 989°01Z e syead (e "uoneroossIp 9)eIpAy Suimo[o] SuIasAS 19jem-¢()) JO B1o3dS 19"y 2In31y

0ct Wdd
: 09 08 007 oct or? 097 08?1 00e oee
] T I 1 1 1

Hdd

@

L7 LT

8607 69
989 0

(e



123

Figure A.7: '°C NMR spectrum of failed CO, hydrate, T = -80°C.
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A.5 Problems and Reasons for Discontinuation of
NMR Experiments.

Studying hydrate formation with NMR was complicated because of the low temperature
and high-pressure constraints and the non-visibility of the NMR tube while in the NMR
instrument. All of the experiments performed in the NMR instrument presumably failed
to form hydrate. This assumption was based on the appearance of the spectra that failed
to show any significant difference between those at pressures below the equilibrium
hydrate forming pressure and those above. Because the tube could not be seen inside the
spectrometer and removing the pressurized tube to examine its contents was dangerous,
ascertaining whether or not hydrate formed was difficult. Hydrate does not form in our
experiments, even above the equilibrium hydrate forming pressure because of the low
mass transfer of carbon dioxide into the water caused by insufficient mixing and the
metastable process of hydrate formation itself which leads to induction periods. In
experiments performed outside the NMR instrument, in a cooling bath, the same
technique of bubbling carbon dioxide into water usually produced hydrate at pressures
above carbon dioxide liquefaction pressure, i.e. much higher than the equilibrium
pressure at the experimental temperature. This is a kinetic effect, since if carbon dioxide
bubbling is maintained by releasing pressure elsewhere in the apparatus, hydrate does
form at lower pressures, but with new water this process took hours. This method cannot
be duplicated for NMR studies because of the enormous expense of large quantities of
13C enriched carbon dioxide that are needed. With our present apparatus, hydrate
formation was highly inconsistent.

The cost of the NMR experiments was at least 500 dollars per experiment, for the
cost of the '°C enriched CO, alone. NMR experiments were discontinued because of this

prohibitive cost.
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