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ABSTRACT

The gasification rates of petroleum coke, char, and
residual o0il were measured in molten sodium phosphate.

Both oxygen and steam Qere used as oxidants, and a variety

of reacﬁor configurations were studied. Reactors consisted
of fused ceramic parts sealed into a reactor configuration

using castable refractory.

The reaction rate of carbon particles in a bubbling
molten phosphate slurry was found to depend upon the rate
of particle-bubble contacting. Upon contact, direct con-
version of carbon particles with the gas phase occurs due
to the large carbon-molten sodium phosphate contact angle
(1360). The potential flow solution for flow around é
bubble where particles are assumed to follow the streamlines
gave a consistent picture of bubble-particle contacting.
The reactivity of the carbon in the bulk liquid was found
to be negligible due to the low solubility of oxygen in

the melt.

Gas phase (no salt) results were generated to establish
base cases and to examine treatment effects on the reactivity
of green sponge and green needle cokes. The reactivities of
both were favorably affected by toluene extraction and adversely
affected by calcination to 1300 K. Extraction decreased the
agglomerating nature of the sponge coke. Both extracts were

largely aromatic with the needle coke extract being more £o.



Molten sodium phosphate was found to catalyze the
gasification of petroleum coke by steam and by oxygen.
Such catalytic effects are limited due to the large carbon-
salt contact angle and may be obscured in slurry reactors
by the rate of particle-bubble contacting being slow. The
steam reforming of resi&ual oil revealed that the carbonized
product in the molten salt phase closely resembled sponge

petroleum coke (as produced by delayed coking).

Cold model experiments employing water and polymeric
beads revealed that dilute slurries of small, non-wetting
particles decreased the rise velocity of single bubbles and
increased the rate of bubble coalescence in swarms. Dilute

slurries of wetting particles had no effect in either case.
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CHAPTER 1

INTRODUCTION



1.1 General Introduction -

0il and natural gas reserves have served as the staple
of American energy consumption since the beginning of the
twentieth century. With domestic reserves of these fuels
declining and with the trade imbalance built by importing

fossil fuels, a probable need of 150 Q annuallyl (lQ=lO15

BTU)
by the year 2000 dictates the need for America to begin relying
on alternative fuels.
The most obvious choice, due to its domestic abundance,
is coal. And to offset conversion costs for changing exist-
ing gaseous or liquid combustion facilities to handle solids,
it is desirable to convert the coal to either a synthetic
liguid or gas. Such processes, liquefaction and gasification
respectively, are being pursued along a variety of lines. (2,3,4).
Here we will be concerned with gasification only. Such
gasifiéation need not be cénfined to coal. 'Heavy hydrocarbon
mixtures such as residual oil and possibly the heavier products
of coal liquefaction could also be gasified to produce a synthesis
gas or a low BTU gas suitable for use near the point of its
production such as in a combined power cycle. Littlewood (5)
has reviewed many of these processes. They include both
thermal and catalytic reforming of the mixture. Such processes

generally combine a fuel rich mixture with steam and/or oxygen

at high temperatures.



The main problems of gasification processes is their
inapility to handle a variety of feedstocks. With conventional
fixed bed reforming of hydrocarbons, heavy hydrocarbons will
plug the system with coke and high sulfur feeds can poison
the catalyst. Fluidized or fixed bed gasification processes
for the production of gas from solids such as coal cannot handle
caking or agglomerating coals without pretreatment. And there
is a general inability to interconvert liguid and solid
gasification systems.

Hereih shall be presented a study of a particular gasifi-
cation process amenable to liquid and solid feedstocks --
gasification in molten salt. For now we will begin by dis-
cussing the general features of gasification. After this,
the chemical engineering features and problems of the molten
salt process will be presented. It is these features which
will constitute the subsequent chapters of this study. This
introductory chaptervwill then be concluded by discussing

the general aspects and uses of molten salts.

1.2 Gasification of Carbon

Gasification of carbon containing materials is simply
the conversion of liquids or solids to gaseous products.
Such conversion entails chemical interaction with a supplied
reactant and thermal pyrolysis. The reactants wé will be

concerned with are steam and oxygen. ’Reforming‘with steam is a



relatively slow, endothermic process as contrasted to rapid,
exothermic combustion with oxygen. The stoichiometry of the
mixture as well as the residence time in the gasifier determines
the utility of the offgas. The product gas could have zero
heating value such as the effluent of a coal burning steam
generator or a relatively high heating value when the offgas
contains predominantly carbon monoxide, hydrogen, and light
hydrocarbons. Here we are concerned with producing a gas with
net heating value. That is, we are considering transferring
the heating value extant in a liquid or solid to a gaseous
product.

The chemical reactions involved in hydrocarbon and coal
steam reforming are outlined in Figure 1. Combustion involves
similar steps except for the reactant being oxygen. As is
Sseen, thermal pyrolysis is the initial step in both types
of reforming. it is also apparent that both processes entail
the subsequent reaction of a solid product. The reaction of
this carbonaceous solid is also the slowest step in the overall
scheme and hence serves as the rate controlling step. Our
principal concern in this study is this solid product, so we
now turn our attention to the gasification of solid particles.

The oxidation of a carbon particle entails an intricate
coupling of mass and heat transfer with chemical kinetics.

The analysis of such systems must differentiate between the

transport aspect and the chemical kinetics. Transport analysis
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STEAM REFORMING OF RESIDUAL OIL
OR COAL/CHAR

Steam Reforming
of Hydrocarbons

|

Cracking of Hydrocarbons Steam Reforming of Char
and Coke

Hydrogen + Coke

A. HYDROCARBON STEAM REFORMING

(1) Hydrocarbon Mixture —= Light Olefins, Light Paraffins, Coke
(2) Light Olefins + Hy O —= H, + CO + Coke

(3) Light Paraffins + H,0 —= H, + CO + Coke

(4) CO+ H,0—= CO,+ H,

(5) Coke + H,0 —= CO+H,

B. COAL STEAM REFORMING

(1) Coal— Char. + Volatiles

(2) Volatiles + H,O —= H, + CO + Coke
(3) H,0 + Char — CO + H, + Ash

(4) H,0 +CO —= CO, + H,

Figure 1. The features of steam reforming of hydrocarbons
and coal. The rate determining step is ultimately
the carbon-water reaction.



of such systems starts by assuming a boundary layer or fluid
£film to surreund the particle. At the outer boundary of this
layer, there is a net influx of the oxidizing species requir-
ing a net efflux of the oxidized species. In the boundary
layer, the oxidizing species may be homogenously reduced.
If not, reduction is heterogenous at the surface of the
particle. Such heterogenous reduction may take place only
on or near the external surface of the particle if boundary
layer transport is slow. But if transport through the boundary
layer is suitably rapid, then we must consider the oxidant's
penetration of the particle‘s pore structure. And finally,
if the overall rate of mass transfer is found to be sufficiently
rapid, the chemical kinetics may be analyzed as the observed
reaction rate of the particle will yield the true activation
energy of the chemical reaction, Ey.

This series coupling of resistances may be categorized
into three témperature zones as by Walker et al (6). Defining
the effectiveness factor, x, in the usual manner as the ratio
of the observed reaction rate to the reactijon rate with infinitely

fast mass transfer, we have:

Rate Controlling Effectiveness Activation
Zone Step Factor (K) Energy (E)
I Boundary Layer K <<1 EAO (1)
Mass Transfer
E
IT Pore Penetration K <X EbeK

IIT Chemical Kinetics K =1 E = EK



Several methods are available for modelling carbon
particle gasification in a gaseous environment. Field et
al (7) tabulated mass transfer and reactive resistances for
the series rate process. Carem and Amundsen (8) have proposed
a model for char gasification assuming a stagnant boundary
layer. And Arri and Amundsen have modelled the gasification
of a single char particle (9) and used the result to predict
the performance of a countercurrent gasifier (10).

For gasification in Zone III, the reactivity of the

[

carbon may be measured directly. In this zone, th
catalytic effect of impurities may be measured by a decrease
in the activation energy. However such catalytic effects havs
received the widest study by observing the lowering of the
ignition temperature in the presence of impurities. Most
substances (including both cations and anions) catalyze
carbon gasification. Hence impure carbons such as coal have
substantially greater reactivity than highly pure substances
such as graphite. These effects have been reviewed by

Walker et al (11).

1.3 Gasification in Molten Salts

Molten salt gasification was first studied on a signifi-
cant basis by Cover et al (12) and more recently by
Botts et al (12) These processes used molten sodium carbonate

which is sensitive to hydrolysis by steam. This study employs



molten sodium phosphate which is more stable than the
carbonate,

Gasification in molten salts entails a complex but
sturdy coupling of transport phenomena and chemical kinetics.
Reactant gas is bubbled through a slurry of molten salt and
carbon particles. Hence the major transport aspect is trans-
ferring the gasifying agent to and gagified species from the
carbon. The chemical kinetics entails gasifying carbon in
the presence of the salt's cationic and anionic species.

The advantages of the molten salt process are detailed
in Figure 2. All inherent advantages arise from the liquid
nature of the reaction medium. Carbon deposition or sulfur
deactivation cannot inhibit performance as the surface of
the reactant gas bubble is continually renewed. The process
also may be kept isothermal by agitation of the molten salt.
And ash contaminants are removed by dissolution in the molten
phase.

Several aspects of molten salt processes have been discussed
by Glueck (14). Figure 3 represents a conceptual process
whereby endothermic production of a product gas in one section
receives heat by exothermic combustion in another section.

It is seen that the molten salt process is a bubble column
slurry reactor entailing £fluid mechanical and chemical kinetic
considerations. This study will begin in Chapter 2 by present-

ing a review and experimental study of bubble columns.
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MOLTEN SALT CONCEPTUAL PROCESS

Low BTU Offgas CO,
—
! I
Carbon Loaded Salt -
© O | Carbon Free Salt O | Possible
OO O O RegenercmoL
Steam + Hydrocarbons Air

(or Steam+ Coal/Char)

CHARACTERISTICS and CONSIDERATIONS

(1) Three Phase System
Gas - Liquid - Solid
(2) Fiuid Mechanical Considerations

Bubble — Particle Contacting
Gas - Liquid Interfacial Area

Gas Hold-Up in the Liquid Phase
(3) Kinetic Considerations

Catalytic effect of the Salt
Catalytic effect of Impurities

Figure 3. The general features of a molten salt
gasification process.
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Principally in Chapter 2, we shall deal with the effects
nonwetting particles have on the performance of such systems.
That is, due to carbon and molten salt being chemically
different, a nonzero contact angle between the salt and
carbon is feasible. This assumption will be justified in
Chapter 3. Chapters 4 through 7 will then deal with the
rates of carbon particle gasification in molten salt.

Chapter 8 will then present the case for liquid hydrocarbon
gasification in molten salts.

In Chapter 9, the problems of designing molten salt
reactors shall be discussed. Here we will deal with the
main drawback of molten salts -- their corrosive nature.

This study shall then be concluded with a critique of the
process.

We are thus presenting a process with possibilities
and distinct advantages. The emphasis There will be to
illustrate the underlying features of the molten salt process.
Admittedly, the most striking feature of molten salt gasifi-
cation is the solvent properties of the salt -- particularly

as applied to the dissolution of the reactor.
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1.4 Molten Salts in General

Here we shall briefly review the general features of
molten salts. Particular emphasis shall be given to their
structure as influenced by their ionic state. Applications
outside of carbon gasification of molten salts will then be
discussed. PFinally we will conclude with a discussion of

sodium phosphate.

1.4.1 General Aspects of the Molten Ionic State

Molten salts are Newtonian fluids with thermal and
electrical conductivities intermediate to those of water and
liquid metals. Their transport properties follow the usual
exponential temperature dependence and have been discussed
by Bockris and Redding (15). Apparently the Stokes-Einstein
relationship between viscosity and diffusion works well for
predicting ionic self-diffusion in molten salts. However
the Nernst-Einstein relation between diffusion and conduction
is not followed. An interesting correlation is that the acti-
vation energies for viscosity and self diffusion seem to be
about 3.7RTm for many salts (16). Here R is the gas constant
and T, is the melting point temperature.

The state of molten ionic liquids has been the subject
of extensive discussion over the years. Tempkin (17) first
realized that there should be structure present in molten
electrolytes as 'ecations should be surrounded by anions and

vice versa." This led Tempkin to define the ideal solution
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for molten salts. The entropy of a species (ie, an anion-
cation pair) in a solution is postulated to consist of two
parts ——»the contribution from permutations of the cation
among the cationic sites and from permutations of the anion
among the anionic sites. Mutual permutations of cations and
anipns must be excluded due to the unfavorable Coulombic
interaction in placing like ions in adjacent sites. 1In
reality, extreme deviations apparently occur from this ideal
model (18).

The gist of the Tempkin model though has been confirmed
by X-ray and neutron diffraction of molten alkali halides
(19). The radial distribution function (RDF) extracted from
the diffraction spectra reveals the existence of two broad
peaks corresponding to favorable placement of the nearest neighbors
(unlike ions) and next nearest neighbors (iike ions). This is
surprising. While the solid structure of salts is a regular,
crystalline array, the structure of the molten state should
be quite random. While this reasoning holds true for long
range order in molten salts, the above indicates that a degree
of short range order is preserved. If the maxima of the peaks
in the RDF are used, it is found that nearest neighbor dis-
tances actually decrease as compared to the solid state while
next nearest neighbor distances increase slightly. The

coordination number apparently decreases. Such short range

ordering is also indicated by vibrational spectra (20).
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Studies of the more complex anions (sulfates, nitrates, and
carbonates) cannoct yvield data on average nearest neighbor
distances due to the added number of centers. But it is
found that the complex ions are preserved as entities on
melting.

To reconcile these results, three types of liquid
theories have been applied to the liquid state of salts.

These structural theories have three common goals. As most
salts are observed to experience about a 20% volume increase
on melting., the model must inject volume into the molten state.
It must also account for the apparent structure observed by

the diffraction data. Finally, it should be useful in either
correlating data into an egquation of state or predicting the
properties of the salts.

"Significant Structure Theory" has been applied by Eyring
et al (21) to the molten alkali halides. For this model, voids
are created in the solid upon melting, and the salt is parti-
tioned between a solid-like phase and a gas phase in the voids.
Semi-empirical partition functions so developed have had success
in predicting thermodynamic properties. The model also enjoyved
Success in predicting some transport properties (22). Bockris
(23) has applied the hole theory of Furth (24) to molten salts.
Here liquid properties are described by molecular sized thermal
fluctuations which vield spherical holes. While not empirical,
the macromolecular surface fension is extended to molecular

dimensions. Bockris was successful in using eguations of state
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developed from the hole theory to predict the compressibility
and thermal expansion coefficient. The final model is the
extension of the solid lattice to the liquid state as dis-
cussed by Stillinger (25). Here vacancies are created in

the lattice to account for the increase in volume on melting.
The emphasis of this model was to predict the microstructure
which the model did gualitatively.

The law of corresponding states has been applied to
molten salts by Reiss et al (26). Pairwise Coulombic inter-
actions were summed assuming a rigid core for finite ion size.
Thermodynamic properties of the alkali halide salts were well
correlated,with lithium salts being peculiar exceptions.

Hence molten salts have been quite well characterized by
the diligence of several researchers. While all structural
theories of molten salts have their advantages, they have only
been applied to the simpler salts, ie, the alkali or alkaline
halides. For such salts, the hole theory (27) apparently
' gives an adequate representation at present. The active
interest in molten salts has led to several scientific investi-
gations of their properties over the past forty years. This
in turn has led to the establishment of a Molten Salts Data
Center at Rensselaer Polytechnic University in Troy, New York,
under the direction of G. J. Janz and an extensive volume of

molten salt properties (28) .
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1.4.2 ©Past and Possible Future Applications of
Molten Salts

The uses of molten salts are conceptually varied but
industrially confined to electrochemical processing. The
Hall-Heroult process of 1886 is used to supply all of the
world's aluminum by electrolytic reduction of alumina in
molten cryolite (29). Other uses include the electrolytic
production of magnesium and sodium from their respective
molten chlorides. Future prospects of the use of high temper-
ature electrolytes include electrodeposition (30) and the use
of molten salt fuel cells (31).

An intriguing application of molten salts (specifically
the molten fluorides) is for liquid fuels for nuclear reactors.
Initially developed to fuel aircraft nuclear propulsion systems,
apparent advantages led to the development of a molten salt
reactor which first went critical in 1965 at Oak Ridge (32).
The extension to breeder reactors is possible (33) due to the

232Th)

high solubility of fuels as well as fertile materials (
by the molten fluorides. The future use of molten salts as
blanket fluids in controlled fusion reactors has been dis-
cussed by Grimes and Cantor (34).

Molten salts have also been employed as chemical reaction
media. Such applications have been reviewed by Sundermeyer (35),
Kenney (36), and Parshall (37). Chemical reactions which take

place in molten salts may be divided into three areas (from

Sundermeyer (35)):
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1. Reactions involving participation of the melt and con-
sumption of one or more of its components, with no simple
means of regenerating the latter.

2. Reactions in which the melt simply acts as a solvent for
the reactants, or in which the components of the melt are
formed as by-products, or in which the by-products can be
chemically or electrochemically reconverted into the starting
compounds .

3. Reactions in which the melt acts as a catalyst.

Most chemical reactions studied supported the molten
salt on an inert porous solid. The reactions studied include
halogenation, oxidation, and nitration. Catalytic applications
include zinc chloride and other Lewis acids for cracking highly
aromatic feedstocks and vanadium pentoxide for the conversion
of 802 to SO3.

Naturally the applicability of molten salts as liquid
reaction media entails ultimate separation of the pfoduct from
the salt. The easiest method is to have the product evolve as
a gas. Other possible methods include decanting a separate
product phase or electrodeposition. A number of extractive
processes have been proposed for molten salt breeder reactors
(33). The ultimate method would be to cool the salt and remove

the product by dissolution or other means.
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1.4.3 Sodium Phosphate Salts

Phosphorus is found to exist in several oxidation states
including -3,+3,+4, and +5 (38). Here we will be concerned

with the +5 oxidation state which includes phosphorus pentoxide

-1 . -5
3 }, tripolyphosphate (P3Olo),

pyrophosphate (P2054), and orthophosphate (POZ3).

(P205), metaphosphate (PO
In this
oxidation state, phosphorus exhibits sp3-bonding and, as such,
has fourfold coordination with oxygen atoms in tetrahedral
symmetry. Sodium phosphates (as well as all phosphates with

a monovalent cation) may be classified as (NaZO)X(PZOS)y‘

Consequently to denote a particular phosphate, we will refer
to its x/y ratio or A.

The most important aspect of phosphate anions is their
tendency to polymerize and form glasses (39). This tendency
is maximized for lower values of A. Increésinglthe concen-
tration of the cation (ie, increasing \) fesults in the
scission of more P-O-P linkages with an attendant decrease
in the degree of polymerization. Ultimately this process
will lead to only orthosphate ions being present. It is
found for A <1, ring structures and branched chain anions
are prevalent. For A>1l, only straight chains are found. The
effect of water on the glass is similar to the cation's in that
it hydrolyzes the linkages and decreases the average chain
length. Apparently at room temperature and neutral pH such
hydrolysis is extremely slow. However for A between 1.1 and

1.5, sodium phosphates are miscible with water.
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Morey and Ingerson (40) have presented the phase diagram
for sodium phosphates between A= 1 and A= 2. This has been
‘extended to A= 3 by Turkdogan and Maddocks (41). Crystalline
compounds found to be in equilibrium with the liquid phase
include metaphosphate, tripolyphosphate, pyrophosphate, and
orthophosphate. The diagram reveals two eutectics correspond-
ing to A= 1.28 at 552°C and A = 2.33 at 944°C.

The physical properties of molten sodium phosphates be-
tween A= 1 and A = 2 are given by Van Wazer (39). It is
found that they are Newtonian fluids with very high surface
tensions. Molten sodium phosphate is also a very good solvent,
and platinum is the only known material which is not attacked.

The molten state is difficult to describe due to the
polymerization 6f the anion. A recent study by Phalipou and
zarzycki (42) rapidly quenched molten sodium phosphate. The
resulting average chain length of the anion was found to
decrease from 5.25 phosphorous atoms for A = 1.38 to 3.05
phosphorous atoms for A = 1.65. For the lower A, more than
30% by weight of the chains had eight or more phosphorus atoms.
For the higher XA, all chains had less than eight phosphorus
atoms. The monomeric anion (ie, the orthophosphate) concentra-
tion was neglibibly small in both cases.

Addition of various elements to molten phosphates has been
reviewed by Plambeck (43). Oxygen does not react. Metallic

zinc and nickel apparently will reduce the phosphate to elemental
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phosphorus. When added as cations, the normal oxidation
states of Fe(+2,+3) and Ni(+2) are preserved. Octahedral
coordination of transition metal ions is indicated with
lithium phosphate (44). In this laboratory, the addition
of Ni(+2) to sodium phosphate was found to substantially
increase the viscosity of the melt. Due to the octahedral
coordination, this increase is likely due to the increased

size of the flow unit.
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CHAPTER 2

PARTICLE EFFECTS IN

BUBBLE COLUMNS
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2.1 Introduction

Gas-liquid-solid operations such as bubble column slurry
reactors enjoy widespread use but are difficult to analyze
fundamentally. This chapter will focus upon three aspects
of bubble columns. First the component bubbles will be
discussed. Secondly gas hold-up in such systems as influenced
by swarms of bubbles will be discussed. Finally the effect
of particles on bubble column characteristics and on individual
bubbles will be dealt with. It is important to realize at
the outset that laboratory results of such systems cannot be
extended quantitatively to other systems. While liquid pro-
perties strongly influence behavior, geometrical constraints
can have as strong an influence. Hence the emphasis here
is a qualitative understanding of such systems and the eluci-
dation of what the underlying mechanisms are which influence

gross behavior.

2.1.1 Bubble Characteristics

The first most obvious aspect of bubbling columns is their
component bubbles and the shapes of these bubbles. For single
bubbles in water, thére are three distinct shape regimes as
given in Table 1 (1,2,3). This change in shape is due
to surface tension forces (or capillary forces) becoming

less important as compared to hydrodynamic forces as
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the bubble size is increased. Harmathy (4) has demonstrated

that shape is determined by two dimensionless groups:

Shape = f(NEO,NWe) (1)
Here NEo is the Eotvos number:
glp, - p )d2 Buoyancy Force
N_ = 1 g B _ (2)
Eo

Y Surface Tension Force

Here g is the acceleration of gravity, dB is the bubble dia-

meter, and y is the surface tension. NWe is the Weber number:

2
0,dgup

Y Surface Tension Force

Inertial Force (3)

We

Here up is the bubble rise velocity. Also in the above
exXxpressions pl is the bulk liguid density and Dg is the gas

or bubble density. Hence as these dimensionless groups increase
in value, distorting forces modify the bubble shape from its
surface tension stabilized spherical shape.

As bubble size is further increased, the bubbles become
unstable and fragment into smaller bubbles. Two destabilizing
mechanisms are responsible. One as noted by Levich (1) is
due to the internal dynamic pressure exceeding the capillary

forces holding the bubble together. The other is due to

buoyancy forces exceeding capillary forces. Fingers, known
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as Taylor instabilities (5), are emitted from the bubble.
These fingers then fragment into smaller bubbles. Thus the
instabilities which break up the bubbles are extensions of
what causes the distortion for the smaller bubbles.

Wall effects are very important. The rise velocities
given in Table 1 are for the bubbles free from effects of a
sfagnant wall. The principal effect of a close wall is to
increase the velocity gradient from the bubble to the wall.
This results in increased momentum transfer from the bubble
and a corresponding decrease in the bubble rise velocity.
In turbulent columns of small diameter, this effect is ampli-
fied as bubbles may collide with the wall. The above two

effects also distort the bubble from its free stream shape.

2.1.2 Gas Hold-Up

Consider now bubbling gas through a column of liguid.
Upon introduction, gas flows into the column until a steady
state is reached where the amount of gas entering and leaving
the column 1is egqual. The difference between the integral
amount of gas that has left and gas that has entered is the

gas hold-up or void fraction:

v

of
vV, + V. + V
1 g S0
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Here Vg is the volume of gas in the column with V, and Vso as

1

the liquid and solid volume respectively. Their sum is the
total system volume. Here we will use the terms hold-up, gas
hold-up, or void fraction exclusively for the volume fraction
of gas in the column, €. The term, porosity, shall refer
exclusively to the volume fraction of liquid{

The general features of bubbling columns were first
demonstrated by Verschoor (6). As the gas flow rate is in-
creased from zero, the hold-up rises initially. Further
increasing the flow rate results in rapid coalescence of the
bubbles and the hold-up actually declines with increasing
flow rate for some time. Ultimately, hold-up again increases
at higher gas flow rates. It is however incorrect to assume
that bubble coalescence alone determines the behavior of
bubbling columns. Behavior is determined by a dynamic competi-
tion between bubble coalescence and bubble break up.

Hence in a bubble column, there is a distribution of
bubble sizes and shapes. As they progress through the column,
collisions between these bubbles result in coalescence with
growth being limited by bubble break up. Several correlations
have been developed to describe gas hold-up., and Butterworth (7)
has demonstrated the similarity of many of them. The common
fallacy of most correlations is that they predict a monotonic

increase in gas hold-up with gas flow rate.
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To examine this, we simply extend the method of Nicklin
(8) (for monosized bubbles) to a distribution of bubble sizes.
Here it is conceded that no two bubbles will have exactly the
same size, consequently the entire size distribution of bubbles
will be subdivided into p size ranges. Now let the average

number of bubbles of a particular size, VB , leaving the column
i

per unit time be given by:

i
{————=— > = A <u_ ><n_ > (5)
St c By B

Here <nB > is the average number density of bubbles of this
i

size with Ac being the cross-sectional area of the column.

Hence the average volumetric flow of gas through the column

by virtue of bubbles of this size is:

G,

< >< >
i A Sug 7ong 2V (6)

i i i

But <nB >VB is the void fraction attributable to bubbles of
i i

size VB - Summing the contributions, we then have for the
i

total void fraction:

P <u_ >
e = 5 3% (7)
i=1 <uB >



32

Here <ugS > 1s the average superficial gas velocity accounted

i
for by bubbles of volume, V_ .

B.
i
Thus at a given total gas flow rate, the gas hold-up will
decrease as the average bubble size increases. This arises
as the above sum decreases as more gas flow is diverted into
bubbles with larger rise velocities.
Extending this one step further, a growth (or decline)

factor, X.., is allowed for bubbles of size V_ :
i Bi

p
£ = zyx, ————— (8)

1. Average Bubble Size: If the average bubble size
were very large, rapid growth would be expected for
smaller bubbles due to break up. If the average
bubble size were small, somewhat slower growth
would be expected for larger bubbles due to
coalescence.

2. Liquid properties and Liquid Purity: Liquid pro-
perties have a profound effect on bubble stability
as has been discussed. It is also found that some
liquids resist coalescence due to impurities present
(9.10,11). Foams are examples. This is due to a

difference between bulk and surface concentrations.
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3. Bubble Introduction Method, Column Height, and
Column Geometry: The gas introduction method and
the column height are highly important for short
columns. As the column height is increased, such
factors decrease in importance as the competition
between coalescence and break-up becomes dependent
on liqguid properties and column shape factors.

These diverse features illustrate the complexity of the problem
of predicting the behavior of bubbling columns. Several
correlations have been developed to describe the relative
importance of the above effects (12-18). However the sheer
volume of the number of variables as well as the lack of a
governing analytic equation severely limit the extension of

a given correlation to another system.

2.1.3 The Particle Effect on Bubble Coalescence and
Break-up

The addition of a small amount of particles has been shown

to have a significant effect on bubble coalescence (19,20,21).
Much work has also been performed in three phase fluidization
of the particle effect on bubble properties. In such systems,
upward flow of liguid through denser than the liquid particles
creates a fluidized bed. Bubbles are then injected into the

bed and bubble properties are measured. Massimilla et al (22)
injected bubbles of a constant volume into a fluidized bed of

sand or glass particles. They found that bubble rise velocity



34

increased as bed porosity increased most likely due to the
decreased viscosity of the expanded bed. They also found that
coalescence decreased as bed porosity increased. Ostergaard
(23) has observed that the rate of bubble coalescence is at a
maximum at a bed porosity slightly above that at incipient
fluidization. Rigby et al (24) found similar results in that
bubble coalescence is dependent on bed expansion.

Hence it would appear that particles can influence bubble
coalescence, and the results indicate that bubble coalescence
increases as the particle concentration is increased. Particles
may also cause bubble break-up if they are massive enough to
penetrate the bubble and large enough to cause a disturbance
to grow on the roof of the bubble (25).

The experiments reviewed above were for particles which
were wetted by the liquid. Here we will use the term wetting
particles for particles composed of a material which has a zero
degree contact angle with the liquid. The term nonwetting
particles will be used for particles composed of a material with
a greater than zero degree contact angle, ie, a finite contact
angle. Using wetting particles, an interesting aspect of such
three phase fluidized beds is that they contract upon intro-
duction of the gas (26,27). However by using teflon coated
beads, Bhatia et al (28) have shown that bed expansion rises
upon introduction of the gas. These results were compared with

glass beads of the same density which did show contraction.
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Contraction is caused by the bubble's wake being largely

devoid of particles when the particles are wetted by the

ligquid. This effectively short circuits some of the liquid

flow through the column. Less liquid flow is then available

to suspend the particles resuléing in the contraction.- When
the particles are not wetted, there is an adhesive force—betﬁeen R
the particle and the bubble due to the finite contact angle.

This force acts on the particle toward the bubble!s center and

diverts the particle into the bubble's wake. Thus the particle-

liquid contact angle can significantly affect three phase systems.

The effect of»particle wetting properties on bubble

coalescence has received very little study. If we consider

a liquid-gas-solid system where the solid has a finite contact
angle with the liquid, equilibrium dictates that the particle
’will be partly exposed to the gas ahd partly submerged in‘the
liquid. Thus in a bubbling column with suspended nonwetting
éarticles, it is presumed that bubbles will have particles
located at their interfaces. Such phenomena are well utilized

in industrial flotation processes. _Bikerman (29) has postulated
that these particles could serve as focal points for coalescence
as shown schematically in Figure 1. Two bubbles may contact a
'éommon particle forming a cluster. Now the distortion required
to produce this contact undoubtedly increases the total free
energy of the bubble by creating more gas-liquid interfacial

area. This is compensated for by the lowering of system free
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energy by the bubble attaining an equilibrium contact angle
with the particle. After contact, the film existing between
the bubbles may be broken by movement of the bubbles. The
overall effect is that nonwetting particles provide a driving

force for coalescence.

2.1.4 Particle-Bubble Encounter

Sutherland (30) has analyzed the rate of bubble-particle
contacting in a suspension of nonwetting particles. By assum-
ing a spherical bubble in potential flow, Sutherland showed
that if the particles are assumed to follow the streamlines,

the number of collisions per unit time is:

= kL)
n, 3 Fprpughy, (9)

Here Ty and rp, are the bubble and particle radii respectively.

The bubble rise velocity is u The number density of particles

B
is np- This is shown schematically in Figure 2.

Not all the collisions will result in adhesion of the
particle as there must be a suitable induction period, Ti,
for the particles to adhere to the bubble. With this, Sutherland

demonstrated that the number of fruitful collisions per unit

time which will result in particle attachment is:

2 3u., T,

- B 1
ng = 3%rprousn, sech”( 4z, ) (10)
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Collision
Diameter

Vizrgrp
I

<«+——— Streamlines

LIQUID
PHASE
Ug
Figure 2. The Sutherland encounter model. The situation
shown is for the particle just touching the
bubble with zero induction time. Y is the

polar angle, and the effective collision area
of the spherical bubble extends from ¥= - 12
to ¥ = m/2,
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Assuming T to be short (indicated by Sutherland to be from
0.005 to 0.1 seconds which is in agreement with the discussion
of Scheludko et al (31) ), the correction term should be of
order unity. This is a very severe assumption as a very large

Ti makes n_. go to zero very rapidly. If we now apply a simple

f
correction factor to the above, we then have:

ng = 3ﬂanrPuBnP (11)

Here n will be assumed to take into account all nonideal effects
including:
1. Correction due to finite induction time (above),
2. Nonspherical bubbles and high concentrations of
bubbles,
3. Particles being stripped off the bubble by turbulence,
4. Saturation of the bubbles by the particles but see Chapter 6
5. Hydrodynamic and electrical interaction between
the bubble interface and the particle (below).
The fifth effect represents a departure from the noninter-
action model of Sutherland. Electrical interaction is useful
for the flotation of charged ions (as by collecting cationic
species on the interface by the use of anionic surfactants (32))-
The general problem for such attractive interaction has been
discussed by Skrylev et al (33). Such electrical effects may
be ignored in the present case as we shall deal with covalently

bonded materials. Hydrodynamic interaction entails repulsion
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between the particle and bubble interface. Such repulsion
forces the particle to depart from the streamline it followed
at infinite separation from the bubble (ie, the noninteraction
streamline). Deryagin et al (34) have presented a hydrodynamic
interaction model for flotation in potentiél flow using the
results of Brenner (35) for the motion of a sphere normal to
a free surface. On close approach to the interface, the particle's
liquid f£ilm is assumed to thin until a critical thickness, hc,
is reached (36). Thereupon spontaneous rupture of the film
occurs. The particle was found to follow the noninteraction
streamlines until it approached to within one particle radius
of the interface. Thereafter due to the hydrodynamic repulsion,
the rate of particle contact with the interface was found to
be less than that predicted by the noninteraction model. The
form of the interaction model was the same as equation 9 with
an additional dependence on hc/rP' However the departure of
the interaction model from the noninteraction model was only
weakly dependent on hc/rP . Hence these results do not dictate
correction beyond the roughly constant factor, n, in equation 11.
All the above effects (except the electrical interaction
which is not applicable) decrease the amount of particles
collected by a given bubble. Hence n will be less than unity.
If we now assume a residence time in the column, T the

maximum number of particles on a bubble is given by:

NPM =31rrBrPuBnPTc (12)
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The assumptions in arriving at the above equation are quite
severe. This analysis can only claim quantitative prediction

of the maximum number of collisions with a given bubble under
ideal conditions. Hence the above gives the correct dependences
on bubble and particle dimensions and on the particle number

density but not a guantitative answer in general.

2.2 Experimental

The experimental system is shown in Figure 3. As
indicated, air was filtered to remove any suspended oil in
the line air by a glass wool packed filter and to remove
particles larger than 0.22 ¥ by a millipore membrane filter.
After this filtering, the air was routed to the particular
experiment being performed.

The U-Tube is separated into two sides. The bubbler
side had a glass tube for the introduction of gas into the
column while the sparger side utilized a coarse fritted glass
disk for gas introduction. The annular system is also separated
into two regions. Gas flow was directed into the inner tube
region. The exterior region which is separated from the gas
flow is called the annular region.

Flows were monitored by rotameter. The flow to the
bubbler when it was emitting single bubbles was monitored
by a finer flowmeter. This was a zero flow balanced thermistor

bridge where flow was directed through one leg of the bridge.
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The cooling by the flow of the thermistor caused a voltage
imbalance which was amplified, and flow was indicated on a
analog voltmeter. This provided a method of insuring the
flowrate to the bubbler was constant at low flow rates.

Figures 4 and 5 detail the dimensions of the U-tube and
annular systems. All materials were lucite except the bubbler
and sparger which were glass. The intake for liquid from the
annular to the inner tube region of the annular system con-
sisted of twenty-four 1/8" holes. The legs of the U-tube
were connected by a two inch ID U-shaped plastic fitting at
the bottom which fit smoothly with the legs. Seals where
needed were accomplished with rubber O-rings.

Tables 2 and 3 list the properties of the particles used
in these experiments. All particles, unless otherwise de-
signated were subjected to a caustic (NaOH) rinse followed by
extensive rinsing in distilled water. In all experiments,
distilled water was the starting material for the fluid used.
The U-tube and annular systems were also extensively rinsed
in distilled water prior to an experiment. In some experiments
to increase the liquid density, Baker Analyzed sodium chloride
was added to the water. Thus while it is acknowledged that
the water is only singly distilled and is not completely free
of contaminants, extreme care was taken to insure that no
contaminants beyond what exist in the distilled water were
added by contact with the experimental system or the particles

which were added.
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TABLE <. Properties of the polymeric particles.

Dow Anion Exchange Resin Particles

Density (g/cmB)
Average Particle Diameter (M)

Mesh Range

0.95
750
-18 + 50

Dow Polystyrene/Divinylbenzene Cation Exchange Resin Particles

Density (g/cmB) 1.05
Average Particle
Diameter (u) 798 649 252 112 56
Mesh Range -18+35 -18+50 -45+100 -100+4200 -200+400
Monsanto Polystyrene Particles
Density (g/cmB) 1.05
Average Particle Diameter (u) 630
Size Distribution Mesh Range W+%
-30+35 23.2
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TABLE 3. Properties of the hollow spherical

silica

particles.

Unclassified
Eccospheres SI

Unclassified
Eccospheres UT

(Wetting) (Nonwetting)
Particle Density
(g/cm’) 0.254 0.272
Average Wall Thickness (u) 1.5 1.7
(Weight Basis)
Average Particle Diameter
(u) (Weight Basis) 80 80
Particle Size Distribution
() (Weight Basis)
>175 0 0
149-175 14 14
125-149 10 15
100-125 12 16
62-100 40 43
L4=-62 15 7
<k 9 5
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As particle effects were to be studied and contrasted
to results without particles, the particle rinsing method
was checked. PS/DVB particles were washed as described above.
They were then added to the bubbler side when the U-tube was
filled with water and allowed to settle. Single bubbles
emitted from the bubbler were observed to have the same rise
velocity before and after particle addition. Thus possible
surfactants on the particles surface as well as soluble
organics which can affect rise velocities were effectively
removed by the described washing process.

The contact angle of polystyrene with water is 91° as
reported by Zisman (37). The PS/DVB particles should have
a contact angle close to this value as they are 95% polystyrene.

The hollow spheres of Table 3 were manufactured by Emerson
and Cummings. Eccospheres VT are made from Eccospheres SI by
bonding a Werner complex to the glass. An unsaturated organic
in the complex then orients outward. This group is then com-
bined with polyesters. Hence the complex acts as a coupling
agent between the glass and the organic polymer. The end
result is that the surface is coated by a strongly cross-linked
polyester. With these, we then have two very similar particles--
one with zero degree contact angle with water (SI) and the other
with a finite contact angle (VT). The contact angle between
a VT surface and water has not been measured. A typical value
for polyesters such as polyethylene terepthalate is given by

Zisman as 80° (37).
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A final clarification is added as several operational
modes of the U-tube system were employed. In one mode, both
columns were filled to above the top box {(or slightly below)
with liguid. Downward flow could then be supplied to the
bubbler side by sufficiently strong gas flcw to the sparger
side. Several experiments were conducted in this manner
with low gas flow through the bubbler side fo create bubbles
travelling upward through the column against the downward
ligquid flow. Such liguid flow was countercurrent to the
bubble rise wvelocity and is so designated 1n the sections
to follow. On the other hand, if the columns were not filled
sufficiently with liquid, gas f£low to either side of the
U~tube did not supply countércurrent flow to the other side
as the top edge of the bubbling column was kept below the
top box of the U-tube system. While there are internal
dynamics in such columns, as will be discussed, the flowrate
of liquid through a given cross-section of one column leg in

this case is zero. Such columns will be denoted as stagnant.

2.3 Particle Dispersion and Induced Countercurrent Flow

For adequate performance of bubble column slurry reactors,
it is important to insure that the particles are evenly dis-
tributed throughout the column. Here we will deal with particle
dispersion in systems where the particles are lighter than the

liguid. Now in a bubbling column, ligquid flow is observed
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downward near the tube walls with the bubbles largely
travelling through the column center. The top diagram in
Figure 6 demonstrates such an annular model of a bubbling
system as suggested by Bhavaraju et al (38). This induced
countercurrent flow in such systems is gquite important, and
it is appropriate to review the general features of such flow.
The flow is induced by two mechanisms--gas hold-up in the
central region providing a static head and momentum transfer
from the rising bubbles to the ligquid. The former is given
by:

APy = gh(oA - pI) ' (13)

Here h is the column height. p, is the fluid density in the

A
annular region which should be roughly equal to the density

of the liquid. pI is the density in the inner region which is
less than the liguid density due to the gas hold-up. Momentum

transfer from the bubbles to the liquid is given by:

APt = f_§=l_<NBi> Smi (14)
Here Smi is the integral amount of momentum transport from
the bubble to the liquid. Smi is a strong function of the
bubble concentration as more bubbles will alleviate velocity
gradients and decrease the amount of momentum transfer that
would take place as compared to a single bubble. This would

be difficult to estimate in practice due to the turbulence

in bubble columns.
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Momentum dissipation in such systems will include wall
effects as well as homogenous dissipation due to turbulence.
Hewitt and Boyce (39) have reviewed such dissipation effects in
multiphase flow. For handling the homcgenous dissipation,
Beattie (40) has suggested neglecting gas phase dissipation
and proposed in analogy with Prandtl's mixing length theory

(41) :

dul du
= kp; (1-e) <5779 v [55=0> (15)

Thom. dy

Here k is a constant of order unity with Uy being the ligquid
axial velocity and y being the distance from the tube wall.

Finally it is important to realize the effects particles
will have on the flow. Rapid relative motion as in turbulence
between the particle and the liquid will dissipate momentum.
Particles will also serve as focal points in the cascaded
momentum transfer process where momentum is continually
transfered from large eddies to eddies small enough for
viscous dissipation to ensue. The size of the eddies at the
end of this process is increased due to the finite particle
size.

Now in a bubbling column, moderately increasing the gas
flow will result in increased gas hold-up in the inner region
of the tube. Hence the fluid density difference between the
annular and inner region rises as gas flow is increased

providing more driving head for the countercurrent flow.
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At very low gas flows, particles are first inversely fluid-
ized in the annular region as shown in the bottom of Figure
6. This bed expands as the gas flow is increased until the
particles become well dispersed throughout the column as the
drag induced by the countercurrent liquid flow overcomes the
particle buoyancy.

Two types of experiments were performed to illustrate
these features. The annular system was used to conduct an
inverse fluidization experiment. A complete dispersion experi-
ment was conducted in the U-tube system. The conditions for
- these experiments are given in Table 4. Dow anion exchange
beads were selected as the particles to be dispersed or
fluidized as they are lighter than water and due to their
size, they have relatively large terminal velocities. Their
terminal velocities which are given in Table 4 represent the
average of ten sets of experiments with two velocities being
measured per experiment. Errors indicate reproducibility.
Due to the wall effects being more extreme in the annular
system, the average terminal velocity of the beads in the
U-tube was found to be larger than the corresponding velocity
in the annular system. In the U-tube, the beads were initially
charged to the bubbler section. For the annular system, the
beads were charged to the annular region.

These experiments entailed inducing downward liquid flow

in one section of the system by suitable gas flow to a separate
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TABLE be Experimental parameters for the
fluidization and dispersion experiments.

FLUIDIZATION EXPERIMENT - ANNULAR SYSTEM

Amount Added Terminal Velocity

Liquid: 7.2% by weight NaCl
in distilled water
solution 1980 ml. -

Particles: =18+50 Mesh Dow

Anion Exchange
Beads Ll.24 g. 2,67 + 0.22 cm/s

-18+35 Mesh Dow
PS/DVB Beads 1.00 g. 0.00
Ambient(No Flow) Bed Dimensions:

Bed Length = 22.0 mm
Bed Porosity = 0.567

Porosity Expressions:
Length - Ambient Length

€y = Apparent Porosity Ambient Length
£y = Actual Porosity = 225b + 12.5
22sb + 22

DISPERSION EXPERIMENT - U-TUBE SYSTEM

Amount Added Terminal Veloecity

Liquid: Distilled Water 3720 ml. -
Particles: -18+50 Mesh Dow

Anion Exchange

Beads . 77.8 g. 2.99 + 0.40 cm/s

-18+35 Mesh Dow
PS/DVB Beads

N

1.21 + 0.15 cm/s

Ambient Bed Length: 87 mm

*Added after dispersion experiment completed to obtain the
countercurrent flow.
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section of the system. The induced liquid £f£low was measured
by observing the velocity of PS/DVB beads in the flow. For
the U-tube, gas flow through the sparger provided the down-
ward liquid flow in the bubbler section. For the annular
system, gas flow through the inner tube region provided the
downward liguid flow in the annular region. It was found
that the induced liquid flow could be carefully controlled
by suitable manipulation of the gas flow for both systems.
Thus a turbulent, bubbling column can provide steady and
consistent induced liquid flow.

The PS/DVB beads used to measure the liquid flow in the
annular system were added before the fluidization experiment
was performed. Hence the liquid flow rate could be measured
during the experiment. For the dispersion experiment, the
PS/DVB beads were added after the experiment, and at the same
flow rates used in the experiment, the induced liquid velocity
was measured by subtracting the terminal velocity of the beads
from the observed velocity.

For the fluidization experiments, both actual bed porosity,

€ and apparent bed porosity, €b, were correlated with a

I
similar type of expression. Here actual porosity is the
porosity existing in the ambient bed plus that due to the
expansion caused by the flow. At complete dispersion, EA’

would be 1-¢, where ¢ is the volume fraction of solid particles.

Apparent bed porosity 1is the expansion divided by the ambient

length. The relationship between €a and €y is given in Table 4.
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Figure 7 presents the data correlated to the actuzl

bed porosity. The interstitial velocity, U oo is the average

liquid velocity as it is forced through the constrictions

caused by finite particle volume in the fluidized bed. A

least squares fit of the data gave:

e, = 0.585 ‘ (16)
Uig0,235

(1- —)

e

Here U, is the terminal velocity of the Dow anion exchange
beads. This expression correctly tends to the ambient porosity
as the liquid velocity goes to zero. It does not give agree-
ment with the dispersed endpoints. The Richardson-Zaki correla-
tion (42) gave poorer agreement with the data. This correlation
agrees with the dispersed endpoints but does not correctly
predict ambient porosity. The correlation presented here does
give good results over the range that the particles are in a
fluidized mode.

Figure 7 also presents the correlation which is more
cogent to this dispersion study. The apparent bed porosity,

€ is correlated to a similar form to that of equation 16.

bl
A least squares fit of the data yielded:

e, = 2.220 - (17)



“ LT uotienbs

03 spuodsoIIod_9uUTT PTITOS oYz ‘I3 Jog 9T uotaenbs 03 spuodssariod

SUTT mﬁﬂom 23 V3 104 rwe3sds Jernuue sy3y ut A3TDO0OT89A TBT3ITISIa{3UT
‘3

U3tm ‘A3rsoaod jusaedde pue .<w ‘A3Tsorod Ten3doe JO UOTIBTIRA 2ulL L eanbig
<« ny/ %
o'l 80 90 b0 20 0
T — L) _ T _ ¥ _ Ll
S, A X
=
(g 8
m nd
L




58

This gives poor agreement with the ambient endpoint as
it evidently does not tend to zero as the ligquid velocity
goes to zero. It does agree with the dispersed endpoints
as it tends to infinity as u; approaches u, - From equation
19, the system is seen to approach complete dispersion as
roughly the inverse square of the difference between the
particle settling velocity and the liquid interstitial
velocity.

Figure 8 presents the total picture for dispersion in
the U-tube. Gas flow through the sparger in this case pro-
vided the downward liquid flow in the bubbler section.
Dispersion is seen to increase rapidly after the ratio of
the superficial velocity to particle terminal velocity

reaches unity. Here the terminal velocity again corresponds

to that of the anion exchange beads. The superficial velocity

of the liquid, u is related to the interstitial velocity

1s”’
by:

w, = -i5_ (18)

Thus, as €, goes to unity at complete dispersion, u,, tends to
Uyge
terminal velocity, the particles are well dispersed and the
profile flattens.

Two deviations to the idealized picture are noticed.

The first is that dispersion is not complete when the

As is seen for u beyond three or four times the particle
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superficial velocity is equal to the particle terminal
velocity. Geometry influences this feature. The particles
had to traverse through the bend in the bottom of the U-tube
to reach the sparger side where gas flow was provided.
Particles rise to the top of this bend. The particles are
slowed due to the wall effects and are prevented from cir-
culating properly. In simple bubbling columns, dispersion
will flatten more quickly as they are free from this
constriction. Hence for systems without the simple geometry
of a unconstricted tube, complete particle dispersion will
be hindered by the geometry.

The second deviation is that particle dispersion does
not tend to 50% in each side. This is due to the gas hold-up
in the sparger side. As the particle laden liguid enters
the sparger, it is forced through more rapidly due to the
constriction now caused by the gas hold-up. The liquid phase
on the gas flow side is probably not less concentrated in
particles but the total volume including the gas and liquid
is. This feature will be affected by particle wetting
characteristics and particle density. The anion exchange
particles used here are not wetted by the water, and they
have approximately the same density as the water. Hence
bubble wakes are not significantly depleted in particles
which results in the profiles shown. If the particles were

wetted and were much more dense, bubble wakes could be
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expected to be largely devoid of particles as discussed
previously. This then creates a separate particle devoid
liquid phase which moves rapidly through the bubbling side.
The more slowly moving liquid-particle phase outside the

wakes must then be more concentrated. This would result in

a greater total volume fraction of particles in the gas flow
side. The magnitude of this effect cannot be predicted, but
intuitively it should result in the total number of particles
in the two sections béing more nearly equal. Hence the
profiles presented in Figure 8 should flatten closer to 0.5.
The case of denser particles is the inverse of the one pre-
sented here. For if the particles are more dense than the
liquid, they are dragged against buoyancy through the bubbling
section and fall with buoyancy through the nonbubbling sections.
Such types of bubbling columns have been investigated recently

by Kojima and Asano (43).

2.4 Particle-Bubble Interactions

Here the interactions between single bubbles and particles
suspended in the liquid will be discussed. Three related
features will be examined. First the particle location shall
be examined. This will be followed by a study of the effect
of countercurrent flow on rising bubbles in particle suspensions
with wall effects. Finally the effect of particle properties

on bubble rise velocities shall be discussed.
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2.4.]1 Particle Location

Particle-bubble contacting was first examined visually
by suspending.large bubbles in the bubbler side of the U-tube
with sufficient countercurrent flow. These large bubbles rise
much more rapidly through the liguid than smaller bubbles.
Hence the relative velocity between these bubbles and the
suspended particles is much greater than the smaller bubbles
rising through a stagnant column of water. Thus impulsive
forces of the particles onto the bubble interface are larger
for the larger bubble system. As shown in Figure 9, the
particles do not enter the bubble proper. Particles are so
prevented by being stabilized on the interface by surface
tension forces. Thus the force of adhesion thch stabilizes
the particle at the interface (44) apparently exceeds the
impulsive force which tends to force the particle through
the interface. As was mentioned previously, OStergaard and
Henriksen (25) have demonstrated that for a massive enough
particle, the interface may be broken through. However for
particles of approximately the same density as the liquid,
they are excluded from the bubble proper in much the same
manner as the surface tension forces that hold the bubble
together exclude water.

An interesting aspect of such systems is that the
particles concentrate around the interface as is seen most
readily by referring to the darkened edges of the bubble

suspended in the polystyrene particle system. Such crowding
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is in basic agreement with the model of Sutherland, but it
does point out a notable exception. As streamlines approach
the bubble, they come closer together. Due to the size of

the particles, they can no longer follow the streamlines close
to the surface of the bubble and in effect swarm around the
interface. = In such dense suspensions, the bubble surface
would be expected to be saturated quickly and such swarming
will cause deviation from the contacting model of Sutherland.
For a detailed discussion of .this saturation effect, see

Chapter 6.

2.4.2 Particle-Bubble Contacting

Here we will be strictly dealing with single bubbles
emitted from the bubbler. The Vvolume of the bubble emitted
at low gas flow rates in what is called the single bubble
regime, is determined by balancing surface tension with
buoyancy (45,46) :

Y\ = 5Oy o 19)
1l g

Here Do is the orifice diameter taken as the internal diameter
as the orifice material in the present case, glass, is wetted
by the liquid. In general, the above requires correction if the
liquid has a finite contact angle with the orifice material.

For this study, bubbles were emitted from a 0.37 cm. ID glass
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orifice and had a measured average volume of 0.066 cm3.

The above predicted this wvalue to within 20%.

2.4.2.1 Single Bubbles Rising in Countercurrent Flow

Now if countercurrent flow is directed against the
bubbler, bubble size should ideally increase as the counter-

current flow will act opposite to buoyvancy:

2 2
w
V. v Po Y + "1 Y T (20)
B » - -
g (p-ng) g (py-p.)

Table 5 details the results for the change of bubble frequency
with countercurrent flow. Ten sets of ten bubbles were
measured with error indicating data reproducibility. Here

Ui is the average downward ligquid velocity in the bubbler
section. It is observed that countercurrent flow does not
significantly change the bubble release freguency, and hence
the bubble size remains relatively constant as these experi-
ments maintained a constant flow to the bubbler. Calculations
reveal that for a countercurrent flow of five cm/s, the

second term is only about three percent of the first. If

the average bubble size is taken to be indicative of the

above results, it is apparently the case that the bubbles

are dislodged prematurely rather than held on the orifice by

the countercurrent flow.
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TABLE 5. The countercurrent flow effect
on the bubble release frequency.
The flow rate to the bubbler is
kept constant.

Sparger Release
Yoo (om/s) Yee (em/s) Frequency (s~ )
0.0 0.0 0.84 + 0,07
0.5 0.96 0.85 + 0.06
1.1 1.58 0.85 + 0.06
1.7 1.78 0.94 + 0.05
2.2 R.06 0.95 + 0.07
3.0 .73 0.99 1 0.09
3.8 3.23 1.02 + 0.12
Lol 3.91 1.05 + 0.10
5.2 x 1.03 + 0.10
7.7 * 0.93 + 0.10
10.5 % 0.95 + 0.11

Average: 0.95 + 0.07

* Unavailable
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The above bubbler, in the single bubble regime,
emitted bubbles which had rise velocities of 25.4 cm/s.
in distilled water. To the bubbler section of the U-tube,
-18+35 mesh PS/DVB particles were added. As these particles
fell through the column at a density of about ten beads per
cubic centimeter, bubbles were allowed to rise through the
now particle laden liquid. The rise velocity was unaffected
by the presence of the particles. This was surprising as it
was expected that the bubble would pick up a load of particles
and slow down.

To further test this and increase the bubble residence
time in the system, countercurrent flow was induced against
bubbles rising in the bubbler section of the U-tube by gas
flow in the sparger side. The system was filled with a 7.2%
by weight salt solution with a density of 1.05 g/cm3. The
bubble rise velocity in the stagnant column was again found
to be 25.4 cm/s. Now at this point it is important to
realize that bubble rise velocities in the present case are
strongly influenced by wall effects (47). These bubbles were
observed visually to be roughly spherical cap in shape and to
rise in a zigzag fashion through the column. The effect of
inducing a countercurrent flow against such bubbles provides
increased residence time between the wall and the bubbles as

well as between the bubbles and particles.
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-18+50 mesh polystyrene beads were added to the system
incrementally. For each addition, the bubble rise velocity
was measured for several countercurrent velocities. The

ambient (no countercurrent flow) bubble rise velocity is

uBA and is equal to 25.4 cm/s. The actual rise velocity
with countercurrent flow is uB. The results are given in
Figure 10.

As 1s seen, the countercurrent flow provided only a
simple transformation of reference frame. No significant
change of this simple effect was noticed by the addition of
up to 5% by volume of particles. Thus the particles do not
provide any additional bubble-wall slip. Also the increased
residence time does not apparently allow the bubble to pick
up of any of these large particles. If this was the case, a
noticeabledeviation should occur at the higher countercurrent
flows due to bubble slowdowh caused by particle adhesion to

the bubble's interface.

2.4.2.2 BSingle Bubbles Rising in Stagnant Columns of Liguid

Upon adding smaller particles, bubble rise velocity slow -
down was observed as given in Table 6. These experiments
were performed with PS/DVB particles in a neutrally buoyant
salt solution. Rise velocities were measured corresponding
to the time it took the bubbles to travel between ten and
twenty inches above the bubbler in the U-tube with no counter-

current flow. Bubbles in these experiments were emitted such
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that no more than one bubble was in the column at any time
to insure no interbubble interactions. The indicated rise
velocities correspond to the average of ten experiments with
each experiment measuring ten rise velocities. Errors indicate
data reproducibility.

A possible cause of the slowdown is the change in the
rheology of the suspension of particles as compared with
the pure liguid (48,49,50). Suspensions are found to be
Newtonian for a volume fraction of particles, ¢, less than
0.1, and the viscosity of the suspension, T increases with
increasing ¢. For dilute suspensions ($<0.01) of noninter-

acting particles, the Einstein formula may be used:

——=1+g—¢ (21)

We f£ind that for ¢ = 0.004, the viscosity of the suspension
is only 1% greater than the pure liquid viscosity, ul. Even
if the bubbles had the strong viscosity dependence of the
smallest bubbles in Table 1 (which our spherical cap bubbles
do not have), the increase in viscosity could not account for
the slowdown observed. Hence the mechanism for the observed
slowdown must be due to direct contact between the bubbles
and the particles.

Slowdown was not observed for the larger particles due

to impulsive forces which tend to separate the particles from
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the bubble exceeding the adhesion force of the particles to
the bubble as detailed by Gaudin (51). Hence no slowdown
is observed as there is no stable adhesion of the particle
to the bubble.

Figure 11 details the results for a 7.2% by weight
salt solution. Here Ugp is the bubble rise velocity with no
particles present while up is the velocity in the presence of
particles. Eccospheres VT were also used. These particles

settle in water (N, ~ 0.2). Hence they were dispersed

Re
by large flows to the bubbler preceding an experiment.
The flow was then reduced to the single bubble regime (about
0.3 bubbles per second); turbulence was allowed to diminish;
and an experimental reading of ten rise velocities was taken.
This procedure was repeated ten times for each data point
presented. Error bars indicate data reproducibility.
It is seen that no significant difference was observed
for slowdown for the PS/DVB and Eccospheres VT particles.
And, as noted earlier, the larger particles did not cause
bubble slowdown. The slowdown alsé appears to become saturated
at very low particle concentrations as the curve descent flattens.
‘Similar experiments were conducted using distilled water
without salt. The bubbler was changed for these experiments,
and the ambient (no particle) rise velocity was 22.3 cm/s.

Figure 12 shows the results. Eccospheres VT again caused

slowdown. But it is apparent that Eccospheres SI did not cause
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such slowdown. The reason is of central importance as the
contact angle between the SI particles and water is 0°
indicating no particle adhesion to the bubble. The concern
about surfactants compelled the author to more extensively
rinse the Eccospheres VT and SI for the above experiments.
Both were first rinsed in methanol. This was followed by an
acid and then a caustic rinse. Finally the beads weré ex-~
tensively rinsed in distilled water. As indicated, slowdown
was still observed leading the author to the firm conclusion
that this is not caused by surfactants.

Figure 12 also indicates that the larger particles
(-120+140 mesh Eccospheres VT) did not cause slowdown to
commence as quickly with ¢. From the Sutherland encounter
model, the rate of collision is proportional to the particle
radius multiplied by the particle number density. At a given
$d, the rate of collision is then inversely proportional to
the square of the particle radius. Hence slowdown is to be
expected to be more gradual as the particle radius is increased
as these experiments indicate.

The saturation effect is again observed for the smaller
particles. For both Figures 11 and 12, these effects become
apparent near a volume fraction of particles of 2500 X 10_6.
This slowdown is caused by two effects. First the effective
density of the bubble is increased by the particles on the

interface. Secondly the drag on the bubble is increased due
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to the particles on its interface. To examine the relative
importance of these two effects, two models will be assumed
to calculate the number of particles on the bubble. One is
the maximum collision model which will modify the results

of Sutherland previously discussed to include a spherical
cap bubble. The other assumes the bubble interface is com-
pletely covered with particles. The weight of the particles
will then be used to calculate the effective bubble density,
Pp_.. The slowdown, noting the dependence on density given in

B
Table 1, is then:

U , (pl °s )/2 (22)
" -
BA 1

_pg

Thus we may calculate the slowdown that can be accounted for
by the increased weight of the bubble due its load of particles.
The bubble parameters are given in Table 7. In water
free from wall effects, a spherical cap bubble rises as given
in Table 1 and subtends a solid angle of 100°. If we neglect
the wall effects in our system, the radius of curvature of the
cap bubble may be calculated from its observed rise velocity
and its surface area from its volume and the surface to volume
ratio given in Table 1. For the distilled water experiments,
the bubble had an ambient rise velocity of 22.3 cm/s, and
we will assume the volume is close to that of the previous

experiments in salt solutions where the bubble volume was
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measured. The rise velocity in the suspension is taken to

6 (about 20 com/s). The

be that measured at ¢ = 2500 X 10~
residence time is the time required for the bubble to travel

38 cm. which is the distance from the bubbler to the midway
point of the observation section where bubble rise velocities
were measured.

For the two models, the average particle diameter will
be used as given in Table 2 or 3. The bubble interfacial area
is calculated using the assumptions above, and the saturated
area model used here will assign ﬂrs as the area needed per
particle. From this the number of particles the surface will
aécommodate is immediately calculated.

To estimate the maximum number 0f collisions with a cap
bubble, the Sutherland model will be extended slightly. We
will use a hypothetical bubble of radius Rc’ the radius of
curvature of the sphgrical cap. Then only the collisions which
occur in the cap section are counted. This is readily done
by allowing Ti in equation 11 to correspond to the time it
takes the particle to traverse along the hypothetical bubble
section from a polar angle of fifty degrees to a polar angle
of 900, ie from the edge of the cap to the edge of the effective
collision areavof the sphere indicated in Figure 2. From
Sutherland, this time is (if ;P/Rc<< 1):

. 2% In cot (—211’—)

1 uB

(23)
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V is the polar angle which is taken to be one half the solid
angle subtended by the cap or 50°. Using this time in
equation 11 for the "induction time'", the maximum number of
collisions is calculated assuming T is unity. This assumes,
of course, that the actual contact time needed for stable
adhesion is suitably short. The results for this maximum
collision model are listed in Table 7 along with the afore-
mentioned saturated area model. Both models give results

of the same order of magnitude.

As 1s seen, the slowdowns calculated are much less than
those observed for both models. Hence the density difference
alone does not account for the slowdown. It is apparently
the case that the observed slowdown in bubble rise velocities
in slurries of nonwetting particles must be caused largely
by the increased drag on the bubble by virtue of the particles

on its interface.

2.5 Gas Hold-Up

Here two aspects of gas hold-up will be studied. The
first deals with the effect of gas introduction method and
column height on gas hold~up. The second effect will deal
with the particle effect on gas hold-up at low particle

concentrations.
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2.5.1 The General TFeatures of Gas Hold-Up

Hold-up was measured initiaily in the sparger side at
various column heights in distilled water with no particles.
Figure 13 Shows the results. Here gas hold-up, €, is pre-
sented as a function of the superficial gas velocity. This
clearly indicates that this column has not reached equilibfium
between coalescence and break-up. Hence as the column héight
is increased, the increased bubble residence time results in
added bubble coalescence. Thus the result is|/a decreasing ~
fraction of gas in the column as is evident in Figure 13.

Figure 14 contrasts the hold-up in thg sparger and
bubbler sides of ;he U-tube in a column of distilled water
again with no particles. The ambient column height (with no
gas flow) was 660 mm. Both are seen to give approximately
the same gas hold-up, but the curve shapes are markedly
different. ©Now for bubbles which do not coalesce and rise
Mat approximately the same velocity as the bubble concentration
is increased, equation 8 predicts a linear increase of hold- ‘
up with increasing gas flow rate. The downward curvature is
duejprimarily to bubble coalescence, although admittedly

some of this curvature is due to the increased rise velocity

" of bubbles in a swarm. The difference in the curves is due

to the different processes occuring for the two systems.
The sparger emits a stream of fine bubbles as shown

schematically in Figure 15. These fine bubbles then coalesce
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Figure 15.
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Schematic presentation of bubble coalescence

and break-up phenomena in

bubbkling columns.
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of the gas flow
introduction method
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In a long bubbling column,

bubble coalescence

and bubble break-up come to equilibrium after
h, . The average bubble

an induction length,

size after the induction length becomes dependent
only on liquid properties and column shape.
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as they traverse up the column. The abrupt break in the
curve is due to two separate effects. First as flow to

the sparger is increased, larger bubbles are emitted due to
coalescence of bubbles as they are formed on the sparger.
Secondly, the bubbles reach a concentration where relatively
large slugs are created in the column.

The bubbler emits small stable bubbles at low flowrates.
On increasing the flow, the bubbler begins to emit large,
unstable bubbles which break-up as shown schematically in
Figure 15 and pictorially in Figure 16. After this break-
up., the fragments then coalesce as they travel up the column.
The gradual bending of the gas hold-up curve with increasing
gas flow is due to this fragmentation process occurring initially
in the bubbler section. Essentially the equilibrium between
break-up and coalescence 1is more cloéely attained by this
phenomenum.

Figure 15 also presents the ultimate result. If the
column is made long enough, average bubble size will be
determined after a suitable induction length, hin’ by the
equilibrium between coalescence and break~up. Total gas

hold-up is given by:

h,

€
eq. in

Here h is the total height of the column with €in being the

average hold-up in the induction section and Eeq being the
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THE FRAGMENTS OF THE
UNSTABLE BUBBLES HAVE b
A BROAD SIZE DISTRIBUTION

‘f'g\_

TAYLOR INSTABILTYJ [\

SMALL FRAGENTS ARE NOTICED
AS THE REMNANTS OF LARGER
BUBBLES WHICH HAVE BROKEN
UP DUE TO INSTABILITIES

BUBBLE IS RELEASED
FROM THE ORIFICE

Figure 16. The bubbler emits small stable
bubbles at low flow rates. At the
higher flow rates shown here, large
bubbles are emitted which fragment
into smaller bubbles in a short
distance above the bubbler.
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average hold-up in the equilibrated section. Hence total
gas hold-up is influenced by the method of introduction if
h is not sufficiently greater than hin' The deviation is

lowered somewhat as Ein should be approximately egual to eeq'

2.5.2 The Particle Effect on Gas Hold-Up

The effect of particle addition on gas hold-up was
investigated for tHe sparger in Table 8 and for the bubbler
in Table 9. Both were for ambient column heights of 660 mm
of distilled water, and both employed Eccospheres VT particles.
For the lower flow rates, complete particle dispersion was
assured by first inducing high flow rates, theq lowering the
flow rate, allowing equilibrium, and taking a measurement.

The results indicate a significant decline in gas hold-up for
the addition of less than 0.5% by volume of the nonwetting
particles. Errors in Table 9 represent the reproducibility
of two experiments with no particles. The data for the
particle experiments are the average of two experiments with
reproducibility being the same as the no particle experiments.
Experiments for Table 8 were not repeated.

Table 10 contrasts the results for wetting and non-
wetting particles. No significant lowering of the gas hold-
up was obtained for the wetting (SI) particles while a
significant decline was observed for the nonwetting particle
(VT). The results given here were for experiments performed

in the same manner as those of Table 9.
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TABLE 8, Particle effect on the gas hold-up,
€, in the sparger side of the U-tube.

660mm Column - Sparger

-120 + 140 Mesh Eccospheres VT Particles

¢ x 106 0 623 1613 L340
(No Particles)

Flow rate

ugs(cm/s) E > € £
0.00 0.000 0.000 0.000 0.000
0.38 . 0.016 0.015 0.012 0.012
0.66 0.028 0.025 0.024 0.024
0.92 0.041 0.039 0.037 0.036
1.34 0.057 0.052 0.057 0.050
1.68 0068 0.068 0.062 0.062
2.34 0.079 0.073 0.072 0.070
2.67 0.084 0.080 0.084% 0.077
3.10 0.091 0.087 0.084 0.083
3.43 0.096 0.094 0.093 0.089
3.69 0.100 0.097 0.096 0.093
4.07 0.106 0.101 0.096 0.093
L.T73 0.116 0.108 0.109 0.108
5.43 0.127 0.127 0.121 0.120
6.70 0.147 0.137 0.137 0.134
7.31 0.156 0.150 0.146 0.146
8.66 0.177 0.169 0.165 0.158
9.50 0.190 0.179 0.178 0.171

10.35 0.203 0.194 0.194 0.191
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Particle effect on the gas hold-up,
€, in the bubbler side of the U-tube,.

660mm Column - Bubbler

-120 + 140 Mesh Eccospheres VT Particles

6 x 10° 0 947 2970
(No Particles)

Flow rate

Yss (om/s ) 2 Error € e
0.00 0.000 0.000 0.000
0.29 0.009  0.002 0.008 0.007
0.53 0.017 0.000 0.016 0.017
0.84 0.026 0.001 0.026 0.024
1.49 0.045 0.002 0.040 0.038
1.8/ 0.054 0.001 0.054 0.050
2.70 0.074 0.003 0.072 0.070
3.87 0.098 0.001 0.092 0.086
5.35 0.120 0.000 0.115 0.107
7.36 0.144 0.001 0.140 0.132
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Thus it is seen that the wetting properties of the
particles do indeed affect bubble coalescence as is manifested
by decreased gas hold-up. This is quite likely due to the
Bikerman mechanism of Figure 1. Such a mechanism requires
the formation of bubble clusters. Figure 17 shows the bubble
clusters formed in a suspension of nonwetting particles
(-200+400 PS/DVB) in distilled water. These clusters were
produced by sufficient gas flow through the sparger to produce
countercurrent flow in the bubbler section. Significant
clustering was not observed for distilled water or suspensions
of wetting (SI) particles.

Nonwetting particles are seen to increase coalescence.

As stated, the columns here were principally in the coalescing
mode, ie, as column height was increased, coalescence was
increased. With sufficient column height such that equilibrium

exists between break-up and coalescence, we have:

; K coalescence b
SMALL BUBBLES LARGE BUBBLES (25)

¢

K break-up

Adding small, light, nonwetting particles increases k coalescence"

The equilibrium will then shift toward larger bubbles with an
attendant decrease in gas hold-up. Hence this effect will
manifest itself in long columns so long as the particles added

do not correspondingly increase the rate of bubble break-up.
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A CONCENTRATED SUSPENSION OF SMALL BUBBLE
CLUSTERS IN COUNTERCURRENT FLOW IN THE U-TUBE

UOTR08IT(Q MOTH 3USIINOILYUNOY

A LARGE CLUSTER OF BUBBLES

Figure 17. Bubble clusters formed in suspensions
of -200+400 PS/DVB particles in
distilled water.
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2.6 Conclusions

1. Dispersion of particles lighter than the liquid in
bubbling columns first passes through an inversely fluidized
regime at low gas flowrates. Induced downward liquid flow
is responsible. The tendency to complete dispersion will be
hindered by complex geometry and affected by the contact angle
of the particle with the liquid and the particle's relative
density to that of the liquid.

2. The Sutherland encounter model where particles are
assumed to follow the streamlines around a bubble gives a
consistent picture of bubble-particle contacting in a slurry
of nonwetting particles.

3. Bubble rise velocity slowdown is significant in
dilute slurries of small non-wetting particles. This is
caused by stable adhesion of the particle to the interface.
Such slowdown is principally caused by the increased drag on
a particle-laden bubble.

4. Large nonwetting particles of approximately the same
density as the ligquid do not adhere to the bubbles and do not
cause slowdown. Such particles also do not penetrate the
bubble proper. They are diverted around the bubble by the

same surface tension forces which hold the bubble together.
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5. Coalescence is enhanced in bubbling columns by the
presence of small concentrations of non-wetting particles.
Such coalescence was undetectable for similar particles
which were wetted by the liquid.

6. For short bubbling columns, gas hold-up is strongly
influenced by the gas introduction method. The curve shape
is much sharper for sparger gas flow than for flow through a
large circular orifice due to the instability of bubbles
emitted from the orifice at the higher gas flowrates.

7. Strong countercurrent flow directed against bubbles
rising with significant wall effects provides only a simple
transformation of reference frame. Large, nonwetting particles
do not significantly affect the bubble-wall slip.

8. Liquid flow induced in one region by gas flow in a
separate region of a connected system such as a U-tube or
annulus may be carefully controlled by varying the gas flowrate.
Such pumping could be used successfully for transporting a
corrosive or high temperature liquid through various sections

of an enclosed system.



NOTATION

o7 U() o 0{1’
Il 1

o
i

(= S N B e
|

in

94

One-half the major axis of an ellipsoid (cm)
The cross-sectional area of the column (cm2)
One-half the minor axis of an ellipsoid (cm)

The drag coefficient on an ellipsoidal bubble

The bubble diameter (cm)

The orifice diameter of a bubbler (cm)

The acceleration of gravity (981 cm/sz)

The volumetric gas flow (cm3/s)

The column height (cm)

The critical thickness of a liguid film on a unit
particle near a gas-liguid interface at which
spontaneous rupture of the film occurs.

The height of the induction section of the column
(cm)

A constant of order unity relating average

radial velocity to ylaul/ayl in turbulent flow
(usually "0.4)

3

The number density of the bubbles (cm”™
the total number of bubbles in the column

The number of bubble-particle collisions per unit
time (s_l)

The Eotvos number

The number of fruitful bubble-particle collisions

per unit time (s_l)
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3

number density of particles (cm”

The maximum number of particles on a bubble

after a residence time in the column of Tc

The

Reynolds number

The Weber number

The

numkber of size ranges the bubbles are

divided into

The
The
the
The

The

hydrostatic head (dynes/cmz)

amount of momentum transfer from the bubble to
liquid (dynes/cm?)

bubble radius (cm)

radius of curvature of a spherical cap

bubble (cm)

The

The
The
tﬁe
The
The
The
The
The
The

The

equivalent bubble radius (ecm) = (75 3

particle radius (cm)

integral amount of meomentum transport from
bubble to the liquid (dynes/cm®)

time (s)

bubble rise velocity (cm/s)

ambient bubble rise velocity (cm/s)

induced countercurrent flow of liquid (cm/s)
gas superficial velocity (cm/s)

interstitial liquid velocity (cm/s)

liquid velocity (cm/s)
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The

The
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liquid superficial velocity (cm/s)
particle terminal velocity (cm/s)
bubble volume (cm3)

volume of gas in the column (cm3)
volume of liguid in the column (cm3)
volume of solids in the column (cm3)

distance from the tube wall (cm)
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Letters

The gas hold-up in the columﬁ

The actual porosity of a fluidized bed

The apparent porosity of a fluidized bed

The gas hold-up in the equilibrated section of
a column

The gas hold-up in the induction section of

a column

The volume fraction of particles

The surface tension (dynes/cm)

. The correction factor for the amount of bubble-

particle contact due to non-ideal effects
The fluid density in the annular region of an
annular system (g/cm3)

The gas density (g/cm3)

. The fluid density in the inner region of an

annular system (g/cm3)

The liquid density (g/cm3)

- The contacting time between a bubble and the

suspended particles (s)

. The homogenous shear stress (dynes/cm3)

The induction time for a particle to adhere to
a bubble (s)
The time it takes a particle to travel from a

polar angle of 50° to a polar angle of 90° (s)
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The

The

The
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viscosity of the liquid with no particles (cp)
viscosity of the liquid with suspended particles (cp)
kinematic viscosity of the liquid (cmz/s)

growth factor for bubbles of a particular size

polar angle (degrees)
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CHAPTER 3

THE REACTION MECHANISM OF CARBON

PARTICLES IN MOLTEN SODIUM PHOSPHATE
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3.1 1Introduction

To discuss the molten salt,_éarbon particle, and oxidant
bubble system, one f?rst notes that the system is nothing more
than a high temperature version of the relatively common bubble
column slurry reactor. Such reactors are in use throughout the
petroleum industry. Normally this entails a catalytinparticle
in the liquid phase and mass transfer across the gas—liquid
interface. Such processes include catalytic hydrogehation and
desulfurization of petroleum fractions as well as the Fischer;
Tropsch process. Other processes which entail the chemical
conversion of the particles are coal liquefaction and molten
salt gasification schemes such as Rockwell International's (1).

In such processes, it should be noted that the exclusive
mechanism|of gaseous transfer need not be across the gas-liguid

) interface and to the particle in the bulk liquid as 1is quite
clear when the particle is not wetted by the liquid. For in
£his case there is a thermodynamic driving force‘for the particle
to penetrate the bubble, expel its liquid shrouding, anduggggr‘
into direct contact with the gas in the bubble. Such pheno%ena/
are jwell utilized in flotation (2). -

The purpose of this chapter is to investigate each of the
Vtwo particle reaction mechanisms in a process. This is shown
schematically in Figure 1. Naturally the indirect mechanism
(across the gas-liquid interface) would predominate for a

system of particles with OO contact angle with the liquid phase.
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POSSIBLE PARTICLE REACTION MECHANISM

BUBBLE COLUMN SLURRY REACTOR

DIRECT MECHANISM
(PARTICLE PENETRATES BUBBLE)

o e e — — — —— — —— — — ——— —— ————  a—

LIQuid
PHASE

N

e v v — — ——— —— — — — —— — —— — —

THE GASEOUS REACTANT

1S TRANSFERRED TO THE
PARTICLE LOCATED ON
THE GAS-LIQUID INTERFACE.

INDIRECT MECHANISM
(PARTICLE COATED BY LIQUID )

s ——— — — — — — — —— — — — — — —

LIQuUID
PHASE

cas ®

PHASE

THE GASEOUS REACTANT

IS TRANSFERRED ACROSS
THE GAS-LIQUID INTERFACE
AND THROUGH THE LIQUID
TO THE PARTICLE.

Figure 1.

The two particle reaction mechanisms possible

in a bubble column slurry reactor.



106

But as the contact angle is increased, a growing degree of
influence would be expected of the direct particle-gas con-
tacting mechanism. The relative importance of either mechanism
would be dependent upon the contact angle, gas solubility in
the liquid phase, mass transport in the various phases, and
possible surfactant adsorption onto the particle surface.

It is very important to note that the overall reaction
rate for the two cases is governed by two completely different
mechanisms. For the indirect mechanism, the gaseous reactant
is transferred to the particle, while for the direct mechanism,
the particle is transferred to the bubble. The former is much
discussed as by Goto and Smith (3). The latter is a matter
of particle-bubble contacting th; kinetics of which have been
discussed by Sutherland (4).

For demonstrative purposes, two simple models shall be
presented for the direct and indirect mechanisms. The particle
shall be assumed impermeable and to react with a simple first
order rate expression.

Figure 2 includes the analysis of the indirect mechanism.

The rate expression assuming appropriate mass transfer coefficients

at the various points of resistance is:

G (1)
dir
1, H 1 1
( + + ( + + )
Nghg*Ksr 7 Krim Nofp R rer ~ Frpp | Kgg




107

*aTo13aed pejeoo pInbrt
8yl o3 pue eiqang aYyjz jo soezasjur prnbiT seb ay3z ssoioe poIaSFsuURI} ST

juejoeea snoeseb oYy -wsSTURYDSW ISFJSUBRI} Snodseb 3DSITPUT BY3 I0I [Spow oyl
Tydydy ATy ddy  d6Td.dy  SITE 6, 106 6
( T + I + T + i + T ) puT
5 M 1ALVY TIVIEAO
oH
Uy o 48y d8T, _ 81T _ T1D Oy :mives xavais
Td, a4y T, T
(Tdy - Ty, d,d ddTy daT
Al o Ty d,d 8Ty 8T
(L - T, 8,8,81T, 4T
D, 11,
(105 - D) 8.8y 19y 19,
AOVIUNS WIId aInoIn FAOYIYIINT HOVIYELINT
ATOTLAV IO TIIVA a0 vﬁwm aIndit aIndI1
< aul yvaN <} amnort w <f— <— swo w J—
INVIOVEY LNVIOVEY az48¢mm INVIOVEN LNVIOV
AALYATOS QFIVATOS adIvAIoS QEIVATIOS SNOASYD
NOIIOVIN
4 TYOIWAHD 1d IT. WATHEITIN®E 19

X

a1 1
o) Aﬁllllllll D A*llrllllll o} A*Aﬂlllll;
et mqu mqu I

UTIIIIIIV UAI')\I.U

*z 2anbtg



108

As 1s seen, the first two resistances involve total bubble
surfage area while the final three involve total particle
surface area and liguid phase mass transfer. The overall rate
also has a direct proportionality to the gas solubility assumed
to be given by the Henry's law constant, H. It should be noted
that C is the concentration near the particle surface with

PL
kRL entailing all adsorption/desorption phenomena relative to
the chemical reaction rate.

The analysis of Sutherland (4) is utilized for examining
the direct mechanism. Consider a spherical bubble of radius,
in a frictionless fluid. Extrapola-

r rising at velocity, u

B’ B’
ting the streamlines which come within one particle radius, Tpo
of the bubble to the forward of the bubble's trajectory, a
collision cross section is obtained. With this Sutherland
obtained for the rate of particle-bubble contacting in a slurry
of particle concentration, nP:

RC = 37 nuBrBrPNBnP (2)

Here n is a shape correction factor accounting for nonspherical
bubbles and other effects discussed previously (5). NB is the
total number of bubbles. Taking an average contacting time,

Tc,ﬁfor the bubbles, the average number of particles in contact

with the bubbles in the column is:

N = R T (3)
C
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This analysis is incorporated in Figure 3 which also

assumes a correction to the particle area, &, which should

be approximately % if the particle has a 90O contact angle

with the liquid phase. 1In general this area correction will

be influenced by the difference in particle and liguid densities
and hydrodynamic forces on the particle in addition to the
contact angle. The location of the particle is assumed to

be on the bubble surface and to be held there by the work of

adhesion:

Wad ; Y (l-cos0)s (4)

Here © is the contact angle with Y being the surface tension

of the liquid exposed to the gaseous reactant. S is the solid
gas interfacial area created which for the above expression

is assumed equal to the solid-ligquid and liquid-gas interfacial
area destroyed. Hence from Figure 3, the overall rate of

reaction for the direct mechanism is:

R, = "NUpTe TgTphp & ANLC,
dir 1 1 I (5)
k ok Ytk
GIF GFP RG

The striking difference between Rind and Rdir is that the
indirect mechanism entails gas and liquid phase mass transfer.
And generally as is pointed out by Ranade and Ulbrecht (6),

the gas side mass transfer resistance is negligible. This

would seemingly make the direct mechanism much faster than
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REACTION

>
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GIF GFP N
e > Cop QN
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REACTANT REACTANT REACTANT
IN BULK AT GASEOUS ——|> NEAR THE
OF GAS PARTICLE PARTICLE
BUBBLE FILM SURFACE
Norr = Kerepr?p1(Cc - Cor
Norp = XgppMp12p1(Cor - Cpg)
Rp = Kre NorPp1Cec
| STEADY STATE:  Ngpp = Negp = Ry
NOTING: NPI = BﬂnuBrBrPTcnPNB
App = &Ry
OVERALL STEADY STATE REACTION RATE:
. BﬂnuBTchrPnPEAPNBCG
dir ( kl + kl + kl )
GIF GFP RG
Figure 3. The model for the direct gaseous transfer mechanism.

The particle is transferred to the gaseous reactant

in the bubble.
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the indirect mechanism. This increase is offset by the relative
rate of bubble particle contacting being slow.

Considering special cases of the above expressions, take
first the case of chemical reaction control on the overall

rate. For this, the ratio of the rates is:

Rgjp 37N upT rpry np Ny & (6)

H NP

ind
and for the case of film diffusion controlling the rate is:

)
GFP) (7)

LFP

™ T
Rair 3™ ug, T rprpnp ENg o (k
N (k

Substantial dependence differences are to be noted in
addition to gas vs. liquid phase mass transfer. First solubi-
lity dependence is noted only for the indirect mechanism.
Secondlz the direct mechanism is proportional to the particle
densityrwﬂile the indirect mechanism is proportional to the
total surface area of the particles, ie, their total number.
Thirdly, the direct mechanism in both cases is proportional
to the total number of bubbles while the indirect mechanism
is not when particle film diffusion or the chemical reaction
rate is slow.

From this simplified analysis, it would be expected that
the correct mechanism or combination is very important in
correlating data. The two yield completely different scaling

factors.
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Here these two mechanisms will be discussed in conjunction
with the reaction of carbon particles in a slurry of molten
sodium phosphate and oxygen containing bubbles. As the temper-
atures are high, conventional surfactants will be destroyed.
Thus to proceed we need to measure the carbon-molten phosphate
contact angle and the reacti?n rate. This will be done in
the experimental section. But before proceeding directly to
these results, solubility and mass diffusivities in molten
salts will be discussed as these are very important parameters

for the indirect mechanism.

3.2 Solubilities of Gases in Molten Salts

As no method existed in this laboratory to measure the
solubility of gases in molten phosphates, the results of
earlier workers will be employed to find a convenient
correlating expression. Following the method of Prausnitsz
and Shair (7), the gas is first compressed to a hypothetical
liguid witﬁ the same molar volume it will have in the melt.

The associated free energy change for a mole of molecules,

N is:
I is

fL
AGl = NAk T 1In ( Ez:') (8)

Here fL is the fugacity of the hypothetical liquid with fG

being the gas phase fugacity. k is the Boltzmann constant.
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We then create hcles for the gas molecules in the liquid with

free energy change:

AG2 = NAAHY (9)

Here AH is the area of the hole necessary for the gas molecule
with ¥ being the surface tension of the molten salt. Here
naively, we have assumed surface tension to be valid for
molecular dimensions. The hypothetical ligquid is then mixed

with the molten salt with associated free enery change:

AG3 = NAkT 1n( YGXG) (10)

Here XG is the mole fraction of the gas in the liquid phase
and YG is the activity coefficient.
As we shall deal with low pressures and high temperatures,

the ideal gas law will be assumed for the gas. Thus with our

previous assumption of highly dilute solutions, we have for the

solubility at one atmosphere as AGl + AG2 + AG3 = 0:

Here CL is the molar concentration of the dissolved species

and CG is the molar concentration of the gaseous species. ML
is the molecular weight of the salt with P being its mass
density. This has the same general form as the model of

Grimes et al (8) who employed a simple Eulig model which
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ignored the first term on the right hand side of equation 11.
From this eguation, it would be expected that larger gas
molecules with associated larger AH would be less soluble as
is generally observed. This would be offset somewhat by the
larger molecules being relatively easier to compress to the
liguid state by virtue of thg fL term.

We proceed to correlate 'data by assuming the first term
on the right hand side of equation 11 to be approximately
constant for nonpolar gases at high temperatures in similar
solvents and employ the data of Grimes et al (8,9,10) and
Malinauskas and Richardson (11) who studied the solubilities
of the noble gases and hydrogen and deuterium in three molten
fluoride mixtures from 773 to 1073 K. The data were found to

be reasonably correlated by equation 12.

CL 2
ln () = =2 - 2k YO (12)
CG kT .

Here © is fhe gas molecular diameter in 3 and Yy is in dynes/cm.
It is noted that the molecular area has been set equal to

a factor multiplied by the square of the hard sphere gas
constants of the various gases. Using the factor of 2k the
slope of the surface tension term for the individual gases
vielded hard sphere diameters that compared very favorably with
the hard sphere diameters obtained from viscosity correlations

using the Lennard-Jones potential as Table 1 indicates.
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Table 1. Molecular size parameters from viscosity
data and from correlated molten fluoride
solubilities of inert nonpolar gases.

GAS e ()
Hard Sphere Diameter (12) Diameter froﬁ
From Correlating Correlating
Viscosity Data of Gas Molten Fluoride
Using the Lennard-Jones Solubilities
6-12 Potential (Equation 12)
He 2.58 2.56
Ne 3 2.86 2.83
Ar 3.46 3.49
Xe' . 4.06 .4 4.01
H2 2.97 3.01
D2 2.95 2.83
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Malinauskas and Richardson (11) as well as Grimes et al (8)
have discussed the choice of diameters. There are several
choices as may be seen by referring to Huheey (13). Due to
the above fit, it would seem appropriate to proceed with the
vViscosity diameters. Figure 4 presents the solubility data
for the fluorides correlated with equation 12 using the hard
sphere diameters from viscosity data.

From this simple model, the érea seems to be 0.88 WO2
for use in computing the hole size. It is important to point
out the unrealistic nature of the above model as it assumes
a molecular surface tension which is, of course, nonsense.
The model simply says colligatively for several gas molecules,
the surface tension seems to be a convenient correlating
parameter.

A substantial amount of work has also been conducted for
noble gas and nitrogen solubilities in molten nitrates.
The measured solubilities are compared in Table 2 which extra—
polated data to a common temperature using the heat of solution
when available. As experimental agreement was poor, no attempt
was made to correlate the results. Equation 12 did yield
good agreement with the lower valued solubilities, particularly
so in the case of helium.

For purposes of this paper, an approximate solubility
expression was needed for oxygen in molten phosphates. Shenke

et al (22) have measured the solubility of oxygen in two sets
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Table 2. Inert, nonpolar gas solubilities in molten nitrates.
From the Henry's Law constants at 1 atmosphere.
Solvent Gas T (K) CL AH Ref.
(166 gmoles/cm3) (kcal/gmole)
NaNO3 He 642 2.27 (18)
NaNO3 He 642 0.11 . (20)
NaNO3 He 642 0.21 . (14)
NaNO3 Ar 642 1.72 (17)
NaNO3 Ar 642 0.07 . (18)
NaNO3 Ar 642 0.06 . (14)
NaNO3 N2 642 1.97 -2.7 (15)
NaNO3 3 N2 642 0.23 3.5 (20)
NaNO3 N2 642 0.06 3.8 (14)
AgNO, Ar 523 3.35 (16)
AgNO3 Ar 507 0.02 (14)
LiNO, Ar 578 0.17 . (19)
LiNo3 Ar 578 0.11 . (14)
LiNO3 N2 550 0.18 1.8 (19)
LiNO3 N2 550 0.07 (14)
*
(Na,K)NO o) 511 . (21)
(Na,K)No3 0, 603 . . (21)

*Eutectic Mixture
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of molten carbonates at the approximate temperature range

of interest in these experiments (900-1200K). Correlating
these results using the data of Ward and Janz (23) for surface
tension and density prediction, a least squares fit of the

data yielded:

In () = 2 2k Yoo (13)

This equation was compared with the results of Desimoni et al
(21) for oxygen solubilities in molten nitrates at somewhat

lower temperatﬁfes and predicted results to within 30% of the
experimental solubility. Consequently, with some reservation,

this expression will be used to predict the solubility of

1
oxXygen in the molten phosphates.

3.3 Diffusion Correlations at High Temperatures

Beﬁore proceeding directly to diffusion, we will demon-
strate how some old, simple, easily available correlations
can be used to predict the properties of the molten salts.
These are particularly useful in helping to predict missing
properties, for consistency checks, and for helping to esti-
mate a molecular weight for molten phosphates which have a
tendency to have rather high molecular weights due to
polymerization.

The first method is utilizing Macleod's equation to

arrive at the parachor which is then set equal to the sum
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of the atomic parachors. The data for this are from Janz

(24) and Van Wazer (25), and Table 3 indicates the results.

1
“%
M Y™
L = z
= p = P., . (14)
DL i’ atomic

Data for the Snugden parachors are from Adam (26) with sodium
being estimated from the molten salt data as 68.5. These
parachors are for univalent coordination with no ring structures.
As the gas density has been neglected, the correlation was
applied as near to the melting point of the salt as data
temperature ranges permitted. As is seen the correlation is
guite good, and we have that surface tension data may be well
estimated from density data. Unfortunately this method did

not yvield the degree of polymerization, 2. Hence this method

was extended to the Eotvos correlation:
K (TC—T-6) = Y (=) (15)

Here the critical temperature, Tc' is related to the surface

tension and molar volume. By differentiating this expression,

we obtain:

ap
oy 2y, 2fL
g ) ot H i) (16)
M2/3 2/3 5/3

L PL, PL
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In general the above eguation would not be expected to give
as good results as the original due to the dependence on the
temperature coefficients of density and surface tension.
Table 4 compares the results of equation 16 with equation 15
using critical data for the molten halides (24). These critical
data for the salts were generated by either the method of recti-
linear diameters (27) or the use of partition function developed
for the alkali halides (28) which predicted other measurable
thermodynamic properties well. Both methods give similar
critical temperatures. The average of the predictions using
the differentiated Eotvos equation yielded a factor which
compared favorably with that using the critical data. Conse-
gquently this factor was compared with the results for eutectic
sodium phosphate yielding a molecular weight of approximately
440 corresponding to roughly two of the pseudomonomers given
in Table 3. Hence, the average molecular weight will be
taken as 442.6 corresponding to the composition, Na5-12P4012.56.

We now have sufficient data to estimate the diffusion
coefficients in molten salts using two correlations. Both
are based on the Nernst-Einstein equation and generally have
only been applied in practice to low temperatures. The first
is taken from Chang (29) where:

1
(— ) (EI—‘%)/3 = K (17)

Dcu Vs C
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Table 4. Molten Salt Correlation Using the Eotvos Correlation.

K K

E Temperature E
SALT (Equation 16) Error Range (K) (Equation 15)
NaF 0.37 0.01 1273-1373 0.48
NacCl 0.76 0.02 1074-1174 0.56
NaBr 0.49 '0.01 1073-1173 0.58
NaI 1.04 0.03 973-1073 0.55
Na2003 0.28 0.003 1173-1273
Na2M004 0.83 0.01 1073-1173
NaNO3 :0.13 600
NaZSO4 0.55 0.01 1173-1273
Na2WO4 ; 0.76 0.05 1073-1873
Average 0.58 + 0.29

MOLTEN EUTECTIC SODIUM PHOSPHATE (Na2_56P2O6.285

K

T(K) Y (dynes/cm) Dl(g/cm3) —*—g—-ﬂergs/K)
M 3

973 211. 2.25 0.009s8
1073 207. 2.22 0.0099
1173 203. 2.18 0.0100
1273 199. 2.15 0.0102
Average 0.0100
0.0002

Error
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Here U is the viscosity in poise with Dc being the diffusion
coefficient. VS is the solute molar volume which will be
taken from liquid density data at the temperature of interest
or as the hard sphere volume using viscosity diameters if

the solute is a gas. KE is a parameter which will be wvaried
to account for the high temperatures. Wilke (30) proposed

an alternate correlation whefe:

10 0,6

10 v Dwu

S
=, (18)

All parameters are as described above with DW being the
diffusion coefficient. KW is again a parameter which will

be wvaried éo account for the high temperatures and was given

as the square root of an association paraméter by Wilke.

Table 5 gives the values of KC and KW using these eguations

with high temperature diffusion coefficients. Even though

in some‘céses, the diffusing component is undoubtedly ionic,

the order of magnitude of the diffusion coefficient may be

generally predicted if KC is set equal to m and Kw is set equal

to 1.6 which is what Wilke proposed for water.
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3.4 Experimental

3.4.1 Measurement of the Contact Angle

The eguilibrium contact angle between carbon, molten
salt, and air was measured. The experiment consisted of
melting sodium phosphate in a quartz container in an electric
furnace. The tilting plate method of Adam and Jessop (26)
was then used to determine the contact angle as outlined
in Figure 5.

For the plate, spectrocopic carbon electrodes from Union
Carbide were used. These %" cylindrical electrodes were
filed smooth to form piates and dipped in the molten salt
vessels. Ohce so placed, the plate was rotated until the
surface remained horizontal upon contacting the salt. The
contact angle was measured visually and photographed. Molten
salt samples were also cooled with the plate intact. From
these ogservations, the most likely contact angle was found
to be 136o + 5°. The temperature was in the range of 1000
to 1200 K. The sodium phosphate used corresponded to the
eutectic composition (NaZO:PZO5 = 1.28:1.00) (25).

This procedure was repeated at higher temperatures for
sodium carbonate. The experiments were less conclusive due

to the high melting point of the carbonate. However the

contact angle was large and seemingly greater than 90°.



Figure 5.
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Adam and Jessop experiment for
measuring the static contact angle, O.
The contact angle is measured when the
surface remains horizontal upon

contacting the plate.

The picture is

indicative of the situation where the
plate is not tilted far enough
counterclockwise.

N
fay

SUPPORT ROD (extends

out of the furnace)

‘KB\

MOLTEN SALT

CARBON PLATE

—— QUARTZ CONTAINER
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3.4.2 Measurement of the Reaction Rate in Molten
Sodium Phosphate

The reaction rate of the spectroscopic electrodes was
measured for two cases. 1In one case, the rods were submerged
in oxygenated salt while in the other case, the rods were
exposed directly to the gaseous oxygen. The experimental
system shOwn in Figure 6 consisted of two separate sources
for filtered air and pre-purified nitrogen. The flow from
each was summed and then injected into the reactor. The
offgas was monitored for COX by infrared adsorption with the
temperature being measured by thermocouple. The temperature
was varied from 967 to 1219 K.

The reactor shown in Figure 7 was used to measure the
reaction rate of the submerged or segregated electrodes.
This consisted of anchoring the electrodes in the annular
region and oxygenating the salt in the central region thus
insuring no direct carbon-gaseous oxygen contact., In
essence, the ligquid phase is oxidized in the central region
and reduced in the annular region. Fluid flow in such cases
has beén discussed by Nevers (33). Such flow is driven by
the phase in the central reéion being lighter by virtue of
gas hold-up. Substantial flows are easily obtained so long
as the expanded liguid height i1s above the inner tube. As
Table 6 demonstrates such levels are well attained at all

temperatures for the ambient case, ie, with no bubbling.
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Thermocouple

Tube
y Reactant Gas Inlet
A N
E\JE:{ === Mullite Inner Tube
9| ===
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i
'O

;

Graphite Rod

Inilet for Molten Salt
from the Annulus

Castable

Figure 7. The reactor employed for measuring the reaction
rate of the electrodes when prevented from direct
contact with the gaseous reactant.
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Table 6. 2Ambient Salt Height Levels in the Segregated Reactor

T{(K) AMBIENT SALT HEIGHT (cm) AMBIENT SALT HEIGHT (cm)
(Above Castolast Base) (Above Mullite Inner Tube)

2

973 10.6 3.0
1073 10.8 3.2
1173 10.9 3.3

1273 11.1 3.5
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‘Reactor preparation employed an outer mullite tube for
ultimate containment of the molten salt. Castolast G of
Harbison-Walker Corporation was then used to anchor the
electrodes and inner mullite tube. After curing, salt was
added, the system was heated, and the experiments were
conducted. The gas injectioq point in the central region
was one inch above the castolast base.

The dimensions of the materials used and various reaction
parameters are listed in Table 7. Here again the phosphate
salt employed was the eutectic composition.

Upon cooling, system examination insured all features
remained intact. This was necessary due to the extremely
corrosive nature of molten sodium phosphate.

A similar reactor was used to measure the reaction rate
of electrodes exposed directly to the gaseous oxidant. 1In
this case the reactor consisted of carbon electrodes in a
clean mullite crucible. The flowrate and oxygen partial pressure
were the saﬁe as for the segregated reactor. Here the total
exposed electrode surface area was 29.4 cm2. The reactor
was heated to the various temperatures in pre-purified nitrogen.

Oxygen was then introduced and the readings were taken.

3.5 Results and Discussion

Tables 8 and 9 contain the generated data for the two

cases. It is noted that the scatter is considerable for the
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Table 7. Dimensions of materials used in constructing the
reactor and various dimensions of the constructed
reactor. All dimensions of mullite materials are
in inches.

I. DIMENSTIONS OF MATERIALS ID X oD LENGTH
MULLITE OUTER TUBE 2w x 2 1/4" x 9n
MULLITE INNER TUBE 13/16" x 1 x 3 3/4"
MULLITE INJECTION TUBE 1/16" x 1/4" x i8®"
SPECTROSCOPIC CARBON RODS 1/4" x 1/4v x 2

b

II. REACTION PARAMETERS
EXPOSED CARBON SURFACE AREA 27 .4 cm2
EUTECTIC SODIUM PHOSPHATE SALT 484. grams
FLOWRATE 350 scc/min
OXIDANT 0.10 atm. 02
TOTAL PRESSURE 1.0 atm.
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Table 8. Data for the segregated reaction.

T(K) Rate (gc/cm2/hr X 106)
1030 | 42.0
1044 : 49.4
1057 86.3
1066 123.
1076 . 67.9
1093 142.
1110 77.1
1118 X 179.
1125 105.
1137 105.
1160 123.
1162 . 160.
1169 ‘ 216.
1170 271.
1190 225.

1219 412.
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Table 9. Data for the exposed reaction.

Uncorrected Rate Corrected Rate Error
T(K) (gc/cmz/hr) (gc/cmz/hr) (gc/cmzhr)
967 0.0103 * 0.0119 0.0002
1023 0.0190 0.0253 0.007
1055 0.0240 0.0351 0.0012




136

segregated reaction due to the low conversions of the carbon.
The predominant product for both cases was carbon dioxide with
carbon monoxide accounting for less than 0.01% of the offgas.
For the segrated experiments, the flowrate was varied
and this did not seem to influence the reaction rate beyond
experimental error. This essentially varies the flow in the
annular region by varying th; gas hold-up in the central
region hence changing the driving head for the flow.

For the exposed electrode experiments, conversions of
oxygen were qu%pe high. These were corrected assuming an order
with respect to oxygen of unity (34) to the rate at zero
conversion. The errors in Table 9 represent the estimated
standard deyiation of ten readings. The corrected data will
be used in the analysis to follow. These reaction rates
correspond to very low total carbon conversions. Total conversion
of _electrode carbon was kept well below 2% in all cases studied.

The ;gsults for the exposed and segregated cases are com-
pared graphically in Figure 8. As is seen, the rate for the
exposed case is three orders of magnitude above the segregated

case. A least squares fit to an Arrhenius expression yielded

for the segregated case:

Rgy= 6-5 exp(-24000/RT) gC/cm?/hr (19)

Similarly for the exposed case:

RE = 5700 exp(-25000/RT) gC/cmz/hr (20)
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Figure 8. The Arrhenius plot for the reaction rate for the
Segregated and exposed cases.
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The true activation energy for the pure carbon-oxygen
reaction is closer to 60 kcal/gmole (35,36). As these
activation energies are approximately % the true activation
energy., a transport limitation is the most likely cause.

Several other researchers have investigated the oxida-
tion of spectroscopic carbon‘electrodes. The activation energy
at low temperatures, generally less than 800 K, has been
variously reported as from 30 to 60 kcal/gmole (37,38,39).

At higher temperatures, the activation energy has been found
to be lower. Kuchta et al (40) found activation energies
from 20 to 25 kcal/gmole from 1273 to 1573 K. And Baetke
(from Wicke) (38) found an activation energy of 28 kcal/gmole
from 1173 tp 1373 K. From this, it is quite reasonable to
expect an activation energy of 25 kcal/gmole as is observed
in the high temperature experiments presented here.

It is surprising that the rate expressions for the exposed
and segrfegated cases yielded similar activation energies. The
difference‘lies in the pre-exponential factor which contains
concentration dependence and perhaps transport variables. If
we assume dissolved oxygen to be responsible for the reaction
in the segregated case and film diffusion control in both the
segregated and exposed cases, we may postulate the rates to be
of the form:

Gas Film: RE ='kGFPCG (21)

Liguid Film: RSU= kLFPHCG = kLFPCL (22)
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Experimentally it is found generally that the mass transfer
coefficient is proportional to the square of the diffusivity.
Assuming all other factors approximately the same, the ratio

of the rates is:

R k c D C
RSU LFP L DL CL

£

CL may be predicted by equatﬁon 13 with CG from the ideal gas

law. DG is predicted as recommended by Perry and Chilton (41)

with DL given by equation 17 or 18 using viscosity data from

Van Wazer (25)f Table 10 presents the results, and as is seen,

the ratio is roughly 1000 which is the observed ratio of the rates.
While numerically consistent, these results do not agree

with the aétivation energies observed. The activation energy

for film diffusion would likely be lower than that observed.

It is more likely that the transport limitation is into the

bulk of the carbon solid. Such effects may be readilyAshOWn

(as forftﬁe case of a long, cylindrical pore) to give % the true

activation energy. This would then be consistent with the results

presented here. The ratio of the rates in this case would be

(if kRG and kRL are extended to include pore penetration):

R C k k
Ry G ., “Ra RG

sSU L RIL RL
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The relation, k__/k ig dAifficult to obtain. Even if the

RG' "RL’
salt had no catalytic effect, the rate of oxygen adsorption
onto the carbon surface as well as the rate of oxygen absorption
into the pore structure for the liquid case poses analytical
problems. That is, here we will have two parallel mechanisms

as the liquid cannot penetrate the pore structure of the

carbon due to the large contact angle:

& Ligquid Phase

Adsorption REACTANT ON
DISSOLVED THE SURFACE
REACTANT 2:> OF THE
» PARTICLE

Gas Phase
Adsorption (25)

GASEOUS REACTANT

DISSGLVED b IN THE PORE

REACTANT STRUCTURE OF THE
Transport PARTICLE
Across the

Liquid-Gas
Interface

kRG poses some problems. The rate of penetration by

the reactant of the carbon's pore structure requires a detailed

pore size distribution. Adsorption onto the surface of the
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carbon may be computed by assuming a sticking factor multi-
plied by the collision rate of the molecules with the surface.
For gases, kinetic theory may be used. For liquids, kinetic
theory is less developed and accurate predictions are very
difficult. However due to the mean free path being less in
the liquid phase and pore penetration being slower in the
liquid case due to the added.resistance across the liguid-
gas interface, we would expect kRL to be less than kRG' And
while the magnitude of the difference cannot be predicted, we
would expect these results to be in order with what was observed
experimentally. Hence this result is seemingly better than
the film diffusion model.

These prder of magnitude calculations indicate that the
cause of the reaction in the segregated case for molten phos-
phates may be roughly accounted for by dissolved oxygen. This
is important as it would be expected that the rate of the
indirect qgaction in molten salts would necessarily have to
be quite léw due to the low solubility of honpolar gases in
the salt. Solubilities of polar moiecules such as water have
also been investigated as by Frame et al (42). Due to the
dipole, a higher solubility is obtained as compared to the
nonpolar molecules. However such strong interactions make
the solubility process exothermic (as opposed to endothermic
for the nonpolars) and solubility decreases with increasing

temperature (43). Hence for a high temperature molten salt
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gasification scheme with carbon reacting with steam or oxygen,
it would apparently seem that the bulk of the reaction would
have to proceed via the direct mechanism if the rate of reac-
tion of the suspended particles was of the same order of
magnitude as the reaction of the particles exposed directly
to the gas. Such has been the case for the reaction of

L

petroleum coke with steam in‘this laboratory (44).

3.6 Conclusions

1. The c%ptact angle for the system molten phosphate-
air-carbon is aboﬁt 136°. With this large contact angle, it
is probable that a significant amount of direct gas-particle
contacting fakes place in bubbling molten salt slurries.

2. The indirect mechanism is very slow in molten
- phosphates as compared to the reaction rate where the carbon
is exposed directly to the gas.

3.? Dissolved oxygen may be responsible for the indirect
mechanism:i As oxygen and nonpolar molecules have low soclubili-
ties in molten salts, the indirect mechanism in general should
be much slower than the exposed reaction rate. With the
conclusions above, we are then led to conclude that the direct

mechanism may be dominant in the gasification of carbonaceous

material in bubbling molten salt slurries.
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NOTATION

AB = The single bubble surface area (cmz)

AH = The hole area needed for one gas molecule (cmz)

AP = The single particle surface area (cm2)

API =, The single particle surface area on the gas-liquid
interface (cmz) ‘

CG = The gaseous reactant concentration in the bulk of the

gas bubble (moles/cmB)

CGF = The gaseous reactant concentration at the edge of the

gas film around the particle (moles/cm3)

CGI = The gaseous reactant concentration at the gas-liquid

interface (moles/cm3)
c = The solvated reactant concentration in the bulk
liguid (mole/cms)

CLF = The solvated reactant concentration at the edge of

the particle liquid film (moles/cm3)

CLI =" The solvated reactant concentration at the gas-liquid

interface (moles/cm3)

CPL = The solvated reactant concentration near the particle's

surface (moles/cm3)

CPG = The gaseous reactant concentration near the particle's

surface (moles/cm3)
D = The liquid phase diffusion coefficient from the Chang
correlation (cmz/s)

D = The gas phase diffusion coefficient (cm2/s)
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LBF

LFP

LIB

RG
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The liquid phase diffusion coefficient (cmz/s)

The liquid phase diffusion coefficient from the Wilke

correlation (cmz/s)

The

, The

The
The
The

The

- The

_ The

The

gas phase fugacity of the reactant (atm)

fugacity of the hypothetical liquid phase (atm)

free energy change for a process (kcal/gmole)

Henry's Law constant (moles/cm3atm)

heat of solution (kcal/gmole)

Boltzmann constant (ergs/K)

constant for the Chang correlation

Eotvos constant

mass transfer

coefficient across the particle

figm to the particle surface (cm/hr)

- The

the

The

" the

- The

the

~ The

mass transfer
bubble to the

mass transfer

bubble to the

mass transfer
particle film

mass transfer

coefficient from the bulk gas in
gas-liguid interface (cm/hr)
coefficient from the bulk gas in
gaseous particle film {em/hr)
coefficient from the bulk liquid to
(cm/hr)

coefficient across the particle

film to near the particle surface {(cm/hr)

- The mass transfer coefficient from the gas-ligquid

interface to the liquid bulk (cm/hr)

The reaction rate at the particle surface in the gas

phase (cm/hr)
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The reaction rate at the particle's surface in the

liquid phase (cm/hr)

~ The constant for the Wilke correlation

The molecular weight of the molten salt (g/gmole)

~ The Avogadro's Number

The number of bubbles

The rate of mass transfer across the gaseous film
of the particle (mole/hr)

The rate of mass transfer from the bulk gas of the
bubble to the gas liquid interface (moles/hr)

The rate of mass transfer from the bulk gas of the

bubble to the gaseous particle film on the gas-liquid

interface (moles/hr)

~ The rate of mass transfer from the liquid bulk to

the liguid film of the particle (moles/hr)
The rate of mass transfer across the particle'’s

liguid film (moles/hr)

~ The rate of mass transfer from the gas liquid interface

to the liquid bulk (moles/hr)

The number density of particles (#/cm3)

The total number of particles

The number of particles on the gas ligquid interface
The molecular parachor

The atomic parachor

The bubble radius (cm)
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The particle radius (cm)

The gas constant (cal/mole K)

1

The rate of particle bubble contacting (hr )

The rate of the direct reaction {(moles/hr)

. Rate of reaction for the exposed case (moles/cm2 hr)

The rate of the indirect reaction (moles/hr)
'
The rate of chemical reaction on the particle's surface
in the gas phase (moles/hr)
The rate of chemical reaction on the particle's
surface in the liguid phase (moles/hr)
The rate of the segregated reaction (moles/’cm2 hr)
The solid-gas interfacial area created when a particle
penetrates a bubble (cmz)
The absolute temperature (K)

The critical temperature (K)

The bubble rise velocity (em/hr)

® The mole fraction of the gas in the ligquid phase

{moles/mole)
The molar volume of the solute (cm3/mole)

The work of adhesion (ergs)
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Greek Letters

3 = The area correction factor = API/AP

n = The correction factor for nonideal bubble-particle
contacting

Y = ‘' The surface tension of the liquid (dynes/cm)

yé = The activity coefficient of the solvated gas

o = The liquid viscosity (poise)

QL = The mass density of the salt (g/cm3)

o] = The hard sphere diameter (X)

z = The dégree of polymerization of the pseudo-monomer
for the sodium phosphates

'% = The average bubble residence time (hr)

C] = Tﬁe liquid phase contact angle with the solid
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CHAPTER 4

THE GASIFICATION OF PETROLEUM COKE

«+ IN MOLTEN SODIUM PHOSPHATES
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4.1 Introduction

Molten salts can prove to. be an attractive medium for
the cracking and gasification of heavy oils. The advantage
of a liguid reaction medium is apparent as this would dis-
allow plugging by coke which is a grave problem for fixed,
entrained, and fluidized bed gasification. In general such
a gasification process would entail hydrocarbons either directly
gasifying or degrading to coke. Hence it is very proper to
investigate the reaction of petroleum coke in such systems.
Petroleum coke is a loosely structured carbon. Commercially
two processes are used to produce coke--delayed and fluid
coking. Delayed coking fills a barrel with accumulated coke
at approximately 800 K and is seml-continuous whereas fluid
coking entails the continuous circulation of seed coke
particles (1). Upon heating to less than 2000 K, the coke
may be envisaged as in a pregraphitization regime (2). Here
as the temperature is increased, devolatilization occurs and
cleaning up of the disordered structure ensues, If at the
same time, the particle is being gasified, there is a competi-
tion between these two rate processes. It is this competition
which would dictate what would occur ih a real system.
Walker et al (3) have reviewed the effect of heat treatment
to high temperatures of petroleum coke on the reactivity to
oxygen. Reported here was that delayed coke heated to 2900 K

was less reactive to oxidation than the same coke treated to
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1400 K (4). Thus reorganization in this case decreased re-
activity. The general case reveals that heat treatment of
carbons may increase or decrease reactivity dependent upon the
crystalline orientation of any graphitic basal planes present
and of course upon total crystallinity. Orientation is
important as the rate of oxidation parallel to the basal plane
has been shown to be faster than perpendicular to these planes
(5,6). Consequently the reactivity to gases of cokes is
dependent upon the orientation of existing basal planes to
exposed surfaces. The tendency of delayed cokes to orient
basal planes parallel and perpendicular to exposed faces has
been investigated by Walker et al (7).

Petroleum coke produced during a molten salt gasification
process would be expected to be strictly pregraphitic due to
the relatively low temperatures employed (<1300 K). Coke
will most likely be formed on the surface of reactant gas
bubbles and from thence be transferred to the bulk of the
liguid. At this point we then have a bubble column slurry
reactor where petroleum coke particles are gasified by the
direct mechanism (where the particle penetrates the bubble
and comes into direct contact with the gas in the bubble) or
the indirect mechanism (where the particle reacts in the
bulk liquid with the dissolved reactant). Due to the large
carbon-molten sodium phosphate contact angle of 136° and the

low solubilities of gases in the melt (8), it is reasonable to
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assume that the rate of the direct mechanism should be
significant. Hence this work is directed to measuring the
rate of the direct mechanism in molten sodium phosphate.
The reaction rate of pure carbon with steam has been
shown rather conclusively to be (9,10,11):
51 %m0

R = - (1)

pcC
1+k, CH20 + ks CH2

Ci is the gas phase molar concentration of species i. kl

is proportional, to the rate of water adsorption onto the
carbon with k2 and k3 being related constants. This type of
rate expression is clearly indicative of a competition between
hydrogen and water adsorption onto the active sites of the
carbon surface. The activation energy of this reaction is
about 80 kcal/gmole (3).

Impurities generally aid in the gasification of carbon.
Metalliés.haVe been shown to lower the ignition temperature
substantiaily in many cases (12,13,14,15). These catalysts
have been shown to be mobile during the course of the reaction
and to channel in the basal plane of the carbon (16,17,18).
Salts have also been widely studied as to their effect upon
gasification reactions. The most actively studied have been
the carbonates which are active for the catalytic reduction
of C02, HZO,_and O2 (19,20,21) over carbon. Phosphates have

been shown not to be active catalysts in lowering ignition
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temperatures of carbons in oxygen (22,23,24). In fact in
many cases phosphofus compounds have been shown to inhibit
gasification (25,26) or to poison the catalytic effect of
active compounds (27). McKee (28) has studied the effect

of POCl3 on graphite oxidation and found it to be strongly
adsorbed onto dislocations and on the edges of etch pits in
the basal plane. It was also found to strongly inhibit etch
pit formation.

These results do not rule out catalytic activity of
phosphates as the type of carbon, the phosphate compound, the
reactant gas, and the reaction temperature can vield different
results. Indeed for a cellulose char, ferric phosphate has
been shown to lower the ignition temperature slightly (29).
And in molten phosphates, Dugan and Higgins (30) reported a
catalytic effect of the salt on carbon gasification. Hedden
and Wicke (31) have also shown POCl3 in low concentrations to
catalyze CO2 gasification of spectroscopic carbon while in-
hibiting gasification at higher concentrations as contrasted
to inhibition for all concentrations for a pure natural graphite.

For carbon gasification in molten sodium phosphate, a
contact angle of 136O precludes liquid penetration into the
particle pore structure at conventional pressures. Consequently
any catalytic effect of the molten salt must take place on the
external surface of the particle. This effect is further

limited to the area where the particle is 1in contact with the
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molten media. Hence the catalytic effect in such cases as
that investigated here is expected to be quite limited.

Here we will proceed to give the properties of the petro-
leum coke selected for study. Measurements of the reactivity
of this .coke with steam will then be reported for a variety
of reaction configurations. 'The reactivity will be reported
in the absence of salt and in a slurry reactor. The reaction
rate in a configuration which imitates the direct mechanism
will also be reported.

s

4.2 Properties of Green Sponge Petroleum Coke

The petroleum coke selected for study was a green sponge
coke from Union 0il Corporation. These amorphous cokes are
produced by delayed coking of heavy oils or bottoms with low
aromaticity. The composition as well as the size distribution
of the unclassified sample are given in Table 1. The external
surface “area was calculated from a coarse and fine size
distribution assuming speherical particles. From the two
distributions, this external surface area may be estimated
to be no more than 0.1 m2/g for this unclassified sample.

A -200 mesh sample was also investigated. The external surface
area of these smaller particles is similarly calculated to
be about 25% greater than for the unclassified sample or

approximately 0.13 m2/g.
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Table 1. The composition and particle size distribution of the

unclassified petroleum coke sample.

Total external

surface areas are based on one gram of the sample.

ELEMENTAL COMPOSITION COARSE.SIZE DISTRIBUTION
Component Weight % ag(u) Weight % Area(cn?)
Carbon 91.5 >589 0.9 0.4
Hydrogen be? ' 357 12,2 9.1
Nitrogen 2.7 ' 100 17.5 46,7

 Sulfur 0.7 37 69.4 500.2
Oxygen or Ash 0.9
TOTAL 100.0 % TOTAL 100.0 % 556.4 cu>
Volatile Matter 13.9 ¢
FINE SIZE DISTRIBUTION
- . 2 2
dP(u) Weight % Area(em”™) IArea(cn”®)
>589 0.9 0.4 0.4
472 1.7 1.0 14
302 2.0 1.8 3.2
215 3.7 L6 7.8
152 4.8 8.4 16.2
114 Leb 10.5 26.7
97 L5 12.4 39.1
82 8.5 R7.6 66,7
68 2.6 10.2 76.9
53 24.4 122.8 199.7
22 L2.4 526.0 725.7
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To further characterize the sample, the specific nitrogen
BET surface area and specific porosity were measured and are
given in Table 2 for the two samples. Porosity here corresponds
to the volume of liquid nitrogen adsorbed by the sample at a
relative nitrogen pressure of 0.963 at 77 K. This would
correspond to an equivalent pore radius of 271 X. In all
calculations presented here the pores are assumed to be cylin-
drical with the equilibrium pressure of the condensed liquid
nitrogen in the pores being given by the Kelvin equation (32).

As is seerf, the specific BET area of the -200 mesh sample
is 24% greater than the unclassified sample. This increase
cannot be accounted for by the increase in external surface
area. Thus the smaller particles must have a greater amount
of specific internal pore surface area. Also by comparing
the results of the size distributions given in Table 1, the
external surface area is seen to constitute at most approxi-
mately éig percent of the total BET surface area for the
unclassified coke. If it is now assumed that all BET surface
area corresponds to pore surface area, the average pore diameter
may be calculated from the ratio of porosity to surface area.
These calculatjions are given in Table 2 where it is seen that
the average pore diameter is smaller for the -200 mesh sample.

It is very important to acknowledge two shortcomings in
the above calculations. First of all, the external surface

area calculations assumed spherical particles. Surface



161

Table 2., Nitrogen BET surface area and total porosity for
the petroleum coke. Porosity is for pore radii less
than 271 &. The average pore diameter is calculated

by assuming cylindrical pores.
Sample Surface Area Porosity Average Pore

Diameter

(n%/g) (1077 en’/g) (8)

Unclassified 1.30 + 0.02 3.09 + 0.03 97

-200 Mesh 1.61 + 0.07 3.28 + 0.04 82
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roughness as well as odd particle shapes would increase the
external surface area somewhat. Secondly it is realized that

a great deal of macropore volume (>2712) exists in petroleum
cokes as reported by Walker et al (7) using mercury porosometry.
However such large pores would be expected to contribute little
to total surface area due to their relatively low surface/
volume ratios. Hence the average pore diameter reported here
is to be taken as nothing more than a relationship between
microporosity and total surface area. Tt will be taken to be
indicative of average pore size, although this indication could
be obscured or obviated by the two effects described above or
by the assumption of cylindrical pores.

Adsorption and desorption isotherms for the unclassified
petroleum coke sample are given in Figure 1. Here desorption
was from a relative pressure of 0.963 corresponding to an
equivalent pore radius of 271 . As is seen a severe hysteresis
effect was noted down to very low relative pressures. If this
is assumed to be governed by the inkbottle hypothesis of McBain
(33,34), it is in order for petroleum coke to exhibit such a
severe hysterasis effect. Petroleum coke is formed by the
condensation of hydrocarbons into a carbonaceous solid. Some
devolatilization takes place leaving voids in the initial
solid. These volatiles may recondense plugging the pore's
exit. Petroleum vapor may alsc penetrate these voids or pores.

But due to transport limitations into the pore structure,
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relatively more hydrocarbon condensation would take place near
the external surface of the particle. These plugging effects
on the pores would leave relatively wider voids on the interior
connected to the exterior of the particle by narrower voids.
Hence the petroleum coke pore structure would be expected to
resemble in some respects a series of inkbottle pores.

Figure 2 presents the pore volume distributions obtained
from the adsorption and desorption isotherms. Both are pre-
sented due to the extreme hysteresis effect. Both isotherms
vielded peaks at 44 and 106 %. The adsorption isotherm seemed
to indicate an additional peak at 18 R. This additional peak
is however quite close to the limit of applicability of the
Kelvin equation. Table 3 presents the estimate of the pore
surface areas for the two cases. As is seen the adsorption
isotherm distribution more closely matches the total surface
area as attained by BET measurements. This is due to the addi-
tional peak for the adsorption case.

Hence the petroleum coke selected for study is shown to
be a high volatile content material with low porocsity and guite
low surface area. The coke's makeup is largely carbon with

hydrogen, nitrogen, and sulfur impurities.
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Table 3. Pore surface areas for the adsorption and desorption
isotherms assuming cylindrical pores.
ADSORPTION ISQOTHERM DESORPTION ISOTHERM
Tho(8) i—l{m(cm2/g) Area(n®/g) %Z—m(cmz/g) Area(n®/g)
po po
239 597 0.03 509 0.03
177 944 0.06 1040 0.07
135 1110 0.04 1090 0.04
106 1840 0.12 1850 0.12
68.9 112 0.01 179 0.02
YA 4400 0.18 3980 0.16
32.7 ¥ 1440 0.13 760 0.07
22.8 2880 0.13
20.9 294 0.03
18.3 5420 0.22
14.9 .| 3640 0.14
TOTAL 1.06 n</g 0.5, n/g
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4.3 Experimental

Experiments consisted of exposing petroleum coke particles
to various concentrations of water vapor in nitrogen. The
experimental system is outlined in Figure 3. Prepurified
nitrogen was saturated with water corresponding to the temper-
ature of the constant temper?ture bath. This gas was then
prassed through the reactor, excess water was condensed by air
cooling and collected, and the offgas was monitored by infrared
adsorption for CO and COZ'

To saturate the nitrogen, the gas was passed through a
fritted glass filter with the resulting bubbles passing through
an isothermal column of distilled water. Saturation was assured
as the changacteristic time for diffusion using the bubble
radii was short compared to bubble residence time. As con-
vection of the gas inside the bubble assists this saturation
process, it may be safely assumed that complete saturation
took place. ’Monitéring collected water also indicated complete
saturation;

The gas passing out of the constant temperature bath was
then heated to above lSOoC assuring no condensation in the
tubing leading to the reactor. Flow control through the system
was provided by pressure regulation of the nitrogen source and

a needle valve located prior to input flow monitoring.
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Two types of reactors were constructed to conform to the
objectives outlined in Figure 4. Reactor I is the nonbubbling
reactor and is depicted in Figure 5. This reactor is used in
two cases. For the no salt case, the reacting particles rested
on the mullite. This corresponds to the measuring of the
base reaction rate, ie, withgno possible salt effect. The
situation shown in Figure 5 ‘corresponds to the situation after
salt has been added to the reactor. Particles rest on the
surface of the salt and react with gas passed over this surface.
This is directiy analogous to a particle lying on the gas-liquid
interface of a bubble. Convection currents in the bubble are
set up by induced drag on the gas at the interface. Such
currents effectively pass the reactant gas over the restive
particle. Hence this situation corresponds to the particles
reacting by the direct mechanism.

Reactor II is the bubbling reactor and is depicted in
Figure 6.. This is the more conventional case where reactant
gas bubbles are passed through a carbon particle-molten salt
slurry.

The dimensions of materials used in these reactors are
given in Table 4. These materials were anchored and the
reactor was sealed using Castolast G of Harbison-Walker
Corporation. It is noted that the salt did not come into
direct contact at any time with the castable. Contact with
the liguid salt was limited to the fused mullite parts of the

respective reactors.



Figure 4.

REACTOR 1:

REACTOR 1I:
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The experimental objectives of Reactors I and II.

NO SALT CASE

~-TO MEASURE THE REACTION RATE OF COKE PARTICLES
IN THE ABSENCE OF SALT. A BASE CASE IS THUS
ESTABLISHED TO WHICH THE SALT EFFECT MAY BE
COMPARED.

SALT CASE !

4

-TO MEASURE THE REACTION RATE OF COKE PARTICLES
ON THE REACTANT GAS~-MOLTEN SALT INTERFACE.

~-THIS IMITATES THE DIRECT REACTION MECHANISM.

® IMITATES

MOLTEN SALT SLURRY REACTOR

-TO MEASURE THE REACTION RATE OF COKE PARTICLES
- IN A SLURRY REACTOR.

~THE DIRECT AND INDIRECT MECHANISMS ARE BOTH
POSSIBLE.
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Temperature Measurement
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Figure 5. Reactor I. This reactor was used in two modes.
In one case there was no salt in the vessel. 1In
the second case which is pictured there was salt
in the bottom of the vessel. For clarity the
solid injection tube is not shown.
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SOLID
INJECTION  REACTANT Gas
INJUECTION
PRODUCT GAS v é NJECTIO
EXIT ﬁl- /Z_‘
1§ EE |
'§§ =
CASTABLE REFRACTORY
o | CERAMIC
T UBE
| MOLTEN
SALT

BUBBLING 'REACTOR

Figure 6. Reactor II. For clarity, the thermocouple tube
"is not shown.
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Table 4. Dimensions of materials used in constructing the
reactors and various dimensions of the constructed

reactors.

in inches.

A1l dimensions of mullite materials are

ID X 0D x LENGTH
REACTOR I: THERMOGOUPLE TUBE 3/16" x 1/4 x 18"
REACTANT INJECTION TUBE 3/16 x 1/2" x 18"
PRODUCT EXIT TUBE 3/16" x 1/2" x 18"
CERAMIC MULLITE ‘CRUCIBLE 2" x21/4" x 9"
SOLID INJECTION TUBE 7/8" x 1" x 12"
REACTOR FREE VOLUME 75 cm>
:
ID x 0D x LENGTH
REACTOR II: THERMOCOUPLE TUBE 3/16 x 1/4" x 18"
REACTANT INJECTION TUBE 3/16" x 1/2" x 18"
PRODUCT EXIT TUBE 174" x 3/8" x 18"
CERAMIC MULLITE CRUCIBLE 2" x21/4 x 9
SOLID INJECTION TUBE 7/8" x 1" x 10"
. REACTANT TUBE BUBBLE
' . INJECTION POINT (ABOVE
" THE INSIDE BASE OF THE .
CERAMIC MULLITE CRUCIBLE) 3/8"
REACTANT TUBE INCLINATION
(FROM VERTICAL) 4.2°
REACTOR FREE VOLUME 320 cm’
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An experiment consisted of opening either reactor for
solid particle injection, reducing reactant gas flow to less
than one-sixth of operational flow, and adding the particles.
Upon sealing, total reactant gas flow was resumed. The
response time of the infrared detector was recorded and
constituted time zero for thg reaction. Subsequent readings
were taken at equally spaced time intervals. Simpson's discrete
rule was used to integrate the total amount of carbon passing
out of the system in the form of Cox' With the room temperature
and flowrate, these readings were converted to grams of carbon
using the ideal gas law. Carbon balances on comparing the
Simpson's rule total carbon with the measured initial charge
ranged from 70 to 90%. The balance of the carbon evolved as
hydrocarbons or was caught on the relatively cold walls of
the so0lid injection tube. At the flowrate selected, fines
ent:ainment was not noted as the water collected from the
offgas %as élear. This situation was in direct contrast to
high flowrates where substantial carbon particle content was
noted in the condensed water for the no salt case for Reactor I.

The reaction rate was then divided by the Simpson's rule
integrated carbon mass, and a specific rate was obtained.

This method eliminates any dependence on the flowrate and it
should alsco limit absolute errors in the infrared adsorption
cell sensitivity. This does not however account for total

carbon in the rate. It does account for total reacted carbon.
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Chargings of petroleum coke were kept below 5 mg. per
experiment. The petroleum coke used has a tendency to
agglomerate, and chargings of greater than 5 mg. produced
a marked degradation of the rate due to this agglomeration.
Due to the small amount charged, a degree of error was
introduced as these low Weigpts were close to the detection
limit of the balance used (fo.l mg.). Hence this is another
possible explanation for the carbon balance fluctuation indicated
above.

Table 5 imcludes the relevant reactor parameters. The
flowrate was selected as the maximum where fines entrainment
was not noted. Reducing the flowrate by a factor of two from
this did net influence the reaction rate beyond experimental
error. Ambient molten salt heights are calculated from the
density data of Van Wazer (35).

Temperature control for the reactor was provided by the
variac for the furnace. A voltage setting was selected, and
experiments were conducted after temperature readings became
steady with time. Temperatures were measured by a 1/16"
diameter inconel sheathed thermocouple housed in the mullite
thermocouple tube indicated in Table 4. This mullite tube
prevented the salt from attacking the inconel sheath. The
temperature was monitored at the exact location where the
reaction was taking place for Reactor I. Hence there is no

trouble with temperature gradients in this case. For
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Reaction parameters for Reactors I and II.

REACTOR T:

NITROGEN FLOWRATE
SODIUM PHOSPHATE SALT
SALT COMPOSITION

180 scc/min
10 grams (Dry Basis)

Na O/P = 1,31

5"

REACTOR II:

NITROGEN FLOWRATE

SODIUM PHOSPHATE SALT
~-SALT COMPOSITION
-SALT COMPOSITION

180 scec/min

*
(Dry Basis)

220 grams
Na O/P 5 = 1.31
Na O/P 5 = 1.60

THE AMBIENT SALT HEIGHT ABOVE THE INSIDE BASE OF THE MULLITE
CRUCIBLE AND *THE AMBIENT SALT HEIGHT ABOVE THE POINT OF BUBBLE

INJECTION. (THE CASE WITH NO GAS FLOW THROUGH THE REACTOR)
Na O/P 5 = 1.31 Na O/P 5 = 1,60
MOLTEN SALT HEIGHT ABOVE MOLTEN SALT HEIGHT ABOVE
T(K) HEIGHT BUBBLE HEIGHT BUBBLE
ABOVE BASE INJECTION ABOVE BASE INJECTION
(cm) (cm) (cm) (cm)
1100 5.93 4.98 5.89 4.9
1200 6.03 5.08 5.96 5.01
1300 - 6.10 5.15 6.03 5.08 ]

* B
The salt weight is for the dehydrated salt.



177

Reactor II, the temperature of the molten salt bath was
measured and assumed to be isothermal by agitation.

A final note is appropriate on the carbon balances anad
solid injection. Some carbon is assumed to be collected on
the injection tube during the carbon charging and hence is
not accounted for in the integrated carbon mass total as noted

’
earlier. This was thought initially to have an effect on the
tail end of the carbon conversion curve as it would essentially
place carbon in a region where it was less reactive. Thus
experiments were conducted with a removable injection tube
to monitor this effect. No difference was detectable between
these removable injection tube experiments and the experiments
with a fixgd solid injection tube on the tail end conversion
of the carbon. Consequently any carbon which collects on the

sides of the solid injection tube may be assumed nonreactive.

4.4 Rgsults and Discussion

The Eulk of this study deals with the reactivity of the
unclassified petroleum coke sample with size distribution as
given in Table 1. The particle size effect will be dealt with
later in this section.

A typical reaction rate vs. time curve is shown in Figure
7 for the unclassified coke. This reaction rate curve may
be divided into three regimes. The first regime constitutes

devolatilization of the sample. It is here that the bulk of
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The reaction rate time curve for the unclassified

RATE (G/G/HR) —

Figure 7.
petroleum coke sample. The no salt case for
Reactor I is shown.
28.9 % H,0
, 1194 K
10|
]
<A
0.1 REGIME I 'REGIMEIL
-+ ‘{ DEVOLATIZATION) \/ (RATE DECAY)
REGIME II
{LEVEL RATE)
4 1
! i
1.0 10.0

TIMEMIN) —b



179

the volatile hydrocarbons escape. From time zero, the COx
concentration climbs very rapidly and then begins to die

down gradually. Regime II follows this, and here the rate is
level with time. It is this rate which is selected to be
characteristic of the petroleum coke, and it will be used as
the rate of reaction in all cases to follow. Regime III
constitutes the ultimate decay of the reaction rate to complete
carbon conversion. The reaction rate was monitored to.approxi—
mately 99% conversion, with the remainder being extrapolated.
The particularsreaction rate time curve of Figure 7 was for the
no salt case for Reactor I. This type of behavior was typical
for all reactor configurations using the unclassified petroleum

coke samplée.

4.4.1 Reactor I Results

Reaction rate vs. % conversion is given as a function

of température for Reactor I for the no salt case in Figure 8
and for the salt case in Figure 9. For clarity, the volatile
release regime has been deleted, and the reaction rate shown

is after the level rate regime has been attained. It is seen
that both exhibit similar behavior. The most striking feature
of these curves is that the level rate regime narrows as the
reaction rate is increased. In reference to Figure 7, the level
rate regime decreases from 40% conversion at 1194 K to. less than

25% conversion at 1286 K. Competition between oxidation and
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Reoctor I - no salt

Rate (g/g/hr)——»

1 1

] ]
20 40 60 80 100
Conversion (%) ——»

Figure 8. The temperature effect on the reaction rate vs
conversion curve for the no salt case for Reactor I.

O, 1194 K and 19.9% HZO; ¢ , 1235 K and 19.8% H2O;

A, 1286 K and 21.0% H,0.
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structural ordering of the carbon is a likely cause of this
behavior. These two rate processes increase with temperature.
If the ordering is assumed to demote the reactivity of the
carbon, then such demotion apparently has a greater tempera-
ture response (ie, a higher activation energy) than the rate
of oxidation. The result i% that less carbon is available

at the level rate at higher+temperatures. This will be dealt
with in more detail in the following chapter.

Figure 10 details the effect of water concentration on the
reaction rate for the salt and no salt cases for Reactor I.
The effect appears linear from the data. A least squares
fit of the logarithmic rate vs. the logarithmic water con-
centration yielded a slope of 0.829 for the no salt case and
0.837 for the salt case. It is noted that data shown in
Figure 10 indicate reproducibility of two experiments for the
no salt case and three experiments per data point for the salt
case. TF;om'this we deduce that the water order may be taken
as 0.83 t‘0.0l and as equivalent for both cases. This is
reasonable as is noted by referring to equation 1. Dependent

upon the importance of k the order should be between zero

2I
and unity. Hydrogen concentrations were purposely kept low
as water conversion was kept below 5%.

Table 6 contains the data for the temperature effect on

the rate for the salt and no salt cases. Errors indicated

represent the estimates of the standard deviation of three to
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2.5
Reoctor I
2.0
1.5
O]
N
<
1.0
® Salt-1260K
0.5 A& Nosolt-1235K
0} ! 1 1
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The effect of the water concentration on the

Figure 10.
reaction rate for the salt and no salt cases
The order is 0.83 for both cases.

for Reactor T.
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Table 6. Data for the temperature effect for the reaction
rates with and without salt using Reactor I.

REACTION RATE WITHOUT SALT

T (K) Rate @ 21% HZO Error
(g/g/hr) (g/g/hr)

1082 0.40 -

1164 1.42 0.16
1180 1.80 0.24
1194 2.03 0.29
1235 3.53 0.29
1286 6.11 0.20

REACTION RATE WITH SALT

: T(K) Rate @ 21% H,0 Efror
(g/g/hr) (g/g/hr)

1171 1.79 0.19

1196 2.56 0.05

1237 4.43 0.27

1260 6.01 0.56

1272 7.25 0.61

1286 8.29 1.19
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five experiments. The rate in these cases has been extrapolated
to the rate at 21% HZO using the order of 0.83 for experiments
not conducted at this water concentration. An Arrhenius plot
of this data follows in Figure 11.

As is seen in reference to Figure 11, the salt reaction
rate was slightly higher thaq the no salt case indicative of
a catalytic effect of the salt. TFor the two reactions, a

least squares fit of the data yielded for the no salt case:
7 ~35400 0.83
= 9. =32490, ¢ .
Rys 2.32 x 10 exp( RT ) HZO g/g/hr (2)

and for the salt case:

i 8 -40300 0.83
Rg = 2.14 x 10° exp( “gr) XHZO g/g/hr. (3)

It is seen that the coke has an activation energy of approximately
one-half of the activation energy of the pure carbon-steam
reactioﬁl " This decrease may be due to the impurities present
which lower the activation energy (36) or to a pore penetration
effect {(37). It is most likely that the reaction rate of
petroleum coke exposed to the oxidant gas is affected by both

of these factors. It is peculiar that the catalytic effect

in this case raised the activation energy for the reaction.

This is gqguite in contrast to the general case where catalysis
proceeds by lowering the activation energy. This may be

explained by a parallel reaction mechanism which is discussed
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Reactor I
21% H,0
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Figure 11. The Arrhenius plot for the change in reaction
rate with temperature for the salt and no salt

cases for Reactor I.
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later in this section. An additional effect may be the
viscosity or mobility of the salt. Molten sodium phosphates
are quite viscous with a viscosity of 1.14 poise at 1100 K with
this decreasing to half its value at 1271 K (35). Hence
increasing the temperature decreases the viscosity substantially
and this additional mobility may aid the catalytic effect. To

s
test this hypothesis and measure any additional catalytic
effect, nickel oxide was added to the salt in Reactor I. Nickel
oxide has been shown to be an active catalyst in carbon gasifica-
tion (38), and ,in this laboratory, it has been observed that
higher concentrations of nickel oxide greatly increase the
viscosity of the resulting molten phosphate migxture. Hence
while nickel oxide could possibly increase the catalytic activity
of the salt phase, it assuredly will lower the salt's mobility.
The reaction rate of the petroleum coke was observed to be
unaffected (as compared to the salt case) for 0.1% Ni0 in the
molteﬁ th§phate. Increasing this to 1.0% lowered the rate to
approximatély the no salt case. Hence no catalytic effect for
the addition of nickel oxide in the configuration of Reactor I

was noted. 1Indeed it lowered the rate presumably by making the

salt less mobile.

4.4.2 °The Particle Size Effect

Figure 12 indicates the reaction rate of three different

particle size ranges for the no salt case for Reactor I. As
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Reactor I - no salt
21% H20
1286 K
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Conversion (%) —»
Figure 12. The particle size effect on the reaction rate of

pretroleum coke for the no salt case for Reactor I.
O, Unclassified; ¢, -200 Mesh; &, -120+140 Mesh.
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is seen the unclassified coke reacts equivalently to the -200
mesh coke. Thus the 24% greater BET surface area of the -200
mesh coke has no noticeable effect. By referring to Figure 2
and Table 3, this additional surface area may in large part

be due to very fine pores which may not participate in the
reaction due to transport lim}tations. The -200 mesh fraction
was observed to conform to the reaction rate time curve of
Figure 7. The -120+140 mesh petroleum coke depicted in

Figure 11 did not conform to this type of curve. The reaction
rate in this case slowly increased to a maximum rate where it
remained relatively constant and then decayed to zero. Hence
in this case while a roughly constant rate was attained, there
was no appanent devolatilization regime as noted for the other
samples. Such behavior was noted for all +200 mesh fractions
reacted separately from the unclassified sample.

Figure 13 details the particle size effect for the salt
and no sdlt cases for Reactor I. By comparing the catalytic
effect for £he -120+140 and -200 mesh particles, it is apparent
that the catalytic effect increases with decreasing particle
size. This effect is detailed in Table 7 for all particle size
ranges studied. While there is apparent scatter, the effect of
decreasing the size is to enhance the relative catalytic effect.
Presumably this is due to a larger relative area being catalyzed

for the smaller particle sizes.
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Table 7. The particle size effect on the catalysis by
molten salt for carbon particle gasification.

PARTICLES Ryg (9/9/hr) Rg (g/g/hr) R
(MESH RANGE) (NO SALT CASE) (SALT CASE) Rys
(1286 K-21% gzo) (1286 K-21% H,0)
+120 4.02 4.65 1.16
-120+140 4.13 4.70 1.14
~140+200 4.02 4.94 1.23
-200 5.97 7.61 1.27
Unclassif&ed 6.11 8.29 1.36
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To examine this, assume the reaction rate for the no salt

case to be:

Rog = kop KV, S (4)

Here kex’ is the reaction rate per unit surface area incorporating
the reactant gas concentratiﬂn dependence. Vb is the particle
volume. K is the effectiveness factor corresponding to not all
pore surface area being used due to transport limitations. SV
is the surface area to volume ratio for the particle. The
particle volume, of course, will contract in a shrinking
particle manner, and Sv will not remain constant throughout

the course of the reaction. But as we are considering only

the level rate regime, we will allow these dimensions to remain
constant. Hence our model assumes a pseudo-steady state for
the reacting particle.

For the salt case, a portion of the particle's external
surfacefa{?a’is covered by the molten salt wherein lies the
catalytic éffect. The catalysis will be accounted for by a
parallel rate mechanism. Allowing Ac to be the catalyzed

area and kc to be the catalytic rate per unit area, we then have:

—_ K' V + k A
Rs“ kex P Sv c cC (5)

K' is used as the effectiveness factor will be adversely affected

by not all of the particle's external surface area being exposed

to the gas.
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If a spherical particle has the same density as the salt
and rests with static contact angle, O, on the salt surface,
we have the situation of Figure 14. The density assumption
is appropriate as the petroleum coke due to its low porosity
and high carbon content should have a density close to that
of graphite which has approximately the same density as the
molten salt. Soft carbons such as petroleum coke have been
shown (38) to have 60 to 90% the density of graphite for
highest temperature treatments ranging from 800 to 1500 K.
If the area catalyzed is further assumed to be contained in
a thin slice, §, centered on the line of particle-gas-liquid
contact® the reaction rate of the particle resting on the

salt surface is:

— T i
R = ex P v + kc dP § sin 0 (6)

Hence the ratio of the reaction rate for the salt and no salt

cases is:

R K 6 kc dsin @ (7)
= + 2
K K S
RNS kex dP v

a Using the measured overall rate and diffusion coefficients
from Chapter 3, the Einstein equation predicts § to be about
0.0l to 0.1 cem. This estimate is dubious as the catalyzed
rate may be much larger than the overall rate,
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SOLID-GAS
INTERFACE

GAS PHASE

CARBON
PARTICL@

CATALYTIC EFFECT
ON THE
GAS~-LIQUID-SOLID
CONTACT AREA

SOLID-LIQUID
INTERFACE

CONTACT AREA = deésin(Q)

Figure 14, The area catalyzed for the carbon particle gasification
reaction in molten sodium phosphates.
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Thus we have the situation of Table 7 with the ratio increasing
with decreasing particle size. 1If the entire submerged portion

was catalyzed, the ratio would be:

RS Kt N 6 kc (1+cos0) (8)

— — —— S
RNS K Kex K dP v

This would lessen the dependence of the relative rates on the
particle size, dP-

It is appropriate to examine the dependence of the other
variables in equations 7 and 8 on the particle size. Now K

and SV are intrinsically coupled such that:

A . (9)
KSV = active
b Ve
Here A is the effective surface area that is actively

active
participating in the reaction. Naturally as we are dealing

with a nonzero order reaction, the utilized surface area would

incorpoﬁagg a sparser density of total active surface sites

as the gas concentration is diminished toward the interior of

the particle. AactiVe is then that amount of surface area

which would encompass the total amount of surface sites that

are participating in the reaction. With severe transport

limitations into the pores, A would only incorporate the

active

external surface area of the particle; and K SV would be

inversely proportional to qp. As A incorporates a larger

active

amount of pore surface area as transport limitations become
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less severe, the dependence of k Sv on dp would tend to

zero order. Hence the dependence of K SV on the particle size
could obviate‘the dependence of equation 8 on dp but could not
completely void the dependence in equation 7. Also the ratio

of the effectiveness factors may be estimated if we consider

only pores connected to the external surface of the particle

and disallow pore interconnections. With this assumption,

we will have a linear dependence of the effectiveness factor

on the amount of exposed area. For the situation of Figure 14,

this becomes:

K' = (1-cos 9) {10)
K 2

If interior pore connections are allowed--particularly macropore
interconnections for which transport is relatively rapid, then
this ratio will tend to unity.

As indicated earlier, the salt case had a higher activation
energy than the no salt case. This requires the parallel
mechanism, ie kcAc, to have a higher activation energy than
the no salt or exposed mechanism. The difference between
the reaction rates for the salt and no salt cases reveals the
activation energy of the catalytic mechanism to be about

60 kcal/gmole.
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4.4.3 Reactor ITI Results

The reaction rate for the bubbling reactor was measured
for two cases corresponding to different Na20/P205 (A) ratios.
The data are given in Table 8 for the two cases with the
Arrhenius plot following in Figure 15. Again the unclassified
coke was employed. All rates were measured at a water concen-
tration of 21.0%. The errors indicate data reproducibility.
Unfortunately reactor failure due to the corrosiveness of the
salt precluded repeating data points in most cases for the
lower molar ratio of sodium oxide to phosphorus pentoxide (A).
The Arrhenius expressions for the two cases follow as obtained

by a least squares fit of the data:

- 9 -48200

R, 5 1.09 x 10° exp ( =g ) 9/g/hr (11)
7 -37700

R, ¢ = 1.26 x 10’ exp ( e R ) g/g/hr  (12)

Here Rl.3 corresponds to A = 1.31 with Rl.6 being the rate for
A = 1.60.

The flowrate effect was also investigated to insure that
complete mixing took place. It should be noted that these
experiments are for extremely dilute slurries of no more than
5 mg. of coke in 220 g. of molten salt. Table 9 details the
rates obtained by varying the flowrate showing no apparent

effect. Interestingly, no particle entrainment was observed



198

Table 8. Rate data for Reactor II.

REACTION RATE FOR Nay0/P,0, = 1.31
T(K) RATE @ 21% H,0 ERROR
(g/g/hr)
1144 0.67 -
1194 1.58 -
1237 3.26 0.66
1291 7.52 -
REACTION RATE FOR Nay0/P,0, = 1.60
T(K) RATE @ 21% H,O0 ERROR
(g/g/hr)
1185 1.4 0.01
1197 1.55 -
1246 3.04 0.27
1265 3.75 0.12

1303 5.86 0.12
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2.0r
Reoctor I - salt
21% H0
1.5+
T 1.0+
®
°
=
051
o .
-0.5 1 1 1
0.78 0.82 0.86

1000/ T —»

Figure 15. The change in the reaction rate with temperature
for the bubbling reactor (Reactor I1II).

= - A L=
o, NaZO/P205 1.31; ; Na20/P205 1.60.



Table 9, The flowrate effect for Reactor II.

200

The dry nitrogen
flow at room temperature is given as well as the
superficial velocity at the reaction temperature
including the water vapor concentration.

ROOM TEMPERATURE
NITROGEN FLOWRATE

REACTOR TEMPERATURE
SUPERFICIAL VELOCITY

RATE(g/g/hr)
(1220 K - 21% H20>

(sce/min) (em/s) (Na,0/P,05 = 1.60)
62,4 0.25 2.09
89.2 0.36 2.30

150 0.61 2.28

269 1.09 2.08

339 1.37 2.23

410 1.66 2.27
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by monitoring the condensed water for even the high flowrates
used in this case. This was corroborated by the carbon balance
being unaffected by the flowrate. This contrasted to the
results using Reactor I in the no salt configuration where

at the higher flowrates indicated in Table 9 significant carbon
particle content was noted in the condensed water. The differ-
ence is attributable to the particles adhering to the molten

salt by the work of adhesion (8,31).

4.4.4 Comparison of Results

Figure 16 compares the three configurations. As is seen,
the bubbling reactor had a lower rate as compared to Reactor I
results at the lower temperatures. At the higher temperatures,
it is above the no salt case but still lags the salt case. It
is seen that all rates are of the same order of magnitude.

Previously, the rate of the indirect mechanism has been
measured (8). While these results were for oxygen, they did
indicate that the indirect mechanism was three orders of magni-
tude below the exposed case (no salt case). The results
presented here indicate that the reaction rate in a bubbling
slurry is of the same order of maénitude as the no salt case.
Thus it is reasonable to presume that the direct mechanism is
dominant for carbon particle gasification by steam in a molten

phosphate slurry.
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2.0
1.5
1.0
T ~———Reactor ] — salt
®
o
| S8
£
0.5 Reactor I —no salt
{ base case)
Reactor I - salt
(bubbling slurry)
O b
-0.5 1 1 N ]
0.78 0.80 0.82 0.84 0.86
1000/ T ——»
Figure 16. A comparison the reaction rate at 21% HZO in
= 1.31.

the various configurations for Na20/P2O5
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The rate of bubble-particle contacting is not investigated
here as this requires measuring the bubble size as well as
the bubble density, ie, the gas hold-up. These will be
dealt with in a later chapter. It is noted here that the
rate of the direct mechanism may be obscured by principally
two effects.

The first effect is that the carbon particles may have
their own individual supply of air while in the bulk liquid.
This effect is best demonstrated by placing hydrophobic
particles in water. Most of the particles even if heavier
than water rest on the surface. Close examination reveals
the attachment of air bubbles to the particles. Upon mixing
this slurry, the particles are suspended in the water with
many having attached air bubbles. This is directly analogous
to carbon particles in molten salt. When the particles are
on a gas-liquid interface of the salt slurry, the large contact
angle prevents complete wetting of the particle leaving attached
air. Upon entering the bulk liquid, the gas should remain
attached. Hence the rate of the direct mechanism will be
enhanced by this mechanism.

The second effect is the substantially better particle-
molten salt contacting in the molten slurry. As the liquid
shrouding of the particle bursts upon contacting a gas-liquid
interface, the roughness of the particle will preclude a

perfect scission. Hence molten salt droplets will be left
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on the surface. This would enhance the catalytic¢ activity
above that which the salt case for Reactor I measured.

A final note is appropriate on the mechanism of the
catalytic effect on the salt. There are two distinct
possibilities. The first is an electronic effect whereby the
molten media in contact with the particle weakens the carbon-
carbon linkages hence making it more vulnerable to reaction (3).
The second is an oxygen transfer mechanism by the molten salt
(40). One possibility here is the cleaving of phosphorus

linkages by water:

| — | l

-P-0-P- + H,0 —lr—OH + Ho—lln- (13)
These end groups may then interact with the carbon producing
the carbon oxide. Hence the mechanism here is a cyclical oxida-
tion reduction where a species, S, is alternatively oxidized

and reduced.

s+><Ho-—----so>< (14)

2

Ss60, + C —e= 35 + CO
X X

This in essence lowers the system resistance to carbon

gasification by providing a parallel route to the direct

gasification scheme.
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4.5 Conclusions

1. Green sponge petroleum coke reacts with a water
order of 0.83 and an activation energy of about 1/2 that of
the pure carbon-steam reaction. After an induction period
corresponding to sample devolatilization, the reaction rate
remains level for some time before ultimate decay sets in.

2. Molten sodium phosphate has been shown to have a
Slight catalytic effect on the gasification of petroleum
coke by steam. The magnitude of this effect is dependent
upon particle-salt contacting which is poor as the salt
cannot penetrate the pore structure of the particle.

3. The reaction rate in a bubbling slurry of petroleum
coke particles in molten salt is within an order of magnitude
of the reaction rate of the particles exposed directly to
the oxidant gas. As the rate of the indirect mechanism has
been shown previously to be very slow compared tc the exposed
rate, this indicates that the direct mechanism is dominant in

such molten phosphate slurries.
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NOTATION

Aactive = The effective surface area participating in the

reaction (cm2)

A = The surface area of the particle catalyzed by the

m&wnsﬂt(mﬁ

CH2 = The hydrogen concentration in the reactant gas
(mole/cm3)

CH20 = The water molar concentration in the reactant gas
(mole/cmB)

dP = The diameter of the particle (cm). Particles are

assumed to be spherical and to have an equivalent

diameter corresponding to the middle of the mesh

range.

kl = The rate constant in the reaction rate expression
for the water-carbon reaction (cm3/mole hr)

k2 = A constant in the reaction rate expression for the
water carbon reaction (cm3/mole)

k3 = A constant in the reaction rate expression for the
water carbon reaction (cm3/mole)

kc = The reaction rate per unit area for the catalyzed
carbon reaction (g/g cm2 hr)

kex = The reaction rate per unit area for the uncatalyzed
carbon-water reaction (g/g cm2 hr)

PN2 = The partial pressure of nitrogen the particle is

exposed to in the adsorption/desorption experiments

{atm)
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The saturation pressure of liquid nitrogen at its
boiling point (atm)

The gas constant (cal/mole K)

The reaction rate for A 1.31 for Reactor II (g/g/hr)

The reaction rate for A 1.60 for Reactor II (g/g/hr)

The reaction rate for the no salt case for Reactor T

(g/g/hr)

The reaction rate of the pure carbon-water reaction
(hr™h)

The equivalent radius of the pores calculated using
the Kelvin equation (cm or 2)

The reaction rate for the salt case for Reactor 1
(g/g/hr)

The ratio of surface area to volume for the particle

L

The absolute temperature (k)

(cm~

The total specific volume of liguid nitrogen adsorbed

by the particles (cm3/g)

The particle volume (cm3)

The specific volume of liquid nitrogen adsorbed into

, . 3
pores of a specific size range (cm /g)

The molar fraction of water in the gas phase
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Greek Letters

8

The contact section thickness for the catalytic
effect of molten salt on the particle (cm)

The effectiveness factor

The molar ratio of sodium oxide to prhosphorus
pentoxide

The static contact angle (degrees)
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CHAPTER 5

PETROLEUM COKE IN THE

PREGRAPHITIZATION REGIME
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5.1 Introduction

Petroleum coke is a carbonaceous material made principally
by delayed coking of residues of crude o0il distillation. 1Its
manufacture is justified on zero net value for the coke as the
principal products are the hydrocarbons that escape during the
coking process. Hence little attention is paid to the final
coke product.

Although produced as a side product, the uses for
petroleum coke are many. Known as a soft carbon as the raw
materials stay liquid during the early stages of heat treatment,
it is the preferred starting material for the manufacture of
graphite. Other uses range from low ash fuel to structural
applications (1).

Petroleum coke is broadly classified into two types
dependent on the feedstock to the delayed coker. Sponge or
amorphous coke is made largely from virgin bottoms. Needle
coke is ﬁanufaétured from refined tars of high aromaticity.

The high aromaticity of the feedstock is the key for making
needle ccke the best material for graphitic electrodes.

Delayed coking is basically a pyrolysis process. Thus
it is appropriate to review the general features of hydrocarbon
pyrolysis. Three major steps are_inVOIVed (2). Initially
long chain hydrocarbons crack to smaller molecules. Secondly
the chains form cyclic compounds which become aromatic. The
final step is the condensation of the aromatic rings into

polycyclic systems. Hence the initial degradation step is



214

followed by subsequent synthesis reactions.

The residue left is then a carbon with a largely aromatic
Structure. Further heat treatment to less than 2000 K results
in more devolatilization and more synthesis reactions and
an ordering of the polycyclic ring system in what is known
as the pregraphitization regime. Here the polycyclics begin
to resemble graphitic basal planes. Cokes and other disorganized
carbons treated to these relatively low temperatures have a
degree of crystalline order as is evidenced by the appearance
of (001) and (hkO) peaks in their respective XRD patterns.

The (hk0O) peaks indicate regular structure in the graphitic
type basal planes while the (001) peaks arise from stacks of
parallel planes. (hkl) peaks are notably absent indicating
no correlation between adjacent layers. Another notable
feature of such disorganized carbons is that the average
interlayer spacing remains gquite large (23.44 2),

By noting these general features, Warren et al (3,4,5)
have proposed and developed a turbostratic model with near
perfect graphitic basal planes arranged in parallel stacks
with little or no correlation between adjacent layers and
adjacent stack normals. The large interlayer spacing as
opposed to graphite (3.354 R) is postulated to be due to
rotational and translational defects of the normals to the
respective adjacent basai plane layers. The parallel stacks

or crystallites are described by two dimensions —- La‘ the
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stack diameter parallel to the basal plane, and Lc' the stack
height normal to the basal plane. As graphitization proceeds
with increasing temperature-time treatment, these stack
dimensions grow'and three dimensional order sets in as
evidenced by the appearance of diffuse (hkl) peaks. Franklin
(6) has characterized carbons as graphitic or nongraphitic
dependent on the appearance of (hkl) peaks and further
classified carbons as graphitizing or nongraphitizing if
(hkl) lines appear or not after heat treatment to approxi-
mately 3000 K. Within the confines of this model, growth
apparently occurs by the movement of whole layers rather than
individual atoms, and the graphitizing carbons would apparently
consist of somewhat aligned plane layer segments as shown in
Figure 1.

The main shortcoming of the turbostratic model is the
assumption of near perfect graphitic type basal planes. Noting
this Maire and Mering (7,8,9,10) postulated a model for
disorganized carbons based on averége interlayer spacing.

The degree of graphitization (taken as the linear distance
between disorganized layer spacing {Vv3.44 X} and graphitic
layer spacing {3.354 X}) is postulated to depend on inter-
stitial defects disappearing. Hence graphitization in the
confines of this model proceeds by the removal of imperfections
in a grand graphitic-type lattice. This has been extended by

Ruland (11) who relied on average crystalline dimensions as
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The structure of a non-graphitic carbon which will
graphitize upon treatment to high temperatures. The linkage.
between neighboring crystallites is weak and conversion to
crystalline graphite requires only a slight bending of the
layer segments.

LAYER GROWTH OF A PETROLEUM COKE IN THE PREGRAPHITIZATION REGIME.

Heat Layers per Layer
Treatment Parallel Group Diameter
T (K) (=L,) L (®)

a
1273 4.1 22
1493 9.9 35
1753 13.0 40
1993 31 66

Figure 1. The structure and procession toward graphitic
carbon of petroleum coke in the pregraphitization
regime. The data and schematic representation
are from Franklin (6).
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well as the deviations and allowed for more types of crystalline
imperfections than Maire and Mering.

Most likely a combination of these two extremes is in
order as Fishbach (12) has noted. However it may be concluded
that all carbons and in particular petroleum coke have varying
degrees of basal plane structures present with imperfections
in and surrounding these structures. Graphitic transitions,
such as measured by the degree of graphitization, for many
carbons show guite sharp temperature transitions (ie, graphi-
tization proceeds with a high activation energy) almost resembling
a phase change (13). These are known as hard carbons. Softer
carbons such as petroleum coke have transitions which are less
sharp in general and measurable changes occur with relatively
mild heat treatment. The kinetics of these processes as well
as many environmental effects other than temperature have been
discussed by Fishbach (12) and Pacault (14).

This study is concerned with the reactivity of petroleum
coke in the pregraphitization regime. Total crystallinity
should be low. However reactivity should be dependent upon
heat treatment in this low temperature regime as the softness
of the petroleum coke allows a suitable degree of graphitic
alignment to take place. Previous studies including that of
Walker et al (15) have concentrated on the reactivity of cokes
treated to high enough temperatures for significant graphitization.

These studies have shown a rough correlation between the decrease
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in reactivity and the increase in crystallinity as evidenced

by the increasing intensity of the (002) peaks.

5.2  Properties of the Carbons Studied

The materials selected for study were green sponge and
green needle coke from Union 0il Corporation as sponge and
needle coke would be expected to exhibit the widest range of
behavior for petroleum cckes. A calcined sponge coke was also
supplied. The compositions of these materials are listed in
Table 1. As expected hydrogen content is markedly decreased

for the calcined sponge coke sample as compared to the other

two samples.

5.2.1 Treatment of the Green Cokes

Two types of treatment were applied to the green cokes --
toluene extraction and calcination. Extraction provided a
method of removing material at lower temperafures while
calcination both removes matter and orders the carbon by the
temperature treatment.

For toluene extraction, dry -14+430 mesh particles of the
two cokes held in #1 Whitman filter paper were placed in
toluene reflux for 24 hours. The material was then dried for
72 hours under vacuum in a drying tube in water reflux. Hence
the maximum temperature treatment corresponded to the boiling

point of toluene which is substantially below the process
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Table 1. Elemental composition of

the carbons.

Weight %
Carbon Type c H s N 0 or Ash  VCM
(by Qiff.)
Green Sponge Coke I 91.5 4.2 0.7 2.7 0.9 13.9
Green Needle Coke 95.0 3.6 1.1 0.3 <0.05 6.15
Calcined Sponge Coke II 96.4 0.3 1.0 1.3 1.0 <0.5
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temperature of delayed coking.

Calcination was performed by placing dry +14 particles
in a clean crucible in a cool furnace. Pre-purified nitrogen
flushed the vessel of air. To insure absolutely no oxidation
of the coke, the nitrogen was first passed through a bed of
highly reactive char (135 mz/g nitrogen BET surface area) held
at the temperature of the crucible. The temperature monitored
by thermocouple was slowly raised to 1300 K, held there for
% hour, and then lowered.

Weight losses (based on dry starting and ending samples)
follow in Table 2 for the various treatments. Calcination
of the supplied calcined sample (calcined sponge coke II) was
performed by Union 0il by slowly lowering a sealed crucible
into a preheated furnace. Again it was kept in a nitrogen

(oxygen free) environment but calcination was to 1670 K.

5.2.2 Surface Area and Porosity of the Carbons

The nitrogen BET surface area and total porosity (for
pores less than 271 R in radius) was also measured for all
cokes and a spectroscopic carbon ground from electrodes from
Union Carbide Corporation. These are given in Table 3. It
is important to note that macropore volume and closed pore
volume which Walker et al (15,16) have shown to be considerable
for petroleum cokes was not measured. Microporosity should

be the main contributor to surface area due to the high surface
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Table

2. The various treatment of the coke particles.

Weight losses are for a dry basis.

Maximum

Treatment Weight
CARBON TYPE Mesh Ranges Treatment Temperature (K) Loss (%)
Green Sponge Coke 1 -14+30 Toluene Refluxed 384 4.3
Green Sponge Coke I +14 Calcined to 1300 K 1300 10.4
Green Needle Coke -14+30 Toluene Refluxed 384 1.1
Green Needle Coke +14 Calcined to 1300 K 1300 *
Green Sponge Coke II * Calcined to 1670 K 1670 *

*Unavailable
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Table 3. Nitrogen BET Surface Areas and Porosity for the
various carbons. Porosity corresponds to pores
of radii less than 271 &.

. Surface -y
CARBON TYPE Treatment Porosity Area po
-3 3 -
(107 em’/g)  (m?/g) (1078 cm)
Needle Coke Green 0.76 0.32 95
Needle Coke Toluene 1.42 0.77 74
Refluxed
Needle Cocke Calcined to 2.27 1.23 74
1300 K
Sponge Coke I Green 1.24 0.54 91
Sponge Coke I Toluene 2.00 0.75 107
Refluxed
Sponge Coke I Calcined to 2.46 . 1.42 69
1300 K
Sponge Coke II Calcined to 1.87 0.48 150
1670 K
Spectroscopic 2.73 1.24 88

Carbon
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to volume ratio for the very fine pores. As indicated
previously (17) the large part of the surface area may be
accounted for by these micropores.

From Table 3, it is seen that toluene refluxing and
calcination increase porosity and surface area substantially
for both samples. The greatest effect is noted for calcination
as more material is removed. The average pore diameter indicated
as obtained by assuming cylindrical pores provides a useful
relative ratio between microporosity and total surface area.
Calcination lowers this ratio for both cokes and hence appears
to operate on the smaller pores, perhaps even opening some
small pores. Toluene refluxing increased this ratio for the
sponge coke on removing a substantial amount of material and
decreased it for the needle coke on removing less material.

The spectroscopic carbon revealed a similar ratio to the two
cokes while the supplied calcined coke was anomalous in that

it contained quite large pores. All materials measured
consisted of -120+140 mesh particles ground from the respective

starting materials.

5.3 Experimental

5.3.1 Devolatilization of the Green Coke
Pretreatment and flushing of reactant particles with

inert gases such as nitrogen and helium are normally employed
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in most experimental situations with reaction rates measured
upon exposure to the oxidizing gases. Due to the nature of
particle addition for these experiments, this was not possible
with the apparatus used. As discussed previously, these
particles had very low specific surface area. Calculations
assuming a monolayer of oxidizing species adsorbed which is
far and above the worst case insured a completely negligible
carbon conversion. Nevertheless devolatilization experiments
were conducted by heating fine unclassified green sponge coke

I samples described previously (17) in a quartz vessel from
room temperature to 1000 + 30 K at a heating rate from 300 to
400 K/Min. Samples were then held at 1000 K for three minutes.
The sponge coke sample after being flushed with nitrogen for
48 hours and kept in nitrogen during the pyrolysis yielded a
14% weight loss. This compared to a 15% weight loss for
heating in air. Reproducibility was + 1% for these experiments
indicating no difference in initial weight loss for the two
methods. Hence it would appear that any oxidizing agent
present in the sample when charged reacts only with volatile

fragments.

5.3.2 Agglomeration of the Green Coke

Agglomeration of the green sponge petroleum coke has
been a problem in this laboratory as large chargings into
reactors mass together and react much slower than the smaller

chargings.
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This agglomeration is illustrated for particles calcined
by dropping an amount of the sample into a cylindrical metal
block held at 1250 K. Particles were allowed one minute in
the block and then discharged. Severe agglomeration for the
unclassified and coarse green sponge coke I particles was
observed while only very slight agglomeration was noted for
needle coke particles. The green sponge coke I particles as
seen in Figures 2 and 3 converged into a solid mass. Crushing
the fine coke particle mass lightly with a spatula and com-
paring the nitrogen surface area before and after charging
revealed the surface area to have increased slightly even
though the light crushing by no means returned the fine coke
particles to their previous small size (before heating).

Toluene refluxing the green sponge coke I particles
removed the agglomerating character as shown in Figure 4.
Presumably this is due to the extraction removing heavy oils
which exit the particle as a liquid and subsequently condense
to a carbonaceous solid which acts as a bridge between particles.
Such behaviour has been observed visually by heating large
green sponge coke I particles in a bunsen flame and seeing that
ligquid streams exiting from two particles in close proximity

may converge providing the bridge.
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UNCLASSIFIED COKE (UNTREATED)

UNCLASSIFIED COKE (CALCINED)

Figure 2. Agglomeration of unclassified green
sponge coke I particles by heat
treatment to 1250 K.



227

-14+28 MESH COKE (UNTREATED)

-14+28 MESH COKE (CALCINED)

Figure 3, Agglomeration of coarse green sponge
coke I particles by heat treatment
to 1250 K.
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-14+28 COKE (TOLUENE REFLUXED ONLY)

-141t28 COKE (TOLUENE REFLUXED AND CALCINED)

Figure 4. Agglomeration prevention by toluene
refluxing of coarse green sponge
coke I particles. Heat treatment
was to 1250 K.
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5.3.3 NMR Spectroscopy of the Toluene Extracts of the
" Green Cokes

The toluene extracts of the needle and sponge cokes were
also investigated by NMR spectroscopy. Toluene solutions
of the extracts were first filtered through #1 Whitman filter
paper, and the toluene was evaporated from the sample in a
tube under water reflux until only solid extract remained.
Thereafter the coke extract was placed under vacuum and drying
continued again under water reflux for a minimum of 72 hours
assuring no residual toluene. The solid extract remaining
was found to be soluble in chloroform. Hence deuterated
chloroform was used as the solvent for NMR spectroscopy.

Figure 5 shows the lH NMR spectroscopy on a 90 MHz
machine using TMS as a reference peak at 0 ppm. As seen the
needle coke extract has a much sharper spectrum particularly
so in the aliphatic region (<4.5ppm} than the sponge coke extract.
This is to be expected due to the more highly aromatic feed-
stock being used for the needle coke. For this coke the
synthesis reactions in pyrolysis are not as necessary to clean
up aliphatic disorder.

Table 4 indicates the hydrogen concentrations in the
various ranges of the spectra by peak integrations on the
90 MHz spectrometer. These values represent the average of
several runs with reproducibility being + 1% in the various
ranges. Assignments of hydrogen types were made by reference

to Bartle and Jones (18) for coal extract assignments which
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SPONGE COKE EXTRACT
7/

10 5 . 0

PPM($)

NEEDLE COKE EXTRACT

10 5 0

Figure 5. 1H NMR spectra of the toluene extracts of the
green sponge and green needle cokes.



‘BI109ds YN 29Ul JO seFuBI SNOTIBA 89U} UL SUOT}BIYUSOUO0D usdoaphy oyy Y aT1qe]

ayjang 3
JepTnoyg 6°0 I8pInoyg 6°0 V1}BUWOLY
Ae9d [} Ve Aesd 2L 6 0% ®l8g 0°2-9°0
0 T3BUWOIY
qBad €2 52 Amed 7e 61 o3 wudry g'7-0°2
[ l 2TUTISTO G°G-L"Y
—~
Q Aesd 9°L
HBad €L Aead 8°L OTTousydg
I8pTnoyg 1°8 6% JopTnoyg ¢°8 L4 3 OTjBUWOay 0°6-6°¢
(Wdd) (Wdd)
odfy, U013 TE0g (H T®103 JO) adLy, uo T} T804 (H T®3101 Jo) (SWI woxy)
uoT3BU3TEAQ Hdd-e3ury
2In30oNnI9g e3Bqusoaayg 8IN30NI% g 83BlusoaI9 g

LOVHLXH #N0D HADNOJS

LOVHLXE HY0D HIQUAN




232

were similar to those for bitumen extracts (19). Hydrogens
for both samples aré concentrated in aromatic positions with
the needle coke particularly concentrated in aromatics.
The aromaticity of the carbon is higher than the hydrogen's
due to the lower H/C ratio for aromatics as compared to
aliphatics. Brown and Ladner (20) have proposed a method
for calculating aromaticity from the C/H atomic ratio and
the concentrations of alpha and beta hydrogens. By further
assuming the C/H atomic ratio in these aliphatic linkages
to be one-half and the overall C/H ratio to be that of the
parent coke, the aromaticity of carbons in the sponge coke
is approximately 87% as compared to 94% for the needle coke.
Structual similarities were observed particularly so
in the aliphatic region. Both spectra revealed strong peaks
at 2.3 to 2.4 ppm for alpha hydrogen. Beta and further removed
hydrogen yielded peaks at 1.2 ppm and shoulders at 0.9 ppm
for the two samples.
Figure 6 gives the higher resolution 1H spectra on a
500 MHz NMR spectrometer for the needle coke. A great deal

of fine structure is observed particularly in the aromatic

region.
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5.3.4 Reaction Rate Experiments of the Carbons

The reaction rates with oxygen of the various cokes were
measured in an apparatus described previously (17). Samples
were reacted under a total flow of 145 scc/min in the bottom
of a two inch crucible. -120+140 mesh particles were used,
and the oxidant gas impinged after exiting a 3/16" ID mullite
tube on the samples set one inch below. Reactor temperature
was measured by thermocouple placed at the point where the
reaction was taking place.

The oxidizing gas consisted of 0.10 atm. oxygen with
a water vapor concentration of 3.1%. The balance of the gas
consisted of nitrogen with total pressure being 1.0 atm. The
water vapor has negligible effect on the reaction rate of éhe
carbon due to the rate of the steam-carbon reaction being
several orders of magnitude below the steam-oxygen reaction (21).

Offgases were monitored for COX by infrared absorption.

The total carbon was then integrated by Simpson's rule from
these readings which were taken at equally spaced time intervals.
Hence carbon which escapes as nonh CoX volatiles is not accounted
for in the total carbon. Individual readings were then divided
by the total integrated carbon revealing a specific rate.

Carbon balances obtained by comparing the amount charged with
the integrated carbon were substantially better than 90% for

all samples. The amount of carbon charged to the reactor

for an experiment was purposely kept small due to the
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aforementioned agglomerating effects of the green cokes.
No decline in the reaction rate was observed for these -120+140

mesh particles if chargings were kept below 10 mg.

5.4 Results and Discussion

The reaction rate of the parent green sponge and needle
cokes and their derivatives were measured at 900 K. 1In all
cases, the reaction rate vs. conversion curves initially rose
to a maximum and then declined as conversion proceeded.
Presumably this is due to a situation such as that portrayed
by Gavalas (22) whereby the available surface area increases
due to the widening of interior pores. Another similar but
different explanation is the opening of closed pore volume
in the cokes by the oxidation process. In any case, the
explanation is due to the oxidation process opening greater
surface area and revealing more surface reaction sites for the
oxidant.

Pigures 7 and 8 show the reaction rate curves for the
sponge and petroleum coke samples respectively. That even
the calcined cokes indicate a maximum reactivity substantiates
the fact that the observed maxima are due to accessible surface
area increasing by the two phenomena described above. It is
also at once apparent that calcination substantially demotes
the reactivity. Demotion occurs for both cokes due to the

ordering of fixed carbon by the temperature treatment.
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It is also seen that toluene refluxing substantially
increases the reactivity in both cases. As this process
removes material which is liguid at reaction temperatures
and which would intuitively be more reactive than fixed carbon,
it would seem that the increase in surface area is the reason
for the increased reactivity.

Another notable feature as may be observed on Figures 7
and 8 or by referring to Table 5 is the shifting of the maxima
to greater conversion when material is removed from the
samples by either calcination or toluene refluxing. These
effects shift the maxima for the needle and sponge cokes by
roughly 10% in both cases as compared to the green samples.
This shift is peculiar as it is apparently unrelated to .
temperature treatment or total reactivity.

Table 5 indicates the maximum rates for the two samples.
If the maximum rates may be taken as characteristic, it is seen
that the sponge coke and its toluene refluxed residue react
roughly according to BET surface area. The needle coke which
shows a greater relative increase in BET area also shows a
greater relative increase in reactivity for the toluene refluxed
sample. That it does not show as much increased relative
reactivity may be due to the lowering of average pore diameter
as shown in Table 3. This would effectively limit the increase
due to transport limitations into the smaller pores. The sponge
coke on the other hand showed an increase in average pore

diameter and more closely matched the BET area increase.
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Both sample reactivities lagged the relative increases in
areas due most likely to some transport limitations in aceess—
ing all increased area.

Another notable effect which requires discussion is
the heating effect on pore volume and surface area when the
sample is charged. As shown here slow calcination increases
the pore volume and area substantially. Okada et al (23) have
studied the effect of rapid heating to 3100 K on cokes pre-
treated to greater than 1300 K. These results revealed a
substantial effect of heat treatment on total closed pore
and open pore volume. Thus rapid heating by charging the
cold green coke into the furnace is expected to increase
surface area and pore volume although it is apparent that such
increases are proportional to starting BET area as discussed
above.

Another feature is the change in specific reactivity
divided by surface area or S. For green needle compared to
green sponge the S ratio is 0.8 due to the greater aromaticity
of the needle coke. Calcining to 1300 K decreased the S ratio
to 0.5 indicative of the needle coke cleaning up its structure
and aligning more readily than the green sponge sample.
Apparently some of this effect is due to less aliphatic dis-
order for the needle specimen as shown in Figure 5. Thus while
BET surface area is a rough indicator of the reactivity of

green coke samples, higher temperature treatment decreases
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the ratio and more greatly reflects the precursor to the
coke sample (ie, the material feedstock for the delayed coking
operation) .

It is important to refer to previous results (17) at
this point. The BET areas of different particle sizes were
roughly indicative of reactivity. At 1286 K, -120+140 mesh
green sponge coke I particles as compared to unclassified sponge
coke I particles had a BET surface area ratio of 0.4 and the
ratio of their reactivities was 0.7. -200 mesh coke particles
had 1.2 times the surface area of the unclassified coke and
had 1.0 times the reactivity.

The temperature effect was investigated for the calcined
sponge coke II and the spectroscopic carbon. As is seen and
expected by comparing Figure 9 for calcined sponge coke II and
Figure 10 for the spectroscopic carbon, the spectroscopic
carbon is much less reactive due to its higher temperature
treatment. Comparing the very similar curves at 912 K for
the coke and 1085 K for the spectroscopic carbon reveal that
the relative sharpness of the maxima is strictly dependent on
the reactivity of the sample.

Table 6 indicates the maximum rates and their positions
as percent conversion. The temperature effect is to shift
the maximum positions to lower conversions. The 1151 K curves
for the spectroscopic carbon represent the worst case for

reproducibility as the reaction rate here was the highest
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Table 6. The change of the maximum rates with temperature
for the calcined sponge coke II and the spectroscopic

carbon.

-120+140 Mesh Calcined Sponge Coke 11

T(K) Maximum Rate Maximum Rate Position
(g/g/hr) (% Conversion)
912 2.52 33
964 5.64 28

~120+140 Mesh Spectroscopic Carbon

T(K) . Maximum Rafe Maximum Rate Position
(g/g/nr) (% Conversion)

964 0.49 27

1010 0.77 27

1085 2.57 | 22

1151 7.19 16

1151 7. 46 17
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resulting in fewer total data points in arriving at the
curves. Reproducibility was found to be no worse than t 4%
of the specific rate throughout the conversion curve.

Figure 11 is an Arrhenius plot of the maximum rates.
Notable curvature is apparent for the spectroscopic carbon
which was investigated over the widest temperature range.
Thus the maximum rate would not be expected to follow a
strictly linear pattern for all samples. However as
curvature is slight, the maximum rates may be linearly
extrapolated between the ranges and somewhat outside the
ranges without great error.

It ig also noted that the supplied calcined sponge coke
II has a similar reactivity to the calcined sponge coke I..
However S is much higher for calcined sponge coke II thus
further indicating different precursors have substantially

different reactivities after increasing calcination.
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5.5 Conclusions

1. Calcination and toluene refluxing substantially
increase nitrogen BET surface area and microporosity for
petroleum coke in the pregraphitization regime.

2. Large petroleum coke particles (-120+140 Mesh)
have a reaction rate-conversion curve which passes through a
maximum. The position of the maximum rate is dependent upon
the pretreatment to which the coke is subjected.

3. Sponge coke has substantially more disorder than
needle coke in its aliphatic linkages. This disorder apparently
results in increased reactivity of calcined sponge coke samples
as compared to calcined needle coke.

4. The nitrogen BET surface area of green samples is a
relatively good indicator of reactivity for cokes which are
not subjected to previous heat treatment. Heat treatment
makes the reactivity of the coke less dependent on surface
area and more dependent on the precursor feedstock.

5. Toluene refluxing prevents agglomeration of green
sponge coke by removing substantial amounts of low melting
materials. The apparent increase in reactivity by toluene
refluxing is due to increased surface area by a process which

does not order the carbon in the coke.
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CHAPTER 6

THE PARTICLE LOADING EFFECT IN

MOLTEN PHOSPHATE SLURRIES
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6.1 Introduction

To extend the results presented in Chapter 4, it is
necessary to include the effect of particle loading on the
reaction rate in a bubbling molten salt reactor. Referring
to the results of Chapter 3, the low solubility of oxygen
in the melt apparently makes the direct mechanism dominant
as compared to the indirect mechanism. And with reference
to Chapter 2, we may expect a complex fluid mechanical
effect due to the nature of bubble-particle contacting.

Here we shall begin by analyzing specific cases of
the direct reaction mechanism. The overall scheme it is
recalled consists of two series rate processes —-- bubble
particle contacting and chemical conversion of the particles.
Specifically, we shall determine what types of overall
reaction rates are observed as a function of particle loading.
Trends so predicted will then be compared to the measured
reaction rate of petroleum coke particles in bubbling

molten salt reactors.

6.1.1 Theory

To examine the direct mechanism, it is necessary to
refer to the results of Chapter 2 and 3. Here we will
consider a bubble of constant radius rising through a
bubble column of total height, h. The rise velocity is

only weakly affected by particle loading as was demonstrated
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in Chapter 2, so we shall assume the rise velocity, Ug. to
be constant. For a particular particle radius, I then

the group £ is a constant:

£ = 311an (1)

p
From Chapter 3, the rate of the direct mechanism is:

Rair = KraVpr®p1Sc (2)

Here kRG is the reaction velocity which is constant for
isothermal conditions. We shall assume a constant gas

concentration, C This, of course, assumes the particle

G
reaction rate is relatively slow. A given particle's surface
area at the interface, API’ is constant for similar particles.

Hence we have:
dir PI

Here k' incorporates the above constants. But we note that

the number of particles on the interface, N is the integral

PI’

of the bubble-particle collision rate over time:

Ny, = fRC at (4)

Now for the case of the bubble linearly picking up particles
all the time it traverses up the column, we may assume as in

Chapter 3 that:

N = £ T (5)

PT Up Ty
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Here NP is the total number of particles in the column with

V being the column's total liquid volume. T is the average

residence time in the column or (h/2 uB). The specific rate,
RI is Rdir divided by a constant, m, multiplied by the total
number of particles, NP‘
_ k' £ h
Ry = 2 m Vv (6)

Hence the reaction rate for this case is independent of the
total number of particles, Né.

Now we know that a given bubble can only hold a maximum
number of particles. For concentrated particle slurries,
saturation of the bubble may occur as the bubble is created
or very close to the bottom of the reactor. In this case

the specific rate is given by:

) (7)

Here Ns is the maximum number of particles that may be accommo-
dated by a given bubble. For this case, RIII is inversely
proportional to the number of particles. That is, the

addition of more particles to our reactor will not result

in an increased reaction rate as our bubbles are saturated

with particles. NPI from equation 4 is now the constant
value, N _.
s

Consider now the intermediate case. Here the bubble

saturates part way up the column as shown in Figure 1.
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The Particle Load
ond Reaction Rate
Are Indepedent
of hg

e e, s Ao AR, o S o, < pte- e

Y h

The Poarticle Lood

and Reaction Rate Ms
Are Proportional
to hy
h.
y
Bubble Column
Figure 1. For intermediate particle loadings, the bubble

may become saturated during its ascent through
the column.
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We must now divide the residence time into two parts. The
first part corresponds to the bubble going from no particles
to complete saturation at hs. Assuming saturation is

approached in a linear manner:

NS \%
h, = (8)
s £ NP
Now the average specific reaction rate, RII b in the
bottom section is given by:
1
R = ﬂs_ (9)
II,b 2 m NP

For the top section, the specific reaction rate is constant

and exactly twice R Multiplying these two reaction

11,b°
rates by their respective residence times and summing gives
the total conversion of carbon by a given bubble. The rate
of conversion is then just this sum divided by the total
residence time of the bubble in the column:
U k! NS hs k' N h-h
R = = — (G5 +

iT h 2m NP ug m NP ug

For convenience we employ the constants:
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With these, we then have:

R = = _ aB/Né (13)

RII is equal to RI when:

N

S v
D T (14)

Thus the rate will continuocusly pass through the three
regimes given in Table 1. Dilute particle loadings warse
investigated in Chapter 4. We will proceed here to examine

the intermediate and concentrated cases experimentally.

Before proceeding, one final clarification is required.
In all instances, the reaction rate is proportional to the
total number of bubbles in the column. However at very
dilute particle loadings and for large bubbles, we may
Jjeopardize the assumption of a constant particle number
density, NP/V’ In this case, then the dependence of the
reaction rate on the number of bubbles will lessen. This
may explain why no flowrate effect was observed in Chapter 4
for dilute concentrations. Such effects are in order if
bubbles sweep out a significant fraction of the column

cross-section.
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6.2 Experimental

For these experiments, calcined sponge coke II particles
were selected. These particles are not agglomerating nor
are they temperature sensitive as they were preheated to
1600 K. Strict size ranges were used which included -30+35
mesh and -120+140 mesh. The properties of this coke are
detailed in Chapter 5.

Two types of reactors were used. One had the same
dimensions as Reactor II in Chapter 4. The only difference

was that it employved an alumina crucible and omitted the

mullite thermocouple protection tube. The other reactor
was an expanded version of Reactor II. The dimensions of
this reactor are given in Table 2. For clarity, the former

reactor will be denoted the short reactor while the latter
expanded version will be denoted the long reactor. As no
thermocouple protection tube was used, the temperature was
measured by dipping an inconel sheathed thermocouple in
the bubbling salt bath before and after the reaction rate
experiments.

For the chemical reactions carried out in this chapter,
the input oxidant was 0.10 atm oxygen. The experimental
system of Chapter 4 was used with the steam generator at
room temperature. Consequently there was a small concentra-
tion (3.1%) of steam in the reactant gas. However, as the

steam is much less reactive, its contribution to the reaction
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Table 2. The dimensions of materials used in constructing
the long reactor. All dimensions of the mullite
materials are given in inches.

ID b4 oD X LENGTH

REACTANT INJECTION TUBE 3/16" x 1/2" x 36"
PRODUCT EXIT TUBE 1/4" x 3/8" x 18"
CERAMIC MULLITE CRUCIBLE 2" x 2 1/4” x 18"
SOLID INJECTION TUBE 7/8" x 1 x 12"

REACTANT TUBE BUBBLE

INJECTION POINT (ABOVE

THE INSIDE BASE OF THE

CERAMIC MULLITE CRUCIBLE) 7/8"

REACTANT TUBE INCLINATION
(FROM VERTICAL) 1.3

REACTOR FREE VOLUME 780 cm
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rate may be neglected as discussed in Chapter 5. The total
pressure of the reactor was one atmosphere.

As we are considering the addition of large amounts of
particles in this chapter, the reaction rate will diminish
as the oxidant is consumed. This may be corrected to the
rate at zero conversion by assuming a reaction order of
unity as discussed in Chapter 3.

Salt chargings and ambient molten salt heights for the
two reactors are given in Table 3. The molar ratio of sodium
oxide to phosphorus pentoxide was selected to be 1.31 which
is the same as that used in Chapter 4.

For these experiments, an extension of the analysis for
bubbling molten salt reactors wag required. In Chapter 4,
only the flowrate was measured. Here we also will obtain
the average bubble size as well as an estimate of the gas
hold-up.

To measure the average bubble size, we first observe
that when a bubble bursts on the surface of the molten bath,
a pressure pulse is produced. This pressure pulse than
propagates through the product tube. For the cold model
described in Chapter 2, such pressure pulses could be detected
by a piezoceramic crystal both on the input gas stream
fneasuring the pulse as the bubble was expelled from the
submerged orifice) and on the exit gas stream. Due to the

necessity of heating the imput flow, the crystal could not
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Reaction parameters for the short and long reactors.

SHORT REACTOR:

SODIUM PHOSPHATE SALT

SALT COMPOSITION

LONG REACTOR:

SODIUM PHOSPHATE

SALT COMPOSITION

220 grams (Dry Basis)*
NaZO/ons = 1.31

SALT 440 grams (Dry Basis)*
NaZO/PZOS = 1.31

THE AMBIENT SALT
CRUCIBLE AND THE
BUBBLE INJECTION
REACTOR) .

HEIGHT ABOVE THE INSIDE BASE OF THE MULLITE
AMBIENT SALT HEIGHT ABOVE THE POINT OF
(THE CASE WITH NO GAS FLOW THROUGH THE

SHORT REACTOR LONG REACTOR
MOLTEN SALT HEIGHT ABOVE | MOLTEN SALT HEIGHT ABOVE
T (K) HEIGHT BUBBLE HEIGHT BUBBLE
ABOVE BASE INJECTION ABOVE BASE INJECTION
(cm) (cm) (cm) (cm)
I 965 - - 10.49 8.27
976 5.70 4.75 — -
!
11000 5.72 4.77 - -
L

*The salt weight is for the dehydrated salt.
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be attached to the input gas stream. That is, heating
crystals beyond their Curie temperatures (which are gquite
low for these crystals) will destroy their piezoelectric
properties. Hence the crystal was attached to the product
flow tube downstream from the reactor a sufficient distance
to allow air cooling of the product gases. Figure 2 presents
the schematic of the piezoceramic bubble detector. The
crystal was 0.98 inches in diameter and 0.01 inches thick
with attached silver electrodes. It was obtained from Gulton
Industries. After attaching chromel leads, the crystal was
suspended by the leads inside of a funnel as shown in Figure 2.
This geometry was found to give an adequate response. The
environment of the detector (ie, with the electrical load on
the furnace) necessitated shielding the detector and its
leads. This was accomplished with grounded aluminum foil.

Sample oscilloscope outputs are included in Figures 3
through 5. As is seen, the output is well above the noise
level. Baseline fluctuation was observed due to the suspen-—
sion of the crystal by the leads. Firm attachment, while
eliminating baseline fluctuations, gave a diminished signal.
As the rise time for bubble's pressure pulse is only about
20 milliseconds, it is apparent that very rapid bubbling
rates may be detected.

The gas hold-up was measured by dipping a mullite tube

into the melt. The height at a certain flowrate was then
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Pressure Pulse {-A-) Traverses Outiet Tube and impinges on Crystal

r — Outlet

/____ Flow

Event
Bursts) n

O Sweep (Time)
O Oscilloscope

A The pressure pulse is
Bc‘:,bht:::,n: recorded as a voitage
pulse on the oscilloscope.

Vertical (Voltage)

i —— G —— — — — — —— — — — — —— — i —p— — —— —— — —— — —— —p e e e . s

1

Voltage (if P, # P,)

Figure 5. The Piezoceramic Bubble Detector
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Superficial Velocity = 0.13 cm/s
Bubble Volume = 4.1 cm3

Superficial Velocity = 0.38 cm/s
Bubble Volume = 5.5 cm3

Figure 3. Bubble detection in the molten salt reactor
at low flowrates at 976 K. The horizontal
sweep 1s one second per division.
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Superficial Velocity = 0.94 cm/s

Bubble Volume = 8.3 cm3

Superficial Velocity = 2.27 cm/s

Bibble Volifie = 10.4 o

Figure 4. Bubble detection in the molten salt reactor
at high flowrates at 976 K. The horizontal
sweep 1is one second per division.
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Superficial Velocity = 0.38 cm/s
Bubble Volume = 5.5 cm3

Superficial Velocity = 2.27 cm/s
Bubble Volume = 10.4 cm3

Figure 5. The difference in peak shapes for bubble
detection in the molten salt reactor at
low and high flowrates. The horizontal
sweep 1is 0.2 seconds per division. The
temperature is 976 K.
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compared to the ambient height thus yielding the hold-up,
€ . This method is admittedly very poor. The dipstick
acts as an obstruction and modifies the gas hold-up by its
presence in the flow. The molten salt was also found to be
irregularly dispersed on the dipstick. Thus the gas hold-

up measurements are only very qualitative.

6.3 Results and Discussion

Here we will deal in turn with three topics. First,
fluid mechanics will be discussed by referring to the results
from the bubble detection system. Second, we shall present
the results of the reaction rate experiments for the short
reactor. Finally, the results of the long reactor will

be presented.

6.3.1 Fluid Mechanical Considerations

As is apparent by examining Figures 3 through 5, bubble
frequencies were quite constant for a given flowrate. Bubble
volumes are then obtained by dividing the flowrate by the
frequency. The results of the change in bubble volume with
flowrate are given in Figure 6 for 976 K in the short reactor.
It is seen that the average bubble volume increases with
increasing flowrate. It would also seen that the bubble size

appears to approach a maximum value at the higher flowrates.
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The average bubble volume, <VB>, is also much larger
than that observed 1in Chapter 2. And due to the invariant
size observed, it is apparent that no break-up or coalescence
phenomena can occur. If these mechanisms were operative, the
bubble size distribution would be broader and measured lubble
frequencies could not be so regular. That these large bubbles
do not break-up is the result of four related properties of
our system. First the bubbles do not have sufficient resi-
dence time in the reactor for break-up to ensue. Secondly,
molten sodium phosphate has approximately three times the
surface tension of the water which stabilizes the bubbles.
The molten phosphate 1is also much more viscous than the water.
This retards the growth of Taylor instabilities and coupled
with the small residence time of the bubbles in the system,
it will effectively prevent bubble break-up. Finally, the
most striking difference is that the orifice in this case is
inverted from that of Chapter 2 and correspondingly more
difficult to analyze. Using equation 19 of Chapter 2, a
larger bubble size would be expected due to the larger size
of the molten salt orifice (.47 cm. ID as compared to 0.37 cm.
ID in Chapter 2) and the increased surface tension of the
molten salt.

The results of the measurement of average bubble volume
and gas hold-up for all temperatures and flowrates used to

measure the reaction rate of carbon particles are given in
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Table 4. The deviations in bubble volumes were significantly
different for the two reactors. The results are given in
Table 5. Here the standard deviation corresponds to that
estimated by averaging the results of five experiments for

the short reactor. Each experiment corresponded to the
average frequency of approximately 10-20 bubble pulses. For
the long reactor, ten experiments were averaged. It is seen
in Table 5 that the standard deviation in bubble size is
substantially greater for the long reactor. This is a result
of the increased salt height allowing more residence time for

bubble break-up to ensue in the long reactor.

6.3.2 Reaction Rate Results for the Short Reactor

Figure 7 presents the result of increasing the particle

load in the reactor. Here -120+140 mesh sponge coke II

particles were reacted with oxygen. The reaction rate is
seen to diminish. This cannot be explained by oxygen
depletion. The maximum conversion of oxygen was 20% of the

input. A reaction order of unity would then only multiply
the maximum rate in Figure 7 by 1.1.

The indirect mechanism cannot account for this phenomenon.
The results of Chapter 3 indicate the indirect reaction rate
is several orders of magnitude below the gas-phase (exposed)
rate. If we extrapolate the results of Chapter 5 to 1000 K,

the reaction rate of -120+140 mesh particles in the gas phase
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Table 5. The estimated standard deviation, S_., in bubble
volume for different flowrates and ambient salt
heights.

Flowrate Ambient <VB> u o SD/<VB>
Designation Salt Height 3 d
Number Above Bubbler (em™) (cm/s) (%)
(cm)
1 4.77 3.34 0.433 0.4
2 4.75 5.47 0.376 0.3
3 4.75 8.32 0.944 0.3
4 8.27 9.15 0.503 5.9
5 8.27 10.7 1.17 6.7
6 8.27 10.8 l1.61 6.5
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is about 9 g/g/hr. The reaction rate in a slurry is of the
same order of magnitude as the gas phase results or higher.
Hence the direct mechanism must be dominant. This is further
discussed in Appendix I.

An added possibility is incomplete dispersion of the
carbon particles. Cold flow experiments with water columns
using 0.1 cm3 bubbles indicated complete dispersion of -120+140
Eccospheres VT at similar bubble number densities. Bubble
volumes and gas hold-ups were substantially larger for the
molten salt experiments. The viscosity of molten phosphate
is also substantially above that of water. Consequently
there is more head for induced countercurrent flow and the
particles have substantially smaller terminal velocities in
the molten salt reactor.

The only possible explanation of this effect is the
saturation of the bubbles by the particles. This apparently
occurs at quite low particle number densities in the present
case. To examine this hypothesis, the flowrate was varied.
Figure 8 indicates the results at 976 K. As is seen, an
increased flowrate substantially increases the rate of
gasification. The larger bubbles and increased bubble

density thus seem to counteract the saturation effect.

6.3.3 Reaction Rate Results for the Long Reactor

A similar type of behavior was observed for the long

reactor for large chargings of -120+140 mesh coke particles
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as is seen by referring to Figure 9. Figure 10 gives the
results for -30+35 mesh coke particles. Both curves indicate
similar behavior. Again conversion was less than 20% of the
input oxygen and as such, depletion cannot account for the
decreased rate. The specific reaction rate at 30% conversion
is compared graphically with the weight fraction of carbon,
b, in Figure 11. Here the reaction rate has been extrapolated
to that at zero oxygen conversion by assuming an oxygen order
of unity. It is seen that both curves have the same general
shape with the curve for the larger carbon particles located
below that of the smaller particles.

Figure 12 presents the results of increasing the particle
particle loading at flowrate 5. At this higher flowrate,
in contrast to the previous results, the reaction rate
increases with increasing particle loadings. The ultimate
behavior at this flowrate is indicated in Figure 13 where
at large particle loadings, a decline in the reaction rate
with increasing particle loading is once again observed.
While the maximum cannot be accounted for, these results
ultimately conform to predictions outlined in Table 1. The
results of these high flowrate experiments are compared in Figure
14, Here we have plotted the maximum rates and the rates at 50%

conversion as a function of the weight fraction of carbon in the
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melt. Once again the rates were extrapolated to zero
oXygen conversion.

A peculiar effect is observed at the higher flowrates.
At the larger particle loadings in Figure 12, a peculiar
maximum becomes apparent. This maximum is more pronounced
in Figure 13 where for increased particle loadings, it pro-
pagates to_the‘lower left of the diagram.

An interesting phenomenondetailed in Table 6 1s that
the absolute reaction rate apparently is quite constant
for the -120+140 mesh particles at flowrate 4. For the
~-30+35 mesh particles, the absolute reaction rate is still
constant but somewhat less than that of the smaller particles.
This is consistent with a maximum number of particles being
entrained on a given bubble. Using the maximum rate obtained
in Chapter 5 for these particles exposed directly to gaseous
oxygen at 964 K, we see that this corresponds to less than
10 mg. being entrained per bubble. This corresponds to the
utilization of only a small part of the bubble for stable
particle attachment.

Recalling again results of Chapter 5, the maximum rate
0of calcined sponge coke II particles exposed directly to
0.10 atm. oxygen at 964 K was 5.6 g/g/hr. For the smaller
particle loadings at 965 K in the long reactor, the observed
reaction rate was substantially above this wvalue. Thus the

salt has a catalytic activity which is apparently beyond that
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Table 6. The maximum rates for the experiments of Figures 9
and 10. Flowrate 4 was employed. Here the rates
have been corrected for finite oxygen consumption
by assuming an order with respect to oxygen of

unity.

Particle Amount Added Maximum Rate

Size (mg) (g/hr)
~-120+140 mesh 18.8 0.113
-120+140 mesh 30.0 0.110
-120+140 mesh 60.8 0.114
-30+435 mesh 23.6 0.100
-30+35 mesh 28.6 0.098

-30+35 mesh 52.4 0.111
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presented in Chapter 4. This greater catalytic effect is
the result of the substantially better carbon -—- molten salt
contacting in the slurry reactor. This was previously dis-
cussed in Chapter 4. Hence the salt apparently catalyzes
the reaction rate, but this effect may be obscured by the
fluid mechanics.

We end by presenting a result using flowrate 6. A
phenomenon observed in these bubbling experiments was that
fluctuations in the carbon oxide concentration were observed
near the end of an experiment. These were monitored at a
high flowrate to minimize mixing effects apparent in the
system (see Appendix II). Such fluctuations are shown in
Figure.ls wWwhere the carbon dioxide fraction in the offgas
is plotted with time. As this flow system cannot respond
quickly to extreme fluctuations due to capacitance, little
significance can be attached to shape of the maxima.
Fluctuations are however definite. This is most likely
caused by unsteady bubble-particle contacting near the tail
end of the carbon conversion. That is, carbon particles in
the molten bath may not all convert at equivalent rates. 1In
the beginning stages, the observed rate is averaged over a
large number of particles and is steady. At the tail end,
there are fewer particles and hence the fluctuations.
Admittedly it is surprising that such phendmena may be

observed in a system with such a large capacitance. Such



*seroT3aed IT oxod obuods yssuw OVT+021- JI0J pue Jo030®dI

PuoT sy3z ur 9 @3IMOTI I0I oJe muaﬂmmg 9SOUL, "2AJIND UOTISIDAUOD 8yl

FO PUS TIP3 843 UT UOTIRIFUSOUOD “OD POAISSCO BU3 UT SUOTIRNIONTT UL °“G¢T @2anb1g
<« (ulw) awi]
0L 09 0§ ov (0,
{ | | I 0
0
Y
o

-1 1000

—2000

‘oox



287

results were not observed in the gas phase experiments of .
Chapters 4 and 5 with large numbers of small particles. Hence
these fluctuations serve as an added confirmation of the
direct mechanism in molten sodium phoéphate.

One final ﬁoint is that the actual contacting df:a
particle with the bubble has been deduced and not obsef;ed.
The particles due to their size and the viscosity of the
molten salt have véry small settling velocities (NRe'\JlO"ZF
for a 100 p coke particle). This raises the question of
whether the particle can push aside the liquid fast enough

to actually pier¢e_the interface. “This guestion, although

important, i1s beyond the scope of the present study.

6.4 Conclusionéwﬁ

1. The direct mechanism is dominant for the reaction

0f carbon particles in molten phosphate.
2. Saturation of the bubbles by the particles occurs

at very low particle loadings. Such saturation leads to -

peculiar effects.



NOTATION

Apr %

II

288

The single particle surface area on the gas-liquid

interface (sz)
The gaseous reactant concentration (moles/cm3)
2

3mn rB s (em®)

The column height (cm)

The column height required for the bubble to
saturate with particles (cm)

kRG API CG (hz )

The reaction rate at the particle's surface in the
gas phase {(cm/hr)

The number of moles per carbon particle (moles)

The total number of particles

The number of particles on the gas-liquid interface
The maximum number of particles that may be attached
to a given bubble

The bubble radius (cm)

)

The rate of particle-bubble contact (hr~
The rate of the direct reaction (moles/hr)

The specific reaction rate in a dilute slurry of
particles where the bubble does not become saturated
with particles (hr—l)

The specific reaction rate in a slurry of particles
where the bubble becomes saturated with particles

partway up the column (thj
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The specific reaction rate in a slurry of particles
where the bubble becomes saturated with particles at

the bottom of the column (hr_l)

The specific reaction rate in a slurry of particles
from the bottom of the column to h_ (hr—l)

The particle radius (cm)

The estimated standard deviation in bubble volumes
(em®)

The time (hr)

The bubble rise velocity (cm/hr)

The gas superficial velocity (cm/hr)

The total reactor liquid volume (cm3)

The average bubble volume (cm3)
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Greek Letters

-1
a = (kRG Apr Co NJ)/m (hr™7)
B = (NS V)/(6mn rorg h)
€ = The gas hold-up in the column
n = The correction factor for the amount of bubble-

particle contact due to non-ideal effects

T = The residence time of the bubble (hr)
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CHAPTER 7

THE GASIFICATION OF CHAR IN

MOLTEN PHOSPHATE SLURRIES
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7.1 Introduction

Here we shall not attempt tb include all relevant
literature on the gasification of char by steam. Parent
coal rank has a definite effect on the reactivity of its
char as demonstrated by Field (1). And while coal is highly
impure and the carbon in the char reacts with an intrinsic
catalytic effect, the additjion of more impurities can in-
crease the reactivity (2,3). Also extraction of impurities
can decrease the reactivity (4).

A most important difference between this study and
previous studies 1s that we shall not preheat the char above
the reaction temperature. While this effectively removes
the temperature-time efféct on reactivity, an actual gasi-
fication system will not preheat char fed into it. Such
pretreatment wduld adversely affect the reactivity. However,

calcined char may be studied more carefully, and Linares-Soclano et ai

(4), found the reactivity of a range of chars to be given by:

1 dn —
n dt - kw (1)

Here kwis a constant characteristic of the char, temperature,
and steam concentration. n is the number of moles of carbon
with n, being the initial number of moles.

The gasification of coal in molten salt, specifically in
molten carbonate, has been studied by M. W. Kellogg (5) and

is currently being studied by Atomics International (6).
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7.2 Experimental

The carbon selected for study was a subbituminous char

supplied by Occidental Research. Its properties are given

in Table 1. Two distinct differences are observed as compared
to the coke. The char has substantial ash content, and there
is no particle sizZe effect on the BET surface area. The

average pore diameter is seen to be markedly below that of
petroleum coke, and the char is substantially more porous.

The experimental system employed to measure the reactivity
of the char was the same as that detailed for Chapter 4=
Specifically Reactor I was used for the no salt experiments

and Reactor II was used for the salt experiments.

7.3 Results and Discussion

Here first we will discuss the reactivity of the char
without salt. The second section of this chapter will deal
with the reactivity of the char in a bubbling molten salt

slurry reactor.

7.3.1 The Reaction Rate of Char with No Salt

Size ranges from -60+80 mesh to -200+230 mesh were
observed to have equivalent reactivities in steam. Arbitrarily,
-120+140 mesh particles were selected for the reaction rate

studies presented here. The reaction rate was observed to



Table la. The composition of the subbituminous char.
COMPOSITION
Component Weight %
Carbon 74.2
Hydrogen 2.1
Nitrogen 1.5
Sulfur 1.2
Oxygen (by diff) 2.3
Ash 18.7
Total 100.0 %
Volatile Matter 11.9 %

Table 1lb. The nitrogen BET surface area and liquid nitrogen
porosity of the subbituminous char.
Sample Surface Area Porosity Average Pore
(mZ/g) (10—3cm3/g) Diameter
(&)
-60+80 Mesh 132 + - -
-120+140 Mesh 135 + 78.3 + 1.1 23
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decay exponentially with time. Hence our rate expression
is:

dn _
—a- = —kcno exp(—kct) (2)

This is equivalent to the rate expression observed by Linares-Solano
et al (4)~if ng in equation 1 is rgplaced by n. Reproducibility
was excellent as seen in Table 2 and Figure 1 for typical
experiments. While obvious due to the form of equation 2,

the reaction rate versus conversion curve is shown in Figure 2

to compare these results to the petroleum coke experiments. It

is clearly seen that the char follows a different reaction

rate curve.

An initial concern was the effect of mixing in the
reaction system on the observed rate of reaction. This
effect is discussed in Appendix II. It is found that the
reaction rate is followed closely by the system after allowing
a suitable induction period. The effect of laminar flow
through connection tubes on the observed rates is discussed
in Appendix III. This effect also may be neglected as it
only produces a simple time delay.

The water order was measured at 1113 K and the results
follow in Figure 3. It is found to be 0.44 + 0.03 which is
reasonable as an order between zero and unity is typically
observed.

A peculiar effect is indicated in Figure 4. Here we

present the Arrhenius plot for kc. At low steam concentrations,
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Table 2. Reaction Rate Data For Occidental Char at 1113 K

and 26.3% H.O.

2
Experiment 21
Time Rate
(Minutes) (gmoles/hour)
1.50 .145
1.75 .133
2.00 117
2.25 .103
2.50 .0937
2.75 .0809
3.00 .0701
3.25 .0648
3.50 .0584
3.75 .0541
4.00 .0487
4.75 .0450
4.50 .0420
4.75 .0395
5.00 .0353
k,=24.4 hrt
Correlation
Coefficient = -0.995

Experiment 22

Time Rate
(Minutes) (gmoles/Hour)
1.00 .264
1.25 .243
1.50 .224
1.75 .205
2.00 .185
2.25 .165
2.50 .150
2.75 .130
3.00 .116
3.50 -0963
3.75 .0851
4.00 .0791
4.25 .0720
4.50 .0673
4.75 .0614
5.00 .0572
5.25 .0516
5.50 .0451
5.75 .0409
6.00 .0371
6.25 .0341

k = 23.7 hrt
C

Correlation
Coefficient = -0.999
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kc has a constant value for the lower temperatures. kc
then becomes activated at approximately 1040 K. And for the
higher temperatures, the activation energy is 80 Kcal/gmole
which is guite close to the activation energy of the pure
steam-carbon reaction. The gross behavior is also plotted
which does not include the low water concentration results.
This is seen to be a more conventional Arrhenius plot. It

is these results which will be taken as the typical reactivity

of our char. The gross reaction rate expression as obtained

by a least squares fit is:

- 10 =43,500 0.44
kc = 1.45 x 10 exp —_§E~__ XH20 (3)
Here XH o is the water fraction with R being the gas constant
2

in cal/gmole K.

The explanation of the low steam concentration results
above is that the char was not preheated to high temperatures.
Thus as the char is gasified, fixed carbon is being converted
chemically to other forms by thermal pyrolysis. Hence the
competition between conversion to COX and thermal conversion
of the chemical form of the carbon gives peculiar effects.

Such effects are discussed in more detail in Chapter 5.

7.3.2 The Reaction Rate of Char in Molten Salt Slurries

Fluid mechanical variables were measured as discussed in
Chapter 6. Table 3 presents the results for the flowrates and

temperatures studied in this chapter.
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The reaction rate expression (equation 3) is compared
to the specific rate observed in the slurry reactor for two
temperatures in Figure 5. The rate is seen to be substantially
below that of the exposed experiments. This may be contrasted
to the results in the previous chapter where the decline in
the slurry reactor reaction rate was not as great. One
possible explanation is that the char particles can be
expected to have a substantially smaller contact angle than
petroleum coke with the molten salt. That is, the high ash
content effectively attracts the molten salt and hence diminishes
the contact angle. Another effect is that the char utilizes
more interior pore area than the coke during the course of
its conversion to COX. A largely nonporous particle's sur-
face area is immediately exposed to the oxidant upon bursting
through the bubble's interface. A porous particle experiences
a time delay to establish steady state gas phase reaction
characteristics as finite time must be allowed for transport
of the oxidant into the particle‘'s pore structure. This time
delay will decrease the reaction rate of the porous particle
beyond that of a nonporous particle when comparing the results
of the direct reaction rate in a slurry to gas phase (exposed)
results. The magnitude of this effect will depend on the
average residence time of a particle on a given bubble as
well as the collision frequency of the particle with bubbles.

The saturation effect detailed in Chapter 6 was also

observed. For -120+140 mesh char particles, the results are
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given in Figure 6. Here again conversion of the oxidant
cannot account for this behavior. Total steam conversion
was less than 10% in all cases. This coupled with the low
reaction order with respect to steam would result in a reaction
réaction rate decline of less than 3% due to finite steam
consumption. The reaction rate of -60+80 mesh char particles
was also measured at 1124 K. No significant difference was
observed in their reactivity as compared to the -120+140
mesh particles.

Hence char exhibits the same general features as the
petroleum coke in molten salt slurries. Thus the decrease
in reactivity in molten phosphate slurries is not attributable
to the phosphate chemically inhibiting the rate. Inhibition
is due to the complex fluid mechanics of the molten salt

gasification process.
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CHAPTER 8

THE GASIFICATION OF RESIDUAL OIL

IN MOLTEN PHOSPHATE SLURRIES
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8.1 Introduction

Here we shall demonstrate residual o0il steam reforming
in molten sodium phosphate. The results presented in this
chapter shall deal with two topics. First of all, we are
interested in what hydrocarbons evolve during the experiment
and their relative concentrations. Undoubtedly the bulk of
the hydrocarbons are produced simply by thermal pyrolysis
of the residual o0il. Secondly we shall be concerned with
the residual coke formed during the steam reforming experiment.
We are principally concerned with its reactivity relative to

the types of coke previocusly studied.

8.2 Experimental

Vacuum residual o0il supplied by Texaco was used. The
properties and composition of this o0il are given in Table 1.
It is seen to be a very viscous liquid with the approximate
empirical formula C Hl.5' It has a relatively high sulfur
content with very 1little ash. To effectively flow the residual
oil in the experiments of this chapter, it was necessary to
heat it to 400 K.

A different reaction vessel than those employed in
Chapters 3 through 7 was needed to study steam reforming of
residual oil in molten phosphates. The reaction vessel
dimensions and the reaction parameters are given in Table 2.

The reactor was sealed from the atmosphere in this case by
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Table 1. Composition and properties of the Texaco vacuum
residual oil.

COMPOSITION
Major Trace

Components Weight % Components PPM
Carbon 85.2 Nickel 6.9
Hydrogen 10.5 Vanadium 11.1
Nitrogen 0.3 Iron 36.6
Sulfur 4.0 Chleoride 71.
Ash 0.012

VARIOUS PROPERTIES

Gross Heating Value 10.1 kecal/g
Density at 301 K 0.999 g/cm3
Viscosity - 344 K 4000 cp

372 K 360 cp

400 K 90 cp
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Table 2. Dimensions of the materials used to assemble
the reactor and the reaction parameters.

DIMENSIONS IN INCHES ID x oD X LENGTH
ALUMINA REACTANT INJECTION TUBE 3/8" x 1/2" x 18"
CERAMIC MULLITE CRUCIBLE 2" x 2 1/4" x 12"

REACTANT TUBE BUBBLE

INJECTION POINT (ABOVE

THE INSIDE BASE OF THE

CERAMIC MULLITE CRUCIBLE) 5/8"

REACTION PARAMETERS
SODIUM PHOSPHATE SALT 400 grams (Dry Basis)*

SALT COMPOSITION Na20/P = 1.31

295

THE AMBIENT SALT HEIGHT ABOVE THE INSIDE BASE OF THE MULLITE
CRUCIBLE AND THE AMBIENT SALT HEIGHT ABOVE THE POINT OF
BUBBLE INJECTION (THE CASE WITH NO GAS FLOW THROUGH THE
REACTOR) .

MOLTEN SALT HEIGHT ABOVE
T (K) HEIGHT BUBBLE
ABOVE BASE INJECTION
(cm) (cm)
1100 9.83 8.25

* The salt weight is for the dehydrated salt.
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a McDanel Universal Seal. This seal is accomplished by
compressing a viton gasket between a stainless steel disk and
the top of the ceramic tube. The seal is attached to the
ceramic crucible via a hose clamp. As viton 1is used, this
seal is only stable to 600 K, and the ceramic reactor must
be subjected to an extreme temperature gradient. Hence
caution was taken to prevent thermal shock failure.
The experimental system is shown in Figures 1 and 2.

Figure 1 is a detailed design of the reactor section. The
residual oil was atomized by passing it through a Spraying
System Company narrow angle atomizer. It was very difficult
at the relatively low flowrates used in these experiments to
attain a steady rate of residual ¢il feeding. Consequently
the cdmplex design of Figure 1 was needed. Thirty minutes
prior to an experiment, valve I was opened allowing the
heated residual oil to flow to the atomizer. During this
time, a small flow was supplied through the system with valve
ITII opened to bypass the atomizer. This small flow was
necessary to prevent plugging of the reactant injection
tube by the molten phosphate. Immediately prior to an
experiment, valve I was closed. The flow was then increased
to the reaction flowrate and the bypass valve (valve III)
closed. Then a small bleed flow of nitrogen through needle
valve I was supplied to push the residual oil through the
atomizer. Calibration runs revealed that about 40 mg of

residual oil were supplied in this manner.
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Figure 1. The reactor section of the experimental apparatus
for the steam reforming of residual oil.
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For the first thirty minutes of an experiment, flowrate
1 in Table 3 was supplied. In this time all available residual
0il (beyond valve I) was atomized. Then the bypass valve
(valve ITI) was opened, and the flowrate was decreased to
flowrate 2 in Table 3.

The higher flowrate did not allow complete conversion
of the residual oil and a large amount evolved as gas or
tar. It also undoubtedly caused some of the carbon formed
in the bed to be entrained. The lower flowrate did not
cause carbon entrainment. Hence it allowed the reaction
rate of residual carbon in the molten salt bath to be
measured.

Figure 2 details the total system. Prepurified nitrogen
containing less than 50 ppm oxygen was passed through the
constant temperature bath detailed in Chapter 4. The product
gas had unreacted heavy oils as well as carbon particles.
Consequently the gas was filtered by two series glass wool
filters. After this filtering, the output flow was measured
to insure no leakage, and the COX concentration was analyzed
by infrared absorption.

A gas sampling port was used to obtain samples for gas
chromatography. Two chromatographs were used. One had a
thermal conductivity detector. Separation was effected by
a l/4" x 15' column packed with -60+80 mesh molecular sieve
held at 100°c. The molecular sieve consisted of 33% 5A and

66% 13X. This chromatograph was used to detect the hydrogen
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concentration relative to methane. Unfortunately, the CO
concentration was below the detection level of this
chromatograph.

Methane and other hydrocarbons to C8 were analyzed by
a flame ionization detector. Absolute concentrations and
relative concentrations were obtained by appropriate
calibration. Here the column was packed with -45+60 mesh
Poropak Q. A suitable separation was obtained using a
1/8" x 6' column and temperature programming. The column
was held at 50°C for two minutes and then heated to 220°C
at 80C per minute. This attained an adequate separation
for straight chain hydrocarbons to C8, benzene, toluene, and
xylene as well as methanol and ethanol. Olefinic hydrocarbons
were separated from their aliphatic counterparts to C4. And
branched chains were separated from straight chains to C6.

A final note is added on the hold-up value for the high
flowrate indicated in Table 3. After cooling, system examina-
tion revealed the alumina reactant injection tube to be
completely dissolved to a level corresponding to the hold-up
value given. It was assumed that this corresponded to the
higher flowrate. The reactor was found to be coated with
salt to within five centimeters of the top. This would
correspond to a gas hold-up of 0.608. It was assumed coating

to this level was caused by splashing and frothing.
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The system was heated to a higher temperature after
experiments were performed at 1100 K. Here the product exit
tube became plugged with entrained carbon, and thus while
experiments were performed, no data were collected. This is
when the reactant injection tube was most likely completely
dissolved. Hence it is assumed that for the 1100 K experiments,

the reactor was intact.

8.3 Results and Discussion

Significant amounts of unconverted tars were found on
the glass wool filters. The toluene soluble fraction of
these tars was analyzed by lH NMR spectroscopy. Here as in
Chapter 5, extreme care was taken to remove residual toluene
by drying the extract in a vacuum at lOOOC for more than 72
hours. The spectra for the extract and the residual oil are
shown in Figure 3. CDCl3 was the solvent in both cases. The
structure and hydrogen concentrations are given in Table 4.
It is seen that the extract is highly aromatic and contains
two aliphatic peaks which are existent in the residual oil.
The similarity between the product extract and the sponge
coke extract of Chapter 5 is apparent. 2And it is reasonable
to presume that this extract is typical of the coke in the
reactor. Hence sponge coke resﬁlts should be quite appli-
cable to the prediction of the reaction rate of carbonized

residual oil in molten salts. The product extract here is
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RESIDUAL OIL

10 5 0

PPM (9)

PRODUCT EXTRACT OF
RESIDUAL OIL STEAM REFORMING

10 5 0

PPM (9)

Figure 3. lH NMR Spectra of residual o0il and the toluene

extract of the collected product of residual
0il steam reforming at 1100 K.
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more highly aromatic than that of the sponge coke due to
the higher temperature treatment.

A sample gas chromatogram is given in Figure 4. Here
a calibration sample is compared to a sample of the residual
0il steam reforming product gas. Slight translations were
caused by the necessity of switching the attenuation to
indicate the smaller peaks in the product gas sample. However
all retention times and peak areas were recorded by an on-line
integrator.

Three experimental runs were performed at 1100 K.
These all entailed thirty minutes of residual o0il injection.
The flowrate was then lowered and the reaction rate of the
residual carbon in the bed was followed for a length of time,
T. For the first experiment, T was 100 minutes. For the
second experiment, T was 270 minutes. In the final experiment,
a leak developed after the residual oil injection period.
Consequently the reaction rate of the residual carbon could
not be obtained for the final run.

One particular problem for these experiments was that
the reaction rate did not decay to zero during the observation
of the reaction rate of the residual carbon. This is a result
of a significant amount of carbon in the colder parts of the
reactor. Such carbon was deposited by condensation of un-
reacted hydrocarbons and carbon entrainment from the molten
salt bath. This carbon was likely deposited during residual

0il injection. Hence to observe the reaction rate of the
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residual carbon in the bed, one must observe the rate until
a constant rate is attained. It is this background reaction
rate which is attributable to the carbon in the colder sections
of the reactor.

The results of the reaction rate of the residual carbon
are presented in Table 5. Here the steam concentration was
20% with a negligible amount converted. The reaction rate
given is the rate observed after residual oil injection.
Here a suitable period had to be allowed for the system to
stabilize to the lower flowrate. This took approximately
eight to ten minutes. The reaction rate results are probably
better for experiment 2 due to the longer observation time.
Upon examination, the results indicate fhat experiment one
had not decayed to a constant rate at T = 100 minutes. The
two reaction rates obtained are also compared in Table 5 to
the reaction rate of green sponge petroleum coke from Chapter 4.
Both the salt (RS) and no salt (RNS) cases agree quite well

with the data.

The results of two typical hydrocarbon analyses are
presented in Table 6. It is seen that methane and ethylene
comprise the bulk of the hydrocarbons evolved and have
approximately the same concentrations. This composition
may be compared tc typical analyses of steam reforming and

cracking product gases of other hydrocarbons in Appendix IV.
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Table 5. The reaction rate of residual carbon in the
molten salt bath compared to the reaction
rate of green sponge petroleum coke from
Chapter 4. The temperature is 1100 K, and
the steam concentration is 20%.

Specific Rate Specific Rate RNS RS
(Experiment 1) (Experiment 2) (Chapter 4) (Chapter 4)

1.5 g/g/hr. 0.6 g/g/hr. 0.6 g/g/hr. 0.6 g/g/hr.
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Table 6. Product gas distributions for residual oil steam
reforming. The time indicated for the sample is
from the beginning of the experiment.

Component Experiment 2 Experiment 3
(1.5 Minutes) (2.5 Minutes)
(%) (%)

Methane | 11 8.8
Ethylene 12 8.3
Ethane 0.58 0.36
Propane 2.3 0.95
Butene * 0.03
Butane * 0.08
Butene + Butane 0.32 (0.11)
Benzene 0.04 0.01
Hydrogen * 3.4
Carbon Monoxide 0.16 0.15
Carbon Dioxide 0.015 0.014
HZO 10. 10.
Nitrogen Balance Balance

Unavailable
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Figure 5 presents the change in product evolution with
time for the beginning of the experiment (during residual
0il injection). It is likely that the bulk of residual oil
injection occurred during the initial stages of the experiment.
Hence the hydrocarbons concentrations decline with time.
Analysis of the gas after residual oil injection (ie, when
flowrate 2 was used) revealed that small amounts of methane
and ethylene were still being produced.

It is apparent that lighter hydrocarbons are substan-
tially favored. And only straight chain hydrocarbons except
for benzene were detectable. Also while hydrocarbon concen-
trations decline, the COx concentration remains relatively
constant. This is a result of the carbon-steam reaction
being slow and serving as the rate controlling step as dis-

cussed in Chapter 1.

8.4 Conclusions

1. The coke formed during residual oil steam reforming
in molten phosphate closely resembles sponge coke. Both
its reactivity to steam and hydrogen structure are dquite
similar to green sponge coke.

2. Hydrocarbons evolved during residual oil steam
reforming include predominantly equal amounts of methane and
ethylene. Trace amounts of benzene are also found in the
offgas. Straight chain hydrocarbons are evolved with the

amount decreasing as the chain length is increased.



327

10% H,0
1100 K

] 1 1 1 1 1

100~
T 1.0
;S N
c 5
e
§ _
=
8 0.l
c C
o [
Q -
0.0l
0.00!
2
Figure

1
4 6 8 10 12 4 16

Time (min)—»

The evolution of hydrocarbon and carbon oxides with
time for experiment 3. The time is from the be-
ginning of residual oil injection. A , Methane:;

¢ , Ethylene; O, Ethane: O, Propane; V, Butene:
@ . Butane; Q. Benzene; ®, Hydrogen;

4 , Carbon Monoxide; %, Carbon Dioxide.



328

CHAPTER 9

THE DESIGN OF CERAMIC REACTORS
FOR CONTAINING MOLTEN

SODIUM PHOSPHATE
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9.1 Introduction

Here we shall discuss the design of our mullite reactors.
Results shall be in the form of photographs which illustrate
the discussion. First we shall begin by discussing the
corrosive nature of molten salts and a possible method for
containing the molten phosphate -- the use of inorganic
coatings. Next we shall present the schematics and dis-
cussion of a large system which failed. We shall then
discuss the relatively smaller systems which were used.
Finally we shall discuss the modes of attack of the molten

phosphate on fused ceramic materials.

9.2 Glazing

Fused inorganic materials are nonporous and as such
resist corrosion well due to the limited area of contact
with the molten salt. The problem with employing fused
materials is that they are sensitive to thermal shock. On
the other hand, porous solids such as castable refractories
have high resistance to thermal shock failure. However the
pores are penetrated by capillary action of the molten salt.
This results in sevefe attack for the case of castolast G of
Harbison-Walker Corporation. Here we shall use the term
castable to refer to castolast G.

The most useful compromise is to apply a fused ceramic
coating to the castable (l1). This was performed in this

laboratory. To retard corrosion a useful glaze must
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have a glossy coating to minimize the total amount of surface
area exposed to the molten salt. This requires a glaze with
flint or silica. At first two industrial glazes were tried
as obtained from Stewart's of California. HF-1ll was a high
silica glaze and was found to be totally absorbed by the

pore structure of the castable. AM906 is a high potash
feldspar glaze and is more viscous than HF-11l. It was
observed not to be completely absorbed into the pore structure
of the castable. A suitable glaze (B-1l) was also developed.
The composition of this glaze is given in Table 1. These

two glazes were then applied to cast crucibles by calcination
to 2200°F for five hours.

The glazed crucibles were then tested for their resistance
to corrosion. Corrosion testing consisted of contact with
the molten phosphate in an inactive mode (no bubbling) for 12
hours and in an active mode (bubbling) for 2 hours at 15350F.
Corrosive attack was severe for Glaze AM906 and somewhat
less severe for glaze B-1l. Corrosion in these cases occurred
where the glaze was thin. Pits were then etched out by the
action of the molten phosphate. The results are shown in
Figure 1. The bottom picture is a broken away section of
the crucible glazed with AM906 to clearly show the pitting.

It was observed that baked magnesium zirconium flakes
were not measurably dissolved by molten phosphate. Glaze

B-2 was then developed. The composition and properties of
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Table 1 . The compositions and properties of the glazes
developed to resist corrosion by molten phosphate.

Component Glaze B-1 Glaze B-2
Weight % Weight %

Potash Feldspar 65.6
Kingman Feldspar 58.3
Kaclin 15.2
Mg/Zr Silicate 30.7
Flint 11.8 6.2
Whiting 7.4 4.8
Maturing Temperature 2200° F 2300° F
Softening Temperature <2000° F >2000° F
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slight pitting

Figure 1 .

Corrosion of glazes B-1 and AM906 upon exposure
to molten sodium phosphate at 1540°F. Exposure
consisted of 12 hours at ambient conditions plus
2 hours in the active, bubbling mode. The glazes
were applied to Castolast G.



this glaze are given in Table 1. It was found to bond well
with the castable. It may be seen as applied to the annular
reactor in Figure 4.
A glazing procedure which is most suitable to resisting
molten phosphate corrosion is to apply both an underglaze
and overglaze. Here the application of the underglaze which
is absorbed by the porous castable fills the pores somewhat.
An overglaze is then applied which supplies the major resistance

to corrosion. Should a crack develop iﬂfihé%bverglaze, the

underglaze will retard the corrosion.

9.3 The Large System

Some discussion 1s appropriate pertaining to a large
system constructed in this laboratory for measuring the rate
of gasification of petroleum coke and residual oil in sodium
phosphate. Little data was generated with this system due

to the corrosive nature of molten sodium phosphate.

9.3.1 The Annular Reactor

Originally an annular reactor was designed as detailed
in Figure 2. Figure 3 shows the broken away base of the
finished reactor. The reactor was constructed of alumina
parts anchored and sealed in castable. After molding, the

reactor was baked to remove molding wax in the various parts

of the reactor and to mature the castable.
A weak feature of such reactors is their inside base

where the inlet gas is supplied. Here the molten phosphate
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TOP VIEW OF THE
CASTING SET-UP

THE OVERALL
CASTING SET-UP

outer fused
mullite tube
inner core

i

THE BOTTOM SECTION OF THE CAST REACTOR

Figure 3. The casting set-up and a broken away section of
the completed annular reactor. 1In the bottom
picture, the inner core was not subjected to

the stress caused by expansion of the outer
fused mullite tube.
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is directly exposed to the castable. In the first annular
reactor constructed, the bottom was heavily coated with glaze
B-1. The inlet tubes were sealed with this glaze, and sodium
phosphate was added. The reactor was then heated ﬁo l6OOOF
and thus exposgé‘to @Oiﬁéﬁ.phosphate for 24 hours in the in-
active mode. Uﬁdﬁ éogl;ng; examination of the base of the
reactor revealed no penetration of the salt into the castable
refractory indicating the glaze had resisted the corrosion
well.

For the second reactor, the double glazing procedure was
used. A low viscosity underglaze (HF-11) which soaks into
the pore structure of the castolast was applied, and the
reactor was slowly baked to 1550 K. After cooling a high
viscosity, silicate based overglaze (B-2) was applied, and
the reactor was again .baked to 1550 K. This did not seal
the reactor to water agafthe overglaze was re-applied twice
to the inside and outéide. Leakage could not be'stopped in
the reactor, and on the final fifing, the interior tube
cracked.

This reactor although it failed did demonstrate some
design criteria. Castable expands very little on heating
and much less than the fused parts. This differential
thermal expansion allows the fused parts to push out the
castable on heating. Upon cooling, a void is created between

the castable and the fused ceramic. This process also adversely
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affects the strength of the castable. Indeed the annular
reactor castable parts freely broke away until the base of
the outer tube was reached as shown in Figure 3. Below this
the castable firmly held. It was also found that centrally
placed 1/4" 0D fused alumina tubes cracked the castable if
the overall castable width was less than 3/4".

Sealing with glazing material was impossible due to
large voids in the castable. While fine pore structure may
be filled by the underglaze, the large voids will provide
liquid with a route to escape. Surprisingly, as pictures
show in Figure 4, the glazing on the reactor bottom did not
crack even though it was approximately 1/2" thick. Thus the
method developed for glazing the reactors is sound. The
weakness is that the gas was supplied by inlet tubes located
at the bottom of the reactor. Salt intrusion into these
inlets and hence into the castable proper cannot be effectively

prevented from ultimately escaping from the ceramic vessel.

9.3.2 The Large Reactor System

After the failure of the annular reactor, a simpler
reactor design was attempted. A schematic of this reaétor
is given in Figure 5. As is Seen, it employed a mullite
crucible for the reaction vessel. Reactant injection tubes
as well as the thermocouple protection tubes were sealed in

pPlace by using the castable refractory. This was then housed
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Figure 4. Bottom sections of the glazed annular reactor.
HF-11 was applied as an underglaze. The overglaze,
B-2, is seen.
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Reactant Product
Injection xit Thermocouple for

// V/ % Castabie
/////// % Z Refractory

Ceramic
" mullite

Crucible

m

FIGURE 5. System I. Large Reactor for the Study
of the Rate of Carbon Particle Gasification
in a Slurry.
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in an inconel reaction shell which sealed the reaction vessel
from the atmosphere. The furnace section of the system is
shown schematically in Figure 6. Two reactant inlet tubes
were used and are designated as the inner tube and outer tube
inlets. The nomenclature was carried over from the annular
reactor previously discussed. A solids feeder was specially
constructed to allow feeding of carbon particles. The screw
conveyor dumped the carbon onto a vibrating plate which fed
carbon into the system continuously.

It is also noted that a nitrogen sweep vessel was used
to help insulate the parts of the reactor which needed to be
disassembled after use from oxidation. The vessel was composed
of a ceramic clay. This worked somewhat as after firing, it
was possible to disassemble metal parts which had been heated
to 1800°F.

The total system is shown in Figure 7a. Analysis
consisted of TCD and FID gas chromatography for hydrocarbons
and fixed gases. COx detection was accomplished by infrared
absorption. For clarity numerous controllers are not shown.

A large steam generation system was constructed. This is

shown in Figure 7b. It was found that steam could be generated
successfully and without oscillatory fluctuations by a suitably
large pressure on the inlet water and preheating the water to
its saturation temperature before entering the steam generation
tubes. However due to the extensive maintenance required for

the upkeep of the steam generator, later attempts to operate
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the large system relied on the relatively

simpler steam generator discussed in Chapter 4. It was

also quite obviously necessary to heat all input lines into

the system to insure against steam condensation. To guard

against shorts and heater failures, indicators and controllers

were used with thermocouples attached to all criticgl points.
The casting sequence is indicated in Figure 8. Here

we accomplished high temperature seals from inconel tubes

to mullite tubes by the use of castable refractory. For

the gas distributor the inconel tubes were machined and pro-

truded inside the mullite tubes. They were glued in place.

Such glueing is important as this not only sealed the casting

configuration but upon heating to the reaction temperatures

where the glue was destroyed, the spacing provided by the

void created allowed for the differential thermal expansion

of the mullite and inconel tube. The casting also sealed

the reactant injection tubes and thermocouple tube into place.
Figure 9 indicates the sealing method. Here the inconel

tubes from the gas distributor protruded through the pipes in

the bottom picture. These were then sealed with swagelok

fittings to the inside tubes in the top picture. The ultimate

seal from the atmosphere was then accomplished by rotating the

large outer fitting into place. Thus we effectively have a

double seal. The interior seal enables the reactant gas to

be bubbled through the molten salt reactor. The outer seal
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TOP VIEW OF THE §
CASTING SET-UP FOR COMPLETED GAS
ACCOMPLISHING HICH DISTRIBUTOR
TEMPERATURE MULLITE
TO METAL TUBE SEALS

BOTTOM VIEW OF
THE COMPLETED A
GAS DISTRIBUTOR “ e
COMPLETED
REACTOR

Figure 8. The component parts of the large molten salt reactor;
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Figure

9.

The metal tubes from the top of the gas distributor
protruded through the fittings in the bottom
picture. These were then attached with a swagelok
fitting to the inner tubes in the top picture. The
large outer fittings were then fastened sealing the
reactor from the atmosphere.
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allows the product gas to be collected and prevents oxygen
encroachment from the atmosphere.

Figure 10 shows the system in place in the furnace with-
out the nitrogen sweep vessel. Also the completely assembled
system is shown in Figure 10. The top flange of the inconel
shell was sealed by the use of ceramic paper. This type of
seéling worked very well. Graphite based seals were completely
oxidized even though oxygen access was impaired by the nature
of the seal. That is, the oxygen had to penetrate a well
machined flat metal flange to access the seal. An added note
is appropriate on heating metals to very high temperatufes
and disassembling them. If the disassembling requires threads,
it is best to have a very loose pitch. Fine pitches have a
tendency to gaul. Gauling was severe for the fine pitched
threads indicated in the bottom:gof. Figure 9, and these could
not always be disassembled. The flange bolts had a very
broad pitch and were easily disassembled.

The overall system was found to be well sealed. And
all parts of the reactor worked. The ultimate failure of
this system was the relatively long time required for heat-
up and stabilization. Before such stabilization could take
place, the reactant injection ceramic tubes were dissolved
by the salt. Thus, while the design features are sound, a
more suitable material should be used for the parts of the

reactor which directly contact the molten salt.
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Assembled Reaction
Vessel placed in
the Furnace

Figure 10. The assembled reactor and the overall
experimental system.
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Here we have detailed this failure for one purpose.
This failure was time consuming and expensive. It is dis-
cussed here to hopefully prevent its recurrence. The
advantages of an annular reactor were apparent in theory.
It allows, as discussed in Chapter 3, both an oxidizing
and reducing chamber. It is conceivable that such an annular
system with appropriate plumbing could readily accomplish
the objectives of Figure 2 in Chapter 1. Such a design for
high temperature reactions in molten salts requires more
extensive consideration of the extremely corrosive nature

of molten salts.

9.4 The Small Reactor System

After the failure of the large reactor, a relatively
smaller system was designed. It worked very well in that
it required relatively short heat-up times and allowed
experiments to be performed before ultimate failure due
to corrosion.

Figure 11 shows the experimental set for the small
system. As shown in the bottom picture of Figure 11, the
mullite tube reactor section was placed in a tubular furnace.
The residual o0il reactor is shown in Figure 12.

Figure 13 shows the component mullite parts of a small
reactor and the assembled reactor. Here it is noted that

these types of reactors were used to generate the results



The Small System

Reactor
Placement
in the

Furnace

Figure 11. The experimental set-up for the small system
which was used to generate the data presented
in Chapters 4 through 7.
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EEN—

Close-up of the residual oil
reactor as placed in the furnace

-, = -- i

Figure 12. The residual o0il reactor experimental set-up
which was used to collect the data presented
in Chapter 8.
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Figure 13. The component mullite parts and the completed
small reactor. Shown is Reactor I.
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presented in Chapters 4 through 7. Figure 14 shows a
broken away section of a small reactor and illustrates that
very good seals are created by casting mullite parts into
place.

The most important aspects of such reactors are nuances
in their design. A castolast section: eight inches long was
found to work adequately. This essentially alleviates
temperature gradients on the ceramic crucible by creating
a shallow temperature gradient where the mullite crucible
connects onto the castable. The extreme gradients produced
by the residual o0il reactor set-up generally crack the
crucible. This is apparently alleviated by going to smaller
diameter crucibles.‘

The mullite tube projected two inches into the castable
seal. As stated before, the differential expansion of mullite
vs. the castable presents problems. This is alleviated by
pouring the castable thick (ie, with less water) in the top
section (cold section) of the reactor. Near the bottom section
(where the crucible is attached), the castable should contain
more water. This makes the castable in the bottom section
weaker and more porous, and the mullite as it expands easily
crushes the castable. This then alleviates stresses on the
crucible. Carried out to the extreme, no seal could be

accomplished. Thus this feature requires compromise.



Figure 14 .
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Castolast G provided seals for
the mullite tubes.

Castolast G provided an excellent method of
sealing fused mullite parts into a reactor
configuration.
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9.5 Failure Modes of Fused Ceramic Reactors

Here we will discuss thermal shock failure initially.
We will then discuss the corrosive attack on the mullite

parts of the reactors.

9.5.1 Thermal Shock Failure

The most common failure was due to thermal shock. It
should be noted that we are heating glass materials to high
temperatures. Temperature gradients in the furnace caused
such failures. Also the crucibles seemed to have slight
flaws which caused some of the failures. Figure 15 gives
some examples of thermal shock failure. This generally
bProduced a long thin crack in zhe reactor. Then by capillary
action, the molten sélt'was drawn out of the reactor rapidly.

This type of failure may be minimized by appropriate
design, ie, the use of castable to alleviate temperature
gradients. Thig also requires extensive inspection and
replacement of furnace elements as inconsistencies in the
heat supplied around the reaction vessel led to several

failures.

9.5.2 Corrosion of the Ceramic Mullite Tubes

The corrosiveness of the salt was found to be much
worse in the bubbling, active mode than under ambient (no

gas flow) conditions for the lower temperatures (<1300K).



Figure 15. Examples of thermal shock failure of fused
mullite crucibles. Even though the cracks
produced were fine and the molten salt was
quite viscous, capillary forces drew the
salt through such cracks in a relatively
short time.
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The peculiar "necking" of the tubes indicated in Figures 16
and 17 is due to the bubbling bath corroding the tube at
the expanded height less so than where salt continuously
contacted the tube. A close-up of this is shown in Figure 18.
At higher temperatures, the inside of the reactant
injection tube was corroded as shown in Figure 19. Here
severe inactive mode corrosion was at work and a bubbling
mode was not necessary for substantial corrosion. Thus the
corrosion of mullite by sodium phosphate is apparently an

activated process.

9.5.3 Corrosion of the Ceramic Crucibles

The typical failure mode of the crucibles is indicated
by the bands shown in Figure 20. These were located near
the ambient salt height. The ceramic crucibles became very
thin at this point after substantial exposure to the molten
salt. It was these bands which produced failure of the
reactors when thermal shock failure did not occur. The
reactant injection tubes did not fail as they had substan-
tially thicker walls than the crucible.

High purity alumina was employed in some experiments.
No difference in corrosion resistance was noted between
mullite and alumina. Hence due to the mullite being less

expensive, it was used for the bulk of the experiments.
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Examples of the corrosion of the mullite reactant
injection tube in bubbling situations. The top
and bottom right pictures include an uncorroded
mullite tube for comparison. The reactant tube

is apparently corroded to the level of the gas-
liquid bed.



Figure 17.

Molten Salt Exposure

Examples of necking corrosion of the mullite
reactant injection tubes. Exposure to the
molten salt was approximately 100 hours with
about 10 hours in the active, bubbling mode.
The temperature was kept well below 1200 K.
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Figure 18. Close-ups of the necking corrosion of the
mullite reactant injection tubes. The tube
to the right in both pictures is the
thermocouple tube while that to the left
is the reactant injection tube.



Figure 19.

For high temperatures, the interior of the
reactant injection tube is significantly

corroded. The bottom picture is for approximately
24 hours of molten salt exposure at 1300 K. The
tube was in an active bubbling mode for two hours.
This may be compared to the top picture which is
an unexposed tube at the same magnification.
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Figure 20. The bands seen in the crucibles in the above
pictures are heavily corroded sections. Such
corrosion produced a ring slightly above the
ambient molten salt level.



363

9.6 Conclusions

Mullite is a poor method of containing molten sodium
rhosphate. However this should not discourage,;ts use.

The mullite is quite strong and may be sealed into any
configuration using castable refractory. Suchrreactors seem
to have promise but require application where the mullite |
is not so severely corroded.

The most promising method of containing molten salts
outside of platinum or a cold wall reactor employing frozen
phosphate is the use of inorganic coatings. Glaze composi-
tion should entail a large concentration of silicates which
seemingly have low solubilities in molten phosphates.
However extensive development and testing is need beyond

that supplied here.
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CHAPTER 10

CONCLUSIONS AND RECOMMENDATIONS
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10.1 Introduction

This thesis has given an overview of the general
features of the molten salt gasification process. Here
we will begin by summarizing the conclusions of this study.
Also due to the scope of this project, several problems
could not be fully investigated. Thus the second section
of this chapter will include recommendations for further
research. We shall conclude this chapter with a critique

of the molten salt gasification process.

10.2 General Conclusions

In Chapters 3 through 7, the gasification of carbon
particles in bubbling molten phosphate slurries wagwshown
to follow the direct reaction mechanism where particles
come into direct contact with the gas in the bubble. This
is enhanced by the covalent nature of the carbonaceous solid
and the ionic nature of the molten salt creating a large
contact angle. The other contributory factor is the low
solubility of oxygen in the melt. This retards the rate
of the indirect reaction mechanism.

Molten sodium phosphate does catalyze the carbon-steam
and carbon-oxygen reaction. The magnitude of this effect
is limited by the large molten salt-carbon contact angle.
Contact with the catalytic media is confined to a small

portion of the particle's external surface area.
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One must realize the two effects described above
before proceeding. The reaction rate of carbon particles
in a molten salt slurry may be inhibited as compared to
gas phase kinetics. This is not a chemical inhibition of
the reaction rate by the molten phosphate. Indeed it
catalyzes the gasification reaction. Inhibition is caused
by the rate of carbon particle-bubble contacting being slow.
Hence a transport effect may be confused with a chemical
effect if appropriate precautions are not taken.

An important part of this study was examining the
reaction rate of a carbon particles in a variety of reactor
configurations. To properly assess a gasification process,
the kinetics of the carbon reaction in the gas phase must
be initially studied. This establishes a base case and
enables one to assess what effect the gasification scheme
actually has. The reactivity of one char tells one very
little about how another char may react. This also holds
true for petroleum coke. Hence one must establish the base
case for the type of carbon that is being gasified by the
process.

This project ended with an experimental study of the
steam reforming of residual o0il in molten sodium phosphate.
The residual oil employed had a low concentration of aromatic
hydrocarbons. And the carbonized residual oil in the molten
phosphate was found to closely resemble sponge petroleum

coke. Hence the performance of the molten salt gasification
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process as applied to residual o0il steam reforming can be
assessed by the use of a delayed coke product. It is the
gasification of this coke which will determine the ultimate
throughput of residual oil as its reaction rate controls

the overall gasification scheme.

10.3 Recommendations for Turther Research

We have repeatedly dealt with the effect of particle
wetting characteristics on the performance of bubble column
slurry reactors. Several aspects of these types of columns
were dealt with in Chapter 2. The analysis however was far
from being complete.

At the outset, an interesting fluid mechanical question
is raised by bubble slowdown in particle suspensions. The
nature of slowdown of bubbles rising through a suspension
of nonwetting particles must be due to the increased drag
on a particle laden bubble. To further elucidate the nature
of this requires more extensive experimentation and a
theoretical analysis. As flotation is an extensively
applied industrial process, such further analysis 1s easily
economically justified.

An intriguing aspect is the effect of particle wetting
properties on bubble coalescence. It is generally undesirable
to have bubbles coalesce in slurry reactors as one wants to

maximize the amount of interfacial area and hence decrease
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(not increase) average bubble size. That is, if one

supplies the energy required to create a iarge amount of
interfacial area, one does not want this energy dissipated

by bubble coalescence. It thus seems justifiable to
investigate bubble coalescence as a function of particle
wetting properties. The effect of addit;ves such as
surfactants should also be studied. Such additives may

be found to adsorb onto the particle and demote its coalescing
character. And rather than measure the bubble coalescence
rate indirectly by observing the change in total void fraction,
a8 more appropriate experiment would be to measure bubble
coalescence rates directly with the use of high speed
photography. By injecting two or several bubbles at a

time intc a given column, & direct measurement of the rate

of coalescence may be obtained.

The location of particles entrained on a bubble is
also of interest. It is presumed intuitively that these
should be swept hydrodynamically to the rear of the bubble.
The question of how long on average they reside there is
of substantial importance to the direct mechanism.

Finally the rate of direct cohtact of the particle
with the bubble must be further studied. OFf central
importance is how long i1t takes for the particle to
penetrate the gas-liquid interface. Here the direct

mechanism was deduced and not directly observed. This
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ylelded a consistent picture., To reinforce this hypothesis,
an estimate of how long it takes the particle to force liquid
out of 1ts path on its way to the gas in the bubble must be
made., While briefly discussed in Chapter 2, this question

is clearly deserving of further research.

10.4 Critique of the Mclten Salt Gasification Process

Gasification in molten salts will not proceed until the
corrosion problem is solved. This problem was briefly dis-
cussed in Chapter 9. The use of inorganic coatings (glazes)
on porous supports seems to be a réasonable methed of
containment. This does require overfiring of the system
to cure the glaze. It is strongly recommended that any
further engineering studies of molten salts include an initial
and thorough investigation of the corrosion problem.

The reaction rate of petroleum coke and char in molten
phosphate may be inhibited as compared to the gas phase
reaction rates by the fluid mechanics of the system. For
higher bubble densities and more dilute particle loadings,
the reaction rate in a slurry will be sligﬁtly above that
in the gas phase due to the catalytic effect of the sait.
Such a slight increase in the rate clearly does not justify
the system economically. This is particularly true if one

realizes the development work needed to solve the corrosion

problem.
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For a dispersion medium as well as a good heat transfer
agent, molten salts are attractive. One not so obvious
characteristic is their use with agglomerating particles.

In Chapter 4, the addition of large amounts of agglomerating
green sponge coke particles had an adverse effect on the
reaction rate. Hence while it is acknowledged that a molten
liguid medium can handle agglomerating carbons, the performance
will decline due to the agglomeration. In large systems, such
agglomeration may be retarded by the method of particle
introduction. Hydrodynamic forces may also assist in breaking
up agglomerated carbon particles. This hydrodynamic assistance
depends on the binding force of agglomeration and on the
particle size. That is, below a certain particle size, the
particle will simply follow the liquid streamlines and shearing
effects will be minimal.

I will conclude here with three salient points if further
research is conducted on the gasification of carbonaceous
materials in molten phosphates:

1. Corrosion containment is currently impossible unless
a cold-walled reactor is employed. The use of hot-walled
reactors will lead to dissolution of the reactor material.

Care should be taken as these impurities could adversely
affect the results.

2. Pumping when needed in such a System may be supplied
by gas 1ift. Such pumping can provide steady liquid flows

throughout an enclosed system.
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3. One must examine the system's fluid mechanics
carefully. The process may exhibit an overall inhibitory
effect or an overall catalytic effect as compared to gas
phase (no salt) results. Inhibition if observed will be
caused by transport limitations and not by chemical inhibition

of the gasification reaction by the molten phosphate.
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Appendix I. Bubble Rise Velocities in Molten Sodium Phosphate

The data for hold-up and superficial gas velocity were

used to obtain the bubble rise velocity from (See Chapter 2):
u
e = gs (I-1)

Data from Chapter 6 and 7 were used as experiments entailed
measuring hold-up, superficial velocity, and average bubble
volume. The velocities obtained are indicated with their
average bubble volumes in Table I-1. A least squares fit of
the log of the rise velocity verses the log of bubble volume

yvyielded:

u = 0.52 <V_> (I-2)

It is seen that bubble rise velocities are very slow due
principally to the viscosity of the fluid and wall effects.
Using maximum hold-up values, there can be at most five

bubbles at a given time in our columns. The rate of

mass transfer may then be calculated using values developed
for the diffusion coefficient and gas solubility from Chapter 3
in correlations recommended by Perry and Chilton (l1). Here

we incorporate the results of Table I-1 in predicting the
bubble Reynold's number. By assuming zero concentration in

the bulk liquid, the maximum overall rate of mass transfer

4

is about 10 ~ to lO‘5 moles/hr. This rate of mass transfer
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Table I-1. The change in bubble rise velocity with bubble

volume.
uB <VB>
(cm/s) (cm3)
2.2 5.5
2.3 3.3
2.8 6.9
4.0 7.2
4.3 8.3
4.6 9.2
6.1 10.7
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corresponds to no more than one milligram per hour of carbon
reacting. Hence we must conclude that the indirect reaction
rate mechanism cannot account for the slurry reactor rates
observed in Chapters 6 and 7. It is acknowledged that mass
transfer correlations have not been tested for high temper-
atures or for ionic melts. They are also not universally
applicable for low temperature liguids. However the overall
rate of oxidant transfer to the carbon in the melt proper
would be further retarded by the resistances near and at the
particle's surface discussed in Chapter 3.

These results are acknowledged to be very qualitative as
mass transfer correlations for bubble columns are generally
too specific to be applied universally (2). The low mass
transfer rate presented here is due to the small driving force
caused by the very low solubility of oxygen in molten sodium

phosphate.
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Appendix IT. The Effect of Mixing on the Observed Reaction
Rate.

Mixing effects in the reactor and the infrared
detection cell were of concern as experiments entailed
following a dynamic (not static or steady state) reacting
species. The basic concern here is the obscuring of the
basic reaction rate as measured by the average concentration
change in the detection cell with time.

The system was modelled as shown in Figure II-1. Here
a flow F enters a well mixed reactor of volume, Vl’ where
a source of COX exists. Upon exiting the reactor, a portion
of the flow, F-£f, is lost as the gas cools and the water
vapor condenses leaving a flow, £, to enter the detection
cell of volume, VZ' which is also assumed well mixed. The
resulting concentration in the infrared detection cell is

given by:

The rate measured by such an experimental set up is simply
fC2(t). Using typical values of Tl and T2; the rate constant,
k, was found to measured accurately (from the slope of

ln(fcz(t)) vs. time) after allowing for an induction period.
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Figure II-1. The system model. Here we are simulating the
gasification of char in a well mixed reactor.

Volume = V1 : Volume = V2
f Detection f
F Chemical F C?;; :
> Reactor
(1)
Y (F-f)

COX Source

_dn _ -kt

(Rate = T - M ke )

Governing Differential Equations:

k n_e-kt
1. dgy c. /1y - 0
g v U1 v,

2. decp cy/1, . FC
= t 72 —vgl
3. ‘Boundary Conditions Cl(o) = C2(o) = 0.

flowrate into Reactor (1) (cm3/min)

where: F =

f = Flowrate into Detector (2) (cm3/min)
= COX Concentration in Reactor (1) (gmo]es/cm3)
¢, = €O, Concentration for Reactor (2) (gmo]es/cm3)
T = VI/F

T, = V2/f

n = Moles of Carbon at Time t

Ny = Initial Moles of Carbon at Time o

k = Reaction Rate (min._l)
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This requires:

Thus at a given flowrate, this indicates that k has a
maximum measurable value. This maximum value was safely

avoided in all experiments.
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Appendix IIJ, The Mixing Effects Caused by Laminar Flow

A possible effect in addition to that discussed in
Appendix ILlis laminar flow in the connecting tubes from the
reactor to the detection cell obscuring the measured reaction
rate expression. Figure IIId presents a schematic of the
problem along with the governing partial differential equation
and relevant boundary conditions.

First it is apparent that the flux across a tube cross-

dc 3¢
fu > dA >> D ;:5 da (ITI-1)

section is principally governed by convection for fast enough
flows (equation III-1). After eliminating axial diffusion and

using the dimensionless variables:

tu
- . - . - 9
£ = z/L ; n=r/a; v o= C/CO i T = 7T (II1-2)
we have:
oY 2y 2y _ 2DL 1 9 v

If it is further assumed that radial variations in con-
centration dissipate quickly as compared to appreciable effects
becoming noticeable due to convection, this problem may be solved

using the method of Taylor(1). The solution follows:
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The Problem Schematic and the Governing Equation.

L ]
% L >
l !
i
rt :'\\
L_+ L__ﬁ
z u
t 0/
I~
2 2 2
3 ¢ 1 3¢ J ¢ ~ ac Ty d¢c
D ¥ 3r 2 ) - p) tou (- 2) 0z
or 0% a
‘s . _ _ -kt
Boundary Conditions: z = 0 c = c,e
- oc _
z = L S 0
t =20 _
s > 0 c =0
Where: D = The Diffusion Coefficient
¢ = The Concentration
u, = The Maximum Velocity in the Laminar
Velocity Profile
a = The Tube Radius
z = The Axial Position
L = The Total Length of the Tube

t = The Time
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_ _-KT né sinh(By) + B cosh(By)
v © © { sinh(BS) + B cosh(BS) }
. -(AZ18/2) 2
e(ZH-T)G/Z 5 e o n Sln(AnY) * An COS(AnY)l
n=1| « - (1+Ar21)5/2 (1+1/8) cos(2,8) - sin(A_8)

where: § = —A%—QQ—

(III-4)
An = —tan(knd)
) 2Lk
K - ——
u
o
y = &(1-n)

As applied to experiments presented in this thesis, § is
of the order of 104. Consequently the solution is stiff as

emS is very large for n greater than zero. But for 1 greater
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than three which corresponds to less than two minutes for our

experiment, the second term is negligible for all n. Thus

we have at n = 1 :

L sinh(Sé?é +e-ETcosh(357_ S (I11-5)
Ag B8 >> 1 :

kK = —28_ (1-B)S (III-6)

B is very close to unity if « is not too large (as is the
present case). Hence if we expand B in a Taylor series,

we have:

k(- 2k

v o= ek(T=1) u, (IT1-7)

Thus after allowing a short induction period, the input is
followed with only a simple time delay. This delay corresponds

to the average residence time of the species in the tube.
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Appendix IV. Thermal Pyrolysis and Steam Reforming Experiments

Here we shall deal in turn with three topics. First
typical product distributions for thermal cracking and steam
reforming of light hydrocarbon gases will be given. Secondly
we shall present the products of green sponge petroleum coke
pyrolysis. We will conclude with some carbon entrainment

experiments.

IV.1 Thermal Cracking and Steam Reforming

The reactor employed for these studies was tubular. Its
characteristics are given in Table IV-1. The reactions were
carried out on the surface of molten sodium phosphate as
well as on the surface of fused mullite. The composition

of the molten salt was NaZO/on5 = 1.31 molar.

Typical product distributions are given in Tables IV-2
and IV-3 for the cracking of methane on the surface of fused
mullite and molten salt respectively. The feed contained a
small amount of ethane. Acetylene and ethylene are produced
from the feed methane and ethane directly. The amounts of
acetylene and ethylene increase with temperature.

Typical product distributions for the cracking of
ethylene are presented in Table IV-4. The rates of cracking
are substantially higher than those for methane cracking,
and the products contained C4 and higher hydrocarbons in

addition to H2, Cl, C2, and C3 hydrocarbons.
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Table IV-1. The Volume and Surface Area of Reactor III.

Surface Surface to
Reactor III Volume, cm3 Area, cm2 Volume, cm_l
Without Salt 63 110 1.7

With Salt 45 81 1.8
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Table IV-2. Typical Product Distribution in the Cracking

of Methane on Mullite, Reactor III.

T, % 1127 1178
Feed
CHyy 99.63 99.63
CoHg 0.37 0.37
Flow Rate, gmols/hr 0.29 0.29
Product
H
2% 3.94 21.02
CHy 95.56 78.09
CoHy 0.00 0.00
Colly 0.37 0.76
Cotg 0.09 0.08
U 0.05 0.06

Flow Rate, gmols/hr 0.30 0.33
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Typical Product Distribution in the Cracking of Methane on

Table IV-3.
Molten Sodium Phosphate, Reactor III.
T, K 1127
Feed
CHpg 99.63
Cote 0.37
Flow Rate gmols/hr 0.29
Product
Hay 1.83
CH4 97.62
CoMz 0.00
Caty 0.37
CoHg 0.11
C3Hy 0.07

Flow Rate gmols/hr 0.30

1178

99

11

87.

.63

.37

.29

.23

16

.32

.15

.14

.01

.31
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Table IV-4. Typical Product Distribution in the Cracking of

Ethylene, Reactor III,

Molten
Mullite Sodium Phosphate
Temperature, K 1115 1115
Feed
Flow Rate, gmols/hr 0.22 0.22
Product
Hog 37.2 27.6
CHy 32.2 32.6
€y 0.1 0.9
Coty 25.2 32.6
CoMe 4.4 4.3
CH, 0.4 1.0
C4HX 0.5 1.0
C5+* Trace Trace
Flow Rate, gmols/hr 0.26 0.25

*Trace amounts of these species were observed, but GC sensitivity

was not high enough to record the amount.
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Table IV-5 indicates typical product distributions
for methane steam reforming on molten sodium phosphate.
Steam here was supplied in substantial amounts employing
the steam generator outlined in Chapter 10 ( Figure 7b of

Chapter 10).

IV.2 Pyrolysis Products of Green Sponge Coke

Unclassified green sponge coke I particles (see
Chapter 4) were pyrolyzed and gasified by adding them to the
large reactor of Chapter 10. This reactor had a very large
free volume, and hence these results are only qualitative.
The results represent an integrated product distribution
over time and are given in Table IV-6. Methane is the
predominant product, and a large amount of benzene also

evolves.

IV.3 Carbon Retention and Entrainment

For these experiments, the reactor shown in Figure IV-1
was employed. This consisted of a mullite tube completely
surrounded by a castable container. During operation, the
two phase fluid expands to occupy the mullite tube below the
castable. A baffle plate (not shown) prevents the entrainment
of the melt into the exit tube.

In the steam reforming experiments it was Observed that
a significant amount of the formed coke was entrained with

the product stream. This amount can be determined at steady
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Table IV-5. Typical Product Distribution in the Steam Reforming of Methane

on Molten Sodium Phosphate, Reactor III.

T, X 1170 1220

Feed )
H,0% 79.9 79,9
CH, 20.0 20.0
Cotg 0.07 0.07
Flow Rate, gmols/hr 1.46 1.46

Product
H,0% 79.7 79.5
co 0.02 0.03
€0, 0.03 0.05
Hy 0.21 o
CHy 19.9 19.6
CoHy 0.00 0.02
Cotiy 0.04 0.08
Coe 0.04 0.03

Flow Rate, gmols/hr 1.46 1.46
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Table IV-6. Pyrolysis Products of Unclassified Green
Sponge Coke I at 1120 K., Distributions
Given Relative to Methane,

Hydrocarbon 20% HZO/SO% N2 Air
Methane 1.0 1.0

Ethane 0.010 0.003
Ethylene 0.054 0.087
c3 0.003 Trace
C5 0.052 0.008

Benzene 0.020 0.10
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state by the following carbon balance:

(COZ) + NO (c)

ut

XNin(CH4) = N (co) + Nout

out

Where X is the methane conversion, N indicates molar flow
rate and in, out indicate input (feed) and output (product)
streams. The fraction of methane converted to entrained

carbon is:

- Noue (©)

XN;, (CHY)

The results of these calculations are given Table IV-7. About
60% of the methane converted is in the form of entrained
'coke. In the experiments reported in Table IV-7 the

reactant was bubbled through a pool of melt about 3 ocm.

deep.

Experiments were‘also performed to determine the amount
of coke retained at steady state in the steam reforming of
methane in molten phosphate. The determination was made
by measuring the total amount of carbon oxides evolved
after the flow of methane was shut off. Two cases were
studied. In one the gases were bubbled through the melt
employing the reactor of Figure IV-l. In the other the gases
passed over a stationary surface of molten salt in a simple
tubular reactor. The data are presented in Table IV-8 and
show that the amount of coke retained in both bubbling and

non-bubbling flows is very small.
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Table IV-7. Steady State Carbon Entrainment

Entrained
% of Carbon

55
43
84
75
86
65
66
63
73
60
51
41

Carbon
Produced
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A few visual observations were made on the nature of
the carbon retained in the reactor:

a. In the cracking experiments on fused mullite, a
shiny carbon layer was found coating the walls of the
reactor.

b. 1In cracking experiments in molten salt with the
methane bubbling through the salt, carbon was found evenly
dispersed throughout the salt.

c. In the steam reforming of methane, all carbon was
found in the space above the salt. The salt was clear and
appeared devoid of carbon.

d. A fine graphite powder was mixed with the molten
salt using a stream of nitrogen ané the system was cooled.
No penetration of graphite into the bulk of the salt was

observed.
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Appendix V. The Materials used for Reactor Construction

Here we shall list the composition of the materials
used. These are product specifications and are typical
analyses. This is to list possible impurities in the
molten phosphates due to the dissolution of the reactor.

Three materials were employed. Castolast G from
Harbison-Walker Corporation was the castable used to
seal the fused mullite and alumina parts into a reactor
configuration. While this material was not used to directly
contain the molten salt, it did have some contact with the
expanded salt baths. The materials which were used to contain
the salt were fused mullite (McDanel MV-30) and fused alumina
{McDanel 998). These were supplied by McDanel Refractory
Company. The compositions are listed in Table V-1.

Molten sodium phosphates were made by fusing mixtures

of (NaPO (sodium metaphosphate) and Na4P207 10 Hzo

3)6
(hydrated sodium pyrophosphate). Both phosphates were
'‘Baker Analyzed' reagents and yielded basic solutions in
water. Equal weights of the metaphosphate and pyrophosphate
gave a sodium oxide to phosphorus pentoxide molar ratio of
1.31.

Rapidly cooling the phosphate melts produced a trans-

Jucent glass. Slower cooling allowed significant cyrstallization,

and the product was a glass interspersed with crystallites.
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Table V-1. The Compositions of the Materials Used to
Construct the Reactors.

Compound Castolast G Fused Mullite Fused Alumina
(Weight %) (Weight %) (Weight %)

Al2O3 93.7 60.0 99.8

1% 0.1 38.0 0.070 |
j

Fe203 0.3 0.5 0.025

Cao 5.6 0.1 0.030

Na2O 0.2 0.005

KZO 0.7 -

MgO 0.2 0.050

MnO - 0.001

Gazo3 - 0.009

Ti0 0.5 0.004
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In some cases, an amorphous powder could be created by
extremely slow cooling. Glasses produced by fusion in
mullite crucibles (MV-30) were found to contain significant

3

amounts of Al+ and silica thus confirming the dissolution

of the reactor material.



