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Abstract

This thesis investigates a new class of all-optical logic circuits that are based on

the polarization properties of non-degenerate Four-Wave Mixing. Such circuits would be

used in conjunction with a data modulation format where the information is coded on the

states of polarization of the electric field. Schemes to perform multiple triple-product

logic functions are discussed and it is shown that higher-level Boolean operations

involving several bits can be implemented without resorting to the standard 2-input gates

that are based on some form of switching. Instead, an entire hierarchy of more complex

Boolean functions can be derived based on the selection rules of multi-photon scattering

processes that can form a new classes of primitive building blocks for digital circuits.

Possible applications of these circuits could involve some front-end signal

processing to be performed all-optically in shared computer back-planes. As a simple

illustration of this idea, a circuit performing error correction on a (3,1) Hamming Code is

demonstrated. Error-free performance (Bit Error Rate of < 10-9) at 2.5 Gbit/s is achieved

after single-error correction on the Hamming word with 50 percent errors. The bit-rate is

only limited by the bandwidth of available resources. Since Four-Wave Mixing is an

ultrafast nonlinearity, these circuits offer the potential of computing at several terabits per

second. Furthermore, it is shown that several Boolean functions can be performed in

parallel in the same set of devices using different multi-photon scattering processes. The
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main objective of this thesis is to motivate a new paradigm of thought in digital circuit

design. Challenges pertaining to the feasibility of these ideas are discussed.
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Chapter 1

Introduction

________________________________________________________________________

1.1 Background

Data transmission speeds over fiber optic networks have been steadily increasing over the

past decade. Commercial systems capable of transmitting hundreds of gigabits per second

are available and systems demonstrations of over a terabit per second (one terabit is 1012

bits) transmission have been demonstrated experimentally [1-4]. Record transmission

rates of over 10 terabits per second have been recently demonstrated [5, 6]. Long-haul

transmission over thousands of kilometers is made possible with the availability of

extremely low loss optical fibers (typically 0.2 dB/km) and the invention of the Erbium-

Doped Fiber Amplifiers (EDFAs) [7]. Thus it is now possible to develop high capacity

long-haul photonic networks and this is an active field of research in many leading

organizations across the world [8-12]. As the aggregate data rates increase, the efficiency

of the photonic network is limited by the speed of the electronics at the transmitters and

receivers in the network. Similar limitations are imposed by the presence of electronic

switches and routers. This is frequently referred to as the "electronic bottleneck" that has

led to an increased interest in trying to develop techniques to add optical functionality to
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enable signal processing to be accomplished in the all-optical domain. Nonlinear optics

has been studied extensively to develop techniques to enable different forms of signal

processing in the optical domain and some of the techniques are reviewed in this thesis. A

third-order nonlinear process, namely Four-Wave Mixing (FWM) is studied in greater

detail. Applications of FWM for ultrafast optical logic are reviewed and a new class of

all-optical logic gates using the polarization properties of FWM is proposed and

demonstrated [13-16].

1.2 Thesis Outline

A review of optical switching technologies based on nonlinear effects is presented in

Chapter 2. FWM in Semiconductor Optical Amplifiers (SOA) is discussed in Chapter 3

and pertinent issues such as the device length and dependence of FWM on the

polarization of the electric fields involved are reviewed. The concepts of a Spectral Data

Bus and Polarization Shift Keying (PolSK) as new modes of data transmission on an

optical fiber are discussed in Chapter 4. This sets the premise to consider the feasibility of

using the polarization dependence of the FWM process to develop a new class of optical

logic gates. Keeping simple front-end applications on a spectral data bus in mind, on-the-

fly error detection and correction on a spectral bus is considered in detail and an Error

Detecting and Correcting circuit for a (3,1) Hamming Code based on the polarization

properties of FWM is proposed. Details of the construction of this circuit along with the

results obtained on its successful demonstration are presented in Chapter 5. The ideas
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proposed for the (3,1) Hamming Code are further generalized in Chapter 6 where the

scheme is extended to implement a full 3-bit adder. New circuit designs based on the 3-

bit adder as fundamental building blocks for other higher level Hamming Codes, such as

the (7,4) Code are proposed.
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Chapter 2

Applications of Nonlinear Optics in High-Speed

Digital Processing

________________________________________________________________________

2.1 Introduction

Nonlinear optics has been of increased interest for all-optical signal processing in high-

speed photonic networks [1, 2]. Sample applications include all-optical switching as well

as demultiplexing [3-5]. In addition, Boolean operations such as Exclusive-OR (XOR)

and 2-bit addition have been demonstrated optically using a combination of such

switching devices [6, 7]. Devices have employed both fiber-based and semiconductor-

based nonlinear elements. In the former case, the physical nonlinearity is the Kerr

nonlinearity of silica glass. In the latter case, the nonlinearity results from a variety of

ultrafast mechanisms in semiconductor gain media, including carrier heating and spectral

hole burning [8]. Apart from long-haul data transmission, all-optical logic gates might

someday find applications in local area networks to provide certain limited all-optical

functionality. Such functions will only make sense where equivalent electrical solutions

are cumbersome or when a real advantage can be realized by maintaining signals in
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optical form. In Wavelength Division Multiplexed (WDM) systems there has been

interest in all-optical functionality for switching and routing, but so far very limited

implementation of these functions [9, 10]. The likelihood of more sophisticated all-

optical functions will be higher should Time Division Multiplexed (TDM) or mixed

TDM/WDM systems be implemented since this format lends itself better to a variety of

well-established all-optical switching solutions [1].

2.2 Switching Based on Cross-Phase Modulation

Optical switching using a nonlinear interferometer makes it possible for one optical

signal to control and switch another optical signal through the nonlinear interaction in a

material. The input signal to be switched is split between the arms of the interferometer.

The interferometer is balanced so that, in the absence of a control signal, the input signal

emerges from one output port. The presence of a strong control pulse changes the

refractive index of the medium given by

Æn = n2I, (2-1)

where Æn is the change in the refractive index of the medium, n2 is the nonlinear

refraction coefficient and I is the intensity of light incident on the medium. A change in

the index adds a phase shift between the two arms of the interferometer, so that the input
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signal is switched over to a second output port. This method of switching based on cross-

phase modulation (XPM) is schematically shown in Figure 2.1.

LINEAR
MEDIUM

NONLINEAR
MEDIUM

Pout

Signal
Pulse

Control
Pulse

n = n0 + n2I

Figure 2.1: All-optical switching using XPM in a nonlinear interferometer

A. The Nonlinear Optical Loop Mirror (NOLM)

One way to implement XPM-based switching is to use a Sagnac interferometer, where

one of the output ports also serves as the input port for the signal to be switched. This

configuration is commonly referred to as the Nonlinear Optical Loop Mirror (NOLM)

[11] and is shown in Figure 2.2.
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Data

Control
n2, L

Data AND Control

Figure 2.2: The Nonlinear Optical Loop Mirror (NOLM)

The input coupler splits the input signal pulse into two counter-propagating

pulses, which subsequently combine again at the coupler, each having traveled around the

loop. A strong control pulse is then introduced into the loop as a unidirectional beam. The

nonlinear optical effect of the control pulse is to induce a refractive index change, Æn,

which is experienced fully by a co-propagating signal pulse. This refractive index change

results in a differential phase shift, Æ¯, between the counter-propagating signal pulses as

they arrive back at the input coupler, given by

Æ¯ = k Æn L, (2-2)

where k is the wavevector and L is the path length over which the induced index change

Æn is effective. The path length is chosen such that complete switching occurs, i.e., the
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phase shift is π radians. In a fiber interferometer, the physical mechanism is the intrinsic

Kerr nonlinearity of glass [12]. Since the optical nonlinearity in glass is very small (n2 ≈

3×10-20 m2 W-1 for silica), a device control power-length product of typically ~1 W-km is

needed for a phase shift of π. In practice, fiber interferometer path lengths of several

kilometers are needed to keep the average control power to below 100 mW. The long

path lengths make it difficult to build stable and compact devices.

B. The Terahertz Optical Asymmetric Demultiplexer (TOAD)

A Semiconductor Optical Amplifier (SOA) is similar to a semiconductor laser diode,

except that the reflectivity of the end faces is deliberately minimized to suppress lasing.

Thus the SOA acts as a one-pass device for a lightwave with an inversion that is created

by electrical pumping. The conduction and valence bands in a semiconductor can be

modeled as an ensemble of two level atom-like systems, which are coupled through

various scattering mechanisms. These scattering mechanisms which control the evolution

of the two-level systems will be discussed in greater detail in Chapter 3. For photons that

are resonant with the transition energy levels of the states that are inverted, stimulated

emission can occur, i.e., photons at these frequencies see a gain. As the intensity of light

increases, the gain saturates from the depopulation of the conduction band due to

stimulated emission. Associated with this change in the gain due to saturation is a

refractive index change, as described by the Kramer-Kr�nig dispersion relations. The

refractive nonlinearity of the SOA is ~108 times larger than an equivalent length of silica
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fiber. The relaxation time associated with the relaxation of the refractive index to its

equilibrium value is governed by the interband carrier lifetime, and is typically 100-500

picoseconds.

Since the interband carrier lifetimes are very slow, switching at data-rates much

higher than 1 Gbit/s based on inter-band carrier relaxation did not seem possible. This

limitation was overcome by placing the SOA asymmetrically with respect to the center of

the loop in the Sagnac interferometer, as shown in Figure 2.3. This is called the

Semiconductor Laser Amplifier in a Loop Mirror (SLALOM) [13] or Terahertz Optical

Asymmetric Demultiplexer (TOAD) [14]. Since the rise time associated with the change

in refractive index is less than a picosecond [15], it is possible to obtain a switching

window which is shorter than the recovery time limited by the inter-band carrier

relaxation. It has been demonstrated that a window width of ≤ 10 picoseconds can be

created which allows demultiplexing a 50 GHz pulse train down to a base rate of 1 GHz

[16]. By operating the SOA in strong saturation, the carrier relaxation time can be

modified to ~25 picoseconds [17]. The XPM bandwidth also increases with the device

length due to traveling wave effects [18, 19] and demonstrations of wavelength

conversion at 100 Gbit/s using XPM have been reported [20].
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Data

Control

Data AND Control

SOA

∆x

Figure 2.3: The Terahertz Optical Asymmetric Demultiplexer (TOAD)

There have been successful demonstrations of different optical functionalities

using configurations based on the NOLM and TOAD. These include demultiplexers [3,

17] and the implementation of simple Boolean functions such as AND, NOT and

Exclusive-OR (XOR) for address recognition [21, 22]. More sophisticated Boolean

functions such as 3-bit adders [23, 24] and parity bit generators [25] have been

demonstrated using a combination of several TOAD-based gates.
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C. The Ultrafast Nonlinear Interferometer (UNI)

The UNI is a balanced, single-arm interferometer that does not require any external

stabilization of the interferometer arms. The signal pulse that is to be switched is split

into two orthogonal polarization components with a time delay (typically equal to half the

bit period) by passing it through highly birefringent fiber. The two orthogonal pulses then

pass through a SOA and are temporally recombined after passing through a second

birefringent fiber and interfered. The State of Polarization of the signal pulse after

recombining is determined by the induced phase changes from the time-dependent

refractive index changes in the presence of a control pulse (which could be co-

propagating or counter-propagating) that is aligned temporally with one of the orthogonal

pulses in the SOA. The signal pulse then passes through a fiber polarizer that is adjusted

such that the signal pulse is orthogonal to the polarizer in the presence of the control

pulse and parallel to the polarizer when the control pulse is not present. 100 Gbit/s bit-

wise switching has been demonstrated using the UNI gate [10]. A schematic of the UNI

gate is shown in Figure 2.4.

SOA

Data

Control

Data AND ControlPMF PMF

Figure 2.4: The Ultrafast Nonlinear Interferometer (UNI)
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For dual rail logic, such as XOR, the phase of each polarization state can be

accessed and changed independently by two separate control pulses. All-optical XOR

gate based on the UNI has been demonstrated on a 40 GHz clock pulse [26] and at 20

Gbit/s [27]. A 40 GHz all-optical shift-register with an inverter has also been

demonstrated using 2 mm SOAs in the UNI gate configuration [28].

Other important applications of XPM in advanced optical communications

systems include regeneration and wavelength conversion in the optical domain.

Regeneration is essential to remove the errors at the detection-end caused by the

distortion of the signal due to noise, dispersion, and crosstalk. This is called 3R

regeneration, where the signal is reamplified, reshaped and retimed [13]. 3R regeneration

along with wavelength conversion at 80 Gbit/s with error-free operation has been

demonstrated using XPM in a nonlinear Mach-Zehnder Interferometer (MZI) with a SOA

[29]. Interferometric gates based on XPM in SOAs using the Mach-Zehnder or

Michaelson configuration have been integrated on planar lightwave circuits and are

reviewed in [30]. Figure 2.5 shows a schematic of a Mach-Zehnder Interferometer (MZI)

gate to obtain a short switching window by adding a time delay between the control

pulses entering each arm of the interferometer.
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Figure 2.5: Schematic of the Mach-Zehnder Interferometer (MZI) gate that

uses a time delay between the control pulses entering each arm to open a

small switching window

2.3 Switching Based on Cross-Gain Modulation

The Cross-Gain Modulation (XGM) uses an input signal to saturate the gain and thereby

modulate a Continuous Wave (CW) signal at a desired output wavelength. Wavelength

conversion at 100 Gbit/s using XGM in SOAs has been demonstrated [31]. Although

simple to implement, the XGM gate has a number of shortcomings, such as inversion of

the input-control signal and the relatively large chirp of the output signal due to the large

gain modulation. Format conversion from Return to Zero (RZ) to Non-Return to Zero

(NRZ) and vice versa has been demonstrated using XGM gates [32].
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2.4 Ultrafast Switching Based on Four-Wave Mixing

The TOAD based gates are limited by the interband carrier lifetimes. Higher speeds of

operation can be obtained in SOAs by nonlinear processes that involve intraband

transitions, such as Four-Wave Mixing (FWM). FWM in active semiconductor gain

media will be investigated in more detail in Chapter 3. In short, the intraband processes

leading to FWM are carrier heating (CH) and spectral hole burning (SHB) [8]. The speed

of CH process is limited by carrier-phonon scattering lifetime and SHB is limited by

carrier-carrier scattering lifetime, i.e., the time required to establish a Fermi-Dirac

distribution of the carrier population. These CH and SHB lifetimes have been measured

experimentally by Zhou et al. [33] and it is believed that carrier-carrier scattering occurs

at a time scale of 50-100 femtoseconds. Thus in principle, optical logic gates based on

FWM in SOAs with speeds of a few terabits per second are possible. FWM in SOAs has

been used for applications such as demultiplexing [34], wavelength conversion [34] and

even dispersion compensation using optical phase conjugation [35]. All-optical AND

gates have been developed and error-free performance at 100 Gbit/s has been

demonstrated [36]. Applications of AND gates also include address recognition of optical

packets [36] and clock-recovery [37].

As OTDM or mixed TDM/WDM systems evolve to higher levels of

sophistication and speed, optical logic gates and circuits built using a combination of

such gates will be used not only for demultiplexing, wavelength conversion and 2R/3R
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regeneration, but also for header recognition for all-optical packet switched networks to

enable all-optical routing, coding and decoding for error detection and correction and

possibly encryption for added security. Though at present such devices cannot be as

densely integrated on a chip as their electronic equivalents, they offer advantage in terms

of speed and compatibility with state-of-the-art optical transmission systems. With the

development of newer network architectures and protocols, all-optical logic gates will be

used increasingly in tandem with electronics to greatly enhance the capacity and

throughput of future communications networks.
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Chapter 3

Four-Wave Mixing in Semiconductor Optical

Amplifiers

________________________________________________________________________

3.1 Introduction

Four-Wave Mixing (FWM) is a third-order nonlinear process in which a polarization is

created in a medium that depends on the product of three electric fields. The induced

polarization leads to the creation of new frequency components of the electric field. In a

semiconductor, the nonlinear polarization can be mediated by resonant interactions of the

electric fields with the carriers in the medium [1]. Since resonant interactions lead to

attenuation of light, the nonlinear products that are created have low intensities. One way

to circumvent this problem is to use population inversion to create a gain in the medium

[2]. A Semiconductor Optical Amplifier (SOA) can provide high gain (typically ~ 30 dB)

which then amplifies the nonlinear mixing products that are created. FWM in SOAs has

been studied extensively for wavelength conversion [3-6] and it has the advantage of

being transparent to bit format. Furthermore, FWM in SOAs is an ultrafast nonlinear

process with bandwidths that are well over a terahertz, since the contributions to the
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nonlinear susceptibility include intraband carrier dynamics that are limited by the carrier-

phonon and carrier-carrier scattering lifetimes which occur in the sub-picosecond regime.

In a typical FWM experiment, a strong pump wave at frequency ωp and a probe

wave at ωq are combined and coupled to the waveguide modes of the SOA, which is a

travelling wave amplifier. Dynamic gain and index gratings are formed due to the beating

of the pump and probe waves, at a detuning frequency given by Ω = −ω ωq p . The pump

and the probe waves are subsequently scattered by these gratings which give rise to the

FWM sidebands, as shown in Figure 3.1.

SOA

ωp

ωq

Input Output

ωp

ωq

FWM
FWM

- Ω - - Ω - - Ω -- Ω -

Figure 3.1: Generation of the FWM sidebands in a SOA

Consider the scattering process in which the pump and probe form a grating,

which scatters the pump and gives rise to one of the FWM sideband as shown in Figure

3.1. The frequency of this component is ω ωFWM p= − Ω  or ω ωFWM p= + Ω . When
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ω ωp q> , the FWM signal has a higher frequency than the probe (or is wavelength

downshifted) and when ω ωp q< , the FWM signal has a lower frequency than the probe

(or is wavelength upshifted). In the copropagation FWM geometry, guided waves in the

SOA are given by E z i k z tj j j( )exp −( )[ ]ω , where j = p,q,c indicate the pump, probe and

converted signal respectively; {Ej(z)} are the field amplitudes and z is the longitudinal

coordinate along the  propagation axis of the SOA. Then electric field of the FWM

component generated can be written as

E z E z E z ec p q
i kz( ) ( ) ( ) ( )( ) *= χ 3 2Ω ∆ , (3-1)

where χ ( )3 Ω( ) is the third-order nonlinear susceptibility which depends on the detuning

frequency, Ω, between the pump and the probe; and ∆k k k kp q c= − −2  is the wave-

vector phase mismatch between the pump, probe, and the converted signal. In a SOA, the

free-space wave-vectors are replaced with the propagation vectors of the waveguide

modes for the pump, probe, and the converted signal.

3.2 Contributions to the FWM Susceptibility

For detuning frequencies less than a few gigahertz, the largest contribution to the FWM

susceptibility is due to carrier density modulation (CDM) which arises from the beating

of the pump and probe waves. The intensity beating due to the pump and the probe lead
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to a pulsation of the population inversion in the medium. This pulsation of the total

carriers leads to a gain modulation as seen by the traveling waves, which gives rise to the

FWM sidebands. Due to the slow recovery of the carrier density, determined by the

carrier lifetime, τs, which is on the order of several hundred picoseconds, the efficiency of

FWM mediated by CDM drops off for frequency detunings much larger than 10 GHz.

At large detuning frequencies, the gain and index gratings are formed by

intraband processes, such as carrier heating (CH) and Spectral Hole Burning (SHB) [7,

8]. Instead of a pulsation of the total carriers in the conduction and valence bands of the

semiconductor, the occupation probabilities of the individual transition levels are

modulated to form the gain and index gratings that give rise to the FWM sidebands. The

pulsation of the occupation probabilities create distortions in the equilibrium Fermi

distribution functions of the carriers, which relax back to their equilibrium state through

different scattering processes, such as CH and SHB. SHB arises from carrier-carrier

scattering which tend to restore a quasi-equilibrium Fermi distribution function.

Typically, carriers scatter each other at a time scale, τSHB, which is of the order of 50-100

femtoseconds. The quasi-equilibrium Fermi distribution function is characterized by a

temperature which is different from the lattice temperature. The relaxation to the lattice

temperature is through the emission of optical phonons with a time constant due to

carrier-phonon scattering lifetime, τCH, which is of the order of 0.5-1 picoseconds. Thus

the relaxation of the carriers can be explained as a three step process: (1) the carriers first

scatter with each other to create a quasi-equilibrium Fermi distribution which has a

temperature Tx that is different from the lattice temperature (SHB), (2) the temperature of
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the carriers then relaxes to the lattice temperature through carrier-phonon scattering (CH)

and (3) the carriers then recombine through stimulated recombination.

The total FWM susceptibility due to these contributions can be derived by solving

the density matrix equations for the occupation probabilities and the polarization of the

levels that are resonant with the electric fields launched into the SOA, and in the presence

of the relaxation processes mentioned above. A rigorous derivation of the FWM

susceptibility is presented by Uskov et al. [8] that can be given by the expression

χ
τ τ τ τ

φ φ φ
( ) ( )

( ) ( )( ) ( )
3

1 1 1 1
Ω

Ω Ω Ω Ω
=

−
+

− −
+

−










A e

i

A e

i i

A e

i
CDM

i

s

CH
i

CH SHB

SHB
i

SHB

CDM CH SHB

, (3-2)

where ACDM, ACH and ASHB are constants that determine the strength of the scattering

process leading to the nonlinearity, and φCDM, φCH and φSHB are the phase factors due to

the scattering processes. The frequency dependence of χ(3)(Ω) was first measured by

Zhou et al. [9]. The observed difference in the conversion efficiencies for positive and

negative detuning frequencies of the pump and the probe was attributed to the

interference between the terms arising from different scattering mechanisms. A typical

FWM response for wavelength downshift measured in a 1.5 mm long bulk SOA is shown

in Figure 3.2.
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Figure 3.2: Conversion efficiency of the FWM signal measured for

wavelength downshift in a 1.5 mm bulk SOA

3.3 Conversion Efficiency of FWM in a SOA

The FWM conversion efficiency is defined as the ratio of the intensity of the FWM signal

at the output of the SOA to the intensity of the probe wave that is launched into the SOA.

The total conversion efficiency at the output of the SOA can be derived by using a

lumped model as proposed by Zhou et al. [10] and solving the coupled propagation

equations for each frequency component of the travelling waves that can be written as
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,  (3-3c)

where κ(z) is the FWM coupling constant, g0 is the unsaturated gain coefficient, P(z) is

the total optical power at position z along the propagation axis of the waveguide, Psat is

the saturation power of the SOA, α is the linewidth enhancement factor [11] and α l is the

nonsaturable internal loss per unit length of the waveguide. Zhou et al. showed that κ(z)

could be written as

κ α
τ
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g

P z
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sat
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Ω
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where m=1, 2, 3 denote CDM, CH and SHB. {τm} and {Pm} are the lifetimes and

saturation powers associated with these mechanisms and {αm} are the ratios between the

real and imaginary parts of the refractive index change induced by these mechanisms.

Solving the coupled equations under moderate saturation, the expression for the
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conversion efficiency, η , with phase-matching conditions satisfied at the output of the

SOA was derived as

η
τ

( ) log
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logΩ

Ω
= = + + ⋅
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∑10
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3 2 20
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, (3-5)

where L is the length of the SOA, Ip is the input pump power in dBm, G is the saturated

gain of the SOA in dB and is given by
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The importance of the length of the SOA in determining the conversion efficiency

of the FWM signal was investigated by Mecozzi et al. [5, 12]. Under the assumption of

perfect phase-matching, an analytical expression for the conversion efficiency was

derived and they showed that for frequencies exceeding 10 GHz, i.e., Ωτ s >> 1, the

conversion efficiency can be written in the form
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where L is the length of the SOA, G G L0 0= ( )  is the unsaturated gain (or small signal

gain) of the SOA while G is the saturated gain of the SOA given by Eqn. (3-6a), ε is the

gain compression coefficient and R(Ω) is the frequency response function of the FWM

process due to the different scattering processes. Since the small signal gain, G0 neglects

saturation effects, it is expressed as

G g dz g Ll

L

l0 0

0

0= −( )







 = −[ ]∫exp exp ( )α α , (3-8)

The conversion efficiency strongly depends on the length of the device through

saturation of the SOA. The saturated gain G can be expressed in the same form as Eqn.

(3-8) with an effective length Leff over which transparency (no gain or loss seen by the

travelling waves) is achieved, i.e.,

G g dz g Ll

L

l eff

eff

= −












= −[ ]∫exp ( ) exp ( )0

0

0α α , (3-9)

With these expressions, keeping all other parameters constant, the dependence of the

conversion efficiency versus the length of the SOA is of the form,
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η α( )L g L Ll eff∝ −( ) −( )0

2 2
(3-10a)

η( ) log ( )dB C L Leff= + −10 10
2 , (3-10b)

where C is a constant. High conversion efficiencies can thus be obtained by using longer

SOAs that operate in the gain saturation regime. Leff can be made smaller by strongly

amplifying the input waves before coupling them into the SOA waveguide. Thus the

SOA operates in transparency over most of the propagation length. Using longer SOAs

provides longer interaction length over which FWM can occur leading to higher

conversion efficiencies. At low detuning frequencies, the nonlinearities can be high from

the large conversion efficiencies, gain and longer interaction lengths. Figure 3.3 shows

many cascaded FWM processes that occur in a 1.5 mm SOA when two waves P1 and P2

are launched with a detuning of ~ 0.15 nm (or close to 18 GHz).
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Figure 3.3: Many cascaded FWM processes can occur due to high

nonlinearity in a SOA when two waves P1 and P2 are launched

The above expressions are valid when phase matching between the wave-vectors

of the different frequencies is satisfied ( ∆k = 0). For broadband wavelength conversion

(detunings in the terahertz regime), phase matching is not necessarily satisfied and has to

be included in the expressions derived above. The expression for the conversion

efficiency is modified to
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where ∆k k k kp q c= − −2 , and is a function of the detuning frequency, Ω. The effect of

phase matching on the conversion efficiency was measured for a 2.2 mm and a 4 mm

long SOA and is shown in Figure 3.4.
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Figure 3.4: Conversion efficiency versus detuning for a 2.2 mm and 4 mm

long SOA. The SOAs are biased at 1 A

3.4 Optical-Signal-to-Noise-Ratio of the FWM Signal

Due to the high FWM conversion efficiencies possible by strongly saturating the SOA,

FWM is an ideal candidate for wavelength conversion since it has the advantage of being

transparent to bit-format. Another important requirement for implementation of SOAs in
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real systems is the Optical-Signal-to-Noise-Ratios (OSNR) on the converted signals.

Since the SOA is composed of a gain medium, Amplified Spontaneous Emission (ASE)

can severely degrade the OSNR of the converted signal. OSNR can be increased by

strongly saturating the SOA [13]; thereby the ASE is generated over a very small length

of the device while the mixing occurs in the transparency region. The ASE in a

bandwidth ∆ν is given by the expression

ASE = (G-1) hν ∆ν, (3-12)

where h is the Planck's constant, ν is the frequency, and G is the saturated gain of the

SOA. From Equations (3-7), (3-10a) and (3-12) the expression for the OSNR can also be

written as

OSNR L g L L
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Thus longer devices operating under saturation are key to successful systems

applications. The small-signal gain coefficient can be written as g a n n0 0 0= −( ), where n

is the injection carrier density and n0 is the carrier density needed to offset the intrinsic

losses of the SOA waveguide. Higher conversion efficiency and OSNR can be obtained

by increasing the carrier density in the active region of the SOA.
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3.5 Broad-band Wavelength Conversion Using Long SOAs

Long SOAs were fabricated to study conversion efficiencies at large detunings and obtain

high OSNR for broad-band wavelength conversion. A 2.2. mm long compressively

strained quantum well SOA was tested under high injection current (1 Amp). Figure 3.5

shows a 40 nm wavelength downshift with a 23.2 dB OSNR in a 0.1 nm Resolution

Bandwidth, which is sufficient for error free detection (Bit Error Rate < 10-9) on the

converted signal [14].

23.2 dB S/N
@ 0.1 nm BW

40 nm

2.2 mm SOA

Figure 3.5: 40 nm downshift in a 2.2 mm long SOA with 23.12 dB OSNR

for low error-rate detection at 10 Gb/s (from Ref. [14])
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3.6 Polarization Dependence of FWM

FWM is sensitive to the states of polarization (SOP) of the electric fields of the pump and

the probe. The FWM susceptibility is a tensor of rank four and the FWM process can be

written as

E E E Ei
c

ijkl j
p

k
p

l
q( ) ( ) ( ) ( ) ( )*( )= χ 3 Ω . (3-14)

The susceptibility tensor in a semiconductor can be derived from the matrix elements of

the dipole transitions between the valence and conduction bands. A detailed calculation

by Paiella et al. [15, 16] shows that the FWM susceptibility can be written as
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The Bloch states of the heavy and light hole valence bands in III-V semiconductors can

be written in terms of the total angular momentum eigenstates 
3

2

3

2
,±  and 

3

2

1

2
,± .

Based on these eigenstates the general solution of the coupled mode equations of FWM

can be written in the form [16]
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where pi (qi) are the i-th component of the polarization vector of the pump (probe) waves,

M Rijkl ijkl ijkl= χ , where Rijkl  is a propagation factor that accounts for the birefringence,

gain anisotropy and wavelength dependence on the gain coefficient and refractive index

of the SOA. The first term arises from the beating of the same components of the pump

and the probe, i.e., the TE (TM) component of the pump can form a grating only the TE

(TM) of the probe. The TE (TM) component of the pump can then be scattered by these

gratings into a FWM signal into the TE (TM) direction. This is true for CDM and CH

processes which are predominant in the sub-terahertz detuning range, and the ordinary

SHB process, which involves the modulation of the occupation probabilities of the

electronic states. For CDM and CH, the formation of the gratings and the subsequent

scattering of the pump into the FWM sideband are two distinct processes which can

involve different transition levels as indicated by the first term in Equation (3-15). In the

terahertz detuning range, where SHB is the dominant mechanism, gratings can also be

formed between the orthogonal TE and TM modes of the pump and the probe through the

modulation of relative coherence between the initial state and the second intermediate

state with opposite spin. These gratings then scatter the pump into FWM sidebands with

orthogonal polarization (given by the other terms in Equation (3-16)). However, in the

sub-terahertz regime, the contribution from the first term in Equation (3-16) dominates

and the other terms can be neglected. In general, the contribution from the last two terms

in Equation (3-16) can be much smaller than the first one due to birefringence in the

waveguide structure.
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Chapter 4

Advanced All-Optical Logic on a Spectral Bus

________________________________________________________________________

4.1 The Spectral Data Bus

Data transfer within a computer or between computers and its peripherals is done using a

parallel architecture, where byte-wide (or bit-parallel) transmission is used. A byte, which

is composed of several bits, is transmitted in one time slot using a data bus. Typically the

data-bus is made using a ribbon of electrical cables. Within a computer, the data-bus

forms a computer back-plane, over which data is transferred between different processing

units. The parallel architecture is also more suitable for the transfer of data between

computers, since it eliminates the need for serializer/deserializer circuits which can be

expensive as the processing speeds increase. Transfer of data between processors using

efficient protocols using byte-wide transmission over shared computer back-planes is

essential for Massively Parallel Processing (MPP) [1]. The throughput of future computer

networks for ultra high-speed distributed computing over a cluster of supercomputers will

be limited by the speed with which data can be transferred over the data bus. One way to

increase the transfer rate is to simply replace the electrical wires in the data-bus with

optical fibers to form a multifiber ribbon [2, 3]. However, multifiber ribbons are not
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practical for long-distance links since they can be very expensive and it is difficult to

correct for bit-skew that can arise between different fibers of the ribbon. One possible

approach is to use serial transmission over the optical fiber instead of byte-wide

transmission. This would require the need for serializer/deserializer circuits at the

transmitting and receiving ends of the optical fiber to maintain the bit-parallel format at

the processing ends. As processor speeds increase, such circuits can be very expensive.

Furthermore, the speed at which these circuits operate determine the "electronic

bottleneck", i.e., the ultimate speed over which the cluster can operate.

The Spectral Data Bus was proposed by Loeb et al. [4] to increase the throughput

of high-speed links between computers using optical fibers while maintaining the bit-

parallel format for data transfer. Unlike conventional WDM systems, where the data on

different wavelength channels is uncorrelated, the spectral data bus assigns each bit of the

byte to be transmitted on a separate wavelength channel, as shown in Figure 4.1. Thus in

one time slot, the entire byte is transmitted in parallel over different WDM channels. This

approach eliminates the need for expensive serializer/deserializer circuits and multifiber

ribbons. The individual bits can be recovered using all-optical filters, which isolate single

WDM channels. Recent advances in optical device technology enable the integration of

WDM components such as multi-wavelength laser arrays [5-8], wavelength

multiplexers/demultiplexers [9-11] and photodiode arrays [12-14] on a single chip. Thus

the WDM bus replaces a serial link by trading the serializer/deserializer for wavelength

multiplexers/demultiplexers and trading the high-speed circuits for low-speed multiple

circuits in an array. The major limitation to the implementation of the spectral data bus is

the bit-skew that arises from fiber group velocity dispersion between different
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wavelengths. However, techniques to compensate for dispersion, such as using dispersion

compensating fiber [15], chirped fiber gratings [16], or phase conjugation [17] have been

developed. Consequently, there has been an increased interest in realizing the potential

attributes of the spectral bus [1, 18-19].

C1 C2 C3

λ
1

λ
2

λ
3

O/E interfaceE/O interface

Figure 4.1: Schematic of the Spectral Data Bus for byte-wide transmission

(C1, C2, C3 etc. are different WDM channels)

4.2 All-Optical Front-End Processing on the Spectral Bus

There are various front-end signal-processing possibilities associated with the spectral

bus, including byte-wide error correction and detection. A front-end device is defined as

one that is located between the bus and whatever the bus is linked to (presumably a
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computer through an optoelectronic interface). The throughput of a computer network

can be further increased by moving some of the front-end digital processing functions to

the all-optical domain. Thus, all-optical front-end devices on both the transmitting and

receiving ends of the spectral bus as shown in Figure 4.2 could be realized. One example

of such devices could be to implement coding and decoding for error detection and

correction [20] or encryption for improved security.

In this very limited context, a form of optical logic based on Four-Wave Mixing

(FWM) designed to process data on-the-fly in the spectral form is proposed and studied.

Since FWM involves a third-order nonlinearity, a Non-Degenerate Four-Wave Mixing

(ND-FWM) process can involve a simultaneous interaction between three different

frequencies of light. Thus, up to three bits can be multiplied on the spectral bus using

ND-FWM. So, in principle, a three-bit Boolean operation is possible. ND-FWM on

intensity modulated data offers a simple "AND" operation between three bits and cannot

be easily generalized to implement other Boolean functions. However, if the information

on each bit is encoded in the State of Polarization (SOP) of the electric field rather than

the intensity of the WDM channel, the polarization-selection rules of the ND-FWM

process can be exploited to incorporate more versatile Boolean functions, since the SOP

of the FWM output is sensitive to the SOPs of all the fields involved in the mixing

process.
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Spectral Data Bus

C1 C2 C3

λ
1

λ
2

λ
3

encoder

front-end

decoder

front-end

O/E interface
E/O interface

Figure 4.2: All-optical logic circuits can be designed for some form of

limited on-the-fly front-end signal processing on a spectral bus (C1, C2,

C3 etc. are different WDM channels)

4.3 Polarization Shift Keying (PolSK)

The idea of encoding binary information on the state of polarization of the electric field

for transmission is not new. Polarization Shift Keying (PolSK) was proposed by

Benedetto et al. [21] for data transmission in long-haul networks, where information is

coded on a set of Stokes parameters that describe the electric field vector while the

amplitude of the electric field is kept constant. In this case, the Stokes parameters would

form a vector that would lie on a Poincar� sphere. In general, a mapping between m-ary

(m logic states) coded information with a constellation of m points on the Poincar� sphere

can be found [21]. It was further noted that when a polarized lightwave is sent through a
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single-mode optical fiber, the SOPs of the electric fields are altered due to the presence of

birefringence over the transmission path. However, the fiber birefringence only causes a

rigid rotation of all the vectors on the Poincar� sphere and the spatial relationship

between the different vectors is preserved. Thus the birefringence would only cause a

uniform rotation of the entire constellation, assuming that polarization dependent gain or

loss were absent in the system. As a result, the PolSK coded information remains

uncorrupted and can be recovered with the design of suitable receivers that can recover

the Stokes parameters and decode the coded information electronically from the Stokes

parameters [22].

A simple example is binary PolSK (or 2-PolSK), where the "1" and "0" states are

represented by orthogonal linear states of polarization of the electric field, as shown in

Figure 4.3.

Binary “1”

Binary “0”

Figure 4.3: 2-PolSK coding using orthogonal linear states of polarization
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System demonstrations of data transmission using 2-PolSK are predicted to have lower

power penalties compared to data transmission using intensity modulation [21, 22].

Higher extinction ratios and signal to noise ratios using 2-PolSK over intensity

modulation were experimentally demonstrated using a differential heterodyne detection

scheme [23, 24]. It was also shown that PolSK modulation is less sensitive to phase noise

of the transmitting lasers in comparison with other coherent transmission schemes [25].

Furthermore, since PolSK modulated electric fields have a constant amplitude, the effects

of Self-Phase Modulation (SPM) are absent in comparison to intensity modulation (IM-

DD systems) where SPM leads to pulse broadening which limits the bit rate over which

information can be transmitted.

The polarization states of the PolSK coded electric field is naturally scrambled in

comparison with IM-DD systems in which system performance can be degraded due to

polarization-hole-burning in EDFAs [26], where the signal experiences a lower gain than

the ASE noise copropagating in the orthogonal direction. PolSK modulation is immune to

polarization-hole-burning effects. Though 2-PolSK would be affected by Polarization

Mode Dispersion (PMD), it has been argued that for ultra long-haul transmission

systems, the pulse broadening due to SPM in IM-DD systems is larger than the

broadening of PolSK coded pulse due to Polarization Mode Dispersion (PMD). Thus,

long-haul data transmission using PolSK modulation has many advantages to be of

practical interest.

Though 2-PolSK transmission over single-mode optical fiber requires special

receivers to recover the Stokes parameters, direct detection can be employed with the use

of Polarization Maintaining (PM) fiber. A PM fiber uses an asymmetric core, which



50

breaks the degeneracy between its orthogonal modes thereby reducing the coupling of

power between the modes. Thus, if the orthogonal linear states of polarization

representing the binary "1" and "0" are aligned along the fast and slow axes (or principal

axes) of the PM fiber, mode coupling between the orthogonal modes is minimized in the

presence of birefringence. The SOPs of the "1" and "0" states would remain strictly

aligned along the principal axes of the PM fiber over the entire transmission length. In

this case, direct detection can be employed by simply inserting a polarizer correctly

aligned to the fast (or slow) axis of the PM fiber before the photodetector.

Though the installation of PM fiber for long-haul transmission (especially trans-

oceanic transmission) seems unlikely in the very near future due to the high costs

involved, PM fiber offers a solution to circumvent PMD effects that occur in a single

mode fiber. The advantages of using 2-PolSK modulation using PM fibers could also be

realized for the different WDM channels of a spectral data bus.

4.4 All-Optical Processing on PolSK Coded Spectral Data

2-PolSK coding over a spectral bus using PM fiber is particularly attractive for

implementing limited front-end all-optical processing based on the polarization selection

rules of FWM for shared computer back-plane applications where the optical power in

each WDM channel is sufficiently high. One possible application is the design of all-

optical coding and decoding circuits for error detection and correction. As a simple

example, a circuit that performs error detection and correction on a (3,1) Hamming Code
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is designed to illustrate the potential offered by the proposed scheme. It is shown that the

PolSK coding and byte-wide format can be maintained using this scheme, which makes it

possible to generalize the scheme to enable more sophisticated Boolean operations

involving higher-level Hamming Codes.

4.5 Coding and Decoding Using the (3,1) Hamming Code

The (3,1) Hamming Code is the simplest of a class of linear Forward Error-Correcting

Codes (FECs) as proposed by R.W. Hamming [27], which allow for single error-

correction. FECs are based on adding redundancy to the information being transferred.

This can then be used to correct for errors that can occur from the corruption of data

while transmitting over a noisy channel. For serial transmission, the added redundancy

comes with a cost of reduced channel speed while for a parallel architecture involving

byte-wide transmission, the channel speed can be maintained by increasing the word

length and adding more channels (more wavelength channels in case of the spectral bus).

The (3,1) Hamming Code allows for single error correction at a time by

transmitting each data bit with two check-bits with the same value. Thus the 3-bit word is

transmitted as a vector [0,0,0] or [1,1,1]. Single error correction is possible if the

Hamming distance (defined as the number of bits that differ between two legitimate code

words) is greater than or equal to 3 ( 2 1m +  with m = 1 for one error). Furthermore, the

probability of two errors occurring simultaneously in the 3-bit word is far less than the

probability of one error occurring in the 3-bit word. For example, consider the case when



52

the transmitted word is [1,1,1] and the data-bit is corrupted over the channel so that the

received word is [0,1,1]. It is still possible to extract the information that was transmitted

(i.e., the 3-bit word was a [1,1,1]) by taking a "majority poll" of the bits in the 3-bit word.

The truth table for the (3,1) Hamming code is given in Table 4.1, where C1, C2, and C3

denote the channels that carry the data and check-bits, and EC denotes the error corrected

output. The (3,1) Hamming Code can also be interpreted as a projection of the 2 83 =

possible 3-bit words on the two originally transmitted 3-bit words [0,0,0] or [1,1,1] which

can be visualized using the cube shown next to the table in Figure 4.4. Thus a single error

creates a new word which lies on the edge of the cube containing the original code word.

Thus the Hamming distance from the correct code word is one, while its Hamming

distance from the incorrect code word is two.

C1 C2 C3 EC

 1  1  1   1

 0  0  0   0

 1  1  0   1

 1  0  1   1

 0  1  1   1

 0  0  1   0

 0  1  0   0

 1  0  0   0

[0,0,0]

[1,1,1]

Figure 4.4: Truth table and pictorial representation of the (3,1) Hamming Code
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The Boolean function for this truth table can be written as in Equation (4-1),

EC C C C C C C= ∩( ) ∪ ∩( ) ∪ ∩( )1 2 2 3 1 3 (4-1)

where "∩" denotes the Boolean "AND" function and "∪ " denotes the Boolean "OR"

function. An implementation of the Boolean function in terms of the standard 2-input

"AND" and "OR" gates is shown in Figure 4.5.

C2

C3

C1

C3
EC

C1

C2

Figure 4.5: Implementation of the Boolean function for the (3,1) Hamming

Code using 2-input "AND" and "OR" gates

We now proceed to design an error-correcting circuit for the (3,1) Hamming Code just

described, based on the polarization properties of ND-FWM.
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4.6 Polarization Properties of ND-FWM Between 2-PolSK

Coded WDM Channels

Assuming that the 3-bit word is PolSK coded in a byte-wide format, the front-end

decoder circuit can receive a combination of 23=8 possible inputs, as shown in the table

in Figure 4.4, and should produce a unique output for each case. The polarization

selection rules of the ND-FWM process between three different wavelength channels that

carry 2-PolSK coded information can be used to implement the Boolean function for

error correction. If the bits are placed on spectral channels C1, C2 and C3 the ND-FWM

process creates an error-corrected channel (EC channel) whose electric field is given by

the expression

Ek(ωEC=ωC1+ωC2-ωC3) ∝  χklmn
( )3 El(ωC1)Em(ωC2)En

*(ωC3), (4-2)

where ωi, i = EC, C1, C2 and C3, is the angular frequency of the optical wave and (*)

denotes complex conjugation. χklmn
( )3  is the third-order nonlinear susceptibility, which is a

tensor of rank four and, as noted, is dependent on the states of polarization of the electric

fields of C1, C2 and C3. The geometry of the FWM process considered in this work is

such that the three input waves are launched into a single transverse mode waveguide

(here a Semiconductor Optical Amplifier) along the same direction of propagation. The

extracted product-wave hence propagates along the direction of incidence.
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In a bulk SOA, the polarization dependence of the mixing product at ωEC is given

by

ˆ ˆ ˆ ˆ ˆ ˆ ˆ* *e e e e e e eEC C C C C C C∝ ⋅( ) + ⋅( )[ ]1 3 2 2 3 1 , (4-3)

where êi , i = EC, C1, C2, and C3, is the unit vector along the direction of the electric

field. This relation is strictly valid only when the unit vectors point along either the TE or

TM axes of the waveguide. The terms in Equation (4-3) can be physically interpreted as

the FWM signal at EC being generated as follows - C3 forms dynamic gain and index

gratings with C1 (or C2). Then, C2 (or C1) scatters off this grating to generate two FWM

side bands, one of them being at ωEC [28]. These processes are diagrammatically

represented in Figure 4.6.

EC3
*

EEC

EC1EC2

( ˆ ˆ ) ˆ*e e eC C C1 3 2⋅

(a)
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EEC

EC3
*EC1 EC2

( ˆ ˆ ) ˆ*e e eC C C2 3 1⋅

(b)

Figure 4.6: Diagrammatic representations of the non-degenerate FWM

process where in (a) C3 forms a grating with C1 that scatters off C2 and in

(b) C3 forms a grating with C2 that scatters off C1, to form the FWM

sideband

In a Semiconductor Optical Amplifier (SOA), the unit vector êi , representing each

binary state, is aligned along the TE or TM direction of the waveguide structure to avoid

polarization walk-off of the incident fields arising from birefringence of the waveguide

[29]. The EC signal is generated in one of the following ways:

•  When all three input electric vectors are parallel (corresponding to identical bits on

each channel, i.e., no errors are present), the electric field of the mixing signal at ωEC

is parallel to the three inputs. This is used, in turn, to generate an output when no

error-correction is necessary.
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•  When one of the electric fields is orthogonal to the other two (corresponding to an

error on that bit), a product wave at ωEC is generated only when C1 and C2 are

orthogonal. In this case, C3 creates a grating with either C1 or C2 (the one whose

polarization is parallel to C3), which scatters energy off the third wavelength to

generate a FWM signal at ωEC that is orthogonal to C3. This property is utilized to

correct for errors. When C3 is orthogonal to both C1 and C2, C3 cannot form a

grating with either C1 or C2 and thus no mixing at ωEC.

These different cases are shown in Figure 4.7,

C1 C1

C1

C1

C2

C2

C2

C2C3

C3 C3

C3

EC

EC EC

no 
FWM

Figure 4.7: Polarization selection rules for ND-FWM between C1, C2, and C3
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4.7 Error-Correcting Circuit for the (3,1) Hamming Code

The error-correcting circuit requires at least three SOAs (only two are required if

retaining the PolSK format on the EC channel is not required) to generate the proper

FWM signal in all possible cases. The circuit is designed in such a way that the FWM

product at ωEC occurs in only one SOA at a time. This is done in order to avoid

interference of the desired FWM signal with additional spurious signals that would

degrade the performance of the circuit. This is accomplished by adding a pre-processing

element before each SOA, as shown in Figure 4.8.

Pre-processing
element

SOA 2

non-correcting arm

correcting arm

INPUT OUTPUT

Pre-processing
element

SOA 1

Figure 4.8: Layout of the error-correcting circuit showing the "non-

correcting" and the "correcting arm"
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One of the pre-processing elements is a polarizer with its transmission axis

aligned to either the fast or slow axis of the polarization maintaining (PM) fiber. The

other pre-processing element is a wavelength selective half-wave plate that will be

referred to as the "birefringent element". It acts as a half-wave plate for C3 and a full-

wave plate for C1 and C2. The result is that the state of polarization of C3 gets rotated by

90 degrees (and thus inverts the binary state on C3) while that of C1 and C2 remain

almost unchanged.

The output of the circuit for each possible case is as follows:

•  In the absence of any errors, C1, C2, and C3 are parallel at the input and mixing at

ωEC occurs in the SOA after the polarizer (SOA 1 in Figure 4.8) whose axis coincides

with C1, C2, and C3. The mixing signal is parallel to the input bits and has the same

binary state as the input bits. Thus the output is generated without error correction

and it is for this reason that this arm is called the "non-correcting" arm. (It should be

noted that a polarizer changes PolSK modulation to Amplitude Shift Keying (ASK)

modulation. Hence, if PolSK modulation is to be preserved, two such non-correcting

arms are required, each with a polarizer as a pre-processing element aligned to the

slow and fast axes of the polarization maintaining fiber respectively.) Furthermore,

when C1, C2, and C3 (all being parallel) pass through the birefringent element, which

is the pre-processing element in the other arm, C3 becomes orthogonal to C1 and C2.
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In this case, no mixing at ωEC takes place in the SOA after the birefringent element

(SOA 2 in Figure 4.8) in accordance with Equation (4-3).

•  In the presence of an error, C1, C2, and C3 will not all be parallel and thus one or

more of them will not pass through the polarizer. Hence no mixing will occur in SOA

1. There are two possible cases. When the error is on C3, it is orthogonal to both C1

and C2. After passing through the birefringent element, C3 will become parallel to C1

and C2 and the mixing signal in SOA 2 will have the same binary state as C1 and C2.

Thus an error on C3 will be corrected. When the error is on either C1 or C2, C3 will

align with the incorrect bit (since it gets inverted by the birefringent element) and will

form a grating which will scatter off the correct bit to give a mixing signal parallel to

the correct bit. Thus, an error-corrected signal is generated and hence the arm with the

birefringent element as the pre-processing element is called the "correcting arm".

The working of the error-correcting circuit described above is shown for a few different

3-bit received Hamming words in Figure 4.9.
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input [111]

C1 C2 C3

C1 C2 C3EC

C1 C2

C3
correcting arm

non-correcting arm

input [101]

C1

C2

C3

C1 C3

C1

C2 C3

EC

correcting arm

non-correcting arm

input [110]

C1 C2

C3

C1 C2 C3EC

C1 C2

non-correcting arm

correcting arm

Figure 4.9: Working of the error-correcting circuit for different input Hamming words

The Boolean function corresponding to the error correction is equivalent to the

computation of the "CARRY" bit of a 3-bit modulo-2 addition, can be written in terms of

triple-product Boolean operations as

EC = (C1∩C2∩C3) ∪  (C1∩C2∩C3) ∪  (C1∩ C2∩C3) ∪  (C1∩C2∩ C3). (4-4)
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Equation (4-4) can be easily derived by noting for a general Boolean expression, "A",

A A∪( ) = 1. Thus each 2-bit "AND" operation in Equation (4-1) can be rewritten as

C C C C C C C C C C C C C Ci j i j i j k k i j k i j k∩( ) = ∩ ∩( ) = ∩ ∩ ∪( ) = ∩ ∩( ) ∪ ∩ ∩( )1 ,

(4-5)

where i, j, k = 1, 2, 3 and i≠j≠k. Adding the terms and noting that for a general Boolean

expression, "A", (A∪ A) = A, Equation (4-4) is obtained.

It can then be seen that the Boolean operation implemented in the "non-correcting

arm" is (C1∩C2∩C3), while that implemented in the "correcting arm" is (C1∩C2∩C3)

∪  (C1∩ C2∩C3) ∪  (C1∩C2∩ C3). Thus each triple-product Boolean function can be

associated with the terms in Equation  (4-3), or a Feynman diagram shown in Figure 4.7

contributing to the FWM process.
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Chapter 5

The Error-Correcting Circuit for the (3,1)

Hamming Code

________________________________________________________________________

5.1 Introduction

The error-correcting circuit for the (3,1) Hamming Code described in the previous

chapter consists of two "non-correcting arms" and one "correcting arm". Since the error-

correcting circuit is a front-end device operating before photodetection, maintaining the

PolSK modulation on the error-corrected (EC) channel is not required. Thus, as discussed

previously, the non-correcting arm for the case when the received 3-bit word is [0,0,0] is

not required. Thus the circuit consists of only one "correcting" and one "non-correcting"

arm and the output on the EC channel is converted to intensity modulation before

filtering the EC channel optically and detecting it with a photodetector. Details of the

construction of the circuit are presented along with results of experimental demonstration.
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Figure 5.1 shows the details of the experimental setup. The setup consists of three

distinct parts, (i) the transmitter which generates the PolSK modulated 3-bit word, (ii) the

front-end error-correcting circuit preceding the receiver, and (iii) the receiver.
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C1

LASER
SOURCES

MODULATOR 1

VARIABLE

DELAY

MODULATOR 2

SOA 1

SOA 2

DFB
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ERROR
RATE
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ELEMENT POLARIZER

POLARIZER

OPTICAL
SPECTRUM
ANALYZER

VARIABLE
ATTENUATOR

10% TAP

ERROR CORRECTING
CIRCUIT

TRANSMITTER

SATURATING
WAVE

BPF

Figure 5.1: Schematic of the error-correcting circuit
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The PolSK transmitter and the error-correcting circuit are built using polarization

maintaining (PM) components to preserve PolSK modulation and add robustness to the

setup. Besides the Optical-Signal-to-Noise (OSNR) of each channel, another important

characteristic of wavelength channels is the Extinction Ratio (ER) of the States of

Polarization (SOP) of the individual PolSK coded bits. The ER of a PolSK bit is defined

as the ratio of the optical power present along the fast (slow) axis to the optical power

present along the orthogonal axis. For power levels where OSNR of the individual

channels is sufficiently high, the degradation of the ER of the PolSK bits during

propagation will determine the systems performance of the error-correcting circuit. High

ER of each PolSK bit must be maintained to ensure a high contrast between the "1"s and

"0"s for error-free detection. In reality, perfect extinction (power is present purely along

the fast or the slow axis) is not achieved. Furthermore, every PM component degrades the

ER of the light that propagates through it, either due to birefringence effects or due to

imperfect alignment. Thus, it is important to characterize the effect of the PM

components used and the FWM process on the ER of the PolSK bits.

5.2 Characterization of the Extinction Ratio

One way to characterize each component is to measure the ER of light at the output of the

PM component assuming that perfectly polarized light ( ER = ∞) was launched at the

input. This is defined as the Extinction Ratio (ER) of the PM component. The ER of a

PM component indicates its ability to preserve the Extinction Ratio of the PolSK bits.
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Thus the characterization of the ER of each component used or built in the setup is

important.

The Extinction Ratio of a PM component can be measured using a Modular

Polarization Analyzer. This instrument measures the State of Polarization (SOP) of the

incident light and extracts the Stokes parameters. If E ex
i xδ  and E ey

i yδ  are the components

of the electric field along the principal axes of a PM fiber, the Stokes parameters [1] are

given as

s E Ex y0
2 2= + , s E Ex y1

2 2= − , s E Ex y x y2 2= −( )cos δ δ , s E Ex y x y3 2= −( )sin δ δ .     (6-1)

Since s s s s0
2

1
2

2
2

3
2= + +  for a well-defined SOP, the Stokes parameters can be mapped to a

Poincar� sphere, where s1, s2 and s3 normalized to s0 are the spatial co-ordinates

ˆ , ˆ , ˆs s s1 2 3( ) . For purely linear y-polarized light ( ER = ∞), the Stokes vector is (-1, 0, 0)

while for purely x-polarized light, the Stokes vector is (1, 0, 0), and the points lie on

opposite ends of the equator of the Poincar� sphere. For light with a finite extinction

ratio, any induced change of birefringence in the fiber (e.g., by the application of stress

on the PM fiber) will change the phase factors δx and δy resulting in a change of the

Stokes parameters. Thus s0 and s1 remain unchanged and the precession of the Stokes

vector, ˆ , ˆ , ˆs s s1 2 3( ) , about axis ŝ1 will form a circle with a radius R equal to

2 2 2E E E Ex y x y+( ). For a high extinction ratio it then follows that R ER≈ 2 . Thus,

ER R≈ 2 , i.e., the ER is inversely proportional to the radius of the circle formed on the

Poincar� sphere. A Polarization Analyzer deduces the ER of light after measuring the
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radius of the circle that is formed on the Poincar� sphere while stress is applied to the PM

fiber [2].

5.3 The PolSK Transmitter

Three New Focus external cavity tunable diode lasers are used to generate the

wavelength channels for the 3-bit Hamming word. PolSK modulation is achieved by

coupling the DATA and DATA outputs of a dual output Mach-Zehnder electro-optic

modulator (UTP) along the fast and slow axes of a polarization maintaining fiber, using

an in-fiber polarization beam combiner. Since the DATA and DATA outputs of the

modulator are intensity modulated, energy is present only along the fast or the slow axis

of the PM fiber. To introduce errors, one of the laser sources is connected to modulator 1,

while the remaining two sources are connected to modulator 2. Non-return-to-zero (NRZ)

data streams at 2.5 Gbit/s are generated using a dual output pattern generator. A variable

delay line is further introduced between the pattern generator output and modulator 1 to

shift the data streams temporally with respect to each other. This enables the addition of

random errors on one of the bits of the 3-bit word. High ER on the PolSK bits is obtained

by carefully adjusting the DC bias and the amplitude of the voltage generated from the

pattern generator applied on the modulators. The values are optimized by minimizing the

Bit Error Rates (BER) measured immediately after transmission. PolSK modulation is

converted to Amplitude Modulation by passing the PolSK bits through an in-fiber

polarizer and is detected using a high-speed photodetector. Figure 5.2 shows the PolSK

transmitter.
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Figure 5.2: The PolSK transmitter

Figure 5.3 shows the measured Bit Error Rate (BER) versus received power for the

pseudo random PolSK modulated data (27-1 PRBS) at 2.5 Gbit/s on channel C1.
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Figure 5.3: BER versus received power (in 0.5 nm Resolution Bandwidth)

for PolSK modulated data at 2.5 Gbit/s measured immediately after

transmission on channel C1

5.4 Building the Error-Correcting Circuit

In this section, the pre-processing elements and the Polarization Maintaining Erbium-

Doped Fiber Amplifiers (PM-EDFAs) used in building the error-correcting circuit are

described in detail.
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A. The Pre-Processing Elements

The pre-processing element in the "non-correcting arm" is a fiber-polarizer whose axis

coincides with one of the principal axes of the PM fiber. The ER of the fiber-polarizer is

greater than 40 dB, or four orders of magnitude.

The pre-processing element in the "correcting arm" is a birefringent element that

acts as a wavelength selective half-wave plate. The birefringent element is prepared by

splicing the principal axes of a polarization maintaining Bow-tie fiber at an angle of 45

degrees on both sides with respect to the principal axes of Polarization Maintaining

Panda fiber used in the rest of the setup, as shown in Figure 5.4. The length of the Bow-

tie fiber is 75 cm. The birefringent element is temperature controlled to enable tunability

and increased stability.

45 degree
cross-splice

45 degree
cross-splice

75 cm Bowtie fiber

In Out

Figure 5.4: Schematic of the birefringent element
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The response of the birefringent element was measured after it was inserted in the

correcting arm using the setup shown in Figure 5.5. ASE from a PM-EDFA was

polarized using a fiber-polarizer and launched into the correcting arm. The output of the

"correcting arm" was analyzed using an Optical Spectrum Analyzer (OSA) after passing

it through another fiber-polarizer. The output spectrum is shown in Figure 5.6.

PM-EDFA polarizer

EDFA-ASE

polarizer

correcting
arm OSA

Figure 5.5: Setup to measure the response of the birefringent element
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Figure 5.6: Response of the birefringent element measured by the OSA

B. Polarization Maintaining EDFA (PM-EDFA)

The PM-EDFAs used in the experiment were built with PM components using a

backward pumping scheme as shown in Figure 5.7(a). Six meters of PM Erbium-doped

fiber with an elliptic core from Lucent (R37PM01) was pumped with a high-power (200

mW) 1480 nm laser diode from Sumitomo. Figure 5.7(b) shows the PM-EDFA.
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PM isolator PM isolator

in out

Figure 5.7(a): Schematic of the backward pumped PM-EDFA

Figure 5.7(b): The PM-EDFA
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The axes-alignment routines of the PM splicer (Ericsson FSU 900) could not

identify the orientation of the principal axes of the PM Erbium-doped fiber. The

alignment of the principal axes of the PM Erbium-doped fiber with those of the PM fiber

during splicing was done manually. Linearly polarized light with high ER (>40 dB) in the

Panda fiber was coupled into the PM Erbium-doped fiber pumped with the 1480 nm laser

diode. The coupling was done by manually aligning the cores of the two fibers through

the microscope in the splicing machine. The ER of the amplified output was analyzed on

the Poincar� sphere by applying stress on the PM Erbium-doped fiber. To enable accurate

measurement of the ER, the amplified output was analyzed in an optical spectrum

analyzer to ensure that the ASE was suppressed and high OSNR (>40 dB in 0.1 nm

Resolution Bandwidth) on the amplified signal. The PM Erbium-doped fiber was

manually rotated while ensuring suppression of ASE and the ER of the amplified output

was maximized by minimizing the radius of the circle on the Poincar� sphere traced by

the application of stress on the fiber. The splicing procedure was repeated on the other

end of the PM Erbium-doped fiber.

The ER of the PM-EDFA was then measured by launching linearly polarized light

with high ER (>40 dB) and looking at the circle traced on the Poincar� sphere by

applying stress on the fiber at the output of the PM-EDFA as shown in Figure 5.8(a). The

result is shown in Figure 5.8(b), and ER better than 19 dB was obtained for the PM-

EDFAs. Figure 5.9 shows the gain and noise figure characteristics of the PM-EDFAs

measured for the 1480 nm pump laser biased at 400 mA.
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Figure 5.8(a): Setup to measure the ER of the PM-EDFA

Figure 5.8(b): Circle traced on the Poincar� sphere shows 19 dB ER for

PM-EDFA
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Figure 5.9: Gain and Noise Figure of the PM-EDFA

A polarizer is introduced after SOA 2 in the correcting arm to convert PolSK

modulation to Amplitude Shift Keying (ASK) modulation. The lengths of the two arms in

the circuit are synchronized to within 20 picoseconds, which is about 1/20-th of a bit

period at 2.5 Gbit/s. This reduces undesired overlap between two temporally adjacent 3-

bit words.
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5.5 Experiment

The FWM process takes place in a Semiconductor Optical Amplifier (SOA) in each arm.

High FWM conversion efficiency is achieved by using 1.5 mm long bulk SOAs from

Optospeed biased at 650 mA. High Optical-Signal-to-Noise Ratio (OSNR) is achieved by

fully saturating the SOAs after preamplifying the input channels [3] using the PM-

EDFAs. The principal axes of the PM fibers are carefully aligned with the TE and TM

axes of the SOA waveguide to avoid polarization walk-off of the incident fields arising

from the birefringence of the waveguide [4]. The wavelengths for C1 and C2 are 1547.43

nm and 1547.85 nm  (birefringent element is almost a full-wave plate) while that of C3 is

1550.47 nm (birefringent element is a half-wave plate). Note that the SOA in the

correcting arm is always saturated since there is always power incident on it. However,

the SOA in the non-correcting arm is not saturated when all the bits are identically "0", as

the polarizer before it does not allow any channel to pass through and be amplified. This

leads to a modulation of Amplified Spontaneous Emission (ASE) from SOA 1, because

its gain recovery time is comparable to the bit rate. Thus an additional CW laser is

coupled into SOA 1, which is called the "saturating-wave laser" (see Figure 5.1). Its

power is adjusted such that it is low compared to the power in the other channels, but

high enough to ensure saturation of SOA 1. Its wavelength is carefully selected at 1558.5

nm so that the additional FWM sidebands that it generates do not interfere with the EC

channel. Figure 5.10 shows the optical spectrum at the output of SOA 1 (in 0.1 nm

Resolution Bandwidth) when the 3-bit word is [1,1,1]. The wavelength channels C1, C2,

and C3 along with the desired FWM process at ωEC are marked in the spectrum.
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Figure 5.10: Optical spectrum at the output of the SOA (in 0.1 nm

Resolution Bandwidth) showing the wavelengths channels [C1-C3] and

EC (from Ref. [7])

The SOAs are further tested for mode conversion effects [5], which would lead to

a degradation of the extinction ratio of the PolSK signals. TE polarized light is launched

into the SOAs operating under identical conditions as used in the experiment. Using

another polarizer  at the output of the SOAs, the TM component is found to be at least 30

dB lower than the TE component, which is of the same order as the extinction ratio of the

polarizers used in the measurement. For TM polarized light launched into the SOAs, the

TE component at the output is also found to be at least 30 dB lower than the TM
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component. Hence, we conclude that mode conversion is not significant in the devices

used in this experiment.

The output from each arm is combined using a polarization maintaining coupler.

Spurious interference can occur between the two arms due to the presence of power in the

EC channel originating in the arm where FWM is not supposed to occur. This is because

the state of polarization on each channel is not perfectly linear along the fast or the slow

axis of the PM fiber, leading to a residual power in the orthogonal direction. This

interference is minimized by coupling the EC channel in each arm to the orthogonal axes

of the PM fiber. The error-corrected channel is filtered and detected using a pre-amplified

receiver. The "correcting arm" of the error-correcting circuit is shown in Figure 5.11.
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Figure 5.11: The Òcorrecting armÓ of the error-correcting circuit

5.6 Results and Discussions

The performance of error-correcting circuit was first tested with CW waves to evaluate

the ability of the components to control and preserve the States of Polarization (SOP) on

the three channels C1, C2, and C3. The SOP of each channel was adjusted by changing

the DC bias on the Mach-Zehnder modulators and the FWM signal generated in each

SOA of the "non-correcting arm" and the "correcting arm". Figure 5.12 shows the optical
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spectra obtained when the 3-bit word was adjusted to be [1,1,1]. Figure 5.12(a) shows the

FWM signal generated in the "non-correcting arm" while Figure 5.12(b) shows the FWM

signal generated in the "correcting arm".
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Figure 5.12(a): Optical Spectrum after the SOA (in 0.1 nm Resolution

Bandwidth) in the "non-correcting arm" for the received word [1,1,1]

(after Ref. [6])
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Figure 5.12(b): Optical Spectrum after the SOA (in 0.1 nm Resolution

Bandwidth) in the "correcting arm" for the received word [1,1,1] (after

Ref. [6])

The results of Figure 5.12 show a good amplitude Extinction Ratio (~20 dB) on

the FWM signal generated in the two arms for the input word being [1,1,1]. Dynamic

performance of the error-correcting circuit was tested at 2.5 Gbit/s. Figure 5.13(a) shows

an 8-bit pattern [10011100] that was encoded on channels C1 and C2 using modulator 1

(see Figure 5.1). The encoded information on channel C3 was inverted by adjusting the

DC bias on modulator 2 and the 8-bit pattern on C3 is shown in Figure 5.13(b). Thus the

data encoded on channel C3 is always erroneous with respect to the data on channels C1

and C2. The 8-bit pattern recovered on the FWM signal after combining the "non-
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correcting arm" and the "correcting arm" is shown in Figure 5.13(c) and it corresponds to

the pattern on channels C1 and C2. Hence the information coded on the 3-bit Hamming

word is corrected for single errors.
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Figure 5.13: Oscilloscope traces of the 8-bit pattern for (a) erroneous data

on channel C3, (b) data on channels C1 and C2, and (c) error-corrected

FWM signal (from Ref. [6])

Figure 5.14(a) shows a 16-bit pattern [1001110011110000] at 2.5 Gbit/s on each

channel. The variable time delay is adjusted so that there is a one-bit delay on C3 relative

to C1 and C2. Thus, C3 is the channel which has occasional errors. The resultant patterns

on ωEC, which are obtained from the non-correcting and correcting arm separately, are

shown in Figure 5.14(b) and 5.14(c), respectively. Figure 5.14(d) shows the pattern on

ωEC after both arms have been combined which is identical to the pattern on C1 and C2.

This shows that the data stream with errors was corrected.
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Figure 5.14: Oscilloscope traces of (a) 16-bit patterns on channels C1, C2,

and C3 at 2.5 Gbit/s, (b) EC output from the non-correcting arm, (c) EC

output from the correcting arm, and (d) EC output from both arms

combined (from Ref. [7])

We further demonstrate the dynamic operation of this circuit by modulating C1,

C2, and C3 with a pseudo-random bit stream (27-1 PRBS), with a one bit delay on C3

relative to C1 and C2. In this case the binary state on C3 is complementary to the state on

C1 and C2 approximately 50 percent of the time. Figure 5.15(a) shows the Bit Error Rate

(BER) versus received power (in 0.5 nm Resolution Bandwidth) of the EC channel for

this case. This is compared to the case when there is no errors on C3 relative to C1 and

C2. Detection with a low Bit Error Rate <10-9 is demonstrated despite a 50 percent error

rate on the received word. Similar results are obtained by modulating C1, C2 and C3 with

pseudo-random bit streams with a one bit delay on C1 relative to C3 and C2, in which

case the binary state on C1 is complementary to that on C2 and C3 approximately 50
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percent of the time. The Bit Error Rate for this is shown in Figure 5.15(b). The slight

degradation after error correction in Figure 5.15(b) compared to Figure 5.15(a) can be

explained by the lowering of FWM efficiency in the correcting arm when C1 and C2 are

orthogonal compared to when C1 and C2 are parallel, as determined by Equation (4-3).

Figure 5.16 shows the eye diagram obtained on the EC channel after error correction.

Figure 5.15(a): BER versus received power (in 0.5 nm Resolution

Bandwidth) at 2.5 Gbit/s for random errors on C3 (from Ref. [7])
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Figure 5.15(b): BER versus received power (in 0.5 nm Resolution

Bandwidth) at 2.5 Gbit/s for random errors on C1 (from Ref. [7])
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Figure 5.16: Eye diagram after error-correction on the EC channel

The operation of the logic circuit is further tested when the information on C3 is

severely distorted, so that a Bit Error Rate no better than 30 percent could be achieved on

C3. This is achieved by changing the DC-bias of the Mach-Zehnder modulator. Thus the

information on C3 is ambiguous in that there are no clearly defined binary states on it.

Pseudo-random bit streams on C1 and C2 were detected to be error-free upon

transmission through the circuit. Figure 5.17 shows the Bit Error Rate versus received

power on the EC signal for this case. Once again a low Bit Error Rate <10-9 on the

mixing signal for ambiguous data on C3 and error-free data on C1 and C2 is

demonstrated. This shows that error-correction on certain ill-defined states is also

possible.
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Figure 5.17: BER versus received power (in 0.5 nm Resolution

Bandwidth) at 2.5 Gbit/s for error correction on ill-defined states with

30% errors on C3 (from Ref. [7])
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Chapter 6

All-Optical Logic Circuits Based on Polarization

Properties of ND-FWM

________________________________________________________________________

6.1 Introduction

The error-correcting circuit for the (3,1) Hamming code based on the polarization

properties of ND-FWM can be further generalized to implement other Boolean functions,

such as a 3-bit addition. The scheme can also be used to implement more than one

Boolean operation simultaneously in the same set of SOAs using different ND-FWM

processes. Higher level Hamming codes can be implemented using the 3-bit adder

circuits as fundamental building blocks and it will be seen that the circuit design for the

(7,4) Hamming Code exhibits the symmetries of the error-correcting code. Pertinent

issues such as the cascading of such circuits and degradation of the Extinction Ratio (ER)

of the PolSK coded bits after each cascade, are investigated further.
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6.2 Generalization to a 3-bit Adder

The Boolean function for error correction using the (3,1) Hamming code on the 3-bit

word [C1, C2, C3] is identical to computing the "CARRY" bit of the modulo-2 3-bit

addition of the bits C1, C2 and C3. If CARRY[C1, C2, C3] and SUM[C1, C2, C3] denote

the "CARRY" and "SUM" bits of the modulo-2 3-bit addition of C1, C2 and C3,

CARRY C C C C C C C C C[ , , ]1 2 3 1 2 2 3 1 3= ∩( ) ∪ ∩( ) ∪ ∩( ) (6-1)

SUM C C C C C C[ , , ]1 2 3 1 2 3= ⊕ ⊕ , (6-2)

where "∪ " denotes the Boolean "OR" function, "∩" denotes the Boolean "AND" function

and "⊕ " denotes the Boolean function Exclusive-OR (XOR). The "SUM" bit can be

written in terms of the triple product Boolean functions using the identities,

A B A B A B⊕( ) = ∩( ) ∪ ∩( ) , A B A B∩( ) = ∪ , A B A B∪( ) = ∩  and A A∩( ) = 0 .

Thus,

SUM = (C1∩C2∩C3) ∪  (C1∩ C2∩ C3) ∪  (C1∩C2∩ C3) ∪  (C1∩ C2∩C3). (6-3)

In comparision, the "CARRY" bit is given by Equation (4-4) as

CARRY = (C1∩C2∩C3) ∪  (C1∩C2∩C3) ∪  (C1∩ C2∩C3) ∪  (C1∩C2∩ C3). (6-4)
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The "CARRY" bit was implemented using the error correcting circuit, where the first

term on the right hand side was generated in the "non-correcting arm" and the remaining

three terms were generated in the "correcting arm" of the circuit. The "SUM" bit

operation can also be implemented by inverting the output of the "correcting arm" in the

circuit, i.e., using a "NOT" function in the "correcting arm" before combining it with the

"non-correcting arm". With PM fiber, the NOT function can be implemented with the use

of a 90 degree cross-splice between the principal axes of two PM fibers.

Figure 6.1 shows how the "SUM" and "CARRY" bits of the 3-bit addition can be

generated in the same set of SOAs. Thus it is possible to implement two different truth

tables related to the modulo-2 3-bit addition in the same circuit.

SOA

SOA

SOA

Wavelength selective
half-wave plate

SUM-bit

Polarizer

Polarizer

cross-splice

CARRY-bit

BPF

BPF

Input

non-correcting arms

correcting arm

Figure 6.1: Schematic of the full 3-bit adder (from Ref. [2])
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6.3 Encoding the (7,4) Hamming Code

The (3,1) Hamming Code has a high overhead due to the high redundancy. This overhead

can be reduced by the use of more sophisticated error correcting codes [1] and the study

of these codes has been an area of active research. The (7,4) Hamming Code is the next

higher-level Hamming Code with a lower redundancy than the (3,1) Hamming Code. The

"SUM" bit, C1 ⊕  C2 ⊕  C3, also corresponds to the parity of the three bits C1, C2, and

C3 and can be used to generate parity bits for encoding of other Hamming Codes.

For example, the encoder for the (7,4) Hamming Code takes four input data bits

[D1, D2, D3, D4] and creates three additional parity bits given by

P-(412) = D4 ⊕  D1 ⊕  D2 (6-5a)

P-(423) = D4 ⊕  D2 ⊕  D3 (6-5b)

P-(413) = D4 ⊕  D1 ⊕  D3, (6-5c)

i.e., the parity bits are ÒSUMÓ bits of the 3-bit additions of D4 with two additional bits

[Di, Dk] (i,k=1,2,3) from the remaining three bits (there is nothing special about D4, it is

just taken for this example). For spectrally placed channels [D1-D4], each ND-FWM of

D4 with [Di, Dk] will occur at a different wavelength channel as shown experimentally in

Figure 6.2 and given by
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Ek(ωP-(412)=ωD1+ωD2-ωD4) ∝  χklmn
( )3 El(ωD1)Em(ωD2)En

*(ωD4) (6-6a)

Ek(ωP-(423)=ωD2+ωD3-ωD4) ∝  χklmn
( )3 El(ωD2)Em(ωD3)En

*(ωD4) (6-6b)

Ek(ωP-(413)=ωD1+ωD3-ωD4) ∝  χklmn
( )3 El(ωD1)Em(ωD3)En

*(ωD4). (6-6c)
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Figure 6.2: Optical Spectrum at the output of the SOA (in 0.1 nm

Resolution Bandwidth) in the presence of four input waves (from Ref. [2])

In this case, the 3-bit adder circuit described above can be used as an encoder for

the (7,4) Hamming Code, which simultaneously generates the three parity bits using

different ND-FWM processes. Since D4 is common to all the additions, the pre-
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processing element in one of the arms should act as a half-wave plate for D1, D2, and D3

and a full-wave plate for D4. The 7-bit word at the output of the encoder will be in a

byte-wide format with the data and the parity bits on separate wavelength channels.

Figure 6.2 shows the different FWM signals arising due to the presence of four

wavelength channels [D1-D4] and the ND-FWM signals generating the parity bits are

marked. Thus three independent logic functions can in principle be implemented in

parallel in one circuit. This is schematically shown in Figure 6.3.

SUM
D4

D1

D2

P-(412)

7-bit coded
word

4-bit word
[D1-D4]

SUM
D4
D2

D3

P-(423)

SUM
D4

D1

D3

P-(413)

Figure 6.3: Generating the parity bits for the (7,4) Hamming Code

6.4 Decoder Circuit for the (7,4) Hamming Code

In a similar fashion, one way to realize a decoder circuit for the (7,4) Hamming code is

by using the 3-bit adder circuits as building blocks and cascading them. The transmitted
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code word contains the original four bits [D1-D4] and three parity bits [P-(412), P-(423),

P-(413)]. To make a distinction between transmitted and received data, the transmitted

bits are denoted by upper case while the received bits are denoted by lower case. Thus the

transmitted word is [D1, D2, D3, D4, P-(412), P-(423), P-(413)], while the received word

is [d1, d2, d3, d4, p-(412), p-(423), p-(413)]. For the sake of brevity, SUM[A1, A2, A3]

and CARRY[A1, A2, A3] is used to denote the SUM and the CARRY bits resulting from

the modulo-2 addition of the three bits A1, A2 and A3. Thus P-(412) = SUM[D4, D1,

D2].

Since D4 is present in all three parity bits, it is the first bit that is checked for

errors. The following additions are performed on the received bits,

d4-(12) = SUM[p-(412), d1, d2]     (6-7a)

d4-(23) = SUM[p-(423), d2, d3]     (6-7b)

d4-(13) = SUM[p-(413), d1, d3].     (6-7c)

In the absence of any errors (received bit equals transmitted bit), each of the above

additions would equal D4. For example, if d4-(12) is computed in the absence of any

errors, it equals

d4-(12) = SUM[p-(412), d1, d2] = SUM[P-(412), D1, D2]

= (D4 ⊕  D1 ⊕  D2 ⊕  D1 ⊕  D2) = D4, (6-8)
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Since CARRY[A1,A2,A3] equals the bit that occurs the largest number of times among

[A1-A3]. This can be used to find the correct transmitted bit D4 from the four bits [d4,

d4-(12), d4-(23), d4-(13)] using the following operations,

D4 = CARRY[CARRY[d4, d4-(12), d4-(23)], CARRY[d4, d4-(23), d4-(13)], 

CARRY[d4, d4-(12), d4-(13)]].     (6-9)

This ensures that D4 is correctly generated for all possible cases of the received code

word including those with a single error on any bit. For example, if the error is on d2, i.e.

d2= D2=D2 ⊕  1,we obtain

d4-(12)=SUM[P-(412), D1, d2]=(D4 ⊕  D1 ⊕  D2 ⊕  D1 ⊕  D2 ⊕  1)=D4 ⊕  1= D4  (6-10a)

d4-(23)=SUM[P-(423), D2, D3]=(D4 ⊕  D2 ⊕  D3 ⊕  D2 ⊕  D3 ⊕  1)=D4 ⊕  1= D4 (6-10b)

d4-(13)=SUM[P-(413), D1, D3]= (D4 ⊕  D1 ⊕  D3 ⊕  D1 ⊕  D3) = D4.   (6-10c)

In this case, the right-hand side of Equation (6-9) equals

CARRY[CARRY[D4, D4, D4], CARRY[D4, D4, D4], CARRY[D4, D4, D4]]

= CARRY[ D4, D4, D4] = D4.    (6-11)
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Similarly, if the error is on d4, i.e. d4= D4=D4 ⊕  1, the right-hand side of Equation (6-9)

equals

CARRY[CARRY[ D4, D4, D4], CARRY[ D4, D4, D4], CARRY[ D4, D4, D4]]

= CARRY[D4, D4, D4] = D4,  (6-12)

and if the error is on any one of the parity-bits, say p-(412),i.e., p-(412)=P-(412) ⊕  1, the

right hand side of Equation (6-9) equals

CARRY[CARRY[D4, D4, D4], CARRY[D4, D4, D4], CARRY[D4, D4, D4]]

 = CARRY[D4, D4, D4] = D4.  (6-13)

Figure 6.4 shows the block-diagram of a circuit that generates D4.
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CARRY
SUM

p-(413)
d1
d3

d4-(13)

SUM
p-(412)

d1
d2

d4-(12)

SUM
p-(423)

d2
d3

d4-(23)

CARRY

CARRY

CARRY

D4

d4

d4

d4

D4 Generator

Figure 6.4: Generator circuit for D4

The other bits [D1-D3] occur symmetrically in the 7-bit word and can be found

using the following additions:

d1-(42) = SUM[p-(412), d2, D4]     (6-14a)

d1-(43) = SUM[p-(413), d3, D4]     (6-14b)

D1 = CARRY[d1, d1-(42), d1-(43)]     (6-14c)
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d2-(41) = SUM[p-(412), d1, D4]     (6-15a)

d2-(43) = SUM[p-(423), d3, D4]     (6-15b)

D2 = CARRY[d2, d2-(41), d2-(43)]     (6-15c)

d3-(41) = SUM[p-(413), d1, D4]     (6-16a)

d3-(42) = SUM[p-(423), d2, D4]     (6-16b)

D3 = CARRY[d3, d3-(41), d3-(42)].     (6-16c)

It is easy to verify that the bits [D1-D3] are also generated correctly for all possible cases,

where the received 7-bit word has at the most one erroneous bit. Figure 6.5 shows the

block-diagrams of the circuits that generate the bits [D1-D3] once D4 has been generated.
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d1
D4

d2-(41)

SUM
p-(423)
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CARRYd3 D3

D3 Generator

Figure 6.5: Generator circuits for bits [D1-D3]
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6.5 Comments on Generalization

The experimental feasibility of cascading such circuits remains to be investigated. Issues

such as the strength of the nonlinearity present in the devices used will determine the

conversion efficiencies and Optical-Signal-to-Noise Ratios (OSNRs) of the FWM signals

involved. The degradation of the Extinction Ratio (ER) of the PolSK signals due to mode

conversion effects in these elements will affect the performance of these circuits and

should be minimized. The results will be especially important in the design and

implementation of more complex logic gates involving several Boolean operations, e.g.,

the decoding circuit for higher-level linear codes, such as the (7,4) Hamming Code.

The degradation of the ER of the PolSK bits can be modeled by using a Jones

Matrix approach for each component (or cascades of several components). The ER of

each component can be used to calculate an angular offset between the principal axes of

the output with respect to the input of the component. The effect of this offset on the ER

of the input PolSK bit can be calculated and the degraded ER of the PolSK bit can be

obtained at the output. The procedure is repeated to find the ER as the PolSK bits pass

through several components, each characterized by an ER.

Other Boolean functions can be realized by using cascaded FWM processes. One

example is the parity-bit generation of the five bits [C1, C2, C3, C4, C5], which can be

written as

P-(12345) =  C1 ⊕  C2 ⊕  C3 ⊕  C4 ⊕  C5 = SUM[C1, C2, SUM[C3, C4, C5]].    (6-17)
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Thus, the 3-bit adder circuit also generates the parity-bit P-(12345) using two cascaded

χ ( )3  processes (or a fifth order nonlinear process). One way to implement the 5-bit parity

generation is to choose the wavelengths for channels [C1-C5] such that the birefringent

element (pre-processing element) acts as a wavelength selective half-wave plate for two

channels, e.g., C1 and C4 and a full-wave plate for channels C2, C3, and C5. One of the

four different cascaded scattering processes for the 5-bit parity generation is shown in

Figure 6.6.

EP-(12345)

EP-(123)

EC1
*

EC4*

EC3

EC5

EC2

Figure 6.6: Two cascaded FWM processes can be used to implement a 5-

bit parity generator
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Depending on the strength of the nonlinearity in the device, the scheme can be

generalized to the 7-bit parity generation using a seventh order nonlinear process and so

on. In general, other types of building blocks for implementing other Forward Error-

Correcting Codes (FECs) could be realized using different configurations and pre-

processing elements. A comprehensive study of other types of logic elements is beyond

the scope of this thesis.

6.6 Conclusion

It has been shown that FWM on PolSK coded bits can be used to construct certain higher-

level logic elements without resorting to the standard 2-input gates. Taking the simple

example of the (3,1) Hamming code, on-the-fly error correction on severely distorted data

has been demonstrated. The data is recovered with a Bit Error Rate <10-9. To the best of

our knowledge, this is the first demonstration of a fiber optic logic circuit that performs

signal processing on more than two input channels simultaneously. The bit rate of the

experiment was limited to 2.5 Gbit/s by the bandwidth of the modulators. Since FWM is

an ultrafast nonlinearity, the error correcting circuit can be made to perform at much

higher bit rates. The scheme has been generalized, and it has been shown that a 3-bit

adder can be implemented in a single circuit. It has also been shown that several ND-

FWM processes can be used to perform different triple-product logic operations

simultaneously and this can simplify the design of the encoder circuit for the (7,4)

Hamming Code. Furthermore, the 3-bit adder circuit can be used as a building block to
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implement more sophisticated Boolean functions, such as a decoder circuit for the (7,4)

Hamming Code, without resorting to the standard 2-input transistor based logic using

conventional electronic circuit theory. In passing, it should also be mentioned that the

circuits designed for the (7,4) Hamming Code using the 3-bit adders reflect the

symmetries of that error-correcting code. Finally, it should be noted that the error

detection and correction schemes have been merely taken as examples to demonstrate the

potential offered by using the polarization selection rules of ND-FWM processes to

implement ultrafast all-optical logic.
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