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Abstract

We report the results of four different pulsar searches, covering radio, X-ray, and gamma-ray wavelengths. These searches targeted pulsars in virtually all of their guises: young and old, long-period and short-period, accretion-powered and rotation-powered. Ten new pulsars were discovered.

There are very few known gamma-ray pulsars, all of which were found by folding gamma-ray data with a pulse period known from other wavelengths. Some emission models indicate that there may be a large number of gamma-ray pulsars that are undetectable at lower energies. We searched several of the brightest unidentified gamma-ray sources for pulsations. This was the first attempt to identify gamma-ray pulsars by a direct search of gamma-ray data. No new identifications resulted and we report upper limits.

Even more rare than gamma-ray pulsars are accreting millisecond pulsars. We searched for coherent pulsations from Aql X-1, a low-mass X-ray binary suspected of harboring such an object. No pulsations were detected, and we argue that the quiescent emission of this system has a thermal origin (i.e., it is not due to low-level accretion).

The two radio searches included here were both designed to detect millisecond pulsars. First, we report the results of a large area survey from Arecibo. Five new slow pulsars were discovered, including an apparent orthogonal rotator and an extremely unusual bursting radio pulsar. No short-period pulsars were discovered and we place some of the first useful observational constraints on the limiting spin period of a neutron star.

We also performed pointed searches of several globular clusters using the new Green Bank Telescope. Three new binary millisecond pulsars were found in M62. These were the first new objects found with the GBT, and they bring the total pulsar population in M62 to six. We also discovered two isolated pulsars, one each in NGC 6544 and NGC 6624.

Many of the methods we developed will be relevant to future searches. Perhaps the most significant contribution is a dynamic power spectrum-based technique that finally allows sensitive searches for binary pulsars whose orbital periods are of the same order as the observation time.
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Chapter 1

Introduction

Pulsars are celestial sources of very regularly pulsed radiation (Figure 1.1). First discovered at radio wavelengths, pulsars have since been seen in virtually every electromagnetic band — radio, infrared, optical, ultraviolet, X-rays, and gamma-rays (Figure 1.2). The first pulsar was discovered over 30 years ago (Hewish et al., 1968), and new ones are still being found today, driven by improvements in hardware (telescopes and computers) and software (search algorithms). These continuing advances have allowed search sensitivities to improve, and have opened up new windows onto exotic pulsars, including high-energy gamma-ray pulsars, very-short-period pulsars, and pulsars in tight binary systems. These are the subject of this thesis.

The purpose of this introductory chapter is threefold. The first goal is to provide a brief introduction to pulsars for a potentially mixed audience, including a discussion of pulsar formation and evolution, some of the science that can be learned from pulsars, and the techniques used to find them. The second goal is to motivate the various searches described in the subsequent chapters of this thesis. As these four pulsar search projects were all quite different from each other, the final aim in this introduction is to tie these somewhat disparate chapters together.

We will attempt to address each of these three objectives concurrently by considering the standard model for pulsar evolution. The four projects described in this thesis span the electromagnetic spectrum, including searches at radio, X-ray, and gamma-ray wavelengths. As we shall see in section 1.1 below, these different wavelength searches targeted pulsars at virtually every stage of their life cycle.

Since the bulk of the work that went into this thesis involved search algorithm
development, computer coding, and analysis of large data sets, we also include, in section 1.2, a brief overview of pulsar search techniques. We highlight some of the similarities and differences between searches at different wavelengths, and discuss an important complication — pulsars whose spin periods change over the course of an observation. The last section of this chapter (sec. 1.3) briefly outlines the organization of the remainder of the thesis.

1.1 Introduction to Pulsars and Pulsar Evolution

1.1.1 Pulsar Overview

The first pulsar was discovered in 1967 by Anthony Hewish and Jocelyn Bell. They were studying interplanetary scintillation of radio galaxies and quasars when they serendipitously noticed an extraterrestrial source emitting regular radio pulses with a period of about 1.3 seconds. Within several months of the first discovery, Hewish et al. (1968) had already determined that the source was Galactic (extra-solar), and due to its extremely short period, it was likely to be a compact object — a white dwarf or neutron star. The pulsations were thought to be due to either radial oscillations, a binary orbit, or rotation of the compact object. At the time, neutron stars were purely theoretical objects. Their existence had been proposed over 30 years earlier by
Figure 1.2: Pulse profiles for the Crab pulsar (PSR B0531+21) at radio, infrared, optical, ultraviolet, X-ray, and gamma-ray wavelengths (Moffett & Hankins, 1996; Lundgren, 1994; Percival et al., 1993; Harnden & Seward, 1984; Ulmer et al., 1994).
Baade & Zwicky (1934), shortly after the discovery of the neutron (Chadwick, 1932), but neutron stars had received very little attention from the astronomical community. As even shorter-period pulsars were discovered in the Vela and Crab nebulae (Large et al., 1968; Staelin & Reifenstein, 1968), the white dwarf, oscillation, and binary models had to be abandoned. Interestingly, just before the first pulsar discovery, Pacini (1967) had postulated that a spinning, magnetized neutron star could be the power source in the crab nebula, an idea independently advanced by Gold (1968) just after Hewish’s discovery. All subsequent evidence has supported the model that pulsars are indeed rotating, highly magnetized neutron stars.

We pause here to consider how utterly outlandish these objects are. Neutron stars have a radius of approximately 10 – 15 km, roughly equivalent in cross section to a small city, or in volume to the island of Oahu. Within that small volume, neutron stars contain more mass than the sun, for an average density of \( \sim 10^{14} \text{ g cm}^{-3} \). This is about 10 trillion times the density of lead, or roughly the density of an atomic nucleus. Typical pulsars have magnetic fields of \( 10^{12} \text{ G} \), over a trillion times stronger than the earth’s field, and 100,000 times stronger than the largest fields yet produced in terrestrial laboratories (incidentally, these laboratory fields last only a few microseconds before completely destroying the magnet producing them). These extremely massive, ultra-dense, ultra-magnetized objects have been observed spinning as rapidly as 642 revolutions per second, and moving through the Galaxy at speeds exceeding \( 1000 \text{ km s}^{-1} \). Neutron stars have become an invaluable resource for studying physics under extreme conditions, not attainable on Earth. Not surprisingly, their study has had a profound influence on a number of diverse scientific fields, from nuclear physics to gravitation.

A pulsar can be thought of as a cosmic lighthouse — a rotating source of beamed radiation. However, the exact mechanism by which pulsars generate these beams is still not fully understood. A complete treatment of emission models is far beyond the scope of this introduction, but we will briefly describe the basic picture. The rotating magnetic field of a pulsar no doubt gives rise to an electric field, which in turn induces a charge distribution on and around the pulsar. For a pulsar (or any
object) rotating with angular frequency $\Omega$, there is an imaginary co-rotating cylinder, of radius $r_c = c/\Omega$, whose surface moves at the speed of light. Only magnetic field lines entirely within this “light cylinder” can form a closed loop joining the two magnetic poles. A stable, co-rotating, charge-separated plasma exists within the region of closed field lines. Since charged particles can escape along the open field lines, vacuum regions develop in which the electric field can accelerate charges to extremely high energies. These charges can generate high-energy photons via synchrotron or curvature radiation or inverse compton scattering of thermal photons from the neutron star surface. Spontaneous pair production by these high-energy photons produces more charged particles, resulting in a cascade effect. An intense beam of radiation and relativistic particles will therefore be produced. If this beam is misaligned with the rotation axis and intercepts the earth, this object should be an observable pulsar.

Although many properties of pulsars can be explained with this simple model, it is far from complete. For example, it cannot account for the ludicrously high brightness temperatures of radio pulsar beams (which require coherent emission). Also, it remains unclear whether pulsar gamma-ray emission is produced close to the neutron star surface (at the magnetic “polar caps”), or farther out near the light cylinder (in the “outer gap” between the last closed field lines and the surface on which the induced charge density is zero). For further information on pulsar emission, we refer the reader to the wealth of literature on the subject. Most of this traces its roots back to the seminal work by Goldreich & Julian (1969). More recent reviews can be found in, for example, Jenet (2001), Thompson et al. (1997), and references therein.

Ultimately, the energy source for a pulsar’s emission is its huge reservoir of rotational kinetic energy. Pulsar spin rates must therefore decrease over time, as this energy powers low frequency magnetic dipole radiation and the emission beam of the pulsar. The spin period $P$ and its first time derivative $\dot{P}$ can tell us a lot about a pulsar, including its approximate magnetic field strength, age, and evolutionary state. In our discussion of pulsar evolution, we will find it useful to refer to Figure 1.3, which shows $P$ vs. $\dot{P}$ for the majority of the known pulsar population (i.e., those
with measured $\dot{P} > 0$).

The rotational energy of a pulsar with moment of inertia $I$ and angular rotation frequency $\Omega$ is $E = \frac{1}{2} I \Omega^2$. If we model a pulsar as a rotating magnetic dipole surrounded by vacuum, we expect it to lose rotational energy at a rate proportional to the fourth power of the rotation frequency

$$\dot{E} = I \Omega \dot{\Omega} = -\frac{B^2 R^6 \Omega^4 \sin^2 \alpha}{6c^3}, \quad (1.1)$$

where $B$ is the field strength at the magnetic pole on the neutron star surface, $R$ is the neutron star radius, $c$ is the speed of light, and $\alpha$ is the angle between the rotation axis and the magnetic moment (Jackson, 1975; Shapiro & Teukolsky, 1983). More generally, we expect

$$\dot{\Omega} \propto \Omega^n, \quad (1.2)$$

where $n$ is the braking index (for a pure dipole in vacuum, $n = 3$). If we differentiate Equation 1.2, we see that $n = \Omega \ddot{\Omega} / \dot{\Omega}^2$, which allows us to determine the braking index if the second derivative of the spin period can be measured. This is notoriously difficult in practice due to timing noise and glitches, and braking indices have been measured for only a handful of pulsars (Lyne et al., 1988; Kaspi et al., 1994; Boyd et al., 1995; Lyne et al., 1996). The median measured value, $n = 2.4$, indicates that the vacuum dipole braking model is not the whole story. Nevertheless, it is common practice to assume $n = 3$ when deriving approximate pulsar parameters based on $P$ and $\dot{P}$.

If a pulsar was born at time $t = 0$ spinning with angular frequency $\Omega_0 \gg \Omega$, integration of Equation 1.2 from $t = 0$ to $t = \tau$ yields

$$\tau = \frac{\Omega}{(1 - n) \Omega} \left[ 1 - \left( \frac{\Omega}{\Omega_0} \right)^{n-1} \right] \approx \frac{P}{(n - 1) \dot{P}}. \quad (1.3)$$

We set $n = 3$ to define the “characteristic age” of a pulsar

$$\tau_c = \frac{P}{2 \dot{P}}. \quad (1.4)$$
Figure 1.3: $P - \dot{P}$ diagram. Each plotted point represents the spin period $P$ and the first time derivative of the spin period $\dot{P}$ for an individual pulsar. The 1251 known pulsars with measured $\dot{P} > 0$ are shown. The solid lines in the plot are lines of constant characteristic age: from top to bottom, $\tau_c = 10^4, 10^7, 10^{10}$ yr. The dashed lines are lines of constant estimated surface magnetic field: from upper right to lower left, $B = 10^{15}, 10^{12}, 10^9$ G. A surrounding square indicates a pulsar with a probable supernova remnant association. Diamonds indicate pulsars for which pulsed gamma-rays have been definitively detected. Soft gamma-ray repeaters and likely anomalous X-ray pulsars are denoted by Xs. Circles indicate pulsars in binary systems, and crosses indicate pulsars in globular clusters.
Lines of constant $\tau_c$ are plotted in Figure 1.3 for $\tau_c = 10^4$, $10^7$, and $10^{10}$ yr. Also included in the $P - \dot{P}$ diagram are lines of constant surface dipole magnetic field strength, estimated from Equation 1.1 with $I = 10^{45}$ g cm$^2$, $R = 10$ km, and $\alpha = 30^\circ$:

$$B \approx 3.2 \times 10^{19} \sqrt{P \dot{P}} \text{ G.} \quad (1.5)$$

The dashed lines in the figure indicate $B = 10^9$, $10^{12}$, and $10^{15}$ G.

The following subsections give a very brief description of pulsar formation and evolution. Much of the material presented here has been culled from the following sources, to which readers interested in a more complete account are referred: Manchester & Taylor (1977); Shapiro & Teukolsky (1983); Lyne & Graham-Smith (1998); Blandford et al. (1993); Phinney & Kulkarni (1994).

### 1.1.2 Pulsar Birth and Death

Normal stars are supported against gravitational collapse by thermal pressure from nuclear fusion. When a star’s nuclear fuel runs out, and there is nothing to hold it up against its own gravity, it must collapse. For a relatively light star (up to a few times the mass of the sun, $M_\odot$), this collapse will cease when the core’s density reaches $\sim 10^6$ g cm$^{-3}$. At this point, the core is supported against further collapse by a purely quantum mechanical pressure. As an electron is forced into a smaller and smaller volume, the uncertainty principle dictates that its momentum (and therefore kinetic energy) must increase. Electrons in close proximity to each other are prohibited from occupying the same quantum state by the Pauli exclusion principle, and as the lowest available energy levels fill up, electrons are forced to even higher energy states. These fast moving electrons generate a temperature-independent “electron degeneracy pressure,” balancing the compressing effects of gravity. As the central region of the star contracts to this state, the liberated gravitational energy heats the outer layers, which expand and dissociate from the dense core. What remains is an incandescent cinder — a “white dwarf” — about the size of the earth, having roughly the mass of the sun.
Even electron degeneracy pressure is not strong enough to oppose the gravitational collapse of more massive stars ($M \gtrsim 8M_\odot$). As the core of a massive star collapses, protons and electrons merge to form neutrons via inverse beta decay. If the star is not overwhelmingly massive (total mass $M \lesssim 20M_\odot$), neutron degeneracy pressure may abruptly halt the collapse of the core. Imploding layers above the suddenly stiff core recoil outward in a supernova explosion (Woosley & Weaver, 1986). The neutron star that remains will be spinning rapidly due to the conservation of angular momentum as the core contracted. And magnetic flux conservation may result in a large magnetic field.

Evidence that short-period pulsars are born in supernovae can be seen in Figure 1.3. In the upper middle part of the diagram, we indeed find a large number of young pulsars ($\tau_c \sim 10^3 - 10^5$ yr) associated with supernova remnants (SNRs). As these pulsars age, and their spin rates decrease, they move rightward and downward in the diagram. After $\sim 10^6$ yr, we expect that these pulsars will join the main “island” in the plot with $P \sim 1$ s and $\dot{P} \sim 10^{-15}$. The majority of the known pulsars ($\sim 85\%$) reside in this region of $P - \dot{P}$ phase space. SNRs fade from detectability after $\lesssim 10^5$ yr, and so we do not expect to see SNR associations with older pulsars.

The energy output of a young pulsar (recall, $\dot{E} \propto \dot{P}/P^3$) may be four orders of magnitude larger than that of an older pulsar. Not surprisingly, many of the closest energetic young pulsars are detected at high energies. The diamonds in Figure 1.3 show the seven pulsars for which high-confidence, high-energy gamma-ray pulsations have been detected. Note that five of these are also associated with SNRs.

The pulsars we have been discussing have typical magnetic field strengths of order $\sim 10^{12} - 10^{13}$ G. A distinct population of apparently young pulsars with much larger magnetic fields is visible in the upper right of Figure 1.3. These are the so-called anomalous X-ray pulsars (AXPs) and soft gamma-ray repeaters (SGRs), denoted by Xs in the figure. SGRs are so named because they emit occasional bursts of low-energy gamma-rays, though in quiescence SGRs can be seen in X-rays (Kouveliotou et al., 1998, 1999). The AXPs are considered anomalous because their inferred rotational energy loss is orders of magnitude too small to explain their observed luminosities.
(Mereghetti, 2001). Accretion from an extremely low mass companion, from a supernova fall back disk, or from the interstellar medium is a possible explanation for the X-ray luminosity. If this is the case, the \( \dot{P} \) measurements would be suspect due to torques on the pulsar from the infalling accreted matter, and their magnetic fields may not be so unusual. But the intriguing possibility exists that these objects are “magnetars,” pulsars with extremely large magnetic fields, whose bright, high-energy emission is powered by magnetic field decay (Thompson & Duncan, 1995, 1996). Photon splitting dominates pair production in the magnetospheres of these objects, quenching any radio emission, but high-energy emission is not hindered (Baring & Harding, 1997). The birth rate of these high-field objects may be within an order of magnitude of the birth rate of normal, lower-field neutron stars (Kouveliotou et al., 1994; Regimbau & de Freitas Pacheco, 2001), indicating that these objects represent an important alternative track for neutron star birth and evolution.

These young, high-energy pulsars (of both types) are the subject of Chapter 2 of this thesis. All the known pulsars were discovered at radio or X-ray wavelengths. The few known gamma-ray pulsars were all identified by folding gamma-ray data with a pulse period known from observations in radio or X-rays. In Chapter 2 we describe the first attempt to search for new pulsars in gamma-ray data directly. Even a single discovery would have meant a significant increase in the known gamma-ray pulsar population. Unfortunately no new pulsars were found, but the techniques we developed will be applicable to searches with the upcoming Gamma-Ray Large Area Space Telescope.

Young pulsars are also relevant to the radio pulsar survey of Chapter 4. Although this search was not designed specifically to look for young pulsars, we did discover PSR J0627+07, an interesting radio pulsar with a possible SNR association. This survey also discovered four other “garden variety,” or middle-aged pulsars.

As a pulsar of advanced age continues to slow down, it eventually sputters and dies. The radio pulsation mechanism shuts off, probably due to weakening of the induced electric field in the magnetosphere. Depending on its magnetic field, the active lifetime of a typical pulsar can be anywhere from \( \sim 10^7 \) yr to perhaps a few
times $10^8$ yr.

### 1.1.3 Life After Death

We now turn our attention to the last distinct population in Figure 1.3 — the fast spinning, low magnetic field pulsars in the lower left of the diagram. These are collectively called “recycled pulsars” for reasons which will soon become apparent. The fastest pulsars, with $P \lesssim 30\text{ms}$, are commonly referred to as millisecond pulsars (MSPs).

All pulsars by their very nature represent life after death, since they are born in the throes of a supernova explosion. As we saw in section 1.1.2, after radiating away most of their rotational energy, pulsars turn off and become undetectable. But if an extinct pulsar has (or acquires) a binary companion, it may be able to cheat death yet again.

If we consider the potential energy in a reference frame rotating with the binary (Fig. 1.4), the stars will sit at the bottom of two potential wells. Along the line connecting the two, there will be a saddle point joining the two separate “Roche lobes” in which the stars sit. If matter from one star crosses this equilibrium point, it may fall toward the other star. A steady flow of such material pouring in with non-zero angular momentum will form a disk around the recipient star. Matter that reaches the stellar surface (through viscous energy losses and momentum transfer in the disk) will surrender its remaining angular momentum to the accreting star. Depending on a number of factors (e.g., the mass accretion rate, the magnetic field of the star, the total time spent accreting), this process can potentially spin the recipient star up to very short periods. (For more detailed treatments of accretion physics and binary evolution see, e.g., King 1993; Bhattacharya & van den Heuvel 1991; Rappaport & Joss 1977).

The outflow from the mass donor could be from a stellar wind, or from true Roche lobe overflow. The latter is usually the result of normal stellar evolution. As an evolving star starts to run out of nuclear fuel, its outer envelope expands. In
Figure 1.4: Roche potential in a binary system. The contour overlaid on the surface is the equipotential passing through the saddle point, defining the Roche lobes of the two stars. Above this potential, material can flow from one star to the other.

A compact binary, the expanded giant may fill its Roche lobe and begin funneling matter to its companion. Roche lobe overflow from a normal, unevolved star is also possible if the binary separation is reduced by, e.g., gravitational radiation or close encounters with nearby stars.

If the accretor is a compact object (a white dwarf, neutron star, or black hole), there is an enormous amount of gravitational potential energy available from the infalling matter. Much of this energy is converted to heat in the accretion disk and at the stellar surface (if it has a surface, i.e., not for black holes). Due to the high temperatures involved, accreting compact objects are often visible as bright X-ray sources.

When matter accretes onto a strongly magnetized neutron star, hot, ionized gas may be funneled along the field lines to the magnetic poles. These rotating hot spots may be visible from Earth as X-ray pulsations. The inner edge of the accretion disk
is held off from the pulsar’s surface at a distance where the magnetic energy density is comparable to the ram pressure of the accreted material. The keplerian orbital period at this radius determines the minimum spin period to which the pulsar can be spun back up. The majority of observed accreting pulsars have large magnetic fields (\( \sim 10^{12} \text{G} \)) and therefore large limiting spin periods \( \sim 1 \text{s} \) (Bildsten et al., 1997). Clearly, we cannot directly relate these accreting X-ray pulsars to the MSPs in Figure 1.3. (Of course, accreting pulsars themselves are not represented in Figure 1.3 since they do not have steady \( \dot{P} > 0 \).)

The observed accreting pulsars also tend to have rather high-mass stellar companions, whose short lifetimes indicate that these systems have not been accreting very long. A neutron star with a lighter, longer-lived companion (i.e., in a low mass X-ray binary or “LMXB”) could accrete for much longer. Long-term accretion may bury the magnetic field of a neutron star (e.g., Bhattacharya & Srinivasan 1995), reducing the field strength to MSP levels \((10^8 - 10^9 \text{G})\). The weaker magnetic field also allows the accretion disk to get closer to the neutron star surface, allowing spin up to very short periods.

Immediately after the discovery of the first MSP (Backer et al., 1982), LMXBs were recognized as their likely progenitors (Alpar et al., 1982). Over 15 years passed with no definitive proof of this claim, although there were indications of incoherent millisecond phenomena in LMXBs (i.e., kiloHertz QPOs and burst oscillations; van der Klis 2000). The discovery of 2.5ms coherent pulsations in the transiently accreting LMXB SAX J1808.4-3658 (Wijnands & van der Klis, 1998; Chakrabarty & Morgan, 1998) finally provided the missing link between accreting pulsars and MSPs. Chapter 3 of this thesis describes a search for coherent millisecond pulsations from the LMXB Aql X-1. No pulsations were detected, a result that has implications for the origin of the quiescent luminosity in this system and others like it. And again, the search technique we developed should have wider application. Since the publication of Chapter 3 (Chandler & Rutledge, 2000), two additional accreting MSPs have been found (Markwardt et al., 2002; Galloway et al., 2002).

Eventually the accretion phase ends. This can happen, e.g., when the entire enve-
lope of the donor star has been exhausted, when the donor’s Roche lobe expands due to widening of the binary as angular momentum is transferred to the pulsar, or when a radio pulsar phase begins and radiation pressure clears out the accretion disk. If sufficient spin-up has occurred, the result will be a binary, recycled, rotation-powered pulsar. Solitary recycled pulsars are observed, but they most likely formed in binary systems and have since lost or destroyed their companions (see Chapter 5). MSPs have relatively weak magnetic fields (though still gargantuan by terrestrial standards), and therefore spin down very slowly. They are also far less susceptible to the glitches and timing noise commonly seen in younger pulsars, making them exquisite clocks. As such, MSPs have been used to measure neutron star and companion masses, to test gravitational theories, and to search for a low frequency cosmic gravitational wave background, to name just a few applications (Thorsett & Chakrabarty, 1999; Weisberg & Taylor, 1984; Stinebring et al., 1990).

Figure 1.3 shows that the recycled pulsar population is comprised of two groups: those in the Galactic plane, and those in the globular cluster system (though apart from their locations, these pulsars are not intrinsically different). These two types of MSPs were the chief quarry of the searches described in Chapters 4 and 5, respectively.

Due to their relative proximity to us and their large scale height, the Galactic plane MSPs appear rather isotropically distributed on the sky (Fig. 1.5). Chapter 4 describes a sensitive, large-area, high Galactic latitude survey designed to detect MSPs. This was also the most sensitive large-area survey to date for sub-millisecond pulsars, and places some of the first observational constraints on the lower limit of pulsar spin periods.

Globular clusters are old, roughly spherical formations of $\sim 10^4 - 10^6$ stars, located primarily around the central bulge of the Galaxy. With such a large number of stars in such a small space, encounters between stars are inevitable. Even originally solitary neutron stars can acquire companions by tidally capturing a passing star or exchanging into an existing binary. Not surprisingly, both LMXBs and MSPs occur in globular clusters at a much higher rate (per unit mass) than in the Galactic plane. Currently, roughly half of the known MSPs are in globular clusters. In Chapter 5,
Figure 1.5: Distribution of pulsars on the sky. The locations of the known pulsars are plotted in Galactic (II) coordinates in an Aitoff projection. Pulsars in globular clusters are excluded. Plotting symbols are the same as in Figure 1.3, with the addition of small filled circles for MSPs ($P \leq 25$ ms). The majority of pulsars are found within a few degrees of the Galactic plane. This includes all the youngest pulsars (the SGRs, AXPs, gamma-ray pulsars, and SNR associations) except those found in the Magellanic clouds. The MSPs are much more isotropically distributed.

we report the discovery of three new binary MSPs in the globular cluster known as M62. These were the first objects discovered using the new Green Bank Telescope, and they elevate M62 to third place among clusters with the most known pulsars. Two additional globular cluster pulsar discoveries are reported in the appendix.

1.2 Pulsar Searches

Before we can search for pulsations from a given object at a given wavelength, we must measure its intensity as a function of time. The methods by which raw data are collected and used to generate this “time series” differ widely, depending on the wavelength of interest. In sections 1.2.1 and 1.2.2 below, we point out some of these differences. We will see that for the most part, they stem from the wave/particle nature of light, and propagation effects through the various media between the pulsar
and the telescope. Once a time series has been prepared, the remaining steps in a
pulsation search are largely independent of wavelength; these steps are outlined in
section 1.2.3. In section 1.2.4, we discuss the effect of a time dependent pulse period,
one of the principal difficulties encountered in pulsar searches.

1.2.1 X-Ray and Gamma-Ray Data

After travelling relatively unimpeded through vast reaches of space, gamma-rays are
unable to penetrate the earth's dense atmosphere. The same is true for X-rays,
although they also suffer some absorption in the interstellar medium. Detection of
high-energy radiation therefore requires high altitude balloon-, rocket-, or satellite-
borne instruments. This makes them relatively expensive to deploy, severely limits
their collecting area, and makes them prone to unrecoverable failures (ranging from
inconvenient to catastrophic).

The interaction of high-energy (X-ray and gamma-ray) radiation with matter is
dominated by quantum effects, e.g., photoelectric effect, compton scattering, brems-
strahlung, and pair production/annihilation. At high energies, we therefore deal with
the propagation and detection of individual photons. For reviews of high-energy astro-
nomical instrumentation, see Hoffman et al. (1999) and Ramsey et al. (1994). Our
gamma-ray search in Chapter 2 used data from the Energetic Gamma Ray Experiment
Telescope aboard the Compton Gamma Ray Observatory. Fundamentally, EGRET
detects an incoming high-energy gamma-ray by converting it into an electron-positron
pair. The energies and tracks of the resulting pair are measured and used to deter-
mine the energy of the original photon and the direction from which it came (Kanbach
et al., 1989). Our X-ray search in Chapter 3 used data from the Proportional Counter
Array aboard the Rossi X-Ray Timing Explorer, ultimately detecting the photoelec-
tric absorption of an incident X-ray photon in the gas filled detector, with an output
signal approximately proportional to the incident photon energy (Swank et al., 1996).
The PCA has essentially no spatial resolution, though the field of view is collimated
at $\sim 1^\circ$. 
While radio search observations typically generate gigantic continuous data sets (sec. 1.2.2), discrete photon data sets are of much smaller size. Reducing a raw photon list to a searchable time series is computationally trivial. First, each photon’s spacecraft time of arrival (TOA) is adjusted to a solar system barycentric TOA. If additional corrections are necessary (qv sec. 1.2.4), they can also be applied before building the time series. An empty, discrete time series array is then created, and bins corresponding to corrected photon arrival times are increased by 1. Weighting the photons with *a priori* knowledge of the spectral or spatial distribution of the source photons can increase signal-to-noise (e.g., sec. 2.2.2).

Also unlike radio searches, high-energy searches are practically immune to interference. Cosmic ray interactions in the detector can mimic high-energy photon events. Specialized systems attempt to reject these events on board, before they are telemetered to the ground, but not all spurious events are successfully screened. However, Galactic cosmic ray detections are better characterized as background or noise, rather than interference, since they rarely overwhelm a strong source and are unlikely to present like a periodic signal. Other effects can lead to detectable periodicity at the spacecraft orbital period — Earth albedo, South Atlantic Anomaly passage, and Earth occultations of the source, for instance. Additional sources of high-energy periodic “interference” are usually instrumental in origin (e.g., the 402 second *ROSAT* wobble) and are easily excised.

### 1.2.2 Radio Data

Radio waves can penetrate the atmosphere to reach ground-based telescopes. This allows the construction of sensitive telescopes with very large collecting areas, including single dishes (e.g., the 305m diameter Arecibo telescope in Puerto Rico), and groups of individual dishes working in concert (e.g., the Very Large Array in New Mexico, or the planned Square Kilometer Array). Focused radio waves are detected as a continuous electric field oscillation in an antenna, not as discrete photons. For detailed descriptions of radio telescopes, see Burke & Graham-Smith (1997) and Kraus (1986).
Radio pulsars are very broad band and have a fairly steep radio spectrum (flux density $S \propto \nu^{-\alpha}$, where $\nu$ is the radio frequency and $\alpha \sim 1.6$ is the spectral index). On their own, these two facts indicate that a pulsar’s signal-to-noise ratio is maximized by observing with a large bandwidth about a low central radio frequency. However, the situation is complicated by propagation effects in the interstellar medium, specifically dispersion and scattering.

Dispersion occurs when different frequency components of a wave travel at different speeds in a given medium. For an electromagnetic wave propagating in a plasma with a free electron number density $n_e$, the angular frequency $\omega$ and wave number $k$ are related by the dispersion relation $\omega^2 = c^2 k^2 + \omega_p^2$, where $\omega_p$ is the plasma frequency, $\omega_p^2 = 4\pi n_e e^2 / m_e c^2$, $c$ is the speed of light in vacuum, $e$ is the electron charge, and $m_e$ is the electron mass. The group velocity is given by

$$v_g = \frac{\partial \omega}{\partial k} \approx c \left( 1 - \frac{2\pi n_e e^2}{m_e \omega^2} \right) \quad (1.6)$$

(valid for $\omega \gg \omega_p$). Higher frequencies travel faster than lower frequencies. A pulse travels a distance $\ell$ in time

$$t = \int_0^\ell \frac{dx}{v_g} = \frac{\ell}{c} + \frac{2\pi e^2}{cm_e \omega^2} \int_0^\ell n_e dx. \quad (1.7)$$

The integral on the right hand side of Equation 1.7 defines the “dispersion measure” (DM), usually expressed in units of cm$^{-3}$pc. In a bandwidth $B_{\text{MHz}} \ll \nu_{\text{MHz}}$ (both expressed in MHz), the total delay between the highest and lowest frequency components is

$$\tau_{DM} = \left( \frac{202}{\nu_{\text{MHz}}} \right)^3 \text{DM} B_{\text{MHz}} \text{ms}. \quad (1.8)$$

In the upper panel of Figure 1.6 we see intensity as a function of pulse phase and radio frequency for PSR B1257+12. The frequency dependent dispersive delay is obvious. If we construct a time series by simply recording the total power in the band as a function of time, search sensitivity will be seriously degraded (bottom panel, dotted line).
Figure 1.6: Radio pulse dispersion. Upper panel shows a radio frequency resolved pulse profile of PSR B1257+12. A 5.2s data set was folded modulo the 6.218ms pulse period to increase the signal-to-noise ratio. The pulse is clearly dispersed, arriving first at high frequencies, later at lower frequencies (DM = 10.186cm$^{-3}$pc). Bottom panel shows the total power in the band as a function of pulse phase (dotted line), i.e., with no correction for dispersion. Solid line shows the pulse profile with the frequency channels appropriately shifted before adding.
Dispersion is commonly mitigated by dividing the pass band into $N_{\text{chan}}$ smaller bandwidth channels, and recording a separate time series for each. This is accomplished by the use of a filterbank or autocorrelation spectrometer. A single time series can then be constructed by delaying the higher frequency channels before adding them together (Fig. 1.6, bottom panel, solid line). In this manner, the overall dispersive pulse smearing is reduced by a factor $1/N_{\text{chan}}$. Of course, the size of the raw data set is increased by a factor of $N_{\text{chan}}$, and if the proper DM is unknown a priori, the raw data must be dedispersed for a number of different DM trials. Each resultant time series is then searched separately. For this reason, an unknown DM greatly increases the computational complexity of a blind radio pulsar search.

Multipath propagation or scattering in the turbulent interstellar medium can also broaden a radio pulse. Scattering causes a pulse to develop an asymmetric tail, which is wider at lower frequencies (Fig. 1.7). By empirically fitting the observed broadening of 196 pulsars, Cordes et al. (1991) determined that

$$\tau_{\text{scat}} \approx \left( \frac{1000}{f_{\text{MHz}}} \right)^{4.4} 10^{-7.231 + 0.9255 \log_{10} \text{DM} + 0.814613(\log_{10} \text{DM})^2}.$$

The only way to overcome the effects of scattering is to observe at high frequencies. Thus, a radio pulsar search should use the lowest frequency and largest bandwidth possible, while keeping the effects of dispersion and scattering at a reasonable level.

Another all too common problem encountered in radio pulsar searches is interference. Weak astronomical signals are easily drowned out by bright impulsive interference, and periodic interference can often be mistaken for a pulsar, sometimes even mimicking the effects of interstellar dispersion. Radio frequency interference can be of natural origin (e.g., lightning) or of human origin (e.g., TV, cell phones, radar, spark plugs, and even an occasional electric blanket). If interference does initially produce a candidate pulsar signal in a search, further analysis will usually reveal its true nature; for instance, it may be narrow band, not dispersed, or detected at widely separated sky positions. However, a single detection of a new pulsar is usually considered suspect until it can be verified by further observations.
Figure 1.7: Pulse broadening due to scattering. A blowup of the Crab pulsar interpulse is shown at three different radio frequencies, 812.5 MHz, 606 MHz, and 333 MHz. The longer scattering tail at lower frequencies is clearly visible (Moffett & Hankins, 1996; Lundgren, 1994).
1.2.3 Detecting Periodicity

The earliest pulsar discoveries were made using chart recordings. However, even with large telescopes and modern low-noise receivers and amplifiers, very few pulsars are bright enough to have detectable single pulses. Large signal-to-noise ratios can be achieved by adding many pulses together (see, e.g., Fig. 1.6). When the pulse period is unknown, the most efficient method for searching a large range of periods is to use a fast Fourier transform (FFT). In this section, we provide only a brief recipe for FFT-based searches. For reviews and more complete analyses, see Burns & Clark (1969), Lyne & Graham-Smith (1998), Battacharya (1998), Middleditch (1976), van der Klis (1989), and Ransom et al. (2002). Also, details specific to the particular searches in this thesis are of course provided in the individual chapters.

The discrete Fourier transform (DFT) of a time series $s$ is given by

$$a_k = \sum_{j=0}^{N-1} s_j e^{2\pi ijk/N},$$

(1.10)

where $N$ is the total number of points in the time series and $i = \sqrt{-1}$. The complex Fourier amplitude $a_k$ corresponds to spin frequency $f_k = k/T_{\text{obs}}$, where $T_{\text{obs}}$ is the total duration of the time series. The index $k$ runs from 0 to $N - 1$, though for real data $a_{N-k} = a_k^*$, so only half of the Fourier amplitudes are independent. For most applications, the Fourier amplitudes are absolute squared to produce an estimate of the (real) power spectrum $P_k = |a_k|^2$. A bright, coherent, periodic signal will appear as a series of spikes in the power spectrum at frequencies corresponding to the various harmonics of the signal (or a single spike at the fundamental frequency in the case of a sinusoidal waveform). Figure 2.2 is a good example. Calculating the DFT of Equation 1.10 requires roughly $\sim N^2$ operations. The FFT yields the exact same result, but much more efficiently, requiring only $\sim N \log_2 N$ operations (for a derivation, see, e.g., Press et al. 1995). Still, the FFT stage is usually the most computationally demanding part of a pulsar search.

To find pulsar candidates, the power spectrum is searched for bins containing
power significantly above the local noise level. Although X-ray pulsars tend to have broad, nearly sinusoidal pulse profiles, gamma-ray and radio pulsars typically have narrower and/or more complicated pulse shapes (i.e., with rich harmonic content). Sensitivity to these pulsars can be improved by incoherently adding together the power at harmonically related frequencies and again looking for significant summed peaks.

The FFT, harmonic sum, and candidate search must be repeated for each individual time series in the search. These separate iterations might correspond to different sky positions, different DM trials, or different spin evolution trials (sec. 1.2.4 below). A modern pulsar search can easily use up many thousands of CPU hours on fast parallel supercomputers. Since the computational cost of the FFT search stage is so high, candidate thresholds may be set somewhat low, to minimize missed detections. Of course, this will result in a large number of false positives, so the FFT candidates may be subjected to further automated analysis (e.g., see sec. 2.2.2 and sec. 4.2.3) before human inspection of the final candidates. Ideally, strong candidates that are not eliminated as interference can then be verified in follow-up or archival data.

1.2.4 Detecting a Time-Dependent Period

If a pulsar's period changes appreciably over the course of an observation, it may not be detected in a standard FFT search, since its spectral power will be spread over a number of frequency bins. An apparent change in period may be due to a number of causes including intrinsic spin down, and acceleration in a binary system.

Intrinsic $\dot{P}$

As we saw in section 1.1, pulsar spin rates slowly decrease with time. To maintain good sensitivity to a realistic pulsar signal, we would like the change in spin frequency $f$ over the course of an observation to be less than the independent Fourier frequency
step in the power spectrum \((1/T_{\text{obs}})\):

\[
\dot{f} T_{\text{obs}} < \frac{1}{T_{\text{obs}}}.
\]  

(1.11)

In terms of period and period derivative, we require

\[
T_{\text{obs}} < \frac{P}{\sqrt{\dot{P}}}
\]  

(1.12)

For MSPs, this means that coherent observations are limited to \(T_{\text{obs}} \lesssim 1\) month, while for young pulsars, the limit is \(T_{\text{obs}} \lesssim 8\) hr. The vast majority of pulsar surveys use integration times much shorter than this (e.g., Chapter 4). Globular cluster observations may exceed 8 hr, but young pulsars are not expected in old clusters (and MSP sensitivity is not reduced). Note also that acceleration of a pulsar in the gravitational potential of a globular cluster produces an apparent \(\dot{P}\) that is of the same order as its intrinsic spin down, i.e., not a problem for detection.

Under rare circumstances, intrinsic spin down can become a problem. This is in fact the case in Chapter 2, where \(\lesssim 2\) week observations were searched for young pulsars. In order to detect pulsations, we attempted to remove the effects of \(\dot{P}\) before calculating the FFT. Without any prior knowledge of the exact value to use, we had to correct each time series for a number of different \(\dot{P}\) trials and repeat the Fourier analysis for each.

**Binary Motion**

For a pulsar moving in a binary system, doppler shifts in the observed pulse period can have a far greater effect on searches than slow intrinsic spin down. A binary pulsar's instantaneous apparent \(\dot{P}\) can be as much as 10 orders of magnitude larger than its intrinsic \(\dot{P}\). Without some sort of correction, an ordinary FFT search would have little chance of detecting such a signal.

An extensive discussion of binary pulsar search techniques can be found in section 5.2.3. To summarize, existing methods for detecting binary pulsars are effective
only when the orbital period $P_b$ is much longer or much shorter than the observation time $T_{\text{obs}}$. When $P_b \gg T_{\text{obs}}$, the time dependence of the observed spin period is approximately linear, and constant $\dot{P}$ trials can be used (very much like the intrinsic $\dot{P}$ searches described above). When $P_b \ll T_{\text{obs}}$, phase modulation of the pulsar signal may produce a detectable comb of sidebands centered on the rest spin frequency in the power spectrum.

Traditionally, when $P_b$ and $T_{\text{obs}}$ are comparable, pulsar searches have had very poor sensitivity. In section 5.2.4, we describe a powerful new search method, based on dynamic power spectra, that nicely fills in the $P_b \sim T_{\text{obs}}$ gap left by the other methods. This new technique has already successfully discovered two new binary MSPs, and promises to be an important addition to the pulsar searcher’s toolkit.

1.3 Thesis Organization

The individual chapters speak for themselves, having been written as stand-alone papers. Chapters 2 and 3 have already been published (Chandler et al., 2001; Chandler & Rutledge, 2000), while Chapters 4 and 5 will appear shortly. Each chapter begins with its own abstract, which we will not attempt to distill even further in the present context.

Despite the title of this thesis, the chapters are actually arranged from high to low energies, i.e., from gamma-rays to radio. This was the order in which the projects were undertaken, but it also has an evolutionary significance; we begin with a search targeted at young pulsars, followed by a search for a pulsar during its pupal accretion stage, finishing with two searches designed to detect recycled MSPs.
Chapter 2

A Search for Radio-Quiet Gamma-Ray Pulsars

Abstract
Most Galactic point sources of gamma-rays remain unidentified. The few (extra-solar) sources that have been identified are all young, rotation-powered pulsars, all but one of which were identified using radio ephemerides. The radio-quiet Geminga pulsar was identified only after pulsations were discovered in a coincident X-ray source. Observational evidence indicates that many of the unidentified Galactic sources are likely to be pulsars, and some theoretical models predict a potentially large population of radio-quiet gamma-ray pulsars. We present a new method for performing sensitive gamma-ray pulsar searches. We used this method to search several of the strongest EGRET sources for pulsations. This was a blind search for new pulsars, covering a frequency and frequency derivative phase space large enough to detect Crab-like pulsars as well as lower frequency, high magnetic field “magnetars.” No new pulsars were discovered and we report upper limits constraining the characteristics of any signals contained in the data sets searched.

2.1 Introduction

The nature of the unidentified Galactic plane gamma-ray sources has been a long-standing problem, dating back to the first dedicated gamma-ray astronomy satellites of the 1970s (SAS-2 and COS-B). Despite vast technical improvements over earlier missions, the Compton Gamma Ray Observatory (CGRO) has only compounded the problem; although a small number of identifications have resulted from CGRO observations, many new unidentified sources have been discovered. Less than 10% of the currently cataloged Galactic plane gamma-ray sources have been identified. The principal difficulty is the large uncertainty in the gamma-ray positions. A typical gamma-ray source error box may contain hundreds of possible counterparts at other wavelengths. Nevertheless, all the identifications of persistent gamma-ray sources have been established through such multi-wavelength correlations. In this paper, we describe an unsuccessful attempt to identify several of the strongest high-energy gamma-ray sources via direct analysis of the gamma-ray data. Specifically, we attempted to identify them as pulsars.

Of the four instruments on board the CGRO, the Energetic Gamma Ray Experiment Telescope (EGRET) is sensitive to the highest-energy range, about 20 MeV to 30 GeV. Details of EGRET’s design and capabilities can be found in Kanbach et al. (1989) and Thompson et al. (1993). Generally speaking, it simultaneously offers good imaging (source localization to within $\sim 0.5^\circ$), spectral resolution ($E/\Delta E \sim 5$), and temporal resolution ($\sim 50 \mu\text{sec}$).

Shortly after the April 1991 launch of the CGRO, an EGRET all-sky survey was begun. During this first phase of its mission, EGRET verified $\sim 15$ previously known COS-B sources and discovered dozens of new point gamma-ray sources (Fichtel et al., 1994). As the amount of accumulated data has increased and the gamma-ray background model has improved, several updated source catalogs have been compiled (Thompson et al., 1995, 1996). The latest EGRET catalog, based on over four years of data, includes 271 sources, the majority of which are unidentified (Hartman et al., 1999). The sources can be divided into two groups — those that are in the Galactic
plane and those that are not. All of the identified sources in the latter group (having Galactic latitude $|b| > 10^\circ$) are extragalactic. The 80 sources with $|b| < 10^\circ$ include 5 pulsars, 1 solar flare, and 74 unidentified sources. Of these, a few are probably blazars seen through the Galactic plane and as many as 5 are probably spurious, leaving $\gtrsim 60$ unidentified Galactic point sources of high-energy gamma-rays.

Four of the five aforementioned pulsars had been seen previously at radio wavelengths: the Crab pulsar, the Vela pulsar, PSR B1706-44, and PSR B1055-52. These EGRET sources were identified by epoch folding the gamma-ray data with the known pulsar periods (Nolan et al., 1993; Kanbach et al., 1994; Thompson et al., 1992; Fierro et al., 1993). Additionally, pulsations from PSR B1951+32 have been seen in the EGRET data ($\geq 300$ MeV), though this pulsar is not detected as a statistically significant point source (Ramanamurthy et al., 1995). The remaining EGRET pulsar, Geminga, was not previously detected as a radio pulsar. Its identification came only after pulsations were discovered in a coincident ROSAT X-ray source (Halpern & Holt, 1992) and then verified in the EGRET data (Bertsch et al., 1992). Although there have been reports of extremely weak pulsations from Geminga at low radio frequencies ($\sim 100$ MHz) (e.g., Malofeev & Malov, 1997), Geminga can still be regarded as a "radio-quiet gamma-ray pulsar."

Efforts to identify additional EGRET sources with radio pulsars have been largely unsuccessful. Many positional coincidences exist, but few of them are expected to be real associations. The most conclusive evidence for an association would be the detection of pulsations in the gamma-ray data. Thompson et al. (1994), Fierro et al. (1995), and Nel et al. (1996) epoch folded EGRET data with ephemerides of over 350 radio pulsars, with no significant detections, though marginal evidence for pulsed gamma emission has been found for PSR B0656+14, PSR B1046-58, and PSR J0218+4232 (Ramanamurthy et al., 1996; Kaspi et al., 2000; Kuiper et al., 2000). Deep radio searches of EGRET source error boxes (Nice & Sayer, 1997; Lundgren et al., 1995) have resulted in only one new pulsar detection, but the pulsar proved to be unrelated to the target gamma-ray source.

Despite these failures, there are a number of reasons to believe that many of the
unidentified Galactic EGRET sources are indeed young, rotation-powered pulsars. First of all, the only definitive identifications of persistent Galactic sources are all pulsars. It is reasonable to assume that even if other types of Galactic sources exist, we probably have not identified all of the detectable pulsars.

Kaaret & Cottam (1996) argued that a significant fraction of the Galactic plane sources in the second EGRET catalog were located in OB associations, which are likely to house young pulsars. Using the known distances of the OB associations, they estimated the luminosities of the coincident gamma-ray sources and found them to be consistent with the known EGRET pulsars. They ultimately estimated that \( \sim 20 \) of the 25 sources in the second EGRET catalog with \( |b| < 5^\circ \) are pulsars. That these pulsars have not been detected in radio wavelengths can be attributed to narrow beaming of radio pulses and the high interstellar dispersion expected in star forming regions.

Sturmer & Dermer (1995) found a significant correlation between the high confidence point sources in the first EGRET catalog and supernova remnants (SNRs). SNR associations have been suggested for as many as 7 of the 32 low-latitude unidentified sources in the second EGRET catalog (Sturmer et al., 1996; Esposito et al., 1996). It is plausible to assert that the gamma-rays are due to either a young pulsar, born in the supernova explosion, or cosmic rays accelerated in the expanding supernova shockwave. At present, neither cause can be ruled out. Several authors have argued for the presence of pulsars in a few specific cases (Bhattacharya et al., 1997; Brazier et al., 1998; Roberts & Romani, 1998; Brazier et al., 1996), but evidence for shock front cosmic ray production also exists for several of the SNR associations. Until future missions resolve spatial structure in the gamma-ray sources or improve their spectral characterization, conclusive identifications of shock-powered SNRs will be very difficult to establish. On the other hand, detection of pulsations in the EGRET data has the potential to resolve the issue on a source by source basis.

McLaughlin et al. (1996) characterized the time variability of the sources in the second EGRET catalog (using data from phases 1, 2, and 3). In their classification scheme, the known EGRET pulsars were shown to be non-variable or marginally
variable. Although they argue for the existence of a genuine population of variable low-latitude sources, they also find a significant number of non-variable low-latitude sources, which they conclude are most likely pulsars. The gamma-ray pulsar population model of McLaughlin & Cordes (2000) predicts that EGRET should see 20 (low-latitude) pulsars, a result that is consistent with the variability arguments, since 17 of the unidentified low-latitude sources are non-variable. Wallace et al. (2000) revisited the question of EGRET source variability. Looking at shorter time scales (\(~\text{days}\)), they found strong evidence of short-term variability for only four unidentified cataloged sources. This result is consistent with the hypothesis that many of the unidentified sources could be pulsars.

Thus, despite indications that many of the unidentified EGRET sources are pulsars, previous attempts to identify them with radio pulsars have failed. This raises the possibility that many of the unidentified sources could be radio-quiet pulsars like Geminga. Romani & Yadigaroglu (1995) have proposed an outer gap model of pulsar gamma-ray production which predicts that pulsed gamma radiation is beamed into a larger solid angle than the radio emission. This model is shown to account for observed properties of individual pulsars (e.g., pulse profiles, relative phase of radio and gamma-ray pulses) and the overall observed population of radio-only and radio/gamma-ray pulsars. Their model predicts a large number of detectable radio-quiet gamma-ray pulsars, \(2.5 \times\) the number of detected radio-loud gamma-ray pulsars. In a more recent analysis (Yadigaroglu & Romani, 1997), they showed that radio-quiet pulsars can account for essentially all of the strongest unidentified low-latitude EGRET sources.

Another possible mechanism for producing radio-quiet gamma-ray pulses has recently been suggested. Even before the identifications of the soft gamma repeaters SGR 1806-20 and SGR 1900+14 as magnetars (Kouveliotou et al., 1998, 1999; Thompson & Duncan, 1995, 1996), Baring & Harding (1997) proposed the existence of a class of high magnetic field, radio-quiet high-energy pulsars. According to the model, intense magnetic fields can inhibit pair production, suppressing a pulsar’s radio emission. A highly magnetized pulsar “can still emit gamma-rays prolifically.” While
there has been a report of weak low frequency radio pulsations from SGR 1900+14 (Shitov, 1999), this is not inconsistent with the model (Baring & Harding, 1998).

The EGRET instrument long outlived its intended two to four year lifetime. After a gyroscope failure in December 1999, NASA decided to de-orbit the CGRO in June 2000. The next generation high-energy gamma-ray satellite GLAST will launch no sooner than 2005. Thus, no new pertinent gamma-ray data are expected in the near future. Searches of EGRET error boxes at other wavelengths continue, but it now seems that further application of conventional approaches is unlikely to result in new identifications. In this paper we test the hypothesis that many of the unidentified EGRET sources are radio-quiet pulsars, by searching for pulsations in the existing gamma-ray data directly (Mattox et al., 1996). Previous attempts to find pulsations have involved epoch folding with known signal parameters. We instead performed a blind search for unknown pulsars on several of the strongest EGRET point sources.

As we will explain in more detail below, this is a difficult problem. The size and number of fast Fourier transforms (FFTs) that must be calculated make this a computationally intensive problem — one that would have been infeasible 10 years ago. Due to the small photon flux of the sources, signal-to-noise ratios are very low. Special techniques must be employed to keep detection sensitivity as high as possible. Even then, we require a somewhat fortuitous pulse waveform. Despite the difficulties, even one detection would add significantly to our knowledge of gamma-ray pulsars and pulsar emission mechanisms. Unfortunately, no candidate signal survived all of our detection criteria.

In section 2.2 below, we describe our analysis method. We indicate the specific EGRET sources we searched for pulsations and the range of pulsar frequencies and frequency derivatives to which the search was sensitive. In section 2.3, we describe the results of our pulsation search. We discuss the determination of detection significance and the connection between signal waveform and detectability, which we then use to place limits on the characteristics of any signals contained in the EGRET data searched. Finally, in section 2.4, we discuss these results and their implications.
2.2 Analysis

2.2.1 Principles

Finding a pulsar signal in the EGRET data is not a trivial problem. Even the strongest unidentified EGRET sources have count rates \( \geq 100 \) MeV of \( \sim 1 \) source photon per hour, over a typical background of \( \sim 5 \) photons per hour (in the Galactic plane). To achieve an adequate signal-to-noise ratio to allow an FFT search, long data sets — on the order of weeks — are required. The data sets used in the present analysis spanned 14 to 38 days each. The independent frequency spacing of the FFT is given by \( 1/T \), where \( T \) is the total duration of the time series data. The long EGRET data sets therefore result in sub-microHertz spectral resolution, requiring large FFTs to cover a given frequency range.

Pulsar rotation frequencies are generally observed to decrease slowly over time. This is attributed to the conversion of rotational kinetic energy into the radiation emitted by the pulsar, hence the term “rotation-powered pulsar.” Such intrinsic spin down is not usually a problem for pulsar searches at radio and X-ray wavelengths, where shorter data sets (\( \sim \) minutes to hours) are often used. Over a 14-day observation, however, a pulsar’s spin frequency can change by as much as several hundred microHertz. The signal from such a pulsar will be spread out over hundreds of frequency bins in the FFT, rendering it undetectable.

Figure 2.1 shows a plot of the 472 pulsars in the Princeton catalog (Taylor et al., 1993) that are observed to be spinning down. The pulsars are plotted in a phase space of spin frequency \( f \) and its first-order time derivative \( \dot{f} \). If we Taylor expand a pulsar’s frequency evolution \( f(t) \), we see that over the course of an observation of duration \( T \), the pulsar frequency will visit the range \( \Delta f = \dot{f}T + \ddot{f}T^2/2 + \cdots \) (a dot denotes a derivative with respect to time, in this case, evaluated at the beginning of the observation). In the discrete Fourier spectrum, this is equivalent to a drift of \( \Delta B = T\Delta f = \dot{f}T^2 + \ddot{f}T^3/2 + \cdots \) independent frequency bins. Using \( T = 14 \) days, we find that a frequency derivative of \( |\dot{f}| = 1/T^2 = 6.8 \times 10^{-13} \) Hz s\(^{-1}\) causes a drift equivalent to one power spectrum bin. As is evident in Figure 2.1, many
pulsars are observed with larger first-order frequency derivatives than this. Likewise, a second derivative of $|\dot{\Omega}| = 2/T^3 = 1.1 \times 10^{-18}$ Hz s$^{-2}$ will cause a similar one-bin drift. Fortunately, this is more than two orders of magnitude larger than observed second frequency derivatives. We are therefore justified in adopting a linear model for the frequency evolution.

To counteract this spin down effect, we attempt to remove the frequency drift of a pulsar signal in the time domain before calculating the FFT. In a blind search, little is known $a\ priori$ about a pulsar’s frequency evolution (except that its behavior is expected to be similar to that of the known pulsars). A number of frequency drift trials must therefore be performed for each source, whereby the data are corrected for an assumed frequency derivative, and an associated FFT is calculated and analyzed.

The known EGRET pulsars are highlighted (with triangles) in Figure 2.1. The gamma-ray pulsars tend to have high frequencies and large (negative) values of $\dot{\Omega}$. This is not surprising since we expect pulsars in this region of phase space to be the most energetic; i.e., to have the largest rotational energy loss $\dot{E} = 4\pi^2 I \dot{\Omega} \ddot{\Omega}$, where $I$ is the pulsar’s moment of inertia. This fact is rather unfortunate for our purposes, since the phase space that our search must cover is therefore large. For this project, we chose to cover frequencies up to 40 Hz and frequency derivatives large enough to include the Crab pulsar. This search phase space is represented by the darker shaded region in the figure. As described below (section 2.2.2), our frequency drift search was carried out over trial values of $\dot{\Omega}/f$, not simply $\dot{\Omega}$. The $\dot{\Omega}$ limit of the dark shaded region in the figure corresponds to

$$\frac{\dot{\Omega}}{f} \leq \frac{3.7 \times 10^{-10} \text{ Hz s}^{-1}}{30 \text{ Hz}} \approx 1.2 \times 10^{-11} \text{ s}^{-1}. \tag{2.1}$$

For the actual FFT calculation, we require a Nyquist frequency of $f_{Nyq} \geq 160$ Hz, so that we may calculate sums of up to four harmonics without aliasing. Given the required length of the data sets, this means we must calculate FFTs of $N = 2 \cdot 160 \cdot T = 2^{20} - 2^{20} \sim 10^9$ points. Each source requires $\sim 3.7 \times 10^{-10} \cdot T^2 \sim 10^3$ frequency derivative trials. Such a search has only recently become computationally
Figure 2.1: Gamma-ray pulsar search phase space. The $f - \dot{f}$ phase space relevant to our search is highlighted. The 472 pulsars in the Princeton catalog (Taylor et al., 1993) which have positive period derivatives are denoted by black dots. The known EGRET pulsars are indicated by triangles. They are, in order of decreasing rotation frequency, Crab, PSR 1951+32, Vela, PSR 1706-44, Geminga, and PSR 1055-52. The Xs denote, in order of decreasing $|\dot{f}|$, SGR 1900+14, SGR 1806-20, 1E 1048-5937, 1E 1841-045, 4U 0142+615, and 1E 2259+586. The solid lines plotted on the figure are lines of constant age for pulsars born at short periods, assuming a vacuum dipole braking law. The dark shaded region corresponds to the Crab-like pulsar search and the lighter region denotes the magnetar search phase space described in the text.
feasible.

2.2.2 Search Methodology

We began by selecting a number of unidentified EGRET sources for analysis. For each source, we prepared a data set, essentially a list of photon arrival times. Before beginning the search, we determined a list of frequency derivative trials to cover our target phase space.

For a given frequency derivative trial, the photon arrival times were corrected for the assumed pulsar spin down rate. Using these adjusted arrival times, we calculated an FFT, which we used to construct a normalized power spectral estimate. This power spectrum was then searched for significant candidates, i.e., frequency bins containing statistically significant excess power. Sums of two and four harmonics were also searched in this way. This process was repeated for each frequency derivative trial.

Candidates from the FFT stage of the analysis were subjected to further scrutiny. In the vicinity of each candidate, we sampled the $f - f$ phase space more finely, again looking for significant powers. If any candidates survived this (more stringent) cut, we put them through several final verification procedures. Each of these steps is described in detail below.

Source Choice and Data Preparation

The unidentified EGRET sources chosen for analysis in this project were selected simply on the basis of strength. The most appropriate measure of source strength in this case is the quantity $N_s^2/N_t$, where $N_s$ is the number of source photons and $N_t$ is the total number of photons in a data set (i.e., source plus background). This is the square of the signal-to-noise ratio for a data set. As we show in detail in section 2.3, the expected spectral power from a periodic source is proportional to $N_s^2/N_t$ and the significance of a detection is exponential in $N_s^2/N_t$. So the general idea was to choose an EGRET viewing period and select a set of photon events so as to maximize $N_s^2/N_t$. In some cases, adjacent (or nearly adjacent) observations were concatenated.
The sources so chosen and the viewing periods (VPs) analyzed are listed in Table 2.1, ranked in order of $N_s^2/N_p$. Also indicated in the table are possible supernova remnant associations and the source positions, though these were not source selection criteria.

Having chosen an EGRET viewing period, we selected photons based on three criteria — one spectral, two spatial. Due to the diffuse gamma-ray background, source signal-to-noise is very low for photon energies below 100 MeV. Our analysis included only photons above this threshold. The imaging capabilities of the EGRET instrument were characterized during its pre-launch calibration (Thompson et al., 1993). From the measured point spread function (PSF), it was determined that approximately 67% of the photons from a source will be observed to come from within a cone of energy-dependent half angle

$$\theta_{67} = 5^\circ \cdot 85 \left( \frac{E_\gamma}{100 \text{ MeV}} \right)^{-0.534}$$  \hspace{1cm} (2.2)

($E_\gamma$ is the photon energy). In-flight analyses of EGRET’s angular dispersion characteristics have been shown to be in very good agreement with the pre-launch PSF (Esposito et al., 1999). Only photons measured to have arrived from within $\theta_{67}$ of the assumed source direction were included for analysis. Tests with the known EGRET pulsars indicated that this cut was robust and optimal — small changes in this cutoff angle had little effect and large changes either way reduced the recovered spectral power. Finally, we selected only photons that were more than four times this angle from the earth limb.

The next step in the data preparation was to correct the spacecraft photon arrival times to solar system barycentric arrival times, using the known position and orientation of the instrument and the assumed direction of the source. For the source directions, we used the maximum likelihood positions from the first or second EGRET catalog. The only exception is 2EG J2020+4026 for which we used the position of a coincident ROSAT source (Brazier et al., 1996). The actual positions used for each source are listed in Table 2.1. The errors on the position estimates (semimajor axis of 95% confidence error ellipse) are typically $\lesssim 0^\circ.5$ (see Thompson et al., 1995).
<table>
<thead>
<tr>
<th>Source</th>
<th>SNR</th>
<th>$l$ II</th>
<th>$b$ II</th>
<th>EGRET VP analyzed</th>
<th>Duration (days)</th>
<th>$N_i^2/N_t$</th>
<th>$[N_i^2/N_t]_{\text{eff}}$</th>
<th>$\bar{j}$ trials</th>
<th>$\alpha \chi^2$</th>
<th>pulse FWHM$^a$</th>
<th>pulsed fraction$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>J2020+4026</td>
<td>78.1</td>
<td>2.3</td>
<td></td>
<td>203</td>
<td>21</td>
<td>76</td>
<td>73</td>
<td>1210</td>
<td>$&lt; 0.94$</td>
<td>$&gt; 23%$</td>
<td>$&lt; 49%$</td>
</tr>
<tr>
<td>J0618+2234</td>
<td>189.2</td>
<td>3.0</td>
<td>0.2 - 1.0</td>
<td>38</td>
<td>46</td>
<td>32</td>
<td>3947</td>
<td>$&lt; 2.14$</td>
<td>$&gt; 12%$</td>
<td>$&lt; 75%$</td>
<td></td>
</tr>
<tr>
<td>J2019+3719$^c$</td>
<td>75.46</td>
<td>0.60</td>
<td>203</td>
<td>18</td>
<td>34</td>
<td>27</td>
<td>859</td>
<td>$&lt; 2.53$</td>
<td>$&gt; 10%$</td>
<td>$&lt; 81%$</td>
<td></td>
</tr>
<tr>
<td>J1835+5919</td>
<td>88.8</td>
<td>25.1</td>
<td></td>
<td>212</td>
<td>14</td>
<td>28</td>
<td>28</td>
<td>540</td>
<td>$&lt; 2.44$</td>
<td>$&gt; 10%$</td>
<td>$&lt; 80%$</td>
</tr>
<tr>
<td>J1021-5835$^c$</td>
<td>284.45</td>
<td>-1.20</td>
<td></td>
<td>14</td>
<td>14</td>
<td>27</td>
<td>524</td>
<td>$&lt; 2.53$</td>
<td>$&gt; 10%$</td>
<td>$&lt; 81%$</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ FWHM of a single Gaussian peak, expressed as a percentage of the pulse period; assumes 100% pulsed fraction.

$^b$ For typical radio pulsar waveform (see text).

$^c$ The third EGRET catalog (Hartman et al., 1999) split 2EG J2019+3719 and 2EG J1021-5835 into multiple sources. The upper limits reported assume the validity of the second EGRET catalog (Thompson et al., 1995) (see section 2.2.2).
Our analysis was carried out before the publication of the third EGRET source catalog (Hartman et al., 1999). The updated positions in the new catalog adversely affect only two of our sources. The highly significant second EGRET catalog source 2EG J2019+3719 was split into two lower-confidence detections in the third catalog (3EG J2016+3657 and 3EG J2021+3716). Although there is significant overlap between our searched error box and the error boxes of the two new sources, neither would individually be strong enough to produce pulsations detectable in our blind search. A similar situation exists for 2EG J1021-5835 (split into 3EG J1013-5915, 3EG J1014-5705, and 3EG J1027-5817). If the third catalog is correct, we could not have detected pulsations from these weaker individual sources. We still report our search results for 2EG J2019+3719 and 2EG J1021-5835 in Tables 2.1 and 2.3, though the upper limits apply only if the second catalog is assumed to be correct.

We now consider the effect of the position uncertainties on our search. A position error of $\epsilon$, measured in radians, leads to a Doppler shift from the earth’s orbital motion of

$$\delta f = \frac{v_{\oplus}}{c} \epsilon f \sin \theta = 10^{-5} \frac{\epsilon}{10^{-2}} \frac{f}{10^{-4}} \sin \theta \text{ Hz},$$

where $v_{\oplus}/c = 10^{-4}$ is the magnitude of the earth’s orbital velocity in units of the speed of light, and $\theta$ is the angle between the earth’s orbital velocity and the EGRET source direction. A pure shift of frequency will have no effect on the detection of pulsations, though the frequency estimate will be incorrect. In the event of a detection, the correct rest frequency of the pulsar and its position can hopefully be refined using other EGRET observations.

Differentiation of Equation 2.3 leads to

$$\delta \dot{f} = \frac{v_{\oplus}}{c} \epsilon \dot{\theta} f \cos \theta + \mathcal{O} \left[ \dot{\theta}^2 \right],$$

where $\dot{\theta} = 2 \times 10^{-7}$ rad s$^{-1}$ is the earth’s orbital angular velocity. Thus

$$\delta \dot{f} = 2 \times 10^{-12} \frac{\epsilon}{10^{-2}} \frac{f}{10^{-4}} \cos \theta \text{ Hz s}^{-1}.$$
This is much less than the limiting $\dot{f}$ of our search. Therefore, as for frequency, $\delta \dot{f}$ does not compromise the detection sensitivity, but does prevent a precise determination of the intrinsic pulsar $\dot{f}$ unless more observations are used to estimate the pulsar position and rotation parameters simultaneously.

Differentiation of Equation 2.4 leads to

$$\delta \dot{f} = \theta^2 \delta f + O[\theta^3]$$

(2.6)

$$\delta \dot{f} = 4 \times 10^{-19} \frac{\epsilon}{10^{-2}} \frac{\dot{f}}{10 \text{ Hz}} \sin \theta \text{ Hz s}^{-2}.$$  

(2.7)

Previously, we noted that an $\dot{f}$ of approximately $2/T^3 \sim 10^{-18}$ Hz s$^{-2}$ would require a search over trial $\dot{f}$ values, like the $\dot{f}$ search. For our search phase space, including frequencies up to 40 Hz, we see that $\delta \dot{f}$ is of this same order. Since we did not include frequency second derivative trials in our search, we must carefully consider the effect $\delta \dot{f}$ has on our search sensitivity.

The effect of the position error is to cause a source frequency to drift over time. In the FFT, the signal power will be spread over several spectral bins. If we require that this spreading not exceed some fixed number of bins, over the course of an entire observation, we see from Equation 2.7 that we can cover the full source error box in a restricted frequency range, or cover the full 40 Hz frequency range over a smaller region of the error box. Alternatively, we can claim sensitivity to the entire error box over the entire range of search frequencies by reducing the effective source strength.

After we correct for $\dot{f}$, the apparent source frequency diverges from its initial value according to $\Delta f(t) = \delta \dot{f} t^2/2$. Equivalently, in units of independent Fourier bins, $\Delta b(t) = \delta \dot{f} T t^2 / 2$. The fundamental has drifted over a range equivalent to one spectral bin after a time $t_1 = [2/(\delta \dot{f} T)]^{1/2}$. Since the source strength parameter $N_s^2/\gamma_t$ scales linearly with time, only a reduced effective signal strength

$$\left[ \frac{N_s^2}{N_t} \right]_{\text{eff}} = \frac{t_1}{T} \frac{N_s^2}{N_t} = \left( \frac{2}{\delta \dot{f} T^3} \right)^{1/2} \frac{N_s^2}{N_t}$$

(2.8)

has been confined to an acceptable range. The effective strength $[N_s^2/\gamma_t]_{\text{eff}}$ for each
source is listed in Table 2.1. These values were used to determine the sensitivity limits of our search. Note that not all of our target sources were affected by position error. And for those that were, the sensitivity is actually non-uniform over the source error box and searched frequency range. The limits reported are for the worst-case scenario: \( f = 40 \text{ Hz} \) and extreme position error (source located on its 95\% error contour).

**Frequency Derivative Trials**

Ultimately, a data set consisted of a list of each photon’s barycentric time of arrival (TOA). We assume the data contain a signal whose frequency evolves in time according to \( f(t) = f_0 + \dot{f} t \). In order to remove the frequency drift, we introduce a new time \( \tilde{t} \), which is a function of the original time \( t \), such that the frequency as a function of \( \tilde{t} \) is constant. Equivalently, we require the integrated phase to be linear in \( \tilde{t} \)

\[
\phi(t) - \phi_0 = \int_0^t f(t') \, dt' = f_0 \tilde{t}.
\] (2.9)

The \( i^{th} \) TOA \( t_i \) (measured from \( t_0 = 0 \)) will therefore be corrected to

\[
\tilde{t}_i = t_i + \frac{1}{2} \frac{\dot{f}}{f_0} t_i^2.
\] (2.10)

A time series is constructed by dividing the total duration of the data \( T \) into \( N \) bins. The entire array is initially set to zero, then for each TOA, the value in the corresponding time bin is increased by one. Before being corrected, the \( i^{th} \) TOA would fall into bin \( b_i = t_i / \Delta t \), where \( \Delta t = T / N \), the resolution of the time series. We can then express the frequency derivative correction in terms of bin number

\[
\tilde{b}_i = b_i - \frac{b_i^2}{a^2},
\] (2.11)
where the parameter $a$ is given by

$$a = \sqrt{\frac{2f_0}{\Delta t |\dot{j}|}}$$  \hspace{1cm} (2.12)

(note that $\dot{j} < 0$).

The spacing of the $\dot{j}$ trials is chosen so that the fourth harmonic of a Crab-like
pulsar will drift by no more than two power spectrum bins over the course of the
entire observation. This results in a maximum trial spacing of $\Delta \dot{j}_{trial} = 1/T^2$. We
use a fiducial $f_0 = 30$ Hz in Equation 2.12 and search up to $\dot{j}_0 = -3.7 \times 10^{-10}$ Hz s$^{-1}$.
The number of $\dot{j}$ trials required for a given source is then

$$N_{\dot{j}} = \frac{|\dot{j}_0|}{\Delta \dot{j}_{trial}} = 3.7 \times 10^{-10}T^2.$$  \hspace{1cm} (2.13)

The resulting numbers are listed in Table 2.1.

**FFT and Initial Candidates**

Having prepared a TOA list and generated a list of trial frequency derivatives for
a given source, we proceeded with the first stage of the actual search. For each $\dot{j}$
trial, we constructed a time series as per section 2.2.2. We used this time series to
calculate an FFT, from which we calculated the power spectrum. We then searched
this power spectrum for significant peaks (single harmonics and harmonic sums). As a
whole, this step was the most computationally intensive part of the analysis, involving
the calculation of almost $10^4$ billion-point FFTs, including all the sources searched.
The gigapoint FFTs were calculated in-core using the 512-processor Intel Touchstone
Delta supercomputer.

If a single power spectrum bin contained power that exceeded a predetermined
threshold, then the corresponding $f$ and $\dot{j}$ values were saved for further analysis. The
FFT is most sensitive to source frequencies which are exactly equal to the discrete
Fourier frequencies (integer multiples of $1/T$). When the source frequency is not
equal to a Fourier frequency, the signal power can be spread over several power
spectrum bins, and the single bin peak power can be reduced by almost 60%. Even in this worst case, however, 80% of the power will still be in the two bins closest to the source frequency. For this reason, and also to allow for some frequency drift due to $\hat{f}$ error, we also saved candidates that showed significant power in a sum over neighboring spectral bins. Since gamma-ray and radio pulsar signals tend to have rich harmonic content, we computed two- and four-harmonic power sums, again saving the best candidates. Neighboring bins were also included in the harmonic sums.

The end result of this stage of the search was a list of $(f, \hat{f})$ candidates corresponding to the top one-, two-, and four-harmonic powers. The minimum power thresholds were set very low, resulting in $\sim 10^3$ candidates of each type from each source. Obviously, virtually all of these candidates are expected to be due to random noise fluctuations.

**Post-FFT Analysis**

Due to the small number of photons in a data set ($N_t \sim 10^3$), small sections of power spectra can be calculated with minimal computational effort. The raw (unnormalized) power in bin $k$ is given by

$$P_k^{\text{raw}} = \left| \sum_{j=0}^{N-1} x_j e^{-2\pi i j k/N} \right|^2,$$

(2.14)

where $x$ is the spin-down-corrected time series described above and $N = 2^{30}$ is the total number of points in the time series. Since only $N_t$ of the $N$ time series points are non-zero, we can reduce the sum over $N$ to a sum over $N_t$. If we globally normalize the power spectrum to a mean value of 1, Equation 2.14 becomes

$$P_k = \frac{1}{N_t - N_t^2 / N} \left| \sum_{j=0}^{N_t-1} e^{-2\pi i \tilde{b}_j k/N} \right|^2,$$

(2.15)

where $\tilde{b}_j$ is the corrected bin number of the $j^{th}$ photon. This requires only $\sim N_t \sim 10^3$ floating point calculations per frequency bin (and very little memory). It is therefore
a simple matter to calculate sections of power spectra in the vicinity of the FFT candidates on a workstation computer. We take advantage of this fact to refine our candidate list.

In the neighborhood of each candidate, we searched a local $f - \dot{f}$ phase space with higher resolution. Compared with the FFT search, we reduce the spacing of the $\dot{f}$ trials by a factor of 8, and by oversampling the power spectrum, we reduce the spacing of the frequency trials by the same factor. The result is a significant decrease in the spin-down induced frequency drift and the power loss due to the discrete Fourier sampling, obviating the neighboring bin sums. For a real signal, roughly the same signal power is recovered, but in fewer power spectrum bins, dramatically increasing the detection significance. An example illustrating the effectiveness of this method is given below in section 2.2.4.

**Final Verification Procedures**

At this stage, we attempted to confirm or refute the strongest candidate detections by means of several final tests. One such test was to look for spectral power in higher harmonics. Since the search only included sums of up to four harmonics, this method was used primarily to check for power in the 5th through 8th harmonics of four-harmonic candidates. Note that this is a statistically independent test. Since the candidates resulted from a search involving many trials (over a trillion different four-harmonic sums were calculated in the FFT stage of the analysis), a large four-harmonic power was required for a candidate to survive the search stage. Checking the next four harmonics involves only one trial for each of the final candidates (of which there were $\sim 10^2$), so a little excess power can be highly significant. Of course, candidates were not rejected simply on the basis of this test since the typically broad, multicomponent waveforms of gamma-ray pulsars may not exhibit significant power in the higher harmonics.

For each candidate, we also folded a pulse profile. This is essentially a histogram of photon counts as a function of pulse phase. The pulse phase of a photon is equal to its arrival time modulo the putative pulse period. Pulse profiles (also known as
light curves) can be usefully analyzed "by eye" for comparison with known pulsars or possible emission models. They can also be used to calculate a statistical significance by determining the probability that a given profile could have resulted from a flat distribution.

Another powerful verification technique involved photon weighting. In the initial search, photons were selected from an EGRET observation as described in section 2.2.2. All photons that made the cut in Equation 2.2 were given equal weight in the construction of the time series and calculation of the power spectrum. In reality, the EGRET point spread function (PSF) is not shaped like a step; the larger a photon's angular separation from a source, the less likely it is to have originated from that source. Using the derived EGRET (source-free) background model and the measured PSF, we applied weights to the photons in a data set and recalculated a candidate's spectral power. Testing this method on real and simulated EGRET pulsars showed that signal power could be increased by 15 – 70%. The smaller gains came from using the exact same photons as were originally used. The larger gains came from using more photons — either extending the angular cutoff out to where the PSF is essentially zero, or extending to lower energies (< 100 MeV), or both. At the power levels of our candidates, even a 20% gain can increase a candidate's significance by several orders of magnitude.

The above confirmation procedures can be extremely useful in weeding out noise fluctuations and increasing the confidence of real signals. But perhaps the most conclusive verification of a candidate would be to detect the same pulsation in a different observation of the same source. In practice, this can be very difficult. The measured frequency and frequency derivatives are subject to small but non-trivial error. When we also take the position uncertainty into account and propagate forward or backward to the second observation, the $f - \dot{f}$ phase space we must search is considerable. Of course this phase space is small compared to the original search space, but it is not insignificant. If the two observations have comparable source count rates and are not widely separated in time, then verification may be possible. But even a slight reduction in source strength and a separation of several months can
make the source signal impossible to distinguish from noise in the second observation.

2.2.3 Magnetar Search

In addition to the search for Crab-like pulsars that we have been describing so far, we also ran a separate search over a phase space more suited to detecting magnetars. Although they are not in the Princeton catalog, we have indicated six known or suspected magnetars in Figure 2.1. The soft gamma repeaters SGR 1806-20 and SGR 1900+14 and the anomalous X-ray pulsars 1E 1841-045, 1E 1048-5937, 4U 0142+615, and 1E 2259+586 are marked with Xs in the plot (Baring & Harding, 1998 and references therein). (Note however that in some cases the \( \dot{f} \) errors are larger than the plotted symbols.) They are clearly distinguished from the “normal” pulsars by their low rotation frequencies and comparatively large spin down rates. This combination implies a large surface magnetic dipole field and gives the magnetars their name. For this search, we chose to cover the lighter shaded region in Figure 2.1: frequencies from 0.01 to 1.0 Hz and \(-\dot{f}/f < 1 \times 10^{-9} \text{ s}^{-1}\). This region includes magnetic fields up to approximately \( 2 \times 10^{15} \text{ G} \) at \( f = 1 \text{ Hz} \) and \( 2 \times 10^{17} \text{ G} \) at \( f = 0.01 \text{ Hz} \). The search was technically very similar to the Crab-like search, with several exceptions which we now describe.

There are indications that the long-term frequency evolution of magnetars may not be well described by a simple low order expansion, i.e., by the lowest order frequency derivatives (Kouveliotou et al., 1999; Melatos, 1999). For this reason, we chose to shorten our two longest data sets, as compared with the Crab-like search, and to include \( \dot{f} \) trials in our frequency drift corrections (up to \( |\dot{f}| < 3 \times 10^{-18} \text{ Hz/s}^2 \), both positive and negative values). Since the frequency range we wanted to cover was smaller, the FFTs could be smaller, but the number of required spin down corrections was much higher. Treating each order derivative separately, we decided to limit the effect of each so that the fourth harmonic of any signal in the search phase space would drift by no more than the equivalent of one power spectrum bin. This necessitated a trial \( \dot{f} \) spacing of \( \Delta \dot{f}_{\text{trial}} = 1/2T^2 \) and a trial \( \ddot{f} \) spacing of \( \Delta \ddot{f}_{\text{trial}} = 1/T^3 \). For a
14-day data set, this amounts to over $3 \times 10^4$ spin down trials (per source).

To reduce this number, we decided to utilize incoherently stacked power spectra (e.g., see Brady & Creighton, 1998). The continuous data set is divided into a number of smaller sections and a power spectrum is calculated for each. The separate spectra are then added together. If we divide the data into $S$ sections, the independent Fourier spacing is increased by a factor of $S$. We can therefore tolerate more frequency drift and the total number of drift trials goes down by a factor of $S^2$ (one factor of $S$ for each of the two search parameters $\tilde{f}$ and $\tilde{\dot{f}}$). For this search, using $S = 4$ stacks for all sources brought the number of trials down to an acceptable value, with only about a 20% reduction in sensitivity as compared with the coherent (single stack) method.

We calculated the power spectra with an oversampling factor of 2. Neighboring bin sums were not used for the two- and four-harmonic candidates. The single harmonic candidates included significant single bin powers and neighboring bin sums. These sums were, of course, of independent bins, not truly neighboring bins, which are not independent in an oversampled spectrum. Good candidates were put through the same kinds of final analyses as described above for the Crab-like search. Note that the $\tilde{f}$ search absorbs the effect of the position error, so we need not consider reduced source strengths when calculating the sensitivity of the magnetar search.

### 2.2.4 Testing Our Method on Geminga

Our method easily detects the known strong EGRET pulsars (Crab, Vela, and Geminga). The FFT stage alone detects each of them with better than $S \sim 10^{-50}$ significance ($S$ is essentially the probability that the observed spectral power was produced by random noise fluctuations). Figure 2.2 shows a section of the Geminga power spectrum calculated from Viewing Period 1.0 data prepared as described above. Only spectral bins with power $P > 7$ are plotted. The three highest peaks correspond to the first, second, and fourth harmonics of Geminga’s 4.217 675 1 Hz rotation frequency. Most of the power is in the second harmonic. This is understandable since Geminga’s pulse profile, shown below in the figure, has two peaks separated by about $180^\circ$ in phase.
Figure 2.2: Section of the power spectrum from the EGRET VP 1.0 observation of Geminga, along with the corresponding pulse profile.
We can simulate a weaker source by selecting a subset of the data. If we include only every $n^{th}$ photon, the source strength $N^2_s/N_t$ scales down by a factor of $1/n$. We now illustrate the main steps of our search method using a data set consisting of every $6^{th}$ VP 1.0 Geminga photon. The data set contained 232 photons, 126 of which are expected to have actually come from Geminga, yielding $N^2_s/N_t = 68$. This is comparable to our strongest unidentified source.

The pulsar shows up in the FFT candidate list with a four-harmonic power of 47.51. Note that this is a sum of power from 12 spectral bins, 3 consecutive bins at each of the 4 harmonics. We did not run an entire set of frequency derivative trials; Geminga’s small $\dot{f}$ is actually covered by the first $\dot{f}$ trial. Even so, it was not the highest candidate in the list. Had we run all 540 trials, we would have expected to see about 20 noise candidates with at least this much power. Still, this power was well above the threshold we used in the actual searches (our four-harmonic (twelve-bin) power cutoff was 44, which should produce $\sim 10^3$ noise candidates per source). So at this stage, the pulsar signal has made our candidate list, but is certainly not significant.

When we refine the search space in the vicinity of the FFT candidates, the pulsar signal emerges above the noise. After the local oversampling analysis, the weakened Geminga has a four-harmonic, four-bin power of 40.88. This was by far the best candidate remaining. If we consider only the full Geminga search, the candidate now has a significance of $S \sim 0.09$. If we take all the searches into account, the significance is only $S \sim 0.9$, but this is well within the range of candidates that were subjected to the final verification procedures. In fact, this would have been our second best search candidate at this point.

Although the power in the next 4 harmonics is not significant, the profile alone looks good enough to warrant attempting a search in other observations. But we can convincingly verify the detection in this data set by PSF-weighting the photons. With the weighted data, the four-harmonic spectral power increases to 55.56, with significance $S \sim 10^{-6}$, taking all the search trials into account. The main steps of this analysis are summarized in Table 2.2.
Table 2.2: Test results for weakened Geminga data (see text).

<table>
<thead>
<tr>
<th></th>
<th>After FFT</th>
<th>After Local Analysis</th>
<th>After PSF Weighting</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-Harmonic Power</td>
<td>47.51</td>
<td>40.88</td>
<td>55.56</td>
</tr>
<tr>
<td>(12 bins)</td>
<td>(4 bins)</td>
<td>(4 bins)</td>
<td></td>
</tr>
<tr>
<td>Significance</td>
<td>$\sim 1.0$</td>
<td>$\sim 0.9$</td>
<td>$\sim 10^{-6}$</td>
</tr>
</tbody>
</table>

2.3 Results

No candidate from any source passed all of our detection criteria. In section 2.3.1 below, we describe the statistics used to determine the significance of a power spectrum candidate. We then discuss the selection of our final candidate list and the application of our final verification procedures. Section 2.3.2 describes how source strength and waveform affect spectral power. This information is used in section 2.3.3 to place limits on the pulsed fraction and duty cycle for each source. In section 2.3.4 we describe our best candidate and how it was debunked.

2.3.1 Significance

In the absence of a signal, the power $P$ in a given spectral bin follows a $\chi^2$ distribution. More precisely, since our individual spectra were normalized to a mean value of one, $2P$ is $\chi^2$ distributed with 2 degrees of freedom. If $P_m$ is a sum of powers from $m$ independent frequency bins, then $2P_m$ is $\chi^2$ distributed with $2m$ degrees of freedom. The probability $p$ that a power sum $P_m$ will exceed some given threshold $P_0$ is

$$p(P_m > P_0) = e^{-P_0} \sum_{j=0}^{m-1} \frac{P_0^j}{j!}. \quad (2.16)$$

Our searches of four-harmonic power sums provided our best sensitivity, and we consider only four-harmonic candidates from now on.

The above probability applies to an individual statistical trial. To determine the significance of a candidate, we must account for all the trials in the search — all the
fundamental frequencies (up to 40 Hz) in all of the power spectra (one for each \( \dot{f} \) trial) for all of the EGRET sources searched. Corresponding to each fundamental frequency bin, there are 9 different four-harmonic sums, and after the local oversampling analysis, we include two additional factors of 8, accounting for the increases in frequency and frequency derivative resolution. Thus, by the final verification stage, we had effectively searched

\[
N_{\text{trials}} \approx 4 \times 10^{14} \quad \text{Crab-like search space}
\]  \hspace{1cm} (2.17)

four-harmonic trials. For the magnetar search, we had

\[
N_{\text{trials}} \approx 5 \times 10^{11} \quad \text{Magnetar search space}.
\]  \hspace{1cm} (2.18)

Note that these four-harmonic sums were not all truly statistically independent, so we are overestimating \( N_{\text{trials}} \).

The significance of a candidate with power \( P_0 \) (i.e., the probability that its power was produced by noise) is therefore

\[
S \approx 1 - [1 - p(P_m > P_0)]^{N_{\text{trials}}} \approx N_{\text{trials}} \cdot p(P_m > P_0),
\]  \hspace{1cm} (2.19)

where the last approximation holds for large \( P_0 \). For the Crab-like searches \( m = 4 \), while for the magnetar searches \( m = 4S = 16 \).

Unfortunately, even our best search candidates had significance \( S \approx 1 \). All four-harmonic, four-bin (Crab search) candidates with \( P_0 \geq 36 \) were subjected to further testing. These “candidates” were not at all statistically significant; rather they represented only the expected tail of the noise power distribution. Sixty-four independent \((f, \dot{f})\) candidates met this criterion. Most appeared in the candidate list several times, with various nearby values of \( f \) or \( \dot{f} \), for a total of 582 final candidates. For each candidate, we calculated the power in the next four harmonics and analyzed the pulse profile. One candidate stood out after these analyses, and we describe it in some detail below (section 2.3.4). All the candidates were then re-analyzed using
PSF-weighted data, and in all cases the powers dropped, which is unequivocally fatal. For the magnetar search, the cutoff power was $P_0 = 53$ (again, corresponding to the highest expected noise powers, $S \sim 1$), resulting in a total of 224 candidates (56 independent), all of which were similarly eliminated.

### 2.3.2 Relating Spectral Power to Source Properties

For a given point source, the selected data set contains a total of $N_t$ photons, $N_s$ of which were emitted by the source. We assume that the source has some DC component and that only a fraction $\mathcal{F}$ of these source photons actually contribute to the pulsation. Using the arrival times of these photons, we calculate a power spectrum and normalize it as described above. The expected spectral power in a single harmonic is

$$\langle P \rangle \approx 1 + \alpha \mathcal{F}\frac{N_s^2}{N_t}.$$  

(Buccheri et al., 1987). The parameter $\alpha$ ranges from 0 to 1 as the waveform’s duty cycle decreases from 100% (no pulsation) to 0% ($\delta$-function). For a sinusoidal signal, $\alpha = 1/4$ (see for example van der Klis, 1989). If we sum the powers from $h$ harmonics, we expect

$$\langle P_h \rangle \approx h + \alpha_h \mathcal{F}\frac{N_s^2}{N_t}.$$  

(2.21)

Note that for a sinusoid, $\alpha_h = 1/4$ for all values of $h$ since there is no signal power in higher harmonics. For a pure $\delta$-function waveform, in which all the photons are emitted with the same phase, $\alpha_h = h$. In all cases, $0 \leq \alpha_h \leq h$.

The source strength $N_t^s/N_t$ is estimated for each source a priori and the minimum detectable power threshold is set by the specifics of the search (e.g., for our Crab search, we can say that none of the data sets contain a pulsar signal with a four-harmonic power exceeding $P_{\text{max}} = 36$). We can therefore place constraints on the pulsed fraction and the duty cycle of any pulsar signal contained in the data (provided it lies within our search phase space).
2.3.3 Upper Limits

If we wish to place upper limits on the source parameters with better than 50% confidence, we cannot simply solve Equation 2.21 for $\alpha F^2$. The spectral power produced by a periodic source will vary depending on particular samplings of the TOAs. Conversely, a measured spectral power can conceivably result from a wide range of intrinsic source parameters. We must allow for this intrinsic statistical variation when calculating high confidence limits on the source parameters. We must also consider the fact that our search covers only a discrete grid of frequencies and frequency derivatives and generally will not recover the total signal power available in a data set. For these reasons, we determined our upper limits using Monte Carlo simulations. We calculated these limits at a confidence level of 95%.

Rather than simply report upper limits on the somewhat arcane combination $\alpha F^2$, we chose a fiducial value for each parameter to constrain the other. Although it was certainly possible for us to have detected pulsations with realistic gamma-ray pulsar waveforms, we are unable to place useful upper limits on such signals. For most of our sources, we can only rule out pulsations at the 95% confidence level for waveforms that would have been easier to detect. The upper limits we report for the pulsed fraction are for a waveform typical of radio pulsars. Specifically, we assumed a single narrow Gaussian peak, with a full width at half maximum (FWHM) equal to 2.87% of the pulse period. This is the median radio pulse width quoted in the Princeton catalog (Taylor et al., 1993). To limit the duty cycle, we assumed a pulsed fraction of $F = 100\%$, and we report lower limits on the FWHM of a single-peaked Gaussian waveform. The Crab-like search results are shown in Table 2.1; the magnetar search results are in Table 2.3.

2.3.4 Best Candidate

The source 2EG J1835+5919 produced our best candidate. Its largest four-harmonic, twelve-bin power (after the FFT stage) was 55.98 and its largest four-harmonic, four-bin power (after the local oversampling stage) was 38.67, neither of which was
Table 2.3: Magnetar search results.

<table>
<thead>
<tr>
<th>2EG</th>
<th>Source</th>
<th>$N_f^2/N_t$</th>
<th>$\tilde{f}$ trials</th>
<th>$\tilde{f}$ trials</th>
<th>total trials</th>
<th>$\alpha\tilde{f}^2$</th>
<th>pulse FWHM$^a$</th>
<th>pulsed fraction$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>J2020+4026</td>
<td>73</td>
<td>1161</td>
<td>6</td>
<td>6966</td>
<td>$&lt;0.75$</td>
<td>$&gt;27%$</td>
<td>$&lt;44%$</td>
<td></td>
</tr>
<tr>
<td>J0618+2234$^c$</td>
<td>32</td>
<td>728</td>
<td>3</td>
<td>2184</td>
<td>$&lt;1.71$</td>
<td>$&gt;15%$</td>
<td>$&lt;67%$</td>
<td></td>
</tr>
<tr>
<td>J2019+3719$^d$</td>
<td>34</td>
<td>1161</td>
<td>6</td>
<td>6966</td>
<td>$&lt;1.61$</td>
<td>$&gt;16%$</td>
<td>$&lt;65%$</td>
<td></td>
</tr>
<tr>
<td>J1835+5919</td>
<td>28</td>
<td>730</td>
<td>3</td>
<td>2190</td>
<td>$&lt;1.96$</td>
<td>$&gt;13%$</td>
<td>$&lt;71%$</td>
<td></td>
</tr>
<tr>
<td>J1021-5835$^d$</td>
<td>27</td>
<td>708</td>
<td>3</td>
<td>2124</td>
<td>$&lt;2.03$</td>
<td>$&gt;13%$</td>
<td>$&lt;73%$</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ FWHM of a single Gaussian peak, expressed as a percentage of the pulse period; assumes 100% pulsed fraction.

$^b$ For typical radio pulsar waveform (see text).

$^c$ VP 1.0 only.

$^d$ The third EGRET catalog (Hartman et al., 1999) split 2EG J2019+3719 and 2EG J1021-5835 into multiple sources. The upper limits reported assume the validity of the second EGRET catalog (Thompson et al., 1995) (see section 2.2.2).

particularly significant, though the candidate was strong enough to make our final list. In fact, it appeared in the list a total of 27 times, with frequencies in the range $\tilde{f} = [32.9675598, 32.9675602]$ Hz and frequency derivatives in the range $\tilde{f} = [-1.3483 \times 10^{-10}, -1.3427 \times 10^{-10}]$ Hz s$^{-1}$.

It was the power in the next four harmonics that first distinguished this candidate. Its best entry yielded a 5$^{th}$-8$^{th}$ harmonic power of 19.86, which has significance better than $S \sim 0.002$. (Here, we have treated all 582 final candidates as independent, which they are not, so this estimate of the significance is conservative.) The pulse profile, shown in Figure 2.3, also looked very promising. The signal not only has rich harmonic content, but as we can see from the profile, those harmonics have similar phases; i.e., they have conspired to produce a single narrow peak.

We attempted a search for this signal in EGRET Viewing Periods 201-203, but did not find anything significant. This is not at all conclusive, however. As described above, even for a real pulsar, this verification method is not expected to have a high success rate. The final test was the most decisive. PSF-weighting the photons reduced the four-harmonic power from 38.67 to 24.01 (the power in the next four harmonics dropped from 19.86 down to 10.28), completely eliminating this as a pulsar candidate.
Figure 2.3: Best gamma-ray search candidate. The pulse profile shown is from 2EG J1835+5919, VP 212, with $f = 32.967560053$ Hz and $\dot{f} = -1.3463 \times 10^{-10}$ Hz s$^{-1}$. It was eliminated after PSF-weighting drastically degraded its significance.
2.4 Discussion

We knew from the start that our probability of detecting a new pulsar was not terribly high. With such a small number of known gamma-ray pulsars, however, even a single new identification would have been an important discovery. Unfortunately our search detected no new gamma-ray pulsars, and we report here only upper limits.

At first glance, our upper limits on the pulsed fraction for each source (for the Crab-like search; Table 2.1), ranging from 49% to 81%, may not seem very stringent. Analysis of the Crab, Vela, and Geminga pulsars, however, reveals that all of these sources are essentially 100% pulsed in gamma-rays. (It is noteworthy that the outer gap model of pulsar gamma-ray emission also predicts a pulsed fraction of 100%.) It is therefore not unreasonable to expect most (if not all) of the photons from a source to contribute to any pulsation.

The waveform limits are a bit more troublesome. Our search was reasonably sensitive to signals with sharply peaked waveforms, such as those produced by typical radio pulsars. The pulse shapes of the known strong gamma-ray pulsars, however, exhibit dual narrow peaks, separated in phase by about 140°–180°, with some emission (a “bridge”) between the two peaks (Fierro, 1996). The Geminga profile shown in Figure 2.2 is a good example. For our purposes, these waveforms can be characterized by the parameter α (see Eq. 2.21). By analyzing the power in the first four harmonics of the Crab, Vela, and Geminga pulsars we determine α_C = 0.93, α_V = 0.64, and α_G = 0.41, respectively. These values are to be compared with the “αF^2n” column in Table 2.1, with F = 100%.

Thus, with very nearly 95% confidence, we would have detected a pulsar with a Crab-like waveform in 2EG J2020+4026 (100% pulsed). We cannot make such a strong statement about the Vela or Geminga waveforms, nor can we make any such claim for the weaker EGRET sources we searched. That is not to say that we had no chance of detecting pulsars with Vela-like or Geminga-like waveforms. We simply cannot claim with a high degree of confidence that we would have found them.

Direct timing of the EGRET data has not resulted in any new identifications.
It now seems likely that further identifications of gamma-ray sources will come only from ongoing searches in other wavelengths and from future gamma-ray missions. In particular, the new generation of X-ray satellites (CXO and XMM) may resolve new counterparts to EGRET sources. Looking further ahead, the next generation gamma-ray satellite GLAST promises to improve on EGRET’s source localization and sensitivity by at least an order of magnitude. The improved source localization will make multi-wavelength correlations easier and more reliable, while the increased effective area will greatly facilitate blind pulsar searches. McLaughlin & Cordes (2000) predict that 140 new gamma-ray pulsars will be detectable in blind searches with GLAST data, and the techniques described in this paper will be directly applicable to those searches.

A. M. C. would like to thank Stuart B. Anderson for helpful discussions. Access to the Intel Touchstone Delta computer system was provided by the Caltech Center for Advanced Computing Research. Basic research in X-ray astronomy at the Naval Research Laboratory is supported by the Office of Naval Research. This work was supported by NASA grants NAG5-2833, NAGW-4761, and NAG5-3384.
Chapter 3

No Persistent Pulsations in Aql X-1
as it Fades into Quiescence

Abstract
We searched for coherent X-ray pulsations from Aql X-1 in a series of RXTE observations taken shortly after a recent outburst. During the course of these observations, Aql X-1 passes through an apparent “propeller” phase as its luminosity fades to its quiescent value. No pulsations were detected, and we place upper limits (ranging from 0.52% to 9.0%) on the fractional RMS amplitude of any periodic signal contained in the various data sets searched. This result has implications for the geometry of the system, if the quiescent luminosity is due to continued low-level accretion. Alternatively, our result supports the idea that the quiescent luminosity may be due to thermal emission.

3.1 Introduction

The origin of the quiescent emission observed from low-magnetic field transient neutron stars (NSs) has posed something of a puzzle. When first discovered observationally (in the transient Cen X-4; van Paradijs et al., 1987), the X-ray emission, fit with a blackbody spectrum, was too faint to have originated over the entire surface of a 10 km NS. It was suggested that the emission was due to accretion over a fraction (∼few%) of the NS surface. As additional quiescent NS X-ray spectra were observed and fit with a blackbody spectrum (Verbunt et al., 1994; Asai et al., 1996a,b), the small implied emission areas seemed to confirm this view.

The cause of accretion anisotropy over the surface of a low B-field NS has been purported to be the “propeller effect” (Illarionov & Sunyaev, 1975; Stella et al., 1986), in which at low accretion rates, the magnetic field increases in importance relative to the gravitational field in determining the accretion geometry, perhaps expelling much of the accretion from the system when the effect of the magnetic field is comparable to or stronger than that of the gravitational field at the radius where the keplerian frequency is equal to the spin frequency of the NS. When this occurs, some fraction of the accretion may follow the magnetic field lines to the magnetic poles which, if these are offset from the rotational poles, could conceivably produce X-ray pulsations. The efficiency of such a propeller has been estimated recently (Menou et al., 1999). However, some observations of decreasing torque with increasing luminosity may indicate deviations from this standard magnetic accretion scenario in low mass X-ray binaries (Chakrabarty et al., 1997). If, after an outburst, accretion continues into quiescence then pulsations might be expected, particularly if the NS can be shown to have gone through a “propeller phase,” in which the accretion geometry in the vicinity of the NS is dominated by the magnetic field, rather than by the gravitational field. No pulsations from these objects in quiescence have yet been reported, although they have been searched for (Verbunt et al., 1994; Asai et al., 1996b).

Thus, until recently, the view of the quiescent luminosity of low-B transient NSs
has been as due to continued accretion over a fraction of the surface of the NS, perhaps caused by modified accretion geometry due to the effects of the magnetic field, which may therefore give rise to pulsations in the X-ray intensity.

A different view of the origin of the quiescent luminosity has recently been described (Brown et al., 1998), in which nuclear reactions at the base of the NS crust keep the NS core heated to temperatures ($\approx 10^8$ K) sufficient to explain a large fraction, if not all, of the quiescent luminosity of these objects ($10^{32-33}$ erg s$^{-1}$); in this manner, the quiescent luminosity can be produced in the absence of active accretion. The discrepancy in the emission area can be explained as due to an incorrect blackbody assumption – specifically, if accretion is shut off, metals stratify in the NS atmosphere (Alcock & Illarionov, 1980; Romani, 1987), producing a pure H photosphere, in which the free-free opacity, which decreases with increasing frequency, dominates, permitting higher E photons to originate at greater depth, thus at higher temperatures (Rajagopal & Romani, 1996; Zavlin et al., 1996). This produces an emergent spectrum which is spectrally harder than a simple blackbody, and – when described as a simple blackbody – requires a higher $T$, and subsequently lower emission area, to parameterize it. Spectral fits with H atmosphere spectra show that the observed X-ray spectra from the three such objects for which data exists (Cen X-4, Aql X-1, and 4U 1608-522) imply emission areas consistent with a 10 km NS (Rutledge et al., 1999). Thus, both their quiescent luminosities and their emergent X-ray spectra can be explained in this manner, without invoking active accretion during quiescence. An attractive feature of this explanation is that it accounts for the similar luminosities of these three objects, without requiring their quiescent mass accretion rates (a product of the propeller efficiency and mass accretion rate through the accretion disk) to be serendipitously similar.

It remains an open question if accretion (at a level of $\dot{M} \leq 10^{-12} M_\odot$ yr$^{-1}$) occurs at all, contributing some fraction of the quiescent X-ray luminosity. There are few observational means by which this may be investigated. One such possibility is to search for metal lines in the quiescent X-ray spectrum, which, if present, would imply that metals are being fed into the atmosphere at a rate greater than gravity can
stratify it (Bildsten et al., 1992; see Zavlin et al., 1996 for X-ray spectra of metallic atmospheres). Such spectra can be investigated by the latest generation of X-ray spectroscopy missions (AXAF and XMM). A second method is to search for intensity variability during quiescence. In particular, as described above, if pulsational variability at a particular frequency were to be found in quiescence, this would support the scenario of active accretion along the magnetic field lines to the NS surface. Alternatively, if the NS magnetic field were strong enough to significantly affect the photospheric opacity (> 10^{10} G; cf. Zavlin et al., 1995), this would produce apparent “hot spots” near the magnetic poles of the NS which, if offset from the rotation axis, could give rise to pulsations; however, it is thought that type-I X-ray bursting sources have magnetic fields below this value. Clearly discovery of pulsations or constraints on the pulsed fraction during X-ray quiescence (following the onset of a “propeller”) would provide useful limits for models of quiescent NS emission.

The system Aql X-1 lends itself to such a search for pulsations. During the X-ray decline of a recent outburst, the intensity at first decreased by one order of magnitude over 17 days, then abruptly (beginning at \( L_x \approx 10^{36} \text{ ergs}^{-1} \)) by 3 orders of magnitude over 3 days, which was coupled with the sudden spectral hardening of the X-ray intensity (Campana et al., 1998; Zhang et al., 1998a). The X-ray intensity stopped dropping at a luminosity \( L_x \sim 10^{33} \text{ ergs}^{-1} \), comparable to the quiescent luminosity observed previously (Verbunt et al., 1994). This was interpreted as evidence for a propeller-phase, though this remains to be confirmed through repeated observations of Aql X-1 in outburst. If indeed this behavior does indicate a propeller phase in Aql X-1, it offers the opportunity to search for pulsations during the period when the NS magnetic field substantially alters the accretion geometry.

Here we have searched for, and not found, pulsations in Aql X-1 during and immediately following its supposed propeller phase. In section 3.2, we describe our search method and the results of our analysis. In section 3.3 we discuss these results and our conclusions.
3.2 Analysis

3.2.1 Search Methodology

We used high time resolution data taken with RXTE/PCA (Swank et al., 1996). The PCA detectors have a total geometric area of 6500 cm$^2$, and a nominal energy range of 2-60 keV. We selected for analysis four observations, based on the results of Zhang et al. (1998b). These were listed by Zhang et al. as observations 8, 10, 11, plus a later observation, 12, which was not analyzed by Zhang due to the faintness of the source – which made their spectral analysis infeasible, but can still be useful in our search for pulsations. Based on Zhang’s results, the beginning of the propeller-phase appears to be between observations 9 and 10, and so our timing analyses of observations 10-12 are expected to reveal pulsations created by the magnetic-field modified accretion geometry (if any), while observation 8 is included simply for comparison purposes while the source was moderately brighter. We list details of the observations in Table 3.1. Data were obtained from the XTE archive at HEASARC.

For our data analysis, we used the standard FTOOLS/XTE v4.0. Using standard-2 formatted data, we extracted the X-ray spectrum from each observation and subtracted background counts (estimated using pcabackest tool), and examined the counts spectra. Based on the spectrum of the faintest observation (number 12), which becomes background dominated above $\sim 12$ keV, we selected for our analysis PHA bins 0-20, corresponding in energy roughly to 2-12 keV. We then extracted individual photon events from data in E125 mode (which has time resolution of $\sim 125\mu s$), and corrected the photon arrival times (time of arrival; TOAs) to the solar system

<table>
<thead>
<tr>
<th>Observation</th>
<th>Start Time / End Time (UT)</th>
<th>Start Time (JD)</th>
<th>Start Time (MET)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20098-03-08-00</td>
<td>1997-03-01 21:33 1997-03-02 00:21</td>
<td>2450509.398</td>
<td>99869572</td>
</tr>
<tr>
<td>20098-03-10-00</td>
<td>1997-03-05 22:55 1997-03-06 01:28</td>
<td>2450513.456</td>
<td>10022027</td>
</tr>
<tr>
<td>20098-03-11-00</td>
<td>1997-03-08 21:31 1997-03-09 01:11</td>
<td>2450516.394</td>
<td>100474022</td>
</tr>
<tr>
<td>20098-03-12-00</td>
<td>1997-03-10 21:25 1997-03-10 23:55</td>
<td>2450518.389</td>
<td>100664631</td>
</tr>
</tbody>
</table>
barycenter.

Zhang et al. (1998b) reported strong evidence for a 549 Hz pulsation frequency, observed during \( \sim 10 \) seconds following a type-I X-ray burst from Aql X-1. (It is possible that this may be the second harmonic of the NS spin frequency.) Similar pulsations have been observed from type-I bursts of 5 other sources (1728-34, Strohmayer et al., 1996; 1636-53, Zhang et al., 1996; 1731-260, Smith et al., 1997; a Galactic center source, possibly MXB 1743-29, Strohmayer et al., 1997; and 1702-43, Markwardt et al., 1999). Rather than restrict our efforts to a small range of frequencies around the previously measured value, we chose to do a more general search for pulsations over the broad frequency range \( 0.5 - 1024 \) Hz. This range includes all previously reported rotation frequencies for type-I X-ray bursters. We were able to do this more general search without a significant loss of sensitivity for reasons which we explain below, in section 3.2.4.

The Aql X-1 system consists of a NS and a companion star, both orbiting the system’s center of mass with a period of about 19 hours (see section 3.2.2 below). As a result of this orbital motion, the NS is accelerating along our line of sight. Any pulsations will therefore be observed with a doppler shifted frequency which is not constant in time. In a standard fast Fourier transform (FFT) analysis, the spectral power resulting from such a signal may be spread out over many frequency bins, drastically decreasing the probability of detection. For example, consider a 550 Hz pulsar in a 19 hour circular orbit with a maximum projected velocity of 100 \( \text{km} \text{s}^{-1} \). If we calculate a coherent power spectrum using \( T = 2048 \) seconds of data, the power from this pulsar will be spread over as many as 70 independent frequency bins (for the worst case orbital phase, the observed pulsar frequency covers a range \( \Delta f = 0.034 \text{Hz} \), giving \( T \Delta f = 70 \) bins). To counteract this effect, we attempt to remove the acceleration of the pulsar signal in the time domain before performing the FFT. Because we do not have complete knowledge of Aql X-1’s orbital parameters, we must cover the possible orbital parameter space with a number of acceleration trials and repeat the Fourier analysis for each.

For our purposes, the orbit (assumed circular) can be characterized by three in-
dependent parameters — the orbital period $P_{\text{orb}}$, the projected circular velocity $v$, and the orbital phase $x_0$ of the NS at the start of the observation in question. The projected circular velocity is the magnitude of the NS's circular velocity projected along our line of sight, $v = v_{\text{NS}} \sin i$, where $i$ is the angle between the line of sight and the normal to the plane of the orbit. Note that we could equally well have chosen the projected orbital radius ($a \sin i = v P_{\text{orb}} / 2\pi$) in lieu of this parameter. The orbital phase $x_0$ is measured in cycles, and is therefore in the range $[0,1]$, with $x_0 = 0$ corresponding to longitude $= 0$ (where the observed pulsar frequency would be measured at its minimum). The signal from a pulsar in such an orbit would be observed with a doppler shifted frequency

$$f(t) = f_0 \left[ 1 - \frac{v}{c} \cos \left( \frac{2\pi}{P_{\text{orb}}} t + 2\pi x_0 \right) \right], \quad (3.1)$$

where $f_0$ is the rest frequency of the pulsar, $c$ is the speed of light, and $t$ is the elapsed time since phase $x_0$.

Pulsar orbital acceleration searches are typically carried out (see, for example, Anderson et al., 1990) by correcting data with an assumed constant acceleration $f(t) = f_0 + \dot{f} t$. This is applicable when the data cover only a small part of the pulsar's orbit, or the pulsar is very strong. In the first case, the short span of orbit is well approximated by a constant acceleration, while in the second case, some spreading of the feature in the power spectrum can be tolerated without the signal disappearing into the noise. For the Aql X-1 searches reported here, we assumed that neither of these conditions was satisfied. Our acceleration searches therefore fully correct for an assumed circular orbit ($P_{\text{orb}}, v, x_0$). As compared with the constant acceleration method, this circular acceleration method may require more trial accelerations to cover a given orbital phase space, but the detection significance is greatly increased. This is because the circular method recovers significantly more signal power in a single power spectrum bin, more than making up for the increased number of trials (the detection significance is exponential in recovered power, but only linear in the number of trials).
After preparing an energy selected, barycentered photon TOA list, we proceeded with the search method as follows. First, we assumed particular values for the orbital parameters (i.e., a trial acceleration) from within the search phase space (of orbital period, velocity, and initial phase; see Table 3.2). We corrected the TOAs for the assumed acceleration by introducing a corrected time \( \tilde{t} \), which is a function of the original time \( t \), such that the frequency as a function of \( \tilde{t} \) is constant. Equivalently, we require the integrated phase to be linear in \( \tilde{t} \):

\[
x(t) - x_0 = \int_0^t f(t') dt' = f_0 \tilde{t}.
\]

Integrating Equation (3.1) for a given acceleration trial \( (P_{\text{orb}}, v, x_0) \), we see that the \( i^{th} \) TOA \( t_i \) is corrected to:

\[
\tilde{t}_i = t_i + \frac{\beta}{\omega} \left[ \sin(2\pi x_0) - \sin(\omega t_i + 2\pi x_0) \right],
\]

where \( \beta = v/c \) and \( \omega = 2\pi/P_{\text{orb}} \).

These corrected TOAs were used to construct a time series which was then FFTed and used to produce an estimate of the power density spectrum (PDS). The PDS was searched for candidates (frequency bins containing statistically significant excess power). The process was repeated for each acceleration trial. The spacing of acceleration trials in (orbital period, velocity, and phase)-parameter space was chosen to allow sensitivity to as weak a signal as possible while keeping the computational requirements reasonable.

### 3.2.2 Determination of Searched Parameter Space

Similar, but inconsistent, values for the orbital period of Aql X-1 have been published by two groups. Based on observations of Aql X-1 during outburst, Chevalier & Ilovaisky (1991) measured the orbital period to be 18.97±0.02 hr. Shahbaz et al. (1998) determined the orbital period in quiescence to be 19.30±0.05 hr. In a more recent analysis, Chevalier & Ilovaisky (1998) report the period to be 18.9479±0.0002 hr,
again measured during outburst, but they also report a quiescent period within 0.02% of this value. To be safe, we chose to cover a range of orbital periods that encompasses a $3\sigma$ range in all of these measurements (as well as the periods in between):

$$18.91 < P_{\text{orb}} < 19.45 \text{ hr.}$$  \hspace{1cm} (3.4)

Fortunately, we were able to cover this entire range with one trial value of $P_{\text{orb}}$ (see section 3.2.3 below).

The projected circular velocity $v$ has not been measured. We can determine an upper limit on $v$ for our search by assuming a value for the NS mass, $m_{\text{NS}} = 1.4 M_\odot$ ($M_\odot$ = one solar mass), and choosing a maximum companion mass to which we will be sensitive. We can then use our knowledge of the orbital period to calculate the orbital velocity of the NS. Recently, the true optical counterpart of Aql X-1 has been identified as a late K type star (Chevalier et al., 1999). Again, to be safe we decided to cover a range of velocities corresponding to a companion star mass as high as $1.0 M_\odot$ (for all possible orbital inclination angles). This results in a search range of

$$0 \leq v \leq 130 \text{ km s}^{-1}. \hspace{1cm} (3.5)$$

Note that our search was also sensitive to larger companion masses in a restricted range of inclination angles; e.g. our search covered companion masses up to $2.0 M_\odot$ for $0^\circ \leq i \leq 40^\circ$.

For the starting orbital phase for each observation, rather than rely on a particular ephemeris, we simply chose to search the full range

$$0 \leq x_0 \leq 1 \text{ cycle.} \hspace{1cm} (3.6)$$

Our search phase space is summarized in Table 3.2.
Table 3.2: Aql X-1 searched parameter space

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{\text{orb}} )</td>
<td>18.91 – 19.45 hr</td>
</tr>
<tr>
<td>( v_{\text{NS}} \sin \dot{i} )</td>
<td>0 – 130 km s(^{-1})</td>
</tr>
<tr>
<td>Initial Orbital Phase</td>
<td>0 – 1 cycles</td>
</tr>
<tr>
<td>Pulsar Spin Frequency</td>
<td>0.5 – 1024 Hz</td>
</tr>
</tbody>
</table>

### 3.2.3 Searches Performed

The RXTE observations included in this analysis were roughly 9 – 13 kiloseconds in duration. The TOA data in each observation are broken up into two or three cohesive sections, separated by gaps due to earth occultations. Each continuous section is at least 2048 seconds long, and we chose to study these continuous blocks individually. Observation 10, with one occultation drop-out, is therefore divided into two sections, which we call observations 10 a and 10 b. Observations 11 and 12 are similarly divided (into 11 a, 11 b, 11 c, 12 a, and 12 b). We analyzed only the first section of observation 8, for a total of eight separate data sets. The photons from a given data set were binned into a \(2^{23}\) point time series, with a time resolution of \(\Delta t = 244\mu\text{sec}\). Over the course of the observations, the source count rate decreases from about 670 counts s\(^{-1}\) at the beginning of observation 8 to less than 10 counts s\(^{-1}\) by the end of observation 12, with a background rate of about 31 – 37 counts s\(^{-1}\) (see Table 3.3).

Our search method was described above in section 3.2.1. We now describe in detail the method used to determine the grid of trial values for the orbital parameters. Since we must discretize a continuous phase space, there will likely be some offset between a signal’s actual parameters and our nearest trial values. The effect of this offset will be some spreading out of the signal power in the power spectrum, since the time dependence of the signal’s frequency will not have been completely removed. In choosing the orbital trials, the general idea was to space them just finely enough to keep the remaining frequency drift within tolerable limits (to be quantified below).
We began analytically, and then made some empirical adjustments. Considering each of the three orbital parameters \( (P_{\text{orb}}, v, x_0) \) separately, we took partial derivatives of Equation (3.1), to determine the frequency drift that results from offsets in the individual parameters. For example, an error in the velocity \( (\partial v = c \partial \beta) \) causes a drift of

\[
\partial f = f_0 \cos (\omega t + 2\pi x_0) \, \partial \beta. \tag{3.7}
\]

We are interested only in the extrema of the frequency range covered by the signal over the course of the observation time \( T \), and for simplicity, we chose to make our velocity trial values independent of the other parameters. We therefore replace the cosine factor in Equation (3.7) by its maximum change over the course of an observation \( (T = 2048 \text{ s}) \), and we replace \( f_0 \) by our maximum search frequency \( (f_0 \rightarrow 1024 \text{ Hz}) \). The maximum frequency drift caused by a velocity offset is therefore

\[
\partial f_{\text{max}} = 1024 \times 0.19 \, \partial \beta \text{ (Hz)}. \tag{3.8}
\]

A “tolerable” drift must be no greater than the independent frequency resolution of the power spectrum, \( F \). Since we are considering each orbital parameter separately, for these initial calculations we restrict the error-induced drift from each to \( F/2 \). This is somewhat arbitrary, and the actual spacings used were decided on with the help of simulations. Note that the allowable spacing of the trials can be twice the maximum allowable offset. We now have for the velocity trial spacing

\[
\Delta v_{\text{trial}} \lesssim \frac{cF}{1024 \times 0.19} = 0.77 \left( \frac{F}{5 \times 10^{-4} \ \text{Hz}} \right) \text{ km s}^{-1}. \tag{3.9}
\]

For a coherent FFT of 2048 seconds of data, the independent Fourier resolution is \( F = 1/T = 4.88 \times 10^{-4} \ \text{Hz} \). The search strategy that we settled on actually used a larger frequency resolution (see below); for now we will leave the expressions for the trial spacings in terms of \( F \) explicitly.

Again, for simplicity, we chose to keep the spacing of the \( P_{\text{orb}} \) and \( x_0 \) trials independent of \( P_{\text{orb}} \) and \( x_0 \), but we did allow for velocity dependence. For the orbital
period, we ultimately find

\[ \Delta P_{\text{trial}} \lesssim 2800 \left( \frac{F}{5 \times 10^{-4} \text{ Hz}} \right) \left( \frac{v}{100 \text{ km s}^{-1}} \right)^{-1} \text{ seconds.} \quad (3.10) \]

Even for the smallest Fourier resolution \((F = 4.88 \times 10^{-4} \text{ Hz})\) and the largest velocity in our search range \((v = 130 \text{ km s}^{-1})\), the orbital period trial spacing turns out to be larger than our target search range of \((19.45 \text{ hr} - 18.91 \text{ hr}) 3600 \text{ s hr}^{-1} = 1944 \text{ s.}\) In other words, a single trial value was sufficient to cover our entire search range in \(P_{\text{orb}}\). Thus, we did not actually search over trial values of the orbital period. For the initial orbital phase trial spacing, we find

\[ \Delta x_{\text{trial}} \lesssim 1.2 \times 10^{-3} \left( \frac{F}{5 \times 10^{-4} \text{ Hz}} \right) \left( \frac{v}{100 \text{ km s}^{-1}} \right)^{-1} \text{ cycles.} \quad (3.11) \]

If we were to use these spacings with coherent 2048 second FFTs, each of the eight data sets would require over 95,000 trial accelerations. This would require \(\gtrsim 100\) days of CPU time on a Sun Ultra 10 workstation. To reduce the computational requirements, we chose to utilize incoherently stacked power spectra. The original data of duration \(T\) are divided into \(S\) sections of duration \(T/S\). Each section is FFTed individually and the \(S\) individual power spectra are (incoherently) added together. The independent Fourier step size has been increased by a factor of \(S\) \((F = 1/(T/S) = S/T)\) and the trial parameter spacings increase by the same factor. The total number of trials is therefore reduced by a factor of \(S^2\) (since we are searching over two parameters). The reduction in the number of trials comes at the cost of reduced sensitivity, so the number of stacks \(S\) should be kept as small as possible, just barely bringing the number of trials to a feasible level. For our analyses, we chose to use \(S = 4\).

With the above analytical calculations as guides, we used simulations to determine the trial spacings actually used in the search. Our simulations upheld the decision to use a single \(P_{\text{orb}}\) trial. Since there are indications that the orbital period is more likely to lie towards the lower end of our search range \((18.91 - 19.45 \text{ hr})\), we chose to
use $P_{\text{orb}} = 19.00$ hr in our trials. We decided to use a velocity trial spacing of

$$\Delta v_{\text{trial}} = 2.0 \text{km s}^{-1}.$$  \hspace{1cm} (3.12)

This is about $1.5 \times$ finer than the spacing calculated above (recall that we are using $S = 4$ stacks). For the orbital phase, we decided on a trial spacing of

$$\Delta \chi_{\text{trial}} = 0.011 \left( \frac{v}{100 \text{km s}^{-1}} \right)^{-1} \text{cycles},$$  \hspace{1cm} (3.13)

which is about $2.3 \times$ coarser than the spacing indicated in the analytical calculation. For small velocities, we used a minimum of 16 $x_0$ trials (except for the single $v = 0$ trial).

Using these spacings with $2 \times$ oversampled power spectra (exactly like our actual searches), we determined that at least 98% of the time, we were able to recover at least 77% of a simulated signal’s power in a single spectral bin, even in the least favorable regions of our search phase space. We simulated signals whose orbital parameters were offset from our search trials and whose pulsation frequencies were offset from our discrete Fourier frequencies. The reduction in recovered signal power is due to a combination of these factors. (Note that it is mere coincidence that a simple FFT recovers, on average, 77% of a signal’s power based solely on offset from the discrete Fourier frequencies. In a $2 \times$ oversampled spectrum, the minimum power recovered, based solely on frequency offset, is 81%). Our peak detected power was not always in the frequency bin closest to the rest frequency of the simulated pulsar. This has no effect on the detection of pulsations; the true frequency and orbit of the pulsar can be refined after the initial detection.

In total, we covered the orbital phase space with 4069 acceleration trials. The same accelerations were used for each of the eight data sets.
3.2.4 Estimation of Detection Sensitivities

To characterize the sensitivity of our search, we wish to place quantitative limits on the minimum signal strength required for a significant detection. Since the noise statistics of our power spectra are well understood, it is a simple matter to determine the detection threshold, the minimum spectral power $P_{\text{det}}$ required for a detection. This information can be used to determine the minimum required signal strength. For a review of detection thresholds, detection sensitivities, and upper limits, see Vaughan et al. (1994).

Our stacked power spectra were constructed by summing four individual spectra, each normalized to a mean power of one (note that this convention differs from the commonly used Leahy normalization (Leahy et al., 1983), for which the mean noise power is two). In the absence of a signal, the power $P$ in a given spectral bin follows a $\chi^2$ distribution. Specifically, $2P$ is $\chi^2$ distributed with $2S = 8$ degrees of freedom. The probability that the power $P$ in a single PDS bin will exceed a given value $P_0$ is therefore

$$p(P > P_0) = e^{-P_0} \left(1 + P_0 + \frac{1}{2} P_0^2 + \frac{1}{6} P_0^3\right).$$

(3.14)

Considering each frequency bin of each PDS to be one search “trial,” our entire search consisted of $N_{\text{trials}} = 3.4 \times 10^{10}$ such trials. This is the product of the number of observations searched (8), the number of acceleration trials for each observation (4069), and the number of frequencies searched in each power spectrum ($2^{20}$). The latter number is equal to the frequency range searched (1024 Hz) divided by the independent frequency resolution ($F = (S/2048) \text{ Hz}$) times the oversampling factor (2). Of course, neighboring bins in an oversampled spectrum are not independent, and neighboring acceleration trials may not produce truly independent spectra. Thus $N_{\text{trials}}$ is an upper limit to the number of statistically independent trials in the search. Since we are overestimating the number of independent trials, our detection threshold will be conservative.

The statistical significance $S$ of a measured power $P_0$ is equal to the probability that the power was produced by a random noise fluctuation. For small $p$ (large...
powers), the significance is

\[ S = N_{\text{trials}} \, p(P > P_0). \] (3.15)

To achieve our target significance of $10^{-1}$, we require a PDS power of at least

\[ P_{\text{det}} = 43. \] (3.16)

For a given data set containing $N_t$ total counts, $N_s$ of which were emitted by the source, we can relate the source strength to the expected spectral power by

\[ \langle P \rangle = 4 + \frac{1}{4} \frac{N_s^2}{N_t} \mathcal{F}^2 \] (3.17)

(Buccheri et al., 1987; van der Klis, 1989), where $\mathcal{F}$ is the pulsed fraction, i.e. the fraction of source counts that actually contribute to the pulsation. The first term in Equation (3.17) is the expected noise power ($\langle P_N \rangle = 4$ because we have summed four power spectra each normalized to unity), while the second term is the expected signal power. Here, we have assumed that the signal waveform is sinusoidal. $N_s$ and $N_t$ are determined for each data set before beginning the pulsation search. Therefore, the sensitivity of each search is determined as a limit on the pulsed fraction $\mathcal{F}$.

We now calculate the detection sensitivities for the eight data sets searched. For a given observation, the detection sensitivity is expressed as the minimum pulsed fraction required to produce a spectral power exceeding $P_{\text{det}}$ with high confidence. Instead of simply solving Equation (3.17) for $\mathcal{F}$ using the detection threshold power $P_{\text{det}} = 43$, we must allow for statistical variation of the spectral power produced by a source of a given strength, as well as variation in the recovered power due to the discrete nature of the search trials.

To determine the detection sensitivity, we must consider the probability distribution of power in a spectral bin containing a signal plus noise. If, in the absence of noise, the signal produces a power $P_{\text{sig}}$, then the power $P$ in the presence of noise will
be distributed according to

\[ p_n(P > P_0; P_{\text{sig}}) = \exp[-(P_0 + P_{\text{sig}})] \sum_{m=0}^{\infty} \sum_{k=0}^{m+n-1} P_0^k P_{\text{sig}}^m / (k! m!) \] (3.18)

(Groth, 1975), where \( n \) is the number of independent bins that were summed to produce \( P \) (i.e., in our case \( n = S = 4 \)). Thus, \( p_n(P > P_0; P_{\text{sig}}) \) is the probability that the power will exceed \( P_0 \) in the spectral bin containing the signal. It is important to note that noise power and signal power are not simply additive; \( P \) will not always exceed \( P_{\text{sig}} \) (see Vaughan et al. (1994) for a discussion of this point). For a given \( N_s \) and \( N_t \), we would like to find the pulsed fraction \( \mathcal{F} \) that is 95% likely to produce power \( P > P_{\text{det}} \).

To ensure that our reported sensitivity is as conservative as possible, we will not naively invert Equation 3.18 for \( P_{\text{sig}} \) with \( P_0 = P_{\text{det}} \). Instead we consider the worst-case scenario covered by our search parameter space. Due to the discrete binning of photons in the construction of the time series, the recovered signal power in the FFT falls off with increasing frequency. A signal near our maximum search frequency — 1024 Hz, which is half the Nyquist frequency of our power spectra — will produce 81% of the power that would be recovered from a low frequency signal of the same intrinsic strength. Also, due to our discrete grid of acceleration trials and frequency trials, we are only 98% likely to recover more than 77% of a signal’s available power. Thus, in our worst case, we are 98% likely to recover at least \((0.77)(0.81)P_{\text{sig}} = 0.62P_{\text{sig}}\).

We account for this reduction in recovered signal power approximately by solving Equation 3.18 in the form

\[ p_n(P > P_{\text{det}}; 0.62P_{\text{sig}}) = 0.97. \] (3.19)

The probability of our recovered signal power exceeding 0.62\( P_{\text{sig}} \) \textit{and} our total spectral power \( P \) exceeding \( P_{\text{det}} \) is then approximately \((0.98)(0.97) \approx 0.95\), giving our desired 95% confidence.

Solving Equation 3.19 (numerically) results in \( P_{\text{sig}} = 93.6 \). For a given observa-
tion, the minimum required pulsed fraction is then given by $F = (4N_t P_{\text{avg}}/N_s^2)^{1/2}$ and converted to RMS by dividing by $2\sqrt{2}$. Thus, our 95% confidence detection sensitivities for observations 8 a, 10 a, 10 b, 11 a, 11 b, 11 c, 12 a, and 12 b are given by 0.60%, 1.2%, 1.2%, 2.7%, 2.9%, 3.6%, 5.6%, and 10%, respectively. We verified these numbers with Monte Carlo simulations.

Our search included spin frequencies up to 1024 Hz. Had we restricted our search to a smaller range of frequencies, corresponding to the previously reported pulsations, our detection sensitivities would not have been drastically different. To achieve the same detection significance, with far fewer trials, we require only a slightly reduced spectral power. And since the pulsed fraction limit depends essentially on the square root of the required power, the detection sensitivities are not terribly sensitive to the number of frequency trials in the search. Given Fox’s best estimate for the pulsation frequency $549.76_{-0.05}^{+0.05}$ Hz (D. Fox 1999, private communication), if we had confined our search to a $5\sigma$ range (about 549.76 Hz and 274.88 Hz), our detection sensitivity in observation 10 a would have improved to 1.0%, while in observation 12 b the limit would have been 8.8%.

### 3.2.5 Verification of Procedures

Simulated data were used to test our search codes and to verify the sensitivity of the search. As an additional check, we applied our acceleration method to SAX J1808.4-3658 — the accreting millisecond pulsar (Wijnands & van der Klis, 1998; Chakrabarty & Morgan, 1998). Since our search was for a similar pulsar, with ~ few hundred Hz frequency in a ~ few hour orbit about a low-mass companion, SAX J1808.4-3658 provides a useful test of our acceleration method.

We analyzed an RXTE/PCA observation (observation #30411-01-01-04). We selected energy PHA bins corresponding to 0.4-17 keV from data of the same type we use in our search (E125). We barycenter corrected the arrival times with the position given by Roche et al. (1998), and used 2048 seconds of data beginning at Mission Elapsed Time (MET, seconds since 1994.0) 135395082.
The pulsations in these data are easily detected — the \( \sim 401 \) Hz signal is obvious in an unaccelerated PDS, with significant power detected in each of about 30 adjacent frequency bins, using 2048 seconds of data (Figure 3.1, dotted line). The highest single bin power represents about 22\% of the total signal power in the extended feature.

Using the known orbital parameters (Chakrabarty & Morgan, 1998) to remove the acceleration from the data, the spreading of the signal power is reduced to about 6 independent Fourier bins around the correct rest frequency of the pulsar, 400.975 210 6(8) Hz, with \( \sim 85\% \) of the total power in a single spectral bin (Figure 3.1, solid line). Oversampling reveals that the spreading that remains is consistent with the expected sinc-function response of the (discrete) FFT to a signal with the pulsar’s rest frequency (van der Klis, 1989). Thus, we confirm that our technique successfully removes the effect of the doppler shift due to the pulsar’s orbital motion.

### 3.2.6 Search Results

No candidate pulsations from any of the Aql X-1 observations exceeded our predetermined detection threshold. Using our largest detected search power, we can calculate upper limits on the strength of any pulsar signal contained in the various data sets searched (Vaughan et al., 1994), provided its orbit and spin frequency are covered by our search phase space. These upper limits are more restrictive than the \textit{a priori} detection sensitivities.

The upper limit calculation is essentially the same as the detection sensitivity calculation, with the detection threshold power \( P_{\text{det}} \) replaced by the maximum observed power \( P_{\text{max}} = 30.96 \). The results are shown in Table 3.3. For example, with 95\% confidence, we can say that there is no sinusoidal pulsar signal in observation 10 a with a fractional RMS amplitude greater than 1.0\%. The limits we can place on the fractional RMS become less stringent as the source flux decreases, increasing to an upper limit of 9.0\% during observation 12 b, when Aql X-1 was observed to be faintest (\( \sim 1 \) mCrab; 13 000 PCA counts\( s^{-1} \)=1 Crab).
Figure 3.1: SAX J1808.4-3658. The dotted line shows a section of the unaccelerated power spectrum. The spreading of the signal power due to the orbital doppler shift is evident. The solid line shows the power spectrum after removal of the doppler shift using our acceleration technique. The signal power has not been confined to a single bin because the pulsar frequency lies between two discrete Fourier frequencies. During this observation, SAX J1808.4-3658 passes through longitude = 0. The peak in the uncorrected spectrum is therefore maximally offset from the pulsar’s rest frequency, $\Delta f_{\text{max}} = \beta f_0 = 0.022$ Hz.
Table 3.3: Aql X-1 observation parameters and search results

<table>
<thead>
<tr>
<th>Observation</th>
<th>MET Analyzed</th>
<th>Source Count Rate&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Background Count Rate&lt;sup&gt;a,b&lt;/sup&gt;</th>
<th>Fractional RMS Amplitude&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 a</td>
<td>99869572-98871620</td>
<td>670.6±0.8</td>
<td>37.3</td>
<td>&lt;0.52%</td>
</tr>
<tr>
<td>10 a</td>
<td>100220227-10022275</td>
<td>188.2±0.6</td>
<td>35.8</td>
<td>&lt;1.0%</td>
</tr>
<tr>
<td>10 b</td>
<td>100226227-100228275</td>
<td>177.4±0.6</td>
<td>35.8</td>
<td>&lt;1.1%</td>
</tr>
<tr>
<td>11 a</td>
<td>100474022-100476070</td>
<td>52.6±0.5</td>
<td>35.7</td>
<td>&lt;2.3%</td>
</tr>
<tr>
<td>11 b</td>
<td>100479522-100481570</td>
<td>48.6±0.5</td>
<td>35.7</td>
<td>&lt;2.5%</td>
</tr>
<tr>
<td>11 c</td>
<td>100485082-100487130</td>
<td>45.5±0.5</td>
<td>35.7</td>
<td>&lt;2.6%</td>
</tr>
<tr>
<td>12 a</td>
<td>100646431-100648479</td>
<td>19.0±0.5</td>
<td>31.2</td>
<td>&lt;4.9%</td>
</tr>
<tr>
<td>12 b</td>
<td>100652431-100654479</td>
<td>9.2±0.5</td>
<td>31.2</td>
<td>&lt;9.0%</td>
</tr>
</tbody>
</table>

<sup>a</sup> counts s<sup>-1</sup> (13000 counts s<sup>-1</sup> = 1 Crab)

<sup>b</sup> Systematic uncertainty ~ 0.5 counts s<sup>-1</sup>

<sup>c</sup> Upper limits are 95% confidence

### 3.3 Discussion

We find no evidence of pulsations from Aql X-1 as it fades into quiescence. The upper limits on the pulsed fraction for the eight data sets searched range from 0.52% to 9.0% RMS. If, indeed, during the period identified as the "propeller phase" (Campana et al., 1998; Zhang et al., 1998a) the NS magnetic field significantly modifies the accretion flow geometry in the vicinity of the NS, the apparent absence of pulsations does not support the hypothesis that the quiescent emission is due to continued accretion. Our results cannot completely rule out such accretion, however, since it is possible that the geometry of the system may not lead to detectable pulsations; for example, the magnetic axis may be very nearly aligned with the rotation axis, or the rotation axis may point directly towards the earth. The non-detection of pulsations coupled with the observation of a thermal spectrum during quiescence (Rutledge et al., 1999) favors the interpretation that the quiescent luminosity is not due to accretion, but rather to a hot NS core (Brown et al., 1998).

We thank Stuart Anderson and Thomas Prince for helpful discussions. We also thank Lars Bildsten, Sergio Campana, and an anonymous referee for valuable comments on the manuscript. This work was supported by NASA Grant #NAG5-3239.
Chapter 4

Discovery of 5 New Pulsars in Caltech-Arecibo Drift Survey

Abstract
We report the discovery of five new pulsars in the latest Caltech-Arecibo drift survey. Nineteen previously known pulsars, including two millisecond pulsars (MSPs), were re-detected in our 840 square degree search area. Among the new discoveries are PSR J0627+07, an apparent orthogonal rotator, and PSR J1938+22, an unusual bursting radio pulsar. Our search resulted in no new fast pulsars, despite having millijansky sensitivity well below 1 ms. This is the most sensitive large area survey to date for sub-millisecond pulsars, and we place a 95% confidence upper limit on the sub-MSP surface density of one per 280 square degrees, to a limiting flux density of \( \sim 2 \text{ mJy} \) for 0.5 ms pulsars at 430 MHz.

to be submitted to the Astrophysical Journal)
4.1 Introduction

The earliest pulsar surveys were sensitive to pulsars with periods $P \gtrsim 30\text{ms}$ (e.g., Large & Vaughan, 1971; Davies et al., 1972; Davies et al., 1973; Hulse & Taylor, 1974). It quickly became clear that the population of slow pulsars was highly concentrated along the Galactic plane, and many subsequent large-area pulsar surveys have been restricted to low Galactic latitudes (e.g., Camilo et al., 1997). Improvements in computer power and data recording speeds have allowed faster sampling rates, leading to the discovery of millisecond pulsars (MSPs) (Backer et al., 1982). Compared to the long-period pulsars, MSPs have much weaker magnetic fields and therefore tend to be less luminous and have much longer active lifetimes. MSP space velocities appear to be smaller on average than long-period pulsar velocities (Toscano et al., 1999), but with such long lifetimes, they may travel far out of the Galactic plane. MSPs are therefore much more isotropically distributed on the sky than their relatively short-lived, longer-period counterparts (Johnston & Bailes, 1991).

A complete census of the local MSP population therefore requires high Galactic latitude surveys. These same surveys should also detect faint, nearby slow pulsars which may help fill in the low end of the pulsar luminosity distribution, crucial for modelling the total Galactic pulsar population.

In a modest $\sim 150\text{deg}^2$ high latitude survey at Arecibo (Wolszczan, 1991; Wolszczan & Frail, 1992), two very interesting recycled pulsars were discovered — PSR B1534+12, a relativistic double neutron star binary, and PSR B1257+12, a pulsar with Earth-mass planets (the first planets discovered outside our solar system). A number of groups then undertook to survey the entire Arecibo sky for MSPs.

In this paper, we report the results of a large-area survey covering about 6% of the sky visible to the 305 m Arecibo telescope. This facility recently completed a lengthy upgrade period during which the high frequency feeds were largely inaccessible, and the ability to point the telescope was severely limited. However, with the 430 MHz line feed still operational, this was an ideal opportunity to conduct pulsar “drift” surveys of the Arecibo sky, in which the azimuth and zenith of the telescope are held
fixed while the sky simply drifts through the telescope beam at constant declination. Only infrequent pointing changes are required to adjust the declination.

For the purpose of these drift surveys, the sky visible to the Arecibo telescope was divided into one-degree declination strips and portioned out to five groups. To date, these surveys have detected 65 new pulsars, including 9 new millisecond pulsars (Foster et al., 1995; Camilo et al., 1996a; Ray et al., 1996; Xilouris et al., 2000; McLaughlin et al., 2000; Lommen et al., 2000). Here we report results from the latest Caltech survey, in which we have discovered 5 new slow pulsars and no new millisecond pulsars. The current survey is notable for its significant sensitivity (~ 1 mJy) to pulsars with periods < 1 ms. Although no sub-millisecond pulsars were detected, this result places some of the first useful observational constraints on the low end of the pulsar period distribution. This has important implications for accretion scenarios and neutron star structure.

In section 4.2 below, we describe the details of the search including sky coverage, sensitivity, and analysis methods. In section 4.3 we report the results of our search and list the key parameters of the 5 newly discovered pulsars. Finally, in section 4.4 we provide more detail on two of the new pulsars, and discuss the overall implications of the survey.

### 4.2 Observations and Analysis

Our search observations were conducted between November 1996 and May 1998. The data were taken in an 8 MHz bandwidth about a central frequency of 430 MHz. The Penn State Pulsar Machine (PSPM) (Cadwell, 1997) was used to divide this full band into 128 separate frequency channels. Two orthogonal polarization signals were 4-bit digitized, after detection, and summed together. The PSPM search mode sampling rate was 80 μsec. Representing nearly 24 days of telescope time, the entire data set totaled about 2.5 TB.

Our analysis essentially followed standard radio pulsar search methods (Burns & Clark, 1969; Lyne & Graham-Smith, 1998). The data were divided into sections
(“beams”) corresponding to the time required for a source to transit the telescope beam, a Fourier transform was calculated for each of a number of dedispersion trials, and the resulting power spectra were searched for fundamental spin frequencies and harmonic sums that showed significant excess power. The top pulsar candidates were then re-observed at Arecibo for verification.

4.2.1 Sky Coverage

The Arecibo sky includes declinations from $-1^\circ39'$ to $+38^\circ21'$. The Caltech group was allotted one-degree declination strips centered on $\delta = 2^\circ.5, 7^\circ.5, 12^\circ.5, 17^\circ.5, 22^\circ.5, 27^\circ.5$, and $32^\circ.5$. The present survey covered the region shown in Figure 4.1. At 430 MHz, Arecibo’s half power beam width (FWHM) is $10'$, so in principle a single (one degree) declination strip can be covered by six individual scans, separated by $\Delta \delta = 10'$.

In some regions of our search area, the separation between scans was less than $10'$, so some points on the sky passed through the central half power beam in more than one scan. This improves sensitivity to those declination regions that would otherwise be covered with only $\sim 50\%$ of peak sensitivity, and can facilitate the verification of pulsar candidates when a candidate is visible in multiple scans.

In total, this survey covered 840 independent square degrees, or 2.0% of the entire sky. About half of this area was covered by more than one scan.

In a previous search of 960 deg$^2$ taken from within these same declination strips, Ray et al. (1996) discovered 12 new pulsars. Since the AO upgrade drift scans were taken rather randomly, the current search overlaps the previous search area by about 300 deg$^2$ or 35%. As we show in the next section, however, our sensitivity was significantly better, particularly for millisecond pulsars.

4.2.2 Search Sensitivity

The sensitivity of a radio pulsar search is generally expressed as the minimum flux density (in mJy = $10^{-20}$ W m$^{-2}$ Hz$^{-1}$) that the search can detect. This is a function
Figure 4.1: Sky coverage for this survey
of many factors, including the physical parameters of the telescope, receiver, and backend, as well as the properties of the pulsar itself, where it is located on the sky, and the length of the observation. A simple expression for the sensitivity is given by

$$S_{\text{min}} = \alpha \beta \frac{T_{\text{sys}}}{G(N_p B \tau_{\text{int}})^{1/2}} \left( \frac{w_{\text{eff}}}{P - w_{\text{eff}}} \right)^{1/2} \quad (4.1)$$

(Dewey et al., 1985; Bhattacharya, 1998), where $\alpha$ is the threshold signal-to-noise ratio; $T_{\text{sys}}$ is the sum of the receiver noise temperature, the sky temperature (a function of galactic latitude and longitude), and the spillover temperature (a function of zenith angle, due to increasing ground illumination with increasing zenith); $G$ is the gain of the telescope in K Jy$^{-1}$; $N_p$ is the number of polarizations summed; $B$ is the total bandwidth of the observation; $\tau_{\text{int}}$ is the integration time; and $P$ is the pulse period. The factor $\beta$ accounts for various losses in the observing system and data processing. Based purely on the radiometer equation, $\beta$ would be 1, but losses from, e.g., digitization and imperfect dedispersion degrade the theoretical sensitivity, resulting in $\beta > 1$. In practice, $\beta$ is determined empirically by observing known calibration sources.

The effective pulse width $w_{\text{eff}}$ is defined by

$$w_{\text{eff}}^2 = w_0^2 + \tau_{\text{samp}}^2 + \tau_{\text{DM}}^2 + \tau_{\text{sat}}^2; \quad (4.2)$$

where $w_0$ is the intrinsic pulse width; $\tau_{\text{samp}}$ is the effective broadening of the pulse due to the anti-aliasing filter, and is of the same order as the sampling time

$$\tau_{\text{samp}} \approx 2 \times 80 \mu\text{sec} = 0.160 \text{ ms}; \quad (4.3)$$

$\tau_{\text{DM}}$ is the dispersion smearing in a single filterbank channel

$$\tau_{\text{DM}} = 8.3 \times 10^6 \frac{\nu_{\text{MHz}} \ DM}{\nu_{\text{MHz}}^3 N_{\text{chan}}} = 0.00652 \text{ DM ms}, \quad (4.4)$$

where $\nu_{\text{MHz}}$ is the central observing frequency in MHz and $N_{\text{chan}}$ is the number of
filterbank channels; and $\tau_{\text{scat}}$ is the broadening due to scattering

$$
\tau_{\text{scat}} \approx \left( \frac{1000}{\nu_{\text{MHz}}} \right)^{4.4} 10^{-7.231 + 0.9255 \log_{10} \text{DM} + 0.81463(\log_{10} \text{DM})^2} \text{ms}
$$

(Cordes et al., 1991).

For the current search, we adopt the values $T_{\text{sys}} = 70$ K and $G = 16$ KJy$^{-1}$, appropriate for a high Galactic latitude source near zenith. Based on our observing hardware and analysis methods, we use $\alpha = 8$, $\beta = 1.5$, $N_p = 2$, $B = 8$ MHz, and $\tau_{\text{sys}} = 42$ s, and we assume an intrinsic pulse width $w_0 = 5\%$. Our search sensitivity as a function of pulse period is shown in Figure 4.2 for four values of the dispersion measure $\text{DM} = 0, 30, 100, \text{and} 280 \text{cm}^{-3} \text{pc}$. The latter value is the largest DM trial used in our search. For comparison with other pulsar searches, we have kept with tradition and reported our search sensitivity assuming optimal conditions. For a pulsar in the Galactic plane, observed at a more extreme zenith angle, offset from the nominal declination of a scan by the half power beam radius, the minimum detectable flux can be an order of magnitude higher.

As is evident from Figure 4.2, our sensitivity to long-period pulsars was slightly better than that of the earlier generation of Arecibo drift surveys. The primary reason for this is the increased integration time used in the current survey. A point source at declination $\delta$ drifts through the center of the 10$'$ half power telescope beam in $40/\cos \delta$ seconds. The optimal integration time turns out to be just slightly ($\sim 1$ sec) longer than this. Obviously, this hasn’t changed since the previous drift surveys were conducted. The difference is due to the sampling rates used in the two types of surveys. Efficient fast Fourier transform (FFT) algorithms require that the number of data points be a power of 2. With a sampling rate of 250 $\mu$sec, the older Arecibo correlator data leads to 33 or 66 sec integrations ($2^{17}$ or $2^{18}$ points). The PSPM search sample rate of 80 $\mu$sec allows for 42 sec integrations, much closer to optimal. Of course, data can always be resampled at a more advantageous rate, but this introduces correlations that change the statistics of calculated power spectra.

In contrast, our sensitivity to fast pulsars was quite a bit better than the ear-
Figure 4.2: Search sensitivity. The solid lines show this survey’s minimum detectable flux density as a function of pulsar period for DM = 0, 20, 100, and 280 cm$^{-3}$ pc (left to right). The dashed line shows a DM = 20 cm$^{-3}$ pc curve typical of the previous generation of Arecibo surveys. The diamonds indicate the known millisecond pulsars ($P < 25$ ms) with measured flux densities at 400 MHz. Pulsars in globular clusters are not plotted.
lier surveys. The previous surveys all divided 8 MHz of telescope bandwidth into 32 channels. For the current search, the same 8 MHz was divided into 128 channels and sampled $\sim 3$ times faster. The faster sample rate increases the number of unaliased harmonics visible in the power spectrum for high spin frequency pulsars. The use of smaller individual frequency channels reduces the (unrecoverable) single-channel dispersive pulse smearing. The result is that the present survey is not only significantly more sensitive to millisecond pulsars, but also has true millijansky sensitivity to sub-millisecond pulsars.

For sources at large zenith angles, our sensitivity is also better than pre-1994 searches due to the installation of the ground shield, which reduces the spillover temperature. This is true regardless of pulsar spin period.

We note that our search sensitivity applies equally to isolated and binary pulsars. For most plausible binary orbits, the Doppler shifted period of an accelerating pulsar will not change appreciably during our 42 sec integration time. Only for extremely tight orbits ($P_b \lesssim 1/2$ hr) with massive companions ($M_c \gtrsim 1.0 M_\odot$), will our sensitivity suffer significantly. Drift surveys from Arecibo are able to achieve mJy sensitivity, despite the short integration time, due to the telescope’s large collecting area. To reach this sensitivity with other (smaller) telescopes requires longer pointed observations, sacrificing some sensitivity to binary pulsars. Special techniques can be employed to remove the acceleration of the pulsar signal, but the computational costs can quickly become excessive for a large area survey.

### 4.2.3 Search Method

We analyzed the data $2^{10}$ samples at a time, since $2^{10} 80 \mu\text{sec} = 41.94$ s. For the purposes of our analysis, we defined a data segment of this length to be one “beam.” Each beam that we analyzed overlapped the previous one by 50%, so that a source would spend at least 75% of its transit in an analyzed beam. Our entire survey included $\sim 10^5$ such beams.

Each beam was dedispersed for 210 different dispersion measures (DMs), including
trial values up to $280\text{cm}^{-3}\text{pc}$. For each DM trial, a $2^{19}$-point FFT was calculated, from which a normalized power spectral estimate was formed. Spectral features due to known radio frequency interference (RFI) were removed, as were harmonics of the 60 Hz AC signal. If a spectral bin contained power exceeding a predetermined threshold, the corresponding spin frequency and DM were saved as a candidate pulsar. Harmonic folds of 2, 3, 4, 8, and 16 harmonics were also calculated, and candidates exhibiting significant total power were similarly saved. If a given beam produced multiple degenerate candidates, whose spin periods were very similar (or were harmonics of each other) for various DM trials, then duplicates were removed. Only the most statistically significant candidate with that spin period was saved. For each candidate, a pulse profile was folded and saved for each individual filterbank channel. A single, dedispersed profile was also saved for each candidate. The candidate signal-to-noise thresholds at this stage were intentionally set relatively low, so that each beam was expected to yield approximately one spurious noise candidate. Of course the data also contain a plethora of RFI signals, so after the FFT stage of the analysis, we were left with $\gtrsim 2 \times 10^5$ candidates.

To weed out the noise and RFI signals, the FFT candidates were put through an additional screening pass. The one-dimensional dedispersed profiles and the two-dimensional dispersed profiles were each correlated with a number of templates of varying DM and pulse width, basically to determine if the candidate was “pulsar-like.” Also during this stage, if a candidate’s DM was indistinguishable from zero, it was eliminated, since there were so many RFI signals that were not dispersed. Again, the thresholds in this stage were somewhat liberal, so if a candidate exhibited a hint of actually being dispersed and having a reasonable waveform, then it survived to the next stage of the analysis.

Candidates that survived the profile selection stage (of which there were $\sim 5000$), were scrutinized by a human to determine the final list of 50 candidates. These final candidates were then confirmed or confuted by taking new follow up data at Arecibo. During much of the time in which our search data were taken, the telescope pointing was inaccurate by $\gtrsim 10'$. For this reason, multiple pointings had to be performed
when attempting to verify candidates.

The screening described above strongly selected against low-DM, long-period pulsars. In an effort to recover some sensitivity to these apparently non-dispersed signals, we attempted to look for positional coincidences — candidates from different scans with similar period, right ascension (RA), and declination. One detection resulted from this analysis (PSR J1404+12, see Table 4.3). This method was also useful for attempting to verify normal (dispersed) candidates, without having to go back to the telescope. The first new pulsar discovered in this survey, PSR J0627+07, was initially confirmed in other search scans.

4.3 Results

Our search re-detected 19 previously known pulsars, including two MSPs. These are listed in Table 4.1. Three known (slow, bright) pulsars (Table 4.2) ostensibly in our search area were not detected. This could be due to nulling or scintillation, but is likely due to the pointing error mentioned in section 4.2.3 above. Since the recorded sky positions were potentially off by more than a full beam width, the missing pulsars may not actually have been in our search area at all.

The detected pulsars often appear in our search data significantly offset from their catalogued positions. Similar position errors have been seen by the other groups analyzing Arecibo upgrade data. Figure 4.3 shows the measured position offsets for the 19 previously known pulsars detected in this survey (three of them appear twice, as they were detected in multiple scans), along with 33 offsets measured by the Princeton group (D. Nice, private communication). (Occasionally, strong pulsars are observed with position errors exceeding 20\textdegree; this could well be due to detection in the sidelobes of the power pattern.) The three circles of increasing radius represent the approximate area covered by a single telescope pointing and (~hexagonal) grids of 7 and 19 pointings. Based on the figure, when following up on a candidate corresponding to a real pulsar, we expect that a single pointing will be approximately 40% likely to cover the true position of the pulsar. Likewise, 7 pointings will be sufficient for about
### Table 4.1: Previously known pulsars detected in this survey

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>B0525+21</td>
<td>05:28:52.3</td>
<td>22:00:00.2</td>
<td>3745.52</td>
<td>51</td>
</tr>
<tr>
<td>B0531+21</td>
<td>05:34:32.0</td>
<td>22:00:52.1</td>
<td>334.033</td>
<td>57</td>
</tr>
<tr>
<td>B0611+22</td>
<td>06:14:17.1</td>
<td>22:29:58.2</td>
<td>334.925</td>
<td>97</td>
</tr>
<tr>
<td>B0834+06</td>
<td>08:37:05.6</td>
<td>06:10:14.1</td>
<td>1273.77</td>
<td>13</td>
</tr>
<tr>
<td>J0947+27</td>
<td>09:47:22.0</td>
<td>27:41:60.0</td>
<td>851.050</td>
<td>29</td>
</tr>
<tr>
<td>B0950+08</td>
<td>09:53:09.3</td>
<td>07:55:35.6</td>
<td>253.065</td>
<td>3</td>
</tr>
<tr>
<td>B1534+12</td>
<td>15:37:10.0</td>
<td>11:55:56.1</td>
<td>37.9044</td>
<td>12</td>
</tr>
<tr>
<td>J1640+224</td>
<td>16:40:16.7</td>
<td>22:24:09.0</td>
<td>3.16332</td>
<td>18</td>
</tr>
<tr>
<td>J1741+2758</td>
<td>17:41:53.5</td>
<td>27:58:09.0</td>
<td>1360.74</td>
<td>30</td>
</tr>
<tr>
<td>J1811+0702</td>
<td>18:11:20.7</td>
<td>07:02:23.0</td>
<td>461.712</td>
<td>54</td>
</tr>
<tr>
<td>B1859+07</td>
<td>19:01:39.0</td>
<td>07:16:34.7</td>
<td>643.998</td>
<td>253</td>
</tr>
<tr>
<td>J1903+2225</td>
<td>19:03:53.0</td>
<td>22:25:12.3</td>
<td>651.185</td>
<td>109</td>
</tr>
<tr>
<td>B1915+22</td>
<td>19:17:43.8</td>
<td>22:24:29.0</td>
<td>425.906</td>
<td>201</td>
</tr>
<tr>
<td>B1930+22</td>
<td>19:32:22.7</td>
<td>22:20:56.6</td>
<td>144.455</td>
<td>219</td>
</tr>
<tr>
<td>B2028+22</td>
<td>20:30:40.4</td>
<td>22:28:21.7</td>
<td>630.512</td>
<td>72</td>
</tr>
<tr>
<td>J2033+17</td>
<td>20:33:21.0</td>
<td>17:35:60.0</td>
<td>5.94896</td>
<td>25</td>
</tr>
<tr>
<td>J2043+2740</td>
<td>20:43:43.5</td>
<td>27:40:56.0</td>
<td>96.1305</td>
<td>21</td>
</tr>
<tr>
<td>B2110+27</td>
<td>21:13:04.4</td>
<td>27:54:02.7</td>
<td>1202.85</td>
<td>25</td>
</tr>
</tbody>
</table>

### Table 4.2: Previously known pulsars not detected in this survey

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>B1530+27</td>
<td>15:32:10.3</td>
<td>27:45:50.6</td>
<td>1124.84</td>
<td>15</td>
</tr>
<tr>
<td>B1903+07</td>
<td>19:05:53.8</td>
<td>07:09:21.1</td>
<td>648.039</td>
<td>269</td>
</tr>
<tr>
<td>J1910+0714</td>
<td>19:10:19.0</td>
<td>07:14:11.8</td>
<td>2712.42</td>
<td>124</td>
</tr>
</tbody>
</table>
Table 4.3: New pulsars detected in this survey

<table>
<thead>
<tr>
<th>Name</th>
<th>R.A.$^a$ (J2000)</th>
<th>Dec.$^a$ (J2000)</th>
<th>P (ms)</th>
<th>DM (cm$^{-3}$pc)</th>
<th>S$_{130}$$^b$ (mJy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J0517+22</td>
<td>05:17:10</td>
<td>22:16:00</td>
<td>222.344</td>
<td>20</td>
<td>7</td>
</tr>
<tr>
<td>J0627+07</td>
<td>06:27:44</td>
<td>07:06:00</td>
<td>475.831</td>
<td>138</td>
<td>6</td>
</tr>
<tr>
<td>J1404+12</td>
<td>14:04:40</td>
<td>12:03:00</td>
<td>2650.27</td>
<td>25</td>
<td>3</td>
</tr>
<tr>
<td>J1935+12</td>
<td>19:35:15</td>
<td>12:03:00</td>
<td>1939.90</td>
<td>190</td>
<td>1</td>
</tr>
<tr>
<td>J1938+22</td>
<td>19:38:10</td>
<td>22:16:00</td>
<td>166.118</td>
<td>95</td>
<td>1$^c$</td>
</tr>
</tbody>
</table>

$^a$Position uncertainty for PSR J0627+07 is $\sim 1.5'$; all other positions are uncertain by $\sim 5'$.  
$^b$Flux densities are uncalibrated and should be considered order of magnitude estimates.  
$^c$Time average flux density, including high and low states (see section 4.4.2).

73% of candidates, and roughly 91% of candidates will be verified with 19 pointings.

With a generous but finite allotment of telescope time, we were able to follow up on 50 candidates. The majority (31) received 7 pointings, but we were able to search 19 or more sky positions for 15 of our top candidates. If a candidate came from a search scan containing a known pulsar, we used the measured RA offset of the pulsar to correct the nominal position of the candidate. For example, the newly discovered pulsar PSR J1935+12 was originally detected in a scan which also contained the known pulsar PSR B1534+12. The candidate RA was adjusted by 14', the measured offset of PSR B1534+12, and the new pulsar was confirmed at the corrected position.

In Table 4.3 we list the main characteristics of the five new pulsars detected in this survey. Their average pulse profiles are shown in Figure 4.4. Despite our excellent sensitivity, we did not find any new MSPs or sub-millisecond pulsars.

We detected two (previously known) MSPs in our 840 deg$^2$ search area, for a surface density of 1 MSP per 420 deg$^2$. This is somewhat lower than the combined results of previous high latitude Arecibo surveys, which have found MSPs at a rate of roughly 1 per 300 deg$^2$, to a sensitivity limit of several mJy (Camilo et al., 1996b). The lower detection rate of the current survey is rather surprising, considering our improved sensitivity in comparison to the earlier searches.
Figure 4.3: Measured position errors of previously known pulsars. The circular dotted lines represent the approximate area that can be covered by 1, 7, and 19 telescope pointings, including respectively 40%, 73%, and 91% of the plotted pulsars.
Figure 4.4: Folded pulse profiles of the 5 new pulsars discovered in this survey. The vertical (flux) scales are arbitrary.
4.4 Discussion

4.4.1 PSR J0627+07

PSR J0627+07 is remarkable in several ways. It has the largest DM of any pulsar yet discovered in the Galactic anticenter region. The Taylor & Cordes (1993) free electron model places it at a distance of $\sim 7.8$ kpc, which seems unlikely, given the pulsar’s large apparent flux density of $\sim 6$ mJy. We may be seeing this pulsar through an ionized cloud.

The waveform of this pulsar is also quite interesting. As is evident from Figure 4.4, at 430 MHz PSR J0627+07 shows a clear interpulse which lags the main pulse by 183°. The same morphology is seen at 1400 and 2380 MHz. The apparent wavelength independence of the pulse-interpulse separation argues against conal emission from a single magnetic pole. Apparently, PSR J0627+07 is a rare example of an orthogonal rotator, where the magnetic axis is inclined to the rotation axis by 90°, and the main pulse and interpulse originate in opposite magnetic poles. It is also interesting to note that the main pulse appears to be quite narrow. According to Lyne & Manchester (1988), the opening angle of the emission beam from an orthogonal rotator at 400 MHz should satisfy $\rho \geq 13^\circ P^{-1/3}$. For PSR J0627+07, the width of the main pulse (full width at 10% of maximum) is approximately $w_{10} = 7.6^\circ$, much narrower than the predicted minimum beam width of 16.7°. Firm conclusions will await the determination of the impact parameter (the minimum angle between the magnetic axis and the line of sight).

PSR J0627+07 is located within about 3° of the center of the large, nearby Monoceros supernova remnant. Using the estimated distance (0.8 – 1.6 kpc) and age (30 – 100 kyr) of this remnant (Kirshner et al., 1978; Davies et al., 1978; Graham et al., 1982; Leahy et al., 1986), we find that a pulsar proper motion of about $400 < v_\perp < 2700 \text{ km s}^{-1}$ would be required for the pulsar to have been born in the supernova. Pulsar velocities as high as $v \sim 1600 \text{ km s}^{-1}$ have been measured (Cordes & Chernoff, 1998), so an association is certainly possible, provided the characteristic age of the pulsar turns out to be compatible. Timing of this pulsar is underway at
Arecibo. A full year of timing observations will allow precise fitting of the pulsar sky position (and therefore removal of the effects of earth motion) and precise determination of the intrinsic spin down rate, $\dot{P}$, from which the characteristic age can be determined.

### 4.4.2 PSR J1938+22

PSR J1938+22 is noteworthy because of its marked intensity fluctuations. Specifically, it appears to have distinct states of low and high emission. The pulsar will be nearly undetectable for $\sim 30 - 200$ s at a time and then abruptly turn on for $\sim 1 - 7$ s bursts. The pulse energy has a bimodal distribution, with the average high-state energy exceeding that of the low state by a factor of 34. Based on our somewhat limited data (apart from the discovery scan, we have only a single 336 s follow up observation), the pulsar appears to be “on” only 3.5% of the time. Three high-state episodes occurred during the 336 s observation, the longest of which is shown in Figure 4.5. There is no obvious periodicity associated with the onset of the bursts, nor is there any clear evidence of subpulse structure.

The rather large DM of $95 \pm 5$ cm$^{-3}$ pc coupled with the abruptness of the phase transitions would argue against a scintillation origin. The high and low states are therefore probably due to the intrinsic emission of the pulsar. Conventional nulling also seems unlikely, since a null fraction of 96.5% would be unprecedented (typical null fractions are $\lesssim 1\%$ (Biggs, 1992), though fractions as high as 70% have been observed (Durbin et al., 1979)). At 166 ms, this would be the shortest period pulsar to show any significant nulling. Also, “null” pulse fluxes are typically much less than 1% of the mean flux of the detected pulses, whereas for PSR J1938+22, the ratio of mean low-state to high-state flux is $\sim 3\%$ (this is not at all obvious from Figure 4.5; the low-state pulsation is only detected in integrations of $\gtrsim 80$ s). This pulsar clearly warrants further observation and analysis.
Figure 4.5: Single pulses from PSR J1938+22. Shown is the longest of the three bursts contained in the 336 s follow up observation. The pulsar is bright only $\sim 3.5\%$ of the time.

4.4.3 Sub-millisecond pulsars

The original MSP, PSR B1937+21 (Backer et al., 1982), with a spin period of 1.558 ms, still stands today as the fastest known pulsar. Over the last 20 years, the number of known pulsars with periods less than 25 ms has grown to at least 120; their period distribution is shown in Figure 4.6. It is tempting to infer from the figure that the distribution of MSP periods peaks around 3 – 4 ms and has a hard minimum of about 1.5 ms. This conclusion may be supported by observations of low-mass X-ray binaries (LMXBs), long considered to be the progenitors of millisecond radio pulsars (Alpar et al., 1982). The X-ray evidence by itself seems to indicate a preponderance of neutron stars (NSs) spinning with $\sim 3$ ms periods, with a minimum period of perhaps 1.7 ms (van der Klis, 2000). However, these conclusions may be premature. The X-ray observations represent a small sample, and their interpretation is still a subject of debate, while the fastest observed radio pulsar periods are suspiciously close to the detection limits of the surveys in which they were discovered. In a detailed study
of the radio MSP population, accounting for the selection effects of these surveys, Cordes & Chernoff (1997) determined that faster spin periods are certainly possible. Their model indicates a 95% confidence lower limit of 1.0 ms and a 99% lower limit of 0.65 ms.

Due to the formidable storage and computational requirements, radio pulsar searches with useful sensitivity to sub-millisecond pulsars have only recently begun. Crawford et al. (2000) and Edwards et al. (2001) performed pointed searches towards unidentified FIRST and NVSS sources and globular clusters. The largest area survey to date is that of D’Amico (2000), covering nearly 10000 deg$^2$ (almost 25% of the sky) at 408 MHz with $\gtrsim$ 10 mJy sensitivity to sub-MSPs. Arecibo (PSPM) search sensitivities are about an order of magnitude better than this and will therefore provide much more stringent limits on the sub-MSP population. The only published PSPM search results belong to Cadwell (1997), who analyzed just over 220 deg$^2$. No sub-MSPs have been found in any of these surveys.

The current search covered 840 deg$^2$ or 2.0% of the sky. No sub-MSPs were discovered to a limiting sensitivity of about 2 mJy for DM = 20 cm$^{-3}$ pc and $P = 0.5$ ms. (The dashed lines in Figure 4.6 indicate the periods to which our search had 1 mJy and 2 mJy sensitivity for DM = 20 cm$^{-3}$ pc.) Using simple Poisson statistics (assuming an isotropic distribution on the sky), our result indicates a 95% confidence upper limit on the surface density of sub-MSPs of 1 per 280 deg$^2$ down to 2 mJy. If we include the area searched by Cadwell (1997), the upper limit becomes 1 per 350 deg$^2$. As more groups complete and publish their PSPM drift surveys, this upper limit will continue to improve.

Solid observational constraints on the lower limit of the pulsar spin period distribution have important consequences. This limit may be set by intrinsic properties of the NSs themselves, or by the process responsible for spinning them up to short periods. We discuss some of these processes in the next few paragraphs. Although our result cannot differentiate between these possible explanations, it does firm up their observational basis.

The maximum possible NS spin rate is determined by the nuclear equation of state
Figure 4.6: [Diagram showing a plot with period (ms) on the x-axis and number of pulsars on the y-axis, with various numbers indicating the number of pulsars at different period ranges.]
(EOS), which is still poorly understood. Cook et al. (1994) calculated the maximum spin rate for a NS, using 14 different proposed EOSs. The minimum spin periods they found ranged from 1.4 ms for the hardest EOSs (those with large radii for a given mass) down to 0.53 ms for soft EOSs. Some of the softest EOSs are already ruled out by NS mass measurements, while harder EOSs are ruled out by PSR J1937+21, whose phenomenal rotational stability indicates that it is not perilously close to the mass shedding limit. Our lack of sub-MSP detections provides some observational evidence in favor of a hard EOS, but clearly more sky must be searched before firm conclusions can be drawn.

In actuality, pulsars may never reach the maximum break-up spin rate allowed by the EOS, if the spin-up process is somehow interrupted. Several mechanisms for this have been proposed. If Figure 4.6 is truly representative of the pulsar period distribution, as our result would indicate, this lends support to these models.

Temperature gradients in the crust of an accreting NS can lead to density variations caused by differing electron capture rates. If these density variations are non-axisymmetric, the resulting mass quadrupole will radiate away angular momentum in the form of gravitational waves (Bildsten, 1998; Ushomirsky et al., 2000). With plausible model parameters, this mechanism can explain the clustering of LMXB periods around 3 ms, as the gravitational radiation balances the accretion torque.

R-modes (fluid modes with axial parity) in the NS interior may similarly halt spin-up (Andersson, 1998; Bildsten & Ushomirsky, 2000). Beyond some critical spin frequency (where the growth rate of the r-mode is equal to the viscous damping rate), the amplitude of the mode can become large enough to radiate away a significant amount of angular momentum via gravitational radiation. Calculated values for the critical spin rate have fluctuated by about an order of magnitude in the last few years, but the latest treatment (Levin & Ushomirsky, 2001) puts the onset of the instability in the interesting 3 ms range, though this maximum spin rate depends sensitively on the (unknown) thickness of the NS crust.

Burderi et al. (2001) recently proposed another possible explanation for the apparent paucity of sub-MSPs. A downward fluctuation in the mass transfer rate ($\dot{M}$)
in an accreting NS system can result in the onset of a radio pulsar phase. If the NS is spinning rapidly enough, radiation pressure might then expel material that would otherwise be accreted even after \( \dot{M} \) rebounds. An attractive feature of this scenario is that it naturally explains the relatively small observed MSP masses (Thorsett & Chakrabarty, 1999) by halting the accretion itself, not just the spin up. If a system is compact enough (\( P_b \lesssim 1 \) hr), accretion can resume after a radio phase, and spin up to sub-millisecond periods should be possible. The authors attribute the fact that these sub-MSPs have not been detected to selection effects. Although the current survey did not seriously select against pulsars in tight binaries, other factors such as extremely low luminosity, long eclipses, and long duty cycles might make them difficult to detect.

This survey represents only the beginning of sub-MSP searches. In the near term, we can expect the completion and publication of the remainder of the Arecibo upgrade surveys. Future improvements in observing hardware (e.g., a possible Arecibo multi-beam receiver, the Square Kilometer Array) and improvements in computing power and algorithms will significantly drive down the upper limits or will produce sub-MSP detections. Further null results will continue to shed light on the nuclear equation of state and accretion scenarios, while a single sub-MSP detection would necessitate re-evaluation of current NS theories.

We thank Joshua Shapiro and Yuki Takahashi for help with the analysis, and Bryan Jacoby and Ramesh Bhat for help with observations. We are also grateful to David Nice, Walter Brisken, Maura McLaughlin, Duncan Lorimer, and Alex Wolszczan for providing information on the status of their groups’ surveys. The Arecibo Observatory is part of the National Astronomy and Ionosphere Center, which is operated by Cornell University under a cooperative agreement with the National Science Foundation. Access to the Hewlett-Packard X-Class computer, located at the California Institute of Technology, was provided by the Center for Advanced Computing Research. This work was supported by NSF grants 0005-1-000024 and 00040-1-000262.
Chapter 5

Discovery of 3 New Binary Millisecond Pulsars in the Globular Cluster M62

Abstract
We report the discovery of three new binary millisecond pulsars in the globular cluster M62 = NGC 6266. These pulsars are the first new objects discovered with the 100 m Green Bank Telescope. Two of the three pulsars were found using a new search method sensitive to binaries whose orbital periods are of the same order as the observation time. With six pulsars, M62 is now the third ranking globular cluster in terms of total known pulsar population. Timing of these new pulsars should provide important information about the host cluster, including useful constraints on its central density and initial mass function.

5.1 Introduction

The discovery of the first millisecond pulsar (MSP) (Backer et al., 1982) quickly led to the suggestion (Alpar et al., 1982) that these objects are formed in low-mass X-ray binaries (LMXBs) when a neutron star gains angular momentum in the process of accreting material from a binary companion. Since the specific incidence of LMXBs in globular clusters is significantly higher than in the Galactic disk, clusters were recognized early on as promising targets for MSP searches. The first cluster MSP discovery came several years later in M28 (Lyne et al., 1987). Over the last 15 years, the known population has grown to at least 67 pulsars in 21 clusters (Kulkarni & Anderson, 1996; Camilo et al., 2000; Possenti et al., 2001; Lyne et al., 2000; Ransom, 2001; S. Ransom, private communication; this paper; Appendix A), now comprising roughly half of the known MSPs.

It is more than just their sheer numbers that make cluster pulsars interesting. Exchange interactions in the dense cluster cores can lead to the formation of exotic pulsar systems such as triples (Backer et al., 1993; Freire et al., 2001), extremely tight binaries (e.g., Camilo et al., 2000; Ransom et al., 2001; D’Amico et al., 2001), double neutron star systems (Prince et al., 1991), and perhaps even neutron star-black hole binaries (not yet discovered). When multiple pulsars are found in a single cluster, they can help elucidate the internal dynamics of the cluster as a whole. Precision timing of cluster pulsars can reveal the effects of acceleration in the gravitational potential of the cluster, and these measurements can be used to place useful limits on the cluster’s central density and mass-to-light ratio. Additionally, pulsar positions can be used to make statistical neutron star mass measurements, and constrain the initial mass function of the cluster stars.

Detecting these pulsars is not easy. Pulsars in globular clusters are typically several times more distant than field pulsars, and their flux densities are therefore roughly an order of magnitude lower. To recoup this lost signal strength, integration times must increase by two orders of magnitude, while maintaining a fast sample rate. Large fast Fourier transforms (FFTs) are therefore required (perhaps as large as $10^9$
points). To correct for a (usually) unknown degree of interstellar dispersion, and to maintain sensitivity to Doppler-shifted binary pulsars, many hundreds of these large FFTs must generally be calculated in a full search. The potential payoffs usually justify such a computational effort, and these searches have become more tractable in recent years.

All MSP searches benefit from advances in computing power, search algorithms, and data recording speeds. But improvements in telescopes and observing hardware can also drive new discoveries. Installation of the new low noise, wide-band multibeam receivers and high-resolution filterbanks at the Parkes Observatory in Australia has led to the discovery of at least 21 cluster pulsars in the last few years (Camilo et al., 2000; Possenti et al., 2001). Similarly, recent Arecibo upgrades have greatly improved pulsar search sensitivities, particularly at high frequencies. At least 3 new pulsars have been detected in L-band globular cluster searches from Arecibo (S. Ransom, private communication). The recently completed Robert C. Byrd Green Bank Telescope (GBT), however, has the potential to bring about a much more significant increase in the known population of globular cluster pulsars. With a 100-meter reflecting surface, the GBT is the largest fully-steerable telescope in the world, able to see declinations from $+90^\circ$ down to $-45^\circ$. This covers 85% of the celestial sphere, including enough of the southern hemisphere to cover the Galactic center region, encompassing more than 80% of the cataloged globular clusters in the Galaxy (Harris, 1996). Our group recently installed the Berkeley-Caltech Pulsar Machine (BCPM) at the GBT for community use. This flexible digital filterbank is the GBT’s first pulsar back end, and has allowed several groups to begin searching for new cluster pulsars under the GBT’s Early Science program.

In this paper we report the discovery of 3 new binary MSPs in the globular cluster NGC 6266 = M62. These are the first new objects discovered using the GBT. A preliminary announcement of these results was made by Jacoby et al. (2002). Two of these new pulsars were discovered using a novel technique sensitive to pulsars whose orbital periods are approximately equal to the observation length, traditionally a poorly sampled regime of orbital periods. With the three previously known pulsars
in M62 (D’Amico et al., 2001; Possenti et al., 2001), there are now six known MSPs in this cluster, making it a prime candidate for dynamical studies. M62 is now the third ranking globular cluster in terms of the number of known pulsars; only 47 Tuc and M15 have more, with 20 and 8 respectively (Camilo et al., 2000; Anderson, 1993).

In section 5.2 below, we describe our search observations and analysis methods. We also describe our new binary pulsar search technique in great detail. In section 5.3, we present the results of our search, including the parameters of the newly discovered pulsars in M62. We discuss the importance of the new discoveries and future prospects for M62 and globular cluster searches in general.

5.2 Observations and Analysis

5.2.1 Data Collection

Installation of the Berkeley-Caltech Pulsar Machine (BCPM) at Green Bank was completed in early August, 2001. The BCPM is a copy of the 96-channel, 170-MHz bandwidth, analog/digital filter bank that was designed and built by a team from Berkeley, NRL, and Caltech with previous installations at Nançay, Effelsberg and Arecibo. A partial technical description is contained in Backer et al. (1997).

The BCPM accepts dual polarization IFs in the 300-500 MHz range. These are divided into 6 analog channels using Mixer/Filter/LO units with independent gain and leveling control. The signals are then sampled and divided digitally 16 ways, for a total of 96 channels in each polarization. The maximum bandwidth per channel is 1.8 MHz, though smaller bandwidths are selectable. The dual polarization data are then brought together, decimated down to the desired sample rate, and (optionally) summed. The mean is then removed and the remainder is quantized into 4 bits. The 4-bit data are formatted and passed to the host workstation (a Sun Ultra-1) over an EDT interface. Data are then passed to disk, and from disk to tape. Monitoring, control, and data acquisition in the host workstation use a version of the Penn State Pulsar Machine (Cadwell, 1997) software, which has been integrated into the GBT
observing system.

Our original search data were recorded on August 16, 2001, with confirmation data taken December 4-9, 2001. For our search and follow up observations, we used the BCPM fed by the L-band receiver, with the central frequency set to 1400 MHz. To limit the effects of dispersion, we used 0.7 MHz channels, for a total bandwidth of 67.2 MHz. We selected a sample rate of 100 \( \mu \)sec, with the two polarizations summed in hardware. Thus, our 4-hour search observation included just over \( 2^{27} \) time samples. Much of our analysis was actually carried out with the data resampled at 200 \( \mu \)sec resolution, since the rather large dispersion measure of the M62 pulsars (DM = 114.4 cm\(^{-3}\) pc) causes a single-channel dispersive delay of 240 \( \mu \)sec. The half power beam radius of the telescope (at 1400 MHz) is approximately 4.3' (HWHM), which is nearly 24 times the cluster’s core radius, and 3.5 times the half-mass radius. This beam should easily cover all dynamically relaxed pulsar systems in the cluster, as well as some that have been ejected from the core, but remain bound to the cluster (like, for example, PSR B2127+11C, located approximately 13.5 core radii from the center of M15; Anderson, 1993).

### 5.2.2 Search for Isolated Pulsars

We began with a standard search for isolated pulsars (Burns & Clark, 1969; Lyne & Graham-Smith, 1998). Of course, MSPs are almost certainly formed in binary systems, but solitary MSPs are not uncommon. Their existence can be explained by the obliteration of eclipsing companions, tidal disruption of the companion, or ionization of the binary system by near collisions (particularly for cluster pulsars) (van den Heuvel & van Paradijs, 1988; Biggs et al., 1994).

The first step in the data analysis was to shift and add the filterbank channels to create a single dedispersed time series. Since there were already known pulsars in M62 (D’Amico et al., 2001), we were able to use the cluster’s previously determined dispersion measure (the column density of free electrons along the line of sight to the cluster) DM = 114.4 cm\(^{-3}\) pc. This saved us considerable effort, compared to a truly
blind search involving many trial DMs.

We calculated the FFT of this time series to generate an estimate of the normalized power spectrum. Frequency bins containing statistically significant power were saved as possible pulsar candidates. To take advantage of the short duty cycles typical of radio pulses, incoherent power sums of up to 16 harmonics were also calculated and searched for significant candidates.

The top candidates were then analyzed by human. Visualization techniques included time-domain and frequency-domain analyses. For each candidate, we folded a single dedispersed pulse profile, as well as a two-dimensional folded filterbank profile (to verify that the candidate was broad-band and exhibited the expected amount of dispersion). From the dedispersed time series, we also calculated a two-dimensional time-resolved pulse profile (D’Amico et al., 2001) and a time-resolved power spectrum, in which the data are divided into a number of shorter segments, and each is folded or Fourier transformed individually. These time-resolved techniques are useful for spotting binary motion, though this simple FFT search is expected to be sensitive only to rather long-period binaries. This is discussed in much greater detail in the next section. We note that one of our newly discovered pulsars was found using this straightforward FFT method, despite the fact that it is in a \( \sim 1 \) day binary.

Figure 5.1 shows the sensitivity of this search to isolated pulsars. Following standard conventions (e.g., Dewey et al., 1985; Bhattacharya, 1998; sec. 4.2.2), the sensitivity is approximated as

\[
S_{\text{min}} = \alpha \beta \frac{T_{\text{sys}}}{G(N_p B T_{\text{int}})^{1/2}} \left( \frac{w_{\text{eff}}}{P - w_{\text{eff}}} \right)^{1/2}.
\]  

(5.1)

\( S_{\text{min}} \) is the minimum detectable flux density. The factors on the right hand side of Equation 5.1 are characteristic of a particular observing system and search method. The parameter \( \alpha \) is the threshold signal-to-noise ratio (8.0 was used in Fig. 5.1); \( \beta \) is a factor which accounts for various losses in the observing system (\( \beta \sim 1.5 \)); \( T_{\text{sys}} \) is the system temperature, the sum of the receiver temperature and the sky temperature (36 K used in Fig. 5.1); \( G \) is the gain of the telescope (1.85 K Jy\(^{-1} \)); \( N_p \) is the number
of polarizations summed (2); $B$ is the bandwidth of the observation (67.2 MHz); $\tau_{\text{int}}$ is the integration time (13421.8 s); $P$ is the rotation period of the pulsar; and finally $w_{\text{eff}}$ is the effective pulse width.

The effective width accounts for the broadening of the intrinsic pulse width $w_0$ due to the finite sampling time ($\tau_{\text{samp}} \approx 200 \mu$sec), and the effects of interstellar dispersion and scattering. The dispersion contribution is due to the dispersive delay within a single filterbank channel

$$\tau_{\text{DM}} = 8.3 \times 10^6 \, b_{\text{MHz}} \nu_{\text{MHz}}^{-3} \, \text{DM} = 0.24 \text{ ms},$$

(5.2)

where $b_{\text{MHz}}$ is the channel bandwidth, $\nu_{\text{MHz}}$ is the central observing frequency, both expressed in MHz, and DM is the dispersion measure in cm$^{-3}$ pc. The dispersive broadening dominates the effect of scattering

$$\tau_{\text{scat}} \approx \left( \frac{1000}{P_{\text{MHz}}} \right)^{4.4} \times 10^{-7.231 + 0.9255 \log_{10} \text{DM} + 0.8146 \times 10^{0.13 \log_{10} \text{DM}}} = 0.003 \text{ ms}$$

(5.3)

(Cordes et al., 1991). The effective width is approximated by summing these contributions in quadrature

$$w_{\text{eff}}^2 = w_0^2 + \tau_{\text{samp}}^2 + \tau_{\text{DM}}^2 + \tau_{\text{scat}}^2.$$

(5.4)

For Figure 5.1, we assumed an intrinsic pulse width equal to 10% of the period.

The dashed line in Figure 5.1 shows the approximate sensitivity of the previous Parkes search of M62 (D’Amico et al., 2001). Due primarily to the much larger reflecting area of the GBT, our search sensitivity is significantly better (~ 50% lower flux limit at all periods). We note, however, that our sensitivity is severely limited by the number of frequency channels available in the BCPM. Once the GBT “spigot” comes on-line, an additional factor of 2 improvement in sensitivity should be realized.

### 5.2.3 Binary Pulsar Search

More than half of the known pulsars in globular clusters are in binary (or triple) systems. When a pulsar moves in an orbit with one or more companions, the observed,
Figure 5.1: M62 search sensitivity for isolated pulsars. Solid line shows the approximate sensitivity of the current search; dashed line shows that of the previous search from Parkes. The periods and approximate flux densities of the six (binary) pulsars in M62 are represented by the letters A through F on the plot.
Doppler-shifted pulse frequency will change with time. In a simple FFT search, the acceleration of the pulsar causes its power to spread out over a range of spectral bins, making its signature difficult (if not impossible) to detect. A number of techniques have been developed to mitigate this effect, with various advantages, disadvantages, and realms of applicability. These binary search techniques increase the computational complexity of a search, but improvements in computer power have made their use much more practicable. The ratio of binary to solitary detection rates in recent years is nearly 3 to 1, suggesting that selection effects have artificially deflated the cluster pulsar binary fraction, which may be much greater than 50%.

Clearly, sensitivity to binary pulsars in a globular cluster search is vital. In this section, we begin by briefly discussing the existing binary search methods that we utilized. These include “acceleration” techniques which have proven their mettle in previous surveys, as well as the sideband or “cepstrum” method (i.e., spectrum of spectrum method) which shows great promise, but has not as yet yielded new pulsars. We did not discover any new pulsars using these methods in the current search. Next, we present a new, powerful binary search technique that we have developed to complement the other approaches. We describe how the new method works and show that in its intended regime of applicability, it compares quite favorably to the other binary search methods, both in terms of sensitivity and computational effort. Perhaps the most important proof of its efficacy is the fact that two of our newly discovered M62 pulsars were found using this new method.

To determine the most appropriate binary search technique for a given system, we must compare the orbital period, \( P_b \), to the observation time, \( T_{\text{obs}} \). The following discussion is broken down into the three regimes \( P_b \gg T_{\text{obs}} \), \( P_b \ll T_{\text{obs}} \), and \( P_b \sim T_{\text{obs}} \).

\[ P_b \gg T_{\text{obs}} \]

If a pulsar spinning with rest frequency \( f_0 \) moves in a binary system, the observed, Doppler-shifted frequency is given by

\[ f'(t) = f_0 \left[ 1 + v(t)/c \right], \quad (5.5) \]
where $c$ is the speed of light and $v$ is the radial velocity of the pulsar (the velocity projected along the line of sight). When an observation covers only a very small part of an orbit, the time dependence of the radial velocity of the pulsar can be well approximated by a constant acceleration $\Delta v(t) \approx at$. This is equivalent to keeping only the lowest order derivative in a Taylor expansion of the frequency evolution, i.e., tantamount to assuming a constant frequency derivative $\dot{\nu}$.

In a blind search, one corrects the time series for an assumed acceleration before calculating the FFT, harmonic folds, etc., repeating the entire process for each acceleration trial. A full search typically involves $\sim 10^2 - 10^3$ iterations. Acceleration searches of this sort have proven to be quite successful (e.g., Anderson, 1993; Camilo et al., 2000). The acceleration correction can also be carried out in the frequency domain, using essentially a matched filtering approach (Middleditch et al., 1993; Ransom, 2001). This technique is computationally similar to the time domain method, usually involving roughly the same number of operations to carry out. But it may be more efficient than the time-domain method (for a reasonable degree of signal spreading) when the full FFT is distributed over multiple processors, since only one large FFT is required.

Acceleration searches are most effective for pulsars in very wide orbits. For such long-period systems (depending to a lesser extent on orbital phase), the acceleration method is capable of gathering nearly all of the original signal power back into a single bin of the power spectrum (subject to the sinc function response of the discrete Fourier transform). As the orbital period approaches the observation time, the minimum detectable pulsar flux increases, since only a small fraction of the observation is well fit by the assumed linear frequency dependence. We will return to this issue in section 5.2.4 below.

$$P_b \ll T_{\text{obs}}$$

When an observation contains many orbits, the phase modulation of the pulsar signal results in a family of sidebands around the rest frequency of the pulsar in the Fourier spectrum (Ransom, 2001). The number of sidebands depends on the orbital semima-
jor axis and the spin frequency, \( N_{sb} \approx 4\pi x f_0 \) \((x = a \sin i/c\) is the light travel time of the projected semimajor axis). The known binary pulsars with \( P_b < 10\)d have spin periods in the range \([1.607, 1004]\)ms and orbital semimajor axes in the range \([0.010, 20.0]\)ls. For these systems, the number of sidebands \( N_{sb} \) covers the range \( \sim [4, 13\,000] \). For all but the brightest pulsars, the spectral power distributed over these sidebands becomes buried in noise.

Since these side bands are evenly spaced at the orbital frequency, a convenient method of incoherently summing the power back up is to step through the power spectrum, calculating small FFTs. In general the number of sidebands and their location in the spectrum are unknown, so overlapping FFTs of several sizes must be tried. The family of sidebands acts as a pulse train which, when transformed back to the time domain, can produce detectable power at the orbital period (and at “harmonic” multiples of the period). Once a detection has been made, the orbital parameters can be estimated from the original complex Fourier spectrum.

This is the best method currently available for detecting ultra-short-period binary pulsars. While this method has successfully redetected previously known pulsars, its application has not yet resulted in any new detections, but it has only been in use for a short while. The shortest known radio pulsar orbital period currently stands at 96 minutes (Camilo et al., 2000), close to the limits of what can be detected using traditional acceleration searches. Two of the three currently known accreting MSPs are in \( \sim 40 \) minute orbits (Markwardt et al., 2002; Galloway et al., 2002), and neutron star binaries with orbital periods as short as 11 minutes have been observed (Stella et al., 1987). The modulation sideband technique finally allows pulsation searches with meaningful sensitivity to such systems.

The sideband search method is most effective when an observation encompasses more than a few orbits. Strictly speaking, the method can work as long as at least one orbit is covered by the data, but the sensitivity degrades rapidly as \( T_{\text{obs}} \) approaches \( P_b \) (when \( T_{\text{obs}} = P_b \), the spacing of the sidebands is equal to the Fourier step size of the spectrum).
\( P_b \sim T_{\text{obs}} \)

Acceleration and sideband searches cover complementary regimes of \( P_b/T_{\text{obs}} \), but they leave a sizeable gap around \( P_b/T_{\text{obs}} \sim 1 \). Previous searches have therefore had very little sensitivity to pulsars in this region. Traditionally, the best way to handle such systems would be to divide an observation into shorter segments and perform acceleration searches on each of them separately. This effectively eliminates the usual \( S_{\text{min}} \sim T_{\text{obs}}^{-1/2} \) advantage of accumulating longer data sets. Alternatively, if the observation time can be increased, then the sideband search method can be applied. However, increasing the observation time significantly (so that \( T_{\text{obs}} \gtrsim 2P_b \)) is not always possible. At Arecibo, for instance, transit times are limited to \( \lesssim 3\,\text{hr} \), while at other sites, sources are usually up for only \( 8-12\,\text{hr} \). Of course, if a source is circumpolar or if the observatory is in space or (one day) on the moon, then longer observations may be a viable solution. In the next section, we present a third possibility. We describe a new pulsar search technique that we have developed to fill the \( P_b/T_{\text{obs}} \) gap left by the other two binary search methods.

### 5.2.4 The Dynamic Power Spectrum Method

Our new search method began as a candidate visualization technique, already alluded to in section 5.2.2 above. It involves the use of a dynamic power spectrum (DPS). The general idea is to divide an observation into a number of shorter segments, and calculate a power spectrum for each (optionally, harmonic folded). The power spectra are then stacked on top of one another in a two-dimensional array. In this spin frequency vs. time plane, a bright pulsar is easily visible as a contiguous curve of excess power tracing out \( f(t) \). Our search method relies on the frequency-local nature of these pulsar signatures. Even if none of the segments contain globally significant power, we can detect pulsars by finding a pattern of \textit{locally} significant powers, i.e., barely excess powers in several different time segments within a small range of spin frequencies. In principle, this method is similar to the segmented acceleration search mentioned in the last paragraph, but with a formalized way of lowering the individual
detection thresholds using a built-in coincidence requirement.

The concept of a dynamic power spectrum is not new — applications of DPS techniques have ranged from speech and musical analysis to the study of burst oscillations in LMXBs (Bracewell, 2000; van Straaten et al., 2001). Rudimentary DPS methods have been used in pulsar searches (in M15 by members of our group and in Terzan 5 by Lyne et al., 2000) without success. These earlier applications were very limited in scope, and involved analyzing spectra by eye. In this section, we present a comprehensive method to automate the search process and optimize searches for a wide range of pulsar parameters. The DPS method described here requires far less computation than acceleration searches, and nicely fills in the $P_b/T_{\text{obs}}$ gap.

We begin by considering the ideal number of segments $S$ into which an observation should be divided. This number should be large enough to keep the signal power from spreading out over too many spectral bins, but should also be as small as possible to avoid excessive reduction in the single-segment signal-to-noise ratio (SNR $\sim S^{-1/2}$). The independent Fourier step size of the DPS will be $F = S/T_{\text{obs}}$. We will require that the fundamental frequency drift of a pulsar, over the course of a single segment, be less than $F$.

For a pulsar in a circular orbit, the projected radial velocity is given by

$$v(t) = -v_0 \sin i \cos \left( \frac{2\pi}{P_b} t + \phi_0 \right),$$

(5.6)

where $v_0$ is the orbital velocity of the pulsar, $i$ is the orbital inclination (the angle between the plane of the orbit and the plane of the sky), and $\phi_0$ is the orbital phase at $t = 0$. Here we have defined $\phi$ to be zero at the descending node, where the pulsar is maximally moving away from the earth (i.e., where the pulse frequency is observed to be at its minimum). We can substitute this expression into Equation 5.5 and take a derivative with respect to time to obtain

$$\dot{f}(t) = \frac{2\pi f_0 \beta}{P_b} \sin \left( \frac{2\pi}{P_b} t + \phi_0 \right),$$

(5.7)
where we have used $\beta = v_0 \sin i/c$. In the worst-case scenario, we have $|\dot{j}_{\text{max}}| = 2\pi f_0 \beta / P_b$. We require that the frequency range visited by this pulsar over the course of a single segment be less than the Fourier step size, i.e., $\Delta f_{\text{max}} = |\dot{j}_{\text{max}}|(T_{\text{obs}}/\mathcal{S}) < \mathcal{S}/T_{\text{obs}}$. Solving for the minimum $\mathcal{S}$, we obtain

$$\mathcal{S} = \left(\frac{2\pi f_0 \beta T_{\text{obs}}^2}{P_b}\right)^{1/2}.$$  \hfill (5.8)

For typical pulsar and search parameters, the ideal number of segments ranges from one to several hundred. For certain systems, if $T_{\text{obs}}/P_b \gtrsim 5$, the number of segments may become unwieldy, but in such cases, the sideband search method is more appropriate.

In a blind search, the pulsar parameters are not known \textit{a priori}, so several values of $\mathcal{S}$ must be attempted, with each resulting DPS searched independently. A fairly exhaustive pulsar search might employ 6 orders, $\mathcal{S} = 4 - 128$ (in powers of two). For non-overlapping segments, $\mathcal{S}$ is restricted to powers of two so that inefficient non-power-of-two FFTs need not be used. Note that if the segment spectra are harmonically folded (generally a good idea), then the frequency drift of the higher harmonics will be proportionately larger than the drift of the fundamental. In such cases optimal detection may occur with a larger number of segments than Equation 5.8 would indicate (although SNR losses associated with using more segments may very well negate any benefit from increasing $\mathcal{S}$).

Calculating a DPS involves roughly the same number of operations ($N_{\text{op}}$) as calculating a single full-length FFT. In a full search we calculate a DPS for $N_s$ different values of $\mathcal{S}$, for a total of roughly

$$N_{\text{op}} \sim \sum_{\mathcal{S}=\mathcal{S}_1}^{S_x} \left[ 5N \log_2 \frac{N}{\mathcal{S}} + N_{\text{search}} \right] \approx 10N_s N \log_2 N,$$  \hfill (5.9)

where $N$ is the total number of samples in the full time series and $N_{\text{search}}$ is the number of operations required to detect a pulsar signal, once the DPS has been calculated. As we shall see below, coincidentally $N_{\text{search}} \sim N \log_2 N$. With $N_s = 6$, a full DPS
search requires about a factor of $10 - 100$ fewer operations than a full acceleration search. We also note that the DPS segments can almost always be processed with in-core, single-processor FFTs.

We now consider the problem of actually detecting the presence of a weak pulsar, having calculated a DPS for a given observation. In many ways, the optimal way to detect the $f(t)$ pattern of a pulsar is by eye. Since this would be rather tedious for a full DPS search, we have developed a hierarchical search algorithm which we describe below. The method we describe here works reasonably well in terms of false positive rate, false negative rate, and computational complexity, though other algorithms are certainly possible.

We begin with a first pass over the entire DPS, selecting the bins containing the top powers. For this first cut, the threshold is set fairly low, so that $\sim 100$ “candidates” survive to the next stage of the analysis. We do not expect any of these first cut candidates to be statistically significant, when considering all of the DPS bins as independent trials (of which there might typically be $\sim 10^8$). Essentially all of these hits are expected to be due to noise. With $N/2$ points in the DPS, this first cut requires $\sim N$ operations.

Given a first cut candidate in frequency bin $b$ and segment $s$, we set about to look for locally significant powers in the other segments, in the vicinity of $b$. If a pulsar has a maximum line of sight acceleration magnitude $a_{\text{max}} = c|\dot{f}_{\text{max}}|/f_0$, then the largest possible change in spin frequency from one segment to the next is

$$
\Delta f \leq |\dot{f}_{\text{max}}| \Delta t = f_0 \frac{a_{\text{max}}}{c} \frac{T_{\text{obs}}}{S}.
$$

Therefore, in segment $s + 1$ or $s - 1$, we should look within a range $b \pm \Delta b$, where

$$
\Delta b = b \frac{a_{\text{max}}}{c} \frac{T_{\text{obs}}}{S}.
$$

In segments $s + 2$ and $s - 2$, we search $b \pm 2\Delta b$, etc. We thus search within an hourglass figure drawn through the first cut candidate point $(b, s)$, whose opening angle is
determined by $a_{\text{max}}$. A candidate is assigned a statistical score (i.e., significance) based on the powers found and the number of bins searched. As we move up or down through the segments, if we encounter a (locally) significant power, we redraw the hourglass through the current point and continue outward until we reach the first or last segment. This “bootstrapping” technique effectively rewards candidates whose powers follow a contiguous path, by searching fewer points.

To maintain the best sensitivity to a variety of signals, we perform the hourglass search for a number of different $a_{\text{max}}$ values. The largest $a_{\text{max}}$ used should cover any signals detected using smaller $a_{\text{max}}$ trials, but the significance of a detection will be best when the hourglass searched is just large enough to encompass the pulsar’s path through the $f - t$ plane. A typical search might involve $a_{\text{max}} = 5, 10, 25, 50, 75, 100, \& 200 \text{ m}\cdot\text{s}^{-2}$, and higher values are easily accommodated. With $\sim 100$ first cut candidates, each $a_{\text{max}}$ search requires $\sim 100 \Delta b \mathcal{S}^2$ operations. For typical search parameters, the total number of operations required for all 7 $a_{\text{max}}$ values listed above happens to be of the same order as $N \log_2 N$.

As with any pulsar search, the last stage of the process is human inspection of the top candidates.

**DPS Examples**

Figure 5.2 shows a section of an example DPS. Here we see a 3 hr observation of a simulated 3.0 ms pulsar in a 2.8 hr orbit about a 0.1 $M_\odot$ companion (viewed at $i = 60^\circ$). The sinusoidal signal had a single-pulse signal to noise ratio of 0.01. This signal is easily detected, despite the fact that none of the powers are globally significant. The largest power in the feature is consistent with the expected tail of the noise distribution, given the total number of bins in the DPS (in this case, $N = 2^{21}$).

According to Equation 5.8, the ideal number of segments for this pulsar is $\mathcal{S} = 48.25$. In this case, $\mathcal{S} = 32$ yielded a more significant detection than $\mathcal{S} = 64$. For this pulsar, $a_{\text{max}}$ is 17.95 m\cdot s$^{-2}$. The dashed lines in Figure 5.2 indicate the initial search hourglass corresponding to $a_{\text{max}} = 25 \text{ m}\cdot\text{s}^{-2}$, centered on the bin containing the largest power.
Figure 5.2: Example dynamic power spectrum. Section of the DPS of a simulated 3.0 ms pulsar in a 2.8 hr circular orbit with a 0.1 $M_\odot$ companion is shown. The observation time was 3.0 hr. Dashed lines show the $a_{\text{max}} = 25 \text{ m/s}^2$ local search hourglass centered on the first cut hit in segment 13.
To this point our discussion has focused on circular orbits, but the method works for elliptical systems as well. Figure 5.3 shows a non-sinusoidal DPS detection of PSR B2127+11C, the relativistic binary in the globular cluster M15. Four harmonics have been summed in each segment’s spectrum (so neighboring bins are not independent), and because the pulsar is so bright, the DPS is shown in a log scale. This pulsar is readily detected with small \( a_{\text{max}} \) trials, but if it were significantly less luminous, it would be best detected with a rather large \( a_{\text{max}} \) (\( a_{\text{max}} = 200 \text{ m s}^{-2} \) is overlaid on the figure). An acceleration search would have serious trouble detecting such a signal.

**Comparison with Other Binary Search Methods**

We now consider a quantitative comparison between the DPS method, the acceleration method, and the sideband search method. In Figure 5.4, we plot the results of simulations showing the minimum detectable instantaneous (i.e., single-pulse) SNR as a function of observation time. All of these simulations were calculated with a 2.0 ms pulsar in a 1.0 hr circular orbit with a mass function \( f = 2.89 \times 10^{-4} \), equivalent to a companion mass of \( 0.1 M_\odot \) viewed at an inclination of \( i = 60^\circ \). The points plotted are averaged over the starting orbital phase of the observation. This plot is similar to Figure 4.6 of Ransom (2001), comparing the sensitivities of only the acceleration and sideband search methods.

Also included for reference in the plot is a standard “8-sigma” theoretical sensitivity curve (dotted line). This shows the single-pulse, single-harmonic SNR at which a stationary (or uniformly moving) pulsar would be detected with a single-trial significance equivalent to an 8\( \sigma \) Gaussian event. At the risk of being pedantic, we now explicitly derive the equation for this curve to aid the reader in understanding Figure 5.4. In a power spectrum normalized to unity, the probability that the power in a particular bin will exceed some threshold \( P \) is equal to \( \exp(-P) \). We equate this to the probability of a Gaussian random variable exceeding 8\( \sigma \), and solve for \( P \):

\[
P = -\ln \left[ \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \, dx \right] = 35.01. \quad (5.12)
\]
Figure 5.3: Elliptical DPS example. PSR B2127+11C in M15 is seen passing through periastron. The data are from an 8000 s Arecibo observation from January 1999.
Figure 5.4: Comparison of binary search sensitivities. The curves show the minimum detectable instantaneous signal-to-noise ratio as a function of observation time, for a simulated 2.0 ms pulsar in a 1.0 hr circular orbit with a 0.1 $M_\odot$ companion. The solid curve represents the DPS sensitivity, the dashed curve is for acceleration searches, and the dot-dashed curve is for the sideband search method. Plotted is the SNR of the fundamental (i.e., lowest harmonic) of our simulated Gaussian waveform (10% FWHM pulse). The simulated acceleration and DPS searches used 4-harmonic sums (see text). For reference, the dotted curve shows the theoretical 8-sigma single-harmonic coherent detection limit.
This is equivalent to an overall (i.e., integrated) SNR of $\sqrt{35.01} = 5.917$. For a given $T_{\text{obs}}$, this overall SNR is due to a sum of $(T_{\text{obs}}/P_{\text{spin}})$ individual pulses, so the $8\sigma$ single-pulse SNR is

$$\text{SNR}_{8\sigma} = 5.917 \left( \frac{P_{\text{spin}}}{T_{\text{obs}}} \right)^{1/2}.$$  \hfill (5.13)

Thus, longer observations are sensitive to weaker signals, with a coherent detection limit proportional to $T_{\text{obs}}^{-1/2}$.

Our simulations did not actually use a simple 8-sigma threshold. Rather, we plot the single-pulse fundamental SNR that is 95% likely to result in a detection with better than 1% significance (by significance, we mean the probability that a candidate was produced by random noise, accounting for all the statistical trials involved). Practically speaking, however, our threshold is within 15% of the 8-sigma curve over the entire range of $T_{\text{obs}}$ shown in Figure 5.4.

Another important difference between our simulations and those of Ransom (2001) is that we used a more realistic radio pulsar waveform — Gaussian with a 10% full width at half maximum (FWHM), rather than sinusoidal. This benefits the acceleration searches and the DPS searches since these methods can easily take advantage of incoherent harmonic summing. This may be possible with the sideband search method, but would be extremely cumbersome, involving incoherently summing secondary spectra, ideally of different lengths. For a fair comparison between the three methods (i.e., since the sideband method used only a single harmonic), we plot the SNR of only the fundamental harmonic of our simulated pulsar signal. Because of harmonic summing, at the short-$T_{\text{obs}}$ end of the figure the acceleration and DPS sensitivities are below the theoretical single-harmonic threshold.

We have checked that our acceleration search simulation results are consistent with analytical predictions (Johnston & Kulkarni, 1991; Evans et al., in preparation). As has been pointed out previously (Johnston & Kulkarni, 1991; Ransom, 2001; Jouteux et al., 2002), acceleration searches are optimal when $T_{\text{obs}} \approx P_b/7$, a fact verified by our simulations. From Figure 5.4, we see that once $T_{\text{obs}} \gtrsim P_b/6$, the DPS method is more sensitive than the acceleration method (even with its optimal observation
length).

We also note that the acceleration method is most effective when \( \dot{f} \) is most nearly constant. This fact leads to two difficulties. First, many pulsars in tight binaries are eclipsed by their companions for part of their orbit. These eclipses occur at precisely the orbital phase where the acceleration method is most effective, greatly reducing the probability of detection (when the pulsar passes in front of its companion, it can still be detected). The DPS method on the other hand is most likely to hit at orbital phases where the pulse frequency is most nearly constant (i.e., 90° away from eclipse). This is evident in Figures 5.2 and 5.3. Second, \( \dot{f} \) is most nearly constant when \( \ddot{f} \) is at its extrema. This means that in acceleration searches, pulsars are most likely to be detected when they are experiencing their maximum acceleration. Because acceleration searches are so computationally expensive, they generally cover only a very limited range of accelerations; \( |a_{\text{max}}| = 30 \, \text{m} \, \text{s}^{-2} \) is typical. When a pulsar’s maximum acceleration exceeds the search cutoff, it is less likely to be detected. The simulated pulsar of Figure 5.4 has a maximum acceleration of 70.8 \( \text{m} \, \text{s}^{-2} \), so our simulated acceleration search used \( |a_{\text{max}}| = 75 \, \text{m} \, \text{s}^{-2} \). And indeed, the most significant detection of the pulsar almost always occurs near \( |a_{\text{trial}}| \approx 70 \, \text{m} \, \text{s}^{-2} \). The sensitivity of a standard acceleration search would be considerably worse. Finally, we note that large \( a_{\text{max}} \) values can be searched with the DPS method at a far lower cost than moderate \( a_{\text{max}} \) acceleration searches.

It is clear from Figure 5.4 that if long, continuous observations are possible, then the sideband search method has the best sensitivity. But to beat the DPS method, sideband searches require \( T_{\text{obs}} \gtrsim 5P_b \). Thus, for globular cluster searches, the acceleration method is best suited to detecting binary systems with \( P_b \sim \text{days} \), the DPS method should be the method of choice for pulsars with \( P_b \sim \text{hours} \), while the sideband method is ideal for anything shorter. The DPS method is very similar in computational complexity to the sideband search method (although no large, parallel or out-of-core FFT is required), and is orders of magnitude more efficient than the acceleration method. With the addition of the DPS method, pulsar searches can now cover the complete range of \( T_{\text{obs}}/P_b \) with respectable sensitivity.
Table 5.1: Pulsars in M62$^a$

<table>
<thead>
<tr>
<th>Name</th>
<th>Period (ms)</th>
<th>$P_b$ (days)</th>
<th>$a \sin i$ (ls)</th>
<th>$M_C^{\text{min}}$ ($M_\odot$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1701-3006A</td>
<td>5.241</td>
<td>3.80</td>
<td>3.48</td>
<td>0.19</td>
</tr>
<tr>
<td>J1701-3006B</td>
<td>3.593</td>
<td>0.14</td>
<td>0.25</td>
<td>0.12</td>
</tr>
<tr>
<td>J1701-3006C</td>
<td>3.806</td>
<td>0.21</td>
<td>0.19</td>
<td>0.07</td>
</tr>
<tr>
<td>J1701-3006D</td>
<td>3.418</td>
<td>1.12</td>
<td>0.98</td>
<td>0.12</td>
</tr>
<tr>
<td>J1701-3006E</td>
<td>3.234</td>
<td>0.16</td>
<td>0.07</td>
<td>0.03</td>
</tr>
<tr>
<td>J1701-3006F</td>
<td>2.295</td>
<td>0.20</td>
<td>0.06</td>
<td>0.02</td>
</tr>
</tbody>
</table>

$^a$Statistics for pulsars A, B, and C are from Possenti et al. (2001)

5.3 Results and Discussion

5.3.1 Search Results

Our M62 search resulted in the discovery of three new binary millisecond pulsars, PSR J1701-3006D, E, and F. Their initial spin and orbital parameters are listed in Table 5.1, along with the parameters of the three previously known pulsars in M62 (D’Amico et al., 2001; Possenti et al., 2001).

Pulsar D was discovered in a straightforward FFT search, i.e., without using any special binary search techniques. This was aided by the fact that the pulsar is relatively bright ($S_{1400} \sim 0.2 \text{ mJy}$) and passes through its descending node during the August 2001 observation. Pulsar A, with its fairly long orbital period, was also detectable without any binary correction. For our acceleration searches, we divided the data into eight 1677.7 s segments. Each segment was searched separately with trial values up to $|a_{\text{max}}| = 60 \text{ m s}^{-2}$. The acceleration search did not uncover any new pulsars, but pulsars A, B, C, and D were re-detected. The sideband search also revealed no new pulsars.

Pulsar E was discovered in the August data using the DPS method. It was not detected in the acceleration search of the August data, but was seen in an acceleration search with the follow-up December data. Pulsar F was discovered with the DPS method in the December data. It is visible in a DPS of all five of the December observations, but is not detected by any other method, nor is it visible at all in the
August data. Pulsars E and F therefore establish the validity of the DPS method as a pulsar search tool. (In fact, the DPS method also detected the other 4 pulsars in M62.) In Figures 5.5, 5.6, and 5.7, we show the dedispersed pulse profile and DPS for the discovery observation of each of the three new pulsars. There is strong evidence that pulsar E is eclipsed by its companion’s wind for $\sim 15\%$ of its orbit (at 1400 MHz).

We have begun regular observations of M62 at Green Bank, with the goal of determining the timing solutions for the six pulsars. After a year of such observations, we will be able to precisely determine the rest spin period $P$, period derivative $\dot{P}$, sky position, and the five keplerian orbital parameters (orbital period, projected semimajor axis, eccentricity, longitude of periastron, and epoch of ascending node passage) for each pulsar.

### 5.3.2 Cluster Dynamics

Until recently, 47 Tuc and M15 were the only two globular clusters known to contain more than 2 pulsars. With the recent flurry of new discoveries, there are now 4 clusters containing 5 or more known pulsars. These are listed in Table 5.2, along with some of their salient parameters. Some pulsar population statistics for these clusters are listed in Table 5.3. When several pulsars are known within a single cluster, their timing characteristics can be used to determine several important properties of the cluster itself. After the pioneering work of Phinney (1992) and Anderson (1993) with M15, similar dynamical studies have been applied to 47 Tuc (Freire et al., 2001) and NGC 6752 (D’Amico et al., 2002). We expect that M62 will provide another laboratory in which these ideas can be applied.

Cluster pulsar $\dot{P}$ measurements are contaminated by acceleration in the gravitational potential of the cluster. The effect of this motion on $\dot{P}$ can be of the same order as, or larger than the intrinsic magnetic spindown of the pulsar. This may make it difficult to determine key derived parameters of the pulsar, such as characteristic age and magnetic field, but it allows us to study the dynamics of the cluster as a whole.
Figure 5.5: Pulse profile and DPS for PSR J1701-3006D.

Figure 5.6: Pulse profile and DPS for PSR J1701-3006E.

Figure 5.7: Pulse profile and DPS for PSR J1701-3006F.
Table 5.2: Globular clusters with the largest known pulsar populations. $D_\odot$ is the cluster’s approximate distance from the sun. $r_c$ is the core radius; a ‘c’ indicates a core collapsed cluster. Note that M62’s classification as core collapsed is somewhat uncertain (Djorgovski, 1993; Djorgovski & King, 1986), and some have argued that the core of 47 Tuc may have been collapsed in the past (de Marchi et al., 1996). $M_V$ is the integrated absolute visual magnitude, $\rho_0$ is the central luminosity density, and $\rho_c$ is the central mass density derived from pulsar dynamical studies (Harris, 1996; Camilo et al., 2000; Freire et al., 2001; Anderson, 1993; D’Amico et al., 2002).

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Total Pulsars</th>
<th>$D_\odot$ (kpc)</th>
<th>$r_c$ (&quot;)</th>
<th>$M_V$ (mag)</th>
<th>$\log_{10} \rho_0$ ($L_\odot, V$ pc$^{-3}$)</th>
<th>$\rho_c$ ($M_\odot$ pc$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>47 Tuc</td>
<td>20</td>
<td>5.0</td>
<td>23</td>
<td>-9.42</td>
<td>4.77</td>
<td>$\gtrsim 4.0 \times 10^5$</td>
</tr>
<tr>
<td>M15</td>
<td>8</td>
<td>10.3</td>
<td>22c</td>
<td>-9.17</td>
<td>5.38</td>
<td>$\gtrsim 2.7 \times 10^6$</td>
</tr>
<tr>
<td>M62</td>
<td>6</td>
<td>6.9</td>
<td>11c</td>
<td>-9.19</td>
<td>5.14</td>
<td></td>
</tr>
<tr>
<td>NGC 6752</td>
<td>5</td>
<td>4.0</td>
<td>10c</td>
<td>-7.73</td>
<td>4.91</td>
<td>$\gtrsim 7.1 \times 10^5$</td>
</tr>
</tbody>
</table>

Table 5.3: Pulsar population statistics of the top globular clusters.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Isolated Pulsars</th>
<th>Binary, $P_b &lt; 0.3$ d</th>
<th>Binary, $P_b &gt; 0.3$ d</th>
<th>$P_{\text{min}}$ (ms)</th>
<th>$P_{\text{median}}$ (ms)</th>
<th>$P_{\text{max}}$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>47 Tuc</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>2.101</td>
<td>3.590</td>
<td>7.589</td>
</tr>
<tr>
<td>M15</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>4.027</td>
<td>18.636</td>
<td>110.665</td>
</tr>
<tr>
<td>M62</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>2.295</td>
<td>3.506</td>
<td>5.241</td>
</tr>
<tr>
<td>NGC 6752</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>3.266</td>
<td>5.277</td>
<td>9.035</td>
</tr>
</tbody>
</table>
If a negative $\dot{P}$ is observed for a given pulsar, we can conclude that it lies in the more distant half of the cluster and is accelerating towards the earth. Assuming that the acceleration dominates the magnetic braking contribution to $\dot{P}$, we can use the measured acceleration and position to place a lower limit on the cluster’s central density and mass-to-light ratio (Phinney, 1992). Using this derived mass-to-light ratio, the observed surface brightness profile, and the pulsar positions, we can determine the maximum line of sight acceleration for the remaining pulsars. This allows us to constrain their intrinsic spindown rates and quantities derived therefrom. We note that 13 of the 25 pulsars previously studied in 47 Tuc, M15, and NGC 6752 exhibit negative period derivatives, and we therefore reasonably expect approximately half of the pulsars in M62 to do the same.

In a dynamically relaxed cluster, the number density of objects of a given mass should follow a Boltzmann distribution, with heavier objects more tightly distributed about the core (Spitzer, 1987). Comparison of the radial distribution of pulsars and the observed distribution of turnoff main sequence stars in M62 should allow a statistical determination of the pulsar masses. Inspection of these distributions should also allow the determination of the dominant mass species in the central region of the cluster, and help constrain the cluster’s initial mass function. This will tell us how many neutron stars were formed in M62 and might provide clues as to their retention rate and recycling efficiency. Of course, any pulsars whose characteristic ages do not exceed the core’s two body gravitational relaxation time ($\sim 4 \times 10^7$ yr; Harris, 1996) or pulsars that have obviously been ejected from the core must be excluded from this analysis.

Dynamical analyses such as these have been applied to the 7 core pulsars in M15 (Phinney, 1992; Anderson, 1993), the 15 pulsars in 47 Tuc with coherent timing solutions (Freire et al., 2001), and the 3 core pulsars in NGC 6752 (D’Amico et al., 2002) with great success. Analysis of the pulsar positions and accelerations in these clusters has yielded results that are not attainable by other means, and we can expect the application of these techniques to M62 to be just as fruitful.
5.3.3 Cluster Pulsar Demographics

Once there is a large enough sample of populous clusters, we may be able to form clear links between cluster properties and pulsar demographics. With the current census, however, few definitive conclusions can be drawn.

Selection effects have undoubtedly skewed the list of clusters appearing in Table 5.2. Some deserving clusters are certainly absent because their correct dispersion measure has not been found and/or binary selection effects have prevented the full revelation of their pulsar populations. With the advent of new search techniques such as the sideband and DPS methods, binary selection effects should become less of a factor. One might also argue that 47 Tuc appears in first place because of a reverse selection effect — since it is visible at Parkes for long periods when practically nothing else is, it has been observed far more than any other cluster.

The only clear similarity between the clusters listed in Table 5.2 is that they all appear to be fairly dense. Indeed, they are all within the top 80\textsuperscript{th} percentile among the Galactic globular population. However, if we were to include the fifth ranking cluster (the very low-density M13, with 4 MSPs; Anderson, 1993, S. Ransom, private communication), this conclusion would fail to hold. In fact, the recycling rate is probably not a very sensitive function of central density (Phinney, 1996).

A glance at Table 5.3 shows that the pulsar populations in these top four clusters are distinctly different. There are, however, some similarities. Both 47 Tuc and M62 contain roughly equal numbers of so-called “normal” and “short-period” binaries. The “normal” binaries are characterized by orbital periods $P_b \sim 0.4 - 4$ d and companion masses $M_c \sim 0.2 M_\odot$, and are very similar to a number of systems found in the Galactic disk (see, e.g., Phinney & Kulkarni, 1994). The “short-period” binaries (a.k.a. “eclipsing” binaries, although not all of them exhibit eclipses) have $P_b \sim 1.5 - 5.5$ hr and $M_c \sim 0.03 M_\odot$ (Camilo et al., 2000). M62 A and D clearly fall into the former category, while M62 C, E, and F are members of the latter group. M62 B, 47 Tuc V, and 47 Tuc W (along with Ter 5 A; Lyne et al., 1990) have very short orbital periods, but somewhat more massive companions ($\sim 0.1 M_\odot$), and may be
indicative of an emerging class of their own.

These pulsar systems are probably formed when an NS exchanges into a primordial main sequence (MS) binary, supplanting the lighter star. The longer-period systems are presumably the result of stable mass transfer, once the $\sim 1 M_\odot$ companion evolves off the MS and overflows its Roche lobe. Accretion from the giant's expanded envelope spins up the NS (Joss & Rappaport, 1983; Paczynski, 1983; Webbink et al., 1983). The short-period systems cannot be produced by direct exchange of an NS into an extremely tight primordial binary, because the liberated binding energy would most likely eject the new NS-MS pair from the weak gravitational field of the cluster. Rather, the short-period systems may have resulted from the exchange of an NS into a binary system with a more massive ($\sim 1 - 3 M_\odot$) MS companion (Rasio et al., 2000). In this case, when the secondary enters the giant stage, a common envelope phase can occur, making the orbit more compact. Further orbital decay due to gravitational radiation may be followed by another episode of mass transfer once the white dwarf companion again overflows its Roche lobe, resulting in the very low mass, short-period systems observed. Clearly the initial exchanges that produce such systems must occur within the first $\sim 10^9$ yr of the cluster's life, when massive MS stars still exist. This fact indicates that 47 Tuc and M62 may have had similar early dynamical histories.

But 47 Tuc also contains a roughly equal number of isolated pulsars, whereas M62 has none, despite the fact that there are no systematic selection effects against detecting solitary pulsars. In fact, M62 is currently the only cluster with more than two pulsars, not containing an isolated pulsar. Based on the 47 Tuc population, we might expect $\sim 3$ isolated pulsars in M62. Detecting zero would be only a $\lesssim 2\sigma$ chance occurrence. In other words, we cannot confidently reject the hypothesis that the two populations are drawn from the same underlying distribution.

If the disparity is real, however, it is not easily explained. The large emerging population of short-period binaries (Deich et al., 1993; Camilo et al., 2000; Ransom et al., 2001; D’Amico et al., 2001) argues against companion ablation on short timescales, possibly indicating that these companions are no longer degenerate (van den Heuvel & van Paradijs, 1988) and may never completely evaporate (Robinson et al., 1995).
Companion destruction scenarios might therefore require systems even more compact than those currently observed, but it is unclear why these may have formed in 47 Tuc and not in M62. Complete tidal disruption of the mass donor is also an unlikely explanation for the isolated pulsars in 47 Tuc. In this case, the “companion” is disrupted during tidal capture and forms an accretion disk around the NS (Krolik, 1984). Significant spin-up is not expected from such systems, however (Verbunt et al., 1987), and this process is unlikely to form true MSPs. It appears that the most likely formation channel for the isolated pulsars in 47 Tuc involves collisions resulting from three-body encounters (Verbunt et al., 1987; Sigurdsson & Phinney, 1995). The lack of isolated pulsars in M62 might indicate that these catastrophic binary-single star encounters are less common (despite M62's larger density), or preferentially eject the NSs from the cluster for some unknown reason.

Similarities are also apparent between M15 and NGC 6752. These post-core-collapse (PCC) clusters each contain a single binary pulsar system, both of which seem to have been ejected from the central regions of their respective clusters. This is indicative of a high rate of encounters in these clusters’ cores. This fact is also supported by the observation that the remaining pulsars in these clusters are all isolated, indicating that they have each likely experienced at least one exchange or collision in the past.

The differences between these two clusters are striking, however. The derived central mass-to-light ratio of NGC 6752 is $3 - 4$ times larger than that of M15, suggesting a much flatter IMF, and a much larger concentration of compact objects in the core of NGC 6752 than in M15. PSR B2127+11c in M15 is a highly eccentric double NS binary, likely the result of an interaction in which the pulsar exchanged into a binary containing its current companion (Prince et al., 1991). The recoil associated with this exchange ejected the new system to the cluster outskirts. Despite the fact that PSR J1911-5958A in NGC 6752 is a more normal MSP binary ($P = 3.3\text{ ms, eccentricity } e < 10^{-5}$, companion mass $\sim 0.2M_\odot$), its dynamical history may have been quite unusual. Colpi et al. (2002) have suggested that a scattering event involving a massive black hole binary at the cluster’s center ejected the system to its
current location, over 3 half mass radii from the cluster center. In any case, these two binary systems are markedly different.

The isolated pulsar populations in M15 and NGC 6752 are also very different. NGC 6752 contains only bona fide MSPs, while the distribution of periods in M15 is much broader. The long-period pulsars may be the result of destructive tidal capture (Tavani, 1992), but the shorter-period pulsars are most likely the result of spin up in a binary system, followed by ionization or a destructive stellar collision.

Clearly, a larger sample of highly populated clusters will be required before the study of cluster pulsar demographics can move beyond speculation. There are hints of similarities and differences among the current top clusters, but their explanation is still elusive. For example, it is unclear why M62 should be so similar to 47 Tuc and so different from the other PCC clusters in Table 5.2.

This vexing situation may get worse before it gets better, but one certainty is that the list of highly populated clusters will indeed keep growing, perhaps by leaps and bounds. The recent resurgence of cluster pulsar discoveries will undoubtedly continue, aided by new and improved observing hardware and search techniques.
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Appendix A

PSR J1807-2459B and PSR B1820-30C

In this brief appendix, we announce the discovery of two additional pulsars in our GBT globular cluster search campaign (see Chapter 5). These are PSR J1807-2459B and PSR B1820-30C in the extremely dense, core-collapsed clusters NGC 6544 and NGC 6624, respectively. Both pulsars appear to be isolated. Initial values for their basic parameters are given in Table A.1, along with the properties of the other known pulsars in the two clusters.

We have not yet attempted to confirm either of these new pulsars in follow-up data, but we regard the detections with very high confidence since they both exhibit the proper amount of dispersion for their respective clusters. Pulse profiles, both dedispersed and dispersed, are shown in Figures A.1 and A.2. Assuming that PSR B1820-30C is real and is truly associated with NGC 6624, it is of particular interest. Slow pulsars are quite rare in globular clusters — there are only 6 known

<table>
<thead>
<tr>
<th>Name</th>
<th>Cluster</th>
<th>Period (ms)</th>
<th>DM (cm$^{-3}$ pc)</th>
<th>$P_b$ (days)</th>
<th>$a$ sin $i$ (rs)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1807-2459A</td>
<td>NGC 6544</td>
<td>3.059</td>
<td>134</td>
<td>0.071</td>
<td>0.012</td>
<td>A,B</td>
</tr>
<tr>
<td>J1807-2459B</td>
<td>NGC 6544</td>
<td>4.186</td>
<td>134</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>B1820-30A</td>
<td>NGC 6624</td>
<td>5.440</td>
<td>87</td>
<td>-</td>
<td>-</td>
<td>C</td>
</tr>
<tr>
<td>B1820-30B</td>
<td>NGC 6624</td>
<td>378.6</td>
<td>87</td>
<td>-</td>
<td>-</td>
<td>C</td>
</tr>
<tr>
<td>B1820-30C</td>
<td>NGC 6624</td>
<td>405.9</td>
<td>87</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

A Ransom et al. 2001
B D’Amico et al. 2001
C Biggs et al. 1994
cluster pulsars with \( P \geq 100\text{ms} \) (including PSR B1820-30C) — and NGC 6624 now contains two.

Our searches of these clusters are not complete. In particular, sideband searches in these two clusters may hold some promise. NGC 6544 contains the radio pulsar with the second shortest orbital period, and NGC 6624 contains the shortest period neutron star binary (the LMXB 4U 1820-30 at 11.4 minutes; Stella et al. 1987).
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