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ABSTRACT

Several bulk or macroscopic properties of electrically interacting suspensions
-or at least electrically interacting by mathematical analogy— are studied using
simulation methods. These bulk properties include the effective conductivity, per-
colation transitions, effective reaction rates, and the effective viscosity of an elec-
trorheological fluid. In order to compute these properties, the detailed potential
field in the suspension is not required, but rather only the linear relationship be-
tween the charge and dipole moments of the particles to their potentials and the
applied electric field is needed. A method is developed to compute this relation-
ship accurately and efficiently for arbitrary particle configuration and shape. The
method includes both the many-body far-field and near-field particle interactions
and properly accounts for the long-ranged interactions common to electrostatic

problems.

The method is applied as part of a simulation to determine the effective con-
ductivity of spherical particles. The simulation accurately reproduces the known
values of the conductivity for cubic lattices of spheres for any volume fraction and
particle-matrix conductivity ratio providing confidence in the method. It is then
applied to determine the conductivity of mono-disperse, random hard-sphere sus-
pensions for a variety of conductivity ratios of up to sixty volume percent particles.
This is the first rigorous theoretical determination of the effective conductivity at
such large volume fractions. The method is also used to study the percolation be-
havior of highly conducting spherical particles in close contact. It is found that such
a system does exhibit a percolation transition, but only when the near-field effects
are extremely large compared to the far-field interactions. This indicates that such

a condition is a necessity for modeling a suspension as a percolating system.

The diffusion-limited reaction rate of a highly mobile reactant with spherical
traps is also computed using the simulation method. Here the average “charge” on
the particle is the effective consumption of the reactant by the spherical particle.
The results are quite good up to a volume fraction of 30%, but then unphysically

deviate from the expected increasing reaction rate with volume fraction and show
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a maximum rate at forty volume percent. The deviation is explained and serves as
an example of the limitations of the method developed earlier. Using the effective
conductivity results, however, a self-consistent Brinkman medium-like theory is
developed that predicts the effective reaction rate quite accurately.

The method is finally applied to the dynamic simulation of electrorheological
(ER) fluids —suspensions of dielectric particles with electric field tunable effective
viscosities. Using the method developed in earlier chapters, the electrostatic inter-
particle forces in the ER suspension can be determined accurately and efficiently
for arbitrary particle configurations, especially in capturing the strong near-field
interactions. Coupled with Stokesian dynamics to account for the hydrodynamic
interactions amorig the particles, the dynamics of the microstructure and its rhe-
ology can be determined. Dynamic simulations of an unbounded monolayer for a
variety of electric field strengths and shear rates reproduce qualitatively and quanti-
tatively experimental behavior. From the correlation of the dynamics and rheology,
a theory for the dynamic yield stress observed in the suspensions is proposed and
then successfully tested with the dynamic simulation. From the theory a simple
model of the dynamic yield stress is created to predict its dependence on the vol-
ume fraction and the particle to fluid dielectric constant. The power of simulations
to provide insight into the physics of multiphase materials and then to allow the

testing of theories is particularly well illustrated with the study on ER fluids.
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CHAPTER 1

INTRODUCTION

As we approach the twenty-first century, more and more man-made multiphase
materials will be invented for specialized applications. Graphite composite materials
have already revolutionized the aerospace industry by allowing the construction of
strong yet light weight aircraft components, and the computer industry has long ben-
efited from magnetic memory medium synthesized from suspensions of magnetizable
particles. From the beginning of the development of man-made materials, it was
recognized that we need to know how the microstructure, the distribution of one or
several phases in another, effects the bulk properties to guide us in the invention of
new materials. In addition we would like to predict a material’s bulk properties in
advance of its synthesis, making preliminary design decisions via relatively inexpen-
sive simulations, thus reducing both the time and production costs of creating a new
material.

In this thesis we shall provide the beginnings of solutions to both these problems
for suspensions of particles that interact electrically, or at least by mathematical anal-
ogy appear to interact electrically. In particular we shall develop molecular-dynamics-
like simulation methods that allow the direct computation of the bulk properties of
these suspensions. The methods effeciently and accurately account for the many-
body far-field and near-field interactions, allowing the simulations to be confidently
used for the complete range of volume fractions and arbitrary particle configurations.
From these simulation methods, the relationship between the bulk properties of the
suspension and its microstructure can be determined directly and thus provide insight
into the physics of the multiphase material. Several bulk properties are examined in
the thesis:

In Chapter 2 we develop a method for the determination of the effective conduc-
tivity of an arbitrary (ordered or disordered), statistically homogeneous suspension of
particles. By mathematical analogy, this includes the effective electrical and thermal
conductivities, diffusion coefficient, dielectric constant, and magnetic permeability.

The method follows closely that of the “Stokesian dynamics” method of Durlofsky,
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Brady, and Bossis (1987), and captures both far- and near-field particle interactions,
and the convergence difficulties typical of these systems with their long-ranged inter-
actions is also completely resolved. This is accomplished by forming a capacitance
matrix, the electrostatic analog of the low-Reynolds-number resistance matrix, which
relates the monopole (charge), dipole, and quadrupole of the particles to the poten-
tial field of the system. A far-field approximation to the capacitance matrix is formed
via a moment expansion of the integral equation for the potential. The capacitance
matrix of the infinite system is limited to a finite number of equations by using peri-
odic boundary conditions, and the Ewald method is used to form rapidly converging
lattice sums of particle interactions. To include near-field effects, exact two-body
interactions are added to the far-field approximation of the capacitance matrix. The
particle dipoles are then calculated directly to determine the effective conductivity of
the system. The effective conductivities of spherical particles in cubic arrays are cal-
culated for a variety of particle-to-matrix conductivity ratios. In all cases the results

are in excellent agreement with the known results of Sangani & Acrivos (1982).

In Chapter 3 the effective conductivity of a random, mono-disperse, hard-sphere
suspension is determined with the method for several conductivity ratios up to a
volume fraction of sixty percent. This provides the first accurate and rigorously
correct, in principle, effective conductivities for such a range of volume fractions. The
results are also consistent with the previous theoretical work of Jeffrey (1973), the
bounds computed by Torquato & Lado (1986), and the random walker simulations of
Kim & Torquato (1990) that appeared after this work was completed. Our calculated

conductivities also compare extremely well with those of experiments.

In Chapter 4 percolation-like numerical experiments are performed on periodi-
cally replicated cubic lattices of nearly touching, perfectly conducting spheres, where
the effective conductivity was computed as spheres were removed one by one from
the lattice. Under suitable normalization of the conductivity and volume fraction, it
is found that the initjal volume fraction must be extremely close to maximum pack-
ing in order to observe a percolation transition, indicating that the near-field effects

must be very large relative to far-field effects. The percolation transitions occur at
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the accepted values for simple, body-centered, and face-centered cubic lattices. Also,
the vulnerability of the lattices computed are exactly thoses of previous investigators.
Unfortunately, due to the limited data just above the percolation threshold, we could
not correlate the conductivity with a power law near the threshold; however, it can

be correlated with a power law for large normalized volume fractions.

In Chapter 5 the effective reaction rate for a random or regular array of reactive,
stationary spherical traps in a medium containing a mobile reactant is calculated us-
ing the method, taking advantage of its mathematical analogy to perfectly conducting
spheres at zero potential in a non-zero bulk potential. It is found here that the direct
addition of the two-body interactions has a negligible effect on the effective reaction
rate computed, in contrast to the case of the effective conductivity. Since the po-
tential matrix is only formed up to the quadrupole level, our results closely match
the “correct” random walker simulation results of Lee, Kim, Miller, and Torquato
(1989) up to only thirty volume percent, after which they underpredict the effective
reaction rate. To accurately compute the effective reaction rate at high volume frac-
tions, higher order many-body multipole interactions are required. The failure of
the method at high volume fractions is explained and serves as an example of the

limitations of method developed in Chapter 2.

The remainder of this thesis is concerned with predicting and understanding
the rheological properties of electrorheological (ER) fluids. These novel suspensions
exhibit Bingham plastic-like behavior with an apparent yield stress that grows with
the square of the applied electric field. Thus, one has a fluid whose effective viscosity
can be tuned over several orders of magnitude by varying the field. Applications of
these fluids include electromechanical clutches, vibration dampers, and valves. These
suspensions of particles interact electrically, as well as hydrodynamically, due to the
mismatch of particle and fluid dielectric constants to give rise to their interesting

rheological behavior.

In Chapter 6 we describe how the ideas developed earlier can be combined with
Stokesian dynamics to dynamically simulate an ER suspension. The Stokesian dy-

namics method allows the efficient and accurate computation of the evolving mi-
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crostructure and the rheology of the suspension given the bulk shear rate and elec-
trostatic interparticle forces. These complex, many-body, conservative interparticle
forces are determined from the energy of the suspension which can be computed
from the capacitance matrix developed in Chapter 2. We then apply the total simu-
lation to an unbounded monolayer of dielectric spheres with an areal fraction of forty
percent for a variety of shear rates and electric field strengths. The effective viscosi-
ties computed in the simulation match experimental measurements qualitatively and
quantitatively. Observation of the microstructure indicates that suspension under-
goes repeated episodes of slow solid-body like deformations followed by rapid recon-
figurations at high electric field strengths relative to the shear rates. These dynamics
are correlated with the onset of the yield stress behavior and dramatic changes in the
electrostatic energy of the suspension and impel us to propose a connection between
the dynamic yield stress and electrostatic energy.

In Chapter 7 we describe and determine the static and dynamic or Bingham
yield stresses in an ER fluid from a microstructural point of view. In particular,
both descriptions relate these yield stresses to the electrostatic energy determined
with the suspension capacitance matrix. The static yield stress is determined from
the non-linear elastic stress-strain relationship of the ER suspension derived from the
energy of the system for a variety of volume fractions and particle-to-fluid dielectric
constant ratios. The connection between the dynamic yield stress and the energy
jumps observed in the dynamic simulation are derived from a total energy balance.
The dynamic yield stress is indeed found to be equal to the product of the energy
jumps and their frequency. The theory is then successfully tested using the dynamic
simulation. Using this theory of the dynamic yield stress, a simple model is developed
that predicts the effects of volume fraction and particle-to-fluid dielectric constant
ratio on the dynamic yield stress. We find that the yield stress increases strongly
with the dielectric constant ratio, and there is a predicted maximum for a volume

fraction of 40% particles as is observed experimentally.



CHAPTER 2

A METHOD FOR DETERMINING THE EFFECTIVE
CONDUCTIVITY OF DISPERSIONS OF PARTICLES

2.1. Introduction

Predicting the effective conductivity of two-phase media has occupied engineers
and physicists for the last one hundred and twenty years. This long interest has
been fueled by the proliferation of man-made composite materials and the need to
predict their bulk properties, such as effective conductivity. We take the approach
that the problem of predicting the effective conductivity (indeed, any bulk property)
of a suspension can be reduced to understanding the transport processes on the
scale of the heterogeneous inclusions followed by an appropriate averaging. These
inclusions are assumed to be large enough so that the following continuum equations

of conduction are applicable in each phase:
V- F = p(x), (2.1)
F=-A-V¢. (2.2)

The first equation is a conservation equation that accounts for sources and sinks,
p(x), within one of the phases. The second equation is a constitutive diffusive-type
~ equation that relates the flux of the conservable quantity (heat, mass, or charge),
F, to the potential gradient (temperature or concentration gradient or the electric
field), V¢, by a transport coefficient tensor, A. Typically, A is isotropic for a single
phase and is representable by a scalar quantity (¢.e., A = AI). Table 2.1 lists some
of the fluxes, gradients, and transport coefficients represented by such differential

equations.

Table 2.I Conductive-type Transport Phenomena

Material Flux F Gradient V¢ Transport Coefficient
Heat Flux Temperature Gradient Thermal Conductivity
Mass Flux Concentration Gradient  Diffusion Coefficient
Electric Current Electric Field Electrical Conductivity
Electric Displacement Electric Field Dielectric Constant

Magnetic Induction Magnetic Field Magnetic Permeability
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As seen in Table I, the prediction of the effective conductivity of a two-phase
medium spans many fields, and a great deal of effort has been devoted to its resolu-
tion. Therefore, we cannot possibly summarize even a small fraction of the previous
investigations on the subject. For a detailed review of the subject, the interested
reader is referred to the article by Batchelor (1974). Here, we shall give a brief

account of those papers of direct relevance to our work.

Maxwell (1873) was the first to consider conduction through a suspension of
particles. He recognized that the change in conductivity due to the presence of
particles in the matrix was related to the average particle dipole. Maxwell then
applied this result to a dilute suspension of spheres; so dilute that interactions
among the particles were negligible. By calculating the dipole of an isolated sphere
subject to a potential gradient, Maxwell derived an expression for the effective
conductivity correct to O(¢) for random or regular dispersions of spheres, where ¢

is the volume fraction of spheres in the suspension.

Following Maxwell, Rayleigh (1892) calculated the effective conductivity cor-
rect to O(c2) for a simple-cubic array of spheres. Rayleigh’s approach was to con-
sider particle moments up to the octupole and determine their effect on the parti-
cle dipoles. Because the dipole-dipole interactions are long-ranged (i.e., O(1/ ),
and the suspension is infinite, Rayleigh formed a conditionally convergent sum of
dipole-dipole interactions. Rayleigh noted the conditional convergence of the sum
and performed the summation in a particular order with no justification. As later
shown by McPhedran & McKenzie (1978) and O’Brien (1979), Rayleigh fortunately

performed the sum correctly.

Meredith & Tobias (1960), McPhedran & McKenzie (1978), and McKenzie,
McPhedran, & Derrick (1978) extended Rayleigh’s method to include the complete
range of volume fractions and conductivity ratios for cubic lattices. Zuzovski &
Brenner (1977) developed an alternate method that takes advantage of the pe-
riodicity of the potential field in cubic arrays, and in so doing, circumvents the
convergence difficulties of Rayleigh’s method. Sangani & Acrivos (1982) modified

Zuzovski & Brenner’s method by taking advantage of the symmetry of spherical
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particles and calculated the effective conductivity for cubic arrays of spheres at
all volume fractions and conductivity ratios. Sangani & Acrivos’s results are in

excellent agreement with those of McPhedran & McKenzie and McKenzie, et al.

Jeffrey (1973) was the first to calculate the effective conductivity correct to
O(c?) for a random dispersion of spheres. However, in order to deal with the condi-
tional convergence of his ensemble average of two-sphere dipole interactions, Jeffrey
had to form a “remormalization quantity.” The renormalization quantity was first
proposed by Batchelor (1972) and was used to calculate the O(c?) correction for
the effective viscosity of a suspension of spheres by Batchelor & Green (1972) and
the effective bulk modulus of spherical inclusions in an elastic matrix by Chen &
Acrivos (1978). Chen & Acrivos noted, however, that it is not always obvious which
renormalization quantity to choose since there is apparently more than one choice.
O’Brien (1979) formulated an unambiguous method to determine the renormaliza-
tion quantity, and hence the effective transport coefficients. The method is based
on correctly assessing the importance of the macroscopic bounding integral that
surrounds particles in the integral formulation of the transport equations. With
O’Brien’s method, the renormalization quantity arises quite naturally so there is no

ambiguity in choosing its correct form.

While there has been no further work extending Jeffrey’s result to higher orders
in concentration, progress has been made in determining the effective conductiv-
ity for densely packed dispersions of highly conductive spheres. The method here
employs the reasonable physical assumption that the flux of heat or charge occurs
entirely in the region where particles are in near contact. Thus, the effective con-
ductivity is determined with the asymptotic form for the flux between two spheres,
which is logarithmically singular in gap width and justifies the assumption. Keller
(1963) solved this problem correct to O(Ine), where € is the dimensionless gap width,
for a densely packed simple-cubic array of spheres. Batchelor & O’Brien (1977) ex-
tended Keller’s work to include touching spheres and near-perfect conductors and
calculated the effective conductivity for cubic arrays of spheres. (Note, the exact

results for cubic arrays near maximum packing for perfect conductors, which were
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published after the results of Keller and Batchelor & O’Brien, are consistent with
these asymptotic 4results.) Using these asymptotic results, Batchelor & O’Brien
estimated the effective conductivity for random densely packed spheres, based on

experimentally determined average sphere coordination numbers.

In lieu of an exact solution for a random dispersion of particles, many investi-
gators have derived upper and lower bounds on the effective conductivity. Hashin
& Shtrikman (1962) used a variational technique to establish the most restrictive
bounds upon the effective conductivity of a dispersion of spheres. Recent work by
Torquato & Lado (1986) provides more accurate bounds on the effective conductiv-
ity for a dispersion of spheres. Their work does this by including microstructural
information beyond the volume fraction of spheres, such as two-point correlation
functions. However, for moderate concentrations of highly conducting spheres (rel-
ative to the matrix) the upper and lower bounds differ by a factor of 5 to 10, and
for perfect conductors, no upper bound exists (a consequence of the logarithmic
singularity of the flux). Thus, no accurate prediction is available for the effective
conductivity of moderate-to-highly concentrated random dispersions of spheres.

In this paper a general method is developed to predict the effective conductivity
of an arbitrary configuration of an infinite suspension of particles. For the sake of

clarity, the paper is divided into the following subsections:

In §2.2 we develop the suspension transport equations for a statistically homo-
geneous medium. These macroscopic transport equations are derived from spatial
averages of the local transport equations for conduction, namely (2.1) and (2.2).
The macroscopic transport equations explicitly relate the effective conductivity of
the medium to the average particle dipole and the intrinsic dipole. This result serves
as a motivation to determine the particle dipoles directly in our calculation scheme.

The suspension transport equations are also used in formulating the method.

In §2.3 for pedagogical reasons, we develop a method for determining the in-
dividual dipoles for a finite number of particles in a matrix of infinite extent. In
the case of finite particles, there are no conditional convergence problems, so we

may concentrate on a key element of the method: including both far- and near-field
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particle interactions. We follow, by analogy, the “Stokesian dynamics” method of
Durlofsky, Brady, & Bossis (1987). The integral equations of the conductive-type
transport are expanded into a sum of particle moments (i.e., the charge, dipole,
quadrupole, etc.). The individual particle potentials and the potential gradient are
related to the sum of particle moments with Faxén laws to generate a “potential”
matrix (the electrostatic analog of the low-Reynolds-number mobility matrix). In-
verting this potential matrix forms the capacitance matrix (the electrostatic analog
of the low-Reynolds-number resistance matrix). The potential invert produces the
many-body reflections of the particle moments that were included in its formula-
tion. Thus, the potential invert captures the far-field interactions of the particles.
To include near-field interactions, exact two-body interactions not already counted
are added to the potential invert to form a more accurate capacitance matrix. The
capacitance matrix formed includes both far- and near-field particle interactions.
In the case of particles with a given charge subject to an external electric field, the
dipoles of the particles can now be calculated directly. Although no simulations were
done with a finite number of particles, it should be noted that this method could
be used for calculating electrostatic forces on a finite group of charged particles in

an ionic solution or on dielectric particles in a fluid.

In §2.4 the method is extended to infinite suspensions of particles. In the
case of an infinite suspension, the potential matrix containing the far-field particle
interactions must be carefully formed to avoid convergence difficulties. The starting
point is again the integral form of the transport equations; however, the bounding
integral on a surface at infinity does not vanish as in the case of a finite number of
particles. Also, it is not possible to have a statistically homogeneous medium if the
average charge density for the medium is nonzero. Therefore, in the most general
case where there is a net average particle charge, there must be a balancing charge
density in the form of an integral distributed throughout the medium to ensure
a zero average charge density. With the bounding integral written following the
method of O’Brien and the balancing charge density integral, absolutely convergent

sums of particle moments are formed. It will be seen that these integrals give rise
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to the “renormalization quantity” for this problem.

Since there is an infinite dispersion of particles, the above formulation generates
an infinite number of equations. In §2.5 we invoke periodic boundary conditions
to reduce the system to a finite number of linear equations. To accelerate the
formation of the potential matrix, and to take advantage of the periodic replication
of space filling cells of particles, the method of Ewald is employed to form rapidly
converging lattice sums. In forming the lattice sums, the convergence problem and
solution become clear. The lattice sums have singularities at the zero wave vector;
however, these singularities cancel exactly with terms from the bounding integral
at infinity, producing convergent sums. After the potential matrix is formed with
the lattice sums, it is inverted and the two-body interactions are added as before
in §2.3 to form the capacitance matrix of the system. There are no convergence
difficulties with the addition of two-body interactions, since they are short-ranged,

as will be shown.

In §2.6 as an example and a test for accuracy, the method is used to calculate
the Madelung constant of cohesive energy for ionic crystals and to determine the ef-
fective conductivity for cubic arrays of spheres with particle-to-matrix conductivity
ratios of infinity, 10, and 0.01. The effective conductivity results of the simulation

are compared to those of Sangani & Acrivos.

Finally, in §2.7 we provide a concluding discussion of the strengths and weak-
nesses of the method. In addition, we outline future work using the method to de-
termine the conductivities of random suspensions (Chapter 3) and to determine the
effective reaction rate coefficients in diffusion-limited reactions between large par-
ticles and a reactant (Chapter 5). Also with the use of “Stokesian dynamics,” the
method can be used for the dynamic simulation of electro- and magneto-rheological
fluids (Chapters 7 & 8). It should be noted that the method is also applicable
to the statistical mechanical and molecular dynamical simulation of dipolar fluids.
Indeed, in the Monte Carlo simulation of a Stockmayer fluid, De Leeuw, Perram,
and Smith (1983) faced conditional convergence difficulties which were dealt in an

ad hoc manner. These difficulties are rigorously and completely resolved with our



method.
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2.2 Suspension Transport Equations

Consider an infinite suspension of particles with conductivity Ap dispersed in a
matrix of conductivity A. Each particle has a specified charge distribution, p(x), and
the suspension is subject to a macroscopic or volume-averaged potential gradient,
G. To determine the effective conductivity, we must relate the volume-averaged
flux to the volume-averaged potential gradient in this two-phase medium. To do so,
we follow the formalism discussed by Batchelor (1974) for generating the suspension
or macroscopic transport equations.

The average potential gradient, G, and the average flux, (F), are defined by,

1
G== /V Védv, (2.3)

F) =3 /V Fdv, (2.4)

where the volume, V, is large enough to include many particles. Note that both G
and (F) are suspension averages — averages over both matrix and particle phases.
Making use of the constitutive law for the matrix, the volume-averaged flux in

equation (2.4) can be written as,
1 1
)=~ /V VSV + 7}; /V OVe I, (2.5)

or,

(F) = —AG + %; /V ﬁ[v . (A¢I + Fx) — xV - FldV, (2.6)

where the sum is over all the particles, which are labeled by the index B. Inside
the particles, V - F = p(x), where p(x) is the specified charge density within the
particle. Thus (2.6) becomes,

(F) = —AG + n(S) — n(P) (2.7)

where

S= / (xF + Ad) - nds, (2.8)
a0,
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and
P- fv p(x)xdV. (2.9)

The quantity (S) is the average particle dipole, the quantity (P) is the average
intrinsic dipole, and n is the number density of particles. In (2.8) and (2.9) x is a
point within the particle relative to a reference point inside the particle. Equation
(2.7) is the suspension transport equation for a two-phase medium.

For a statistically homogeneous medium with zero-charge particles where the

local transport equations, (2.1) and (2.2), are linear, we can write
(F) = —Aesr- G, (2.10)

where A sy is the effective conductivity tensor of the medium. For zero-charge
particles, (P) = 0, and (S) is a linear function of G (i.e. (S) = C - G, where C is
some 3 by 3 matrix). Thus, we see that the effective conductivity defined by (2.10)
is determined by the average particle dipole. Also for a statistically homogeneous
medium, the average charge density in the medium is zero, so performing a similar
average on V - F yields,

V. (F)=0. (2.11)

Note that the form of the average flux in (2.7) is a special case of the average
flux in a structured continuum. As shown by Russakoff (1970) and Dahler & Scriven
(1963), the general average flux includes the divergences of all the higher particle
moments such as quadrupoles, hexadecupoles, etc. The form of equation (2.7)
assumes a statistically homogeneous medium with no sources or sinks of higher
particle moments because of the choice of the averaging function used in (2.3) and
(2.4). The averaging function inherently assumes that the exact size of the volume
is not important as long as V is large enough to include many particles. This is
only true if the medium is statistically homogeneous.

As shown above, the calculation of the effective conductivity of an infinite
dispersion of particles is reduced to the calculation of the average particle dipole. In
the next section, we will outline the method for determining the individual particle

dipoles for a finite number of particles in an arbitrary configuration.
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2.3. Method for a Finite Number of Particles

In this section we shall consider the problem of a finite number of particles in a
matrix of infinite extent. This will allow a clear explanation of the method for cap-
turing both far- and near-field interactions, without the complicating convergence
problems of infinite systems. These convergence difficulties will be addressed in the

next section.

2.3.1 Calculation of Far-Field Interactions

Consider a suspension of N particles of conductivity A, in an unbounded
matrix of conductivity A. The particles have a specified internal charge distribution,
and the charge density within the matrix is zero. The integral form of Laplace’s
equation is,

600 - 6500 = =3 [ (4 4V,7) s, (2.12)
B B

where ¢(x) is the potential field at x, ¢¥(x) is the imposed or external potential
field at x in the absence of any particles, and the integral is over the surface of the
B particle. The distance r = |x —y| and V, = 8/3(y — x). The normal, n, points

out of the particle. The particle moments are defined as,

g = / F -ndS, (2.13a)
2397
Sp= / (xF + AV¢) - ndS, (2.13b)
EYop

Qs = /‘mp ([xx — %(x .x)I]F -n+ [xn + nx — g(n -x)I)]MS)dS s (2-13¢)

which are the charge (monopole), dipole, and quadrupole, respectively, and where
the position x in the moment definitions is defined relative to some reference point in
the particle. For a sphere, the reference point is taken as the center of the sphere.
Note that the quadrupole is symmetric and traceless. Expanding the integral in

(2.12) in terms of the particle moments yields,

1 1 1,1 1
$(x) — ¢Z(x) = m;(qp; +85Vys +5Qp:VyVym o), (214)
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where the expansion has been truncated at the quadrupole level and the moment
propagators (1,V,1, VyVy1) are evaluated at x — R, where Ry is the reference
point inside particle 5, such as the center of a spherical particle.

However, we are not interested in the matrix potential, but rather the potential
of a particle. To determine a particle potential, we use a Faxén-type law, which
relates the particle potential, at a specific point, to its charge and the potential at
that point in the particle’s absence. For spherical particles in a charge free matrix,

the Faxén-type law takes on the simple form (see Appendix 2.I),

_m ) _da
B(Ra) ~ ¢/(Re) = 21+ h(p), (2.15)
where ¢(R,) is the potential of particle « at its center and ¢’ (R,) is the potential

at R, due to the external potential and the other particles. The dimensionless

function h(p) varies with the prescribed charge distribution within the particle. For

a constant distribution of charge, h(p) = %'7‘1 where v = A,/X. For a perfect

conductor h(p) = 0. The potential, ¢'(R,), due to the external potential and the
other particles is, in fact, ¢(x) given by (2.14) evaluated at R . Combining (2.14)
and (2.15) we have,

471da 47 5

o 1 1 1 1 1
¢(Ra) - ¢E(Ra) =1 [1 + h(P)] +— ((Iﬂ; + Sﬂ : Vy; + EQ,@ : Vyvy’;) ’I
B#a

(2.16)
where the moment propagators are evaluated at R, — Rj. We can now relate the
potentials of the N particles to the N particle charges, dipoles, and quadrupoles
and to the external potential field. We need to develop equations similar to (2.16)
to relate the gradient, G¥, and the gradient of the gradient, VG ¥, of the external
potential field to the N particles’ moments.

To this end we operate on (2.12) with V and VV and expand the integrals in

terms of particle moments to form,

L1 1 11 1
B
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VV(x) - VGE = =5 gV, Vv, L + 85V, v,v, 2 + Qs v,v,v, v, Y.
4wkﬂﬂyyrﬁyyyr2ﬁ yVy Yy Yy

(2.18)
As before, the moment expansion is truncated at the quadrupole level. For spheres,

the Faxén laws for the particle dipole and quadrupole are (see Appendix 2.I),

1 Sa
VH(Ra) = — o, (2.19)
3Qa
YV (Ry) = —4—35, (2.20)

respectively, where § = (y-1)/(y+2), and V¢'(R,) and VV¢'(R,) are the gradi-
ent and the gradient of the gradient, respectively, of the potential at R, due to
the external potential and the presence of the other particles. The V¢'(R,) and
VV¢'(R,) are given by (2.17) and (2.18) evaluated at R,. Note, the Faxén law
for the quadrupole assumes the sphere is a perfect conductor, i.e. A/ Ap = 0. A
non-perfect conductor Faxén law would merely alter the RHS of (2.20) by a con-
stant multiple and would not change the subsequent analysis. Combining (2.19)

and (2.20) with (2.17) and (2.18) we have,

4mwad6) 4w

1 11 1
52 (28Vy> + 85 VyVys +5Q0: VY, Vyo), (220)
B

B#a

_ 3Q,

—_— E -
VG 47w Aab

! 1 11 .
+ mzﬂ:(‘mvyvy; +Sg- VyVyVy; + EQﬁ : VyVyVyVy;)_

B#a
(2.22)

In equation (2.22) the gradient of the external potential gradient, VGE, is
zero in the medium we consider here because it is inconsistent to have an imposed
quadratic potential field without boundaries, and the direct contribution from the
boundaries is actually more important than several of the terms in (2.16), (2.21),
and (2.22).

Equations (2.16), (2.21), and (2.22) can be written for all the N particles in the

system, and the resulting equation set may be conveniently written in the following
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form of a matrix of tensors:

~ A ~

o Mg, Mgss Masq q
-GF | = | Mg, Mgs Mgq s |, (2.23)
O My, Mys Myq Q

where ® is the vector of particle potentials less the external potential field evaluated
at the particle centers, ¢(Rg) —4F(Rp), and q, S, and Q are the vectors of the par-
ticle moments. Because a particle quadrupole is symmetric and traceless, only five
of its components are needed. Equation (2.23) defines the “potential” matrix relat-
ing the charge, dipole, and quadrupole to the potential, the potential gradient, etc.
There are 9 unknowns for each particle; one charge, 3 dipole and 5 quadrupole. The
submatrices are the couplings between potential and charge, gradient and dipoles,
etc. The matrix in (2.23) is called the grand potential matrix, ):4, in electrostatics.
It is analogous to the grand mobility matrix in low-Reynolds-number fluid mechan-
ics introduced by Brenner (1964a). The symbols M and the M's are used because
of that analogy. The grand potential matrix is a function of the particle positions
only; it is determined uniquely by the geometry of the suspension. Since VGE is
zero, Q may be written in terms of the charges and dipoles, and the grand potential

matrix, M, reduces to the potential matrix, M:

(-e=) = (& mez) - (3) (221

where the new couplings contain the quadrupole contributions.

The moment expansion of the particle integral in (2.12) could have been contin-
ued beyond the quadrupoles to include octupoles, hexadecupoles, etc., along with
the higher order derivatives of the gradient. Again, all higher derivatives of the
gradient must be zero to be consistent with the absence of the boundaries in the
medium. Thus, all the higher moments can be expressed in terms of the particle
charges and dipoles, as was done for the quadrupoles, resulting in a matrix identical
in form to (2.24). The accuracy of (2.24) depends upon the number of moments
included in the integral equation expansion. When the particles are far from each
other, including the moments up to the dipoles or quadrupoles is adequate. How-

ever, in the case of near-perfect conductors, as the particles come nearer to each
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other, the two-particle near-field interactions are expected to become important.
Physically, the conservable quantity, be it charge, heat, etc., prefers to flow through
the highly conducting particles. Thus, to minimize resistance the conservable quan-
tity flows though the small gap between the two closely spaced particles. The charge
or dipole between two perfect conductors at different potentials is logarithmically
singular in the separation distance between particle surfaces, which is indicative of
the preferred conduction path. The singularity is called a lubrication singularity
by analogy to the fluid mechanic case. To include the lubrication interaction be-
tween particles near contact from the potential formulation, many (indeed all) of
the higher moments must be included. Clearly, to include many moments would
be computationally expensive since the number of equations to be solved would
increase by p?, and the computation time would increase by p®, where p is the level
of the particle moments retained in the formulation of the potential matrix. In the
following subsection we will describe a computationally efficient method of includ-
ing exact two-body interactions to describe concentrated systems of particles. In
the case of non-perfectly conducting particles, it is not immediately clear how im-
portant two-particle interactions are in determining the effective conductivity. As
will be demonstrated in §5, two-particle interactions for non-perfectly conducting
particles are not important; hence, the potential matrix formulation provides an

adequate description for determining the effective conductivity of such suspensions.

2.3.2 Addition of Two-Body Effects to Calculate Near-Field Interactions

There exists the exact relationship

(8)=(cz cx)- (e (2.25)

among the q and S moments and the potential vectors ® and GE. The matrix in
(2.25) is called the capacitance matrix, C, in electrostatics. The sub-matrices of the
capacitance matrix are couplings between charge and potential, charge and gradient,
etc. Now, the inversion of M produces the many-body reflections of the interactions
among the particle charges, dipoles, and higher moments that were included in the

formulation of the potential matrix in (2.24). If M were exact, then its invert would
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be equal to the capacitance matrix, C. As stated before, the accuracy of M, and
subsequently the accuracy of M ™1, depends upon the number of moments included
in the original potential formulation and the concentration of the suspension. The
highest moment we will retain is the dipole or quadrupole. To approximate the
exact multi-body capacitance matrix, which would contain information on all the
moments of each particle, we will add to the potential matrix invert a capacitance
matrix containing exact two-body interactions between all the particles less two-
body far-field interactions between particles. Thus, the approximate capacitance
matrix is

CxM™!+Cy~CS. (2.26)

The matrix Cgp contains the exact two-body interactions between all pairs of par-
ticles. That is, C2p contains the q — S capacitance matrix for particles o and 8
alone in the medium, 1.e. ignoring particles §, ~, etc. Similarly, C3; contains the
two-body interactions between particles formed by inverting the two-body potential
matrix that includes terms up to the same order as in M. The latter term is sub-
tracted since it was already included in the potential inverse of (2.24). The exact
two-body capacitance matrix for spheres can be constructed from the solutions of
Jeffrey (1973, 1978) and Davis (1974) for two perfect spherical conductors immersed
in a linear potential gradient.

For dilute dispersions, the two-body capacitance matrices’ difference will not
contribute to C, and the particle interactions are accurately described by M1,
For concentrated suspensions of perfect conductors the two-body interactions will
capture the lubrication singularities between particles. Because the limits of dilute
and concentrated suspensions are well-described by C, moderately concentrated
suspensions are also expected to be well described. Durlofsky, et al. (1987) use an
analogous approximation to form the Stokesian dynamics grand resistance tensor.
Their successful results, along with those for the effective conductivities of periodic
arrays of spheres presented in §6, validate the method. As mentioned previously,
the addition of two-body interactions is not necessary for non-perfect conductors

since there is no lubrication singularity between particles near contact.
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With this approximation to C, the particle dipoles are determined by specifying
a zero-charge on each particle and imposing an external potential gradient. Solving

the matrix equation yields,
S = (qu; . qu:._l -Cya — Csc;) - GE, (2.27)

The dipoles of each particle can be calculated and averaged, or the matrix coupling
S to G can be averaged to produce a coupling between (S) and GE. Thus, the

effective conductivity, at least locally in the region of particles, is given by

where here ( ) denotes an average over all particles.

Up to now the potential matrix has been formed for a finite number of particles.
To calculate the effective conductivity of an infinite medium, we could form the
approximate capacitance matrix for M particles and calculate the average dipole
for N particles in the middle of the suspension. If M > N > 1, we expect the
effective conductivity to be the same as that of an infinite medium of spheres in
a matrix. However, we would have 9(M — N) extra components in the unknown
vector in (2.23). In the next two sections we will present an exact, unambiguous
method for forming the potential matrix for an infinite suspension and use periodic

boundary conditions to retain a finite number of unknowns.
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2.4. Potential Matrix Formulation for Infinite Systems of Particles

In the previous section we considered a finite collection of particles in a matrix
of infinite extent. The form of (2.12) assumes that far from the collection of particles,
the flux and the potential approach those given by the external field. That is to
say, the effect of the presence of the particles dies away far from the particles. This
is not the case, however, for an infinite collection of particles. For example, a test
particle a distance r from a particle with charge ¢ will experience a potential of
O(q/r). If the test particle is in a system of size R where the number density of
other particles with charge ¢ is n, then the interaction potential experienced by the
test particle is O(ngR?); the interaction potential grows as R2. Particle-particle
interactions growing with system size occur for all long-ranged interactions, i.e.
those that decay as O(1/r3) or slower. Thus, as the system size goes to infinity,
R — oo, the interactions seem to diverge. The same argument for charge applies to
the dipoles and quadrupoles as well. Following the same line of reasoning reveals
that the interaction potential for a test particle is O(n(S)R) and O(n(Q)InR) due

to the long-ranged interactions of the dipoles and quadrupoles, respectively.

Therefore, we must carefully reconsider our formulation of the problem for in-
finite systems. First, for a statistically homogeneous medium the average charge
density in the entire medium must be zero. If it were not, as for example if one
assumed a nonzero average particle charge without a compensating charge distri-
bution in the matrix, the average potential would grow quadratically with position.
This would necessitate an origin for reference measurement and thus violate the
assumed homogeneity. In the physical context of heat transfer, the temperature
distribution would be determined by the boundaries necessary to remove the grow-
ing (unbounded) source of heat. Similarly, since the particle dipoles are proportional
to the potential gradient, which now must vary linearly rather than be a constant,
the average particle dipole will also grow linearly with position. This also clearly

violates the assumption of statistical homogeneity.

Even if the average particle charge is zero (and there is no charge distribution in

the matrix), we may proceed only up to the potential formulation. The full potential
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matrix cannot be inverted to form the capacitance matrix because the system of
equations is overspecified by requiring (g) = 0. To complete the capacitance matrix,
the potential matrix must be formed for the most general case of a nonzero average
particle charge. After all, the capacitance matrix is a geometric quantity completely
determined by the particle configuration, which cannot “know” the value of the
charge vector. To allow for the most general case of a completely unspecified q, and
still have a statistically homogeneous medium, requires the average particle charge
density, n(g), to be balanced by an opposite charge density distributed throughout
the medium, such that the average charge density in the entire medium is zero
and V . (F) = 0. Here we will present the result for a constant average charge
density, —n(g), distributed uniformly throughout the entire medium. The method
can, however, be extended to other balancing charge distributions (Chapter 5).

Note, these problems do not arise in the analogous low-Reynolds-number hy-
drodynamic problem (Brady, Phillips, Lester, & Bossis 1988). There, it is possible
to have a nonzero average force on an infinite collection of particles with no specified
balancing force distribution and still have a statistically homogeneous medium. The
hydrodynamic equations allow a linearly growing stress field because the pressure
gradient precisely balances the average force exerted by the particles on the fluid.
In the electrostatic case there is no equivalent pressure term, so a balancing charge
density is required in the problem statement.

To correctly account for long-ranged interactions, we must begin with the exact

integral representation of Laplace’s equation, which is given by,

1 1 1 1 1 1
= e—— F—— -1 e _— _— -7
é(x) yp Eﬁ /an,g( Ar+¢vyr) nds+47r S&(F/\r—i—gbvyr) ndS

(2.29)

1
- m - n(q);dV

The surface S, is a distant closed surface that surrounds x and does not intersect
particles, but rather stays in the matrix following particle boundaries to avoid
intersection, as illustrated in Figure 2.1. The volume integral represents the decrease

in potential due to the constant charge distributed in the volume enclosed by SL..
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The normal, n, points into the matrix. In a finite suspension of particles where
there is no balancing charge density over all space, the volume integral vanishes,
and the integral over S/ vanishes as S/ grows if F and ¢ are written in disturbance
variables, and we recover (2.12). For an infinite system the integral over S/  cannot
be neglected. This integral, as O’Brien (1979) astutely pointed out, will give rise
to the average potential and render the interactions convergent.

To see this, let us transform the surface integral over S/  to one over S, that
cuts through the particles that S, went around. We can rewrite the integral over
S!  as a surface integral over S, and a sum of integrals over the N, particles’

partial volumes lying between S/, and S,

1 1 1

N . ) (2.30)
t - ; . V- (Fy- +6Vy-)dv.

The plus and minus correspond to the particles whose centers lie inside or outside
S0, respectively. Following O’Brien, to evaluate the first integral on the RHS of
(2.30), we make the assumption that F and ¢ can be replaced by their suspension
averages, (F) and (¢). This assumption is reasonable because 1 and V,1 are
approximately constant over a large enough section of So, to perform an average of

F and ¢. With the use of the divergence theorem, the integral over S, becomes,

1 1 1 1 1
i [ (@5 @V mas =~ [ (@) eavie) v, tay -

=) (<F>;;+<¢>Vy—) nds,
S, r

where S, is the surface of a sphere of radius € surrounding x and V. is the corre-
sponding volume. Note that n points out of S for the surface integral on the RHS
of (2.31). The surface integral over S, may be resolved by writing (F) and (¢) in
their Taylor series expansion, and evaluating the integral term by term and letting

€ go to zero. Using the suspension transport equation (2.7), (2.31) now becomes,

= L @5+ @7 nds = [ (n(8) —n(@) @V + (6. (232
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The sum of partial particle volume integrals is evaluated following a procedure

similar to that of Glenndinning & Russel (1982) giving,

na’*(q)

_47r /v (F——+¢V )dV_— =

o5 L 0@ v e v, e

(2.33)
Here we have assumed the particles to be spheres of radius a, although the method
can be extended to include other particle shapes. Inserting (2.32) and (2.33) into
(2.30) and combining it with the moment expansion of the particle surface integrals

in (2.29) yields,

2
8(x) — () = 2212 ;AZ(%-} +85Vyr 4 2Qp:V,7,])
(2.34)
1 1 1 1
Y (n(q) +n(S) - Vy; + '2‘n<Q> : Vyvy;)dv’

where V is the volume enclosed by Soo. The integral of the average charge density
over V' in (2.29) is replaced by the volume integral of the charge density over V in
(2.34); they are equivalent by applying the considerations of Glenndinning & Russel
used for the partial particle volume integrals. Again, the moment expansion has
been truncated after the quadrupoles. The particle volume integrals arising from
changing the surface S/, to S, provide the average particle quadrupole term and
the additional average charge term. Higher moments are absolutely convergent and
can be added to (2.34) without difficulty.

From equation (2.34) we see the influences of the “macroscopic” boundary inte-
gral. For example, in a spherical volume of radius R, the dipole propagator decays as
1/r2, but there are nR® dipoles within the volume. Therefore, the potential grows
as n(S)R from the particle dipole contribution. However, the integral over V grows
as —n(S)R; thus, the growing terms cancel leaving a finite contribution to #(x) due
to the dipoles. The dipole sum and the average dipole integral together form an

absolutely convergent expression. The integral of the average dipole is a naturally
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arising “renormalization quantity.” Physically, a continuous dipole distribution ex-
ists throughout the two-phase medium, which balances the particle dipoles. Similar
arguments can be used to show absolute convergence for the charge and quadrupole
interactions. For all other higher moments, the interactions are short-ranged and

there are no convergence difficulties.

Note that the partial particle volume integrals also generate an intrinsic dipole
term that cancels with the intrinsic dipole in (2.32). Hence, the average intrinsic
polarization of the suspension does not effect the potential anywhere inside the sus-
pension, although it does effect the conductivity or flux of the suspension as shown
in (2.7). This is to be expected if we consider the example of a dielectric inserted
in a capacitor attached to a battery. (Recall, a model for a dielectric is a material
containing permanent dipoles, such as an intrinsic dipole.) The potential remains
the same across the capacitor, whether the dielectric is present or not. However,
the electric displacement (the flux in this case) changes due to the dielectric. Thus,

the cancellation of the intrinsic dipole terms is to be expected.

Following the procedure outlined in §3 to develop equations for the potential
gradient and the gradient of the potential gradient in terms similar to (2.34), we
operate on (2.29) with V and VV, and perform operations analogous to those we

did on (2.29). The results are

S
vt =a- 23
4“Z(qﬁv +8p-V,V,= + Qp VyVyVy )
. (2.35)
o n(q)V dV+4 5 n(S) V,V, dV

+ mﬁw En(Q) : Vyvy; -ndS,
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_ n{q)
VV§(x) = VG + T

1 1 11 1
+ mzﬁ:(‘Iﬂvyvy; +85°VyVyVyo +5Qp: V,V,V, V)

. . (2.36)
_ L v,v,lav
47|'A V_v. n<q> y yrd

+ Z;—X () vyvy} + —;-n(Q) : vyvyvy%) -nds,
Note that in both (2.35) and (2.36) there are (P) terms from the integral over S,
that cancel with equal but opposite terms arising from the partial particle volume
integrals, just as in the case for the potential. Also, although the integrals over S,
were evaluated by letting € vanish, the V. portion of the dipole volume integral in
(2.85) still makes a non-zero contribution due to the nature of the singularity in the
integrand; indeed, those integrals are independent of the size of the volume V.. In the
next section the volume integrals over real space are transformed into Fourier space,
requiring the explicit evaluation of the V. integrals. These evaluated integrals cancel
with the n(S)/3) and n(g)I/3) terms in (2.35) and (2.36), respectively. Observe
that V, portion of the quadrupole volume integral in (2.34) produces the trace of the
quadrupole which is zero. The volume integral of the charge is converted into the
volume integral over V —V, and n{g) /3 to show clearly that the charge distribution
in space is —n(g), the trace of —~AVV¢(x).

Further simplifications of (2.35) and (2.36) can be made by noting the behavior
of the integrals over So.. For a spherical shell of radius R, the integral over S, in
(2.85) containing (Q) decays as 1/R, while the integrals in (2.36) containing (S)
and (Q) over S, decay as 1 /R‘and 1/R2, respectively. Thus, these integrals do
not contribute to the gradient and the gradient of the potential gradient at x as
Soo approaches infinity. A similar analysis shows that integrals of average moments

higher than the quadrupole also make no contribution.

To generate equations similar to (2.16), (2.21), and (2.22), we use the Faxén
laws of (2.15), (2.19), and (2.20), noting that now we must include an additional

na®(q)/6) term in the charge Faxén law for a constant charge density distributed
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throughout the medium (see Appendix 2.I). Applying them to (2.34)-(2.36), we

generate the following infinite set of equations:

2
4o na <q>
- — h 28 N/
1 1 1 1 1
—_ > B v e R - V.V. =
LESY > (qﬁr +Sp Vyr + 2Qﬁ Vy yr) (2.37)
B#a
1 1 1 1 1
~_ _Sa  n{S)
~ 47wa36) 3\
1 1 1 1 1
- m - (qﬁvy; + Sﬂ : Vyvy;.‘ + EQﬁ : Vyvyvy;) (2.38)
BRa
1 1 1 1
—_ - — s-v,v,=-dV.
+47r)\ Vn(q)VyrdV—}-‘m/\ V_V€n< ) Yoy,
_ 3Q. |, n{qg)
VG = 4mwra® + 3\ I
! VV1+S VVVl-l——l-Q'VVVVl)
+47D\B(qﬁ yVyy B VyVyVy T 3RB: VyVyVyVy (2.39)
f#a
1 1
_— ~dV.
47I'A V-V. n<q>vyvyr

Equations (2.37)-(2.39) relate the particle moments to the particle potentials and
the average gradient for an infinite suspension of particles. The above equations
also form an infinite set, since there are an infinite number of particles.

It should also be noted that the particle integrals did not have to be expanded
in terms of the particle moments to ensure convergence. If the particle integrals had
been left unaltered, the method would still result in absolutely converging terms as
outlined by O’Brien (1979). The choice of doing a moments expansion was purely
for convenience in forming the potential matrix. Equations (2.37)-(2.39) contain
no approximation other than expressing the particles in terms of a finite number
of moments and assuming spherical Faxén laws. These equations are correct for
random or non-random systems. Computationally, we cannot contend with an

infinite system of equations. Also, since we truncated the moment expansion at
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the quadrupole level, the above equations cannot account for the near-field effects
discussed in §3. In the next section we shall apply periodic boundary conditions
and the method of Ewald to form a finite set of linear equations. In addition we
will show that the method outlined in §3.2 is still applicable for capturing near-field

effects.
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2.5. Application of Basic Equations with Periodic Boundary
Boundary Conditions and Ewald Sums

For an infinite medium, the equations (2.37)-(2.39) lead to an infinite number
of equations. To make the system of equations finite, we will use periodic bound-
ary conditions on a cell of volume V. containing N particles to model the infinite
medium. The cell is primitive, generally called a Wigner-Seitz cell, and is period-
ically replicated to fill all space. The sums over the infinite particles are replaced
by double sums over the N particles in the I** cell of the system and over all the
replicated cells.

In periodic systems, sums that are slowly convergent can be made rapidly
convergent by the method of Ewald (1921). In fact Ewald used his method to
recast the charge sum of (2.37), with the condition that the net charge in the cell
is zero, into a rapidly converging sum over real and reciprocal space. Nijboer & De
Wette (1957) generalized Ewald’s method for any lattice sum. To demonstrate the
method, the charge sum in (2.37) will be converted into an Ewald sum.

First, we rewrite the sum over all particles as a sum over all cells and particles

within the cell. The charge sum becomes,

1 11 1_,
mzﬂ:%; = T Zz: Zp: 4, 2V rerfc(ér)
e . Ao . . . (2.40)
R 12 v loe
+ ypy Z;;Qs‘ 2V rerf (ér) yree 2V rerf(ér)|r=o,

where 1 has been replaced by its identity 3V 2(rerfc(ér) + rerf (fr)) Note ¢ is an
arbitrary positive constant; later, we will see that ¢ affects the rate of convergence
of the Ewald sums.

The first sum on the RHS of (2.40) converges rapidly, and the second sum can
be made rapidly converging by transforming the outer sum from a sum over the
cells to a sum over reciprocal space using the Poisson summation formula. The last
term of (2.40) is also evaluated by rewriting it as the inverse Fourier transform of

its Fourier transform, letting r go to zero, and evaluating the integral explicitly.
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Combining these results, (2.40) becomes

1 1 qa -1
B2 = Tina
i) 13 " (2.41)
,
471_)‘2 z g5, M +Z—AVCZ 95, Mgy
ﬁz#ao kP
where,
, e~ erfe(ér
M) = [(253 2_46)% 7 ( )], (2.42)
47 1, kva 1 kya| _(12/4.2
Mé’;)=ﬁ[1+z(z) +5(%) ] /4 cos[ke - (Ro —Rp)].  (243)

In summary, ! is the cell index number, § is the particle index number, Ry is
the position of particle  in the zeroth cell, Rg ; is the position of the particle 8
in the I** cell, k is the periodic cell reciprocal or wave vector, k is its magnitude,
r=|Rqo— Rp,|, and R, — Ry is the position vector difference between particles a
and B within a cell. The arbitrary number ¢ regulates the speed of convergence for
the sums and is typically chosen to be 1/ Vcé. Each sum converges exponentially
fast.

The convergence difficulties of the sum are betrayed by the singularity of M, é’;)
for the zero wave vector. Ewald’s original problem demanded that the net particle
charge in the cell be zero, so the singularity disappears. However, with the inclusion
of a balancing charge distribution, it is not necessary to require that the average
particle charge be zero because the Fourier representation of the volume integral
proportional to the average particle charge in (2.37) cancels out the singularity at
k = 0in (2.41), namely,

1 1 _n{g)

—— ~dV =
47X Jy n{e) rd 47 A

1 1 .
. /k FTs(3)e=%d%av, (2.44)

where FT3(-) corresponds to the 3-dimensional Fourier transform and the inner

integral is over all wave vector space. Evaluating FTs(%), inserting the result into
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the RHS of (2.44), and exchanging the order of integration yields,

- n(‘ﬁ%dV __rla (/ —]'—e_ik"'dV) 4—7rd3k,
v

4 Jy 47r,\> k 4(27r)3 k2 (2.45)
= —Z% /k 6(k)7£-d3k,
where 6(k) is the 3-dimensional delta function. So finally,
1 1 . n{g) 4w
I , n(q);dV = — Ilclﬂ% T BT (2.46)

which exactly cancels with the zero wave vector singularity in (2.41). Now the
second double sum in (2.41) is over all wave vectors except the zero wave vector.
Thus, the sum in (2.41) is absolutely convergent. Physically, the sum over real
space represents nearby particle interactions, and the sum over reciprocal space
represents particle interactions “from infinity.” The other non-absolutely convergent
sums and their corresponding integrals can be converted into rapidly, absolutely
convergent sums over real and reciprocal space in a similar manner. For example,
the macroscopic boundary integral gives rise to reciprocal space singularities that
cancel with the reciprocal space singularites of the dipole and quadrupole sums in
(2.37). The Ewald sum forms for these and the other particle moments in (2.37)-
(2.39) can be found in Appendix 2.II.

We can now form the approximate grand potential matrix for a periodically
replicated group of N particles. The grand potential matrix has the same form as
(2.23), but the Mq>q, M(ps, MQQ, ng, MGS, and qu couplings are formed
with Ewald sums. As we did in §3.1, the grand potential matrix can be converted to
the potential matrix, M, because VG = 0 in the statistically homogeneous medium.

There are no convergence difficulties with adding the two-body capacitance
matrices’ difference to the Ewald sum formulation of the potential invert because
C2p — C3} interactions are all short-range, (of O(1/r%)), if the potential matrix
formulation includes quadrupoles. The highest order term neglected in the two-
body far-field capacitance matrix is the octupole of particle « induced by the charge

on particle 8. The charge from 3 propagates as O(1/r) inducing an octupole on « of
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O(1/r*). The correction to the potential on particle 8 due to the induced octupole
on particle a is O(1/r8). The exact two-body capacitance matrix contains all orders
of interaction, hence the capacitance matrices’ difference must be O(1/r®). Using
a similar analysis, if only moments up to dipoles were included in the formation of
the potential matrix, the Cg; — C37 interactions are still short-range, but now of
O(1/r®).

With the Ewald sum method to form the potential matrix and the addition
of exact near-field particle interactions, the potentials, dipoles, and effective con-
ductivity may be predicted for an arbitrary configuration of spheres in an infinite

medium subject to a macroscopic potential gradient.
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2.6. Results

2.6.1 Madelung Constants

As mentioned earlier, the method of Ewald sums was first developed to calculate
the cohesive energy of ionic crystals, where the ions are assumed to experience
coulombic interaction only. The ionic crystal is composed of points of equal and
alternating positive and negative charge. For example, the NaCl crystal lattice is
modelled as a simple cubic lattice composed of alternating positive and negative
point charges of magnitude unity (although the ion pairs are in a face-centered
cubic arrangement, and hence NaCl is considered a face-centered cubic crystal,
geometrically, the imﬁvidual ions are in a simple cubic lattice). The cohesive energy

per charge pair, E., for such an ionic crystal model is given by,

1 9248
E. =
¢ 47rA§|Ra—Rﬁl’

(2.47)

where ¢, and gs are the charges on ions & and 8, and their positions are given by

R, and Rp, respectively. Here ) is the permittivity of vacuum. For a neutral ionic

crystal, |ga| = |gg| = ¢. Therefore, we may rewrite E, as,
q2 dap
E. — 2.48
¢ 47r/\zpz|Ra——Rﬁl’ (248)
B#a

where gop is an alternating +1, depending upon whether the charge § is positive

or negative. The Madelung constant, M., is defined as (Kittel 1976),

47 Ar; dap
M,=——FE.=r _ 2.49

B#a

The factor r; is the nedrest neighbor distance between a cation and an anion in
the ionic crystal. Apart from a constant multiple, the sum in (2.49) is the charge
sum described in the previous section, namely equation (2.40), with the particle
radius, a, set to zero (recall, we are modelling the crystal as a collection of point
charges). Equation (2.49) was evaluated for simple cubic and body-centered cubic

lattices, and the Madelung constants were determined to be 1.7476 and 1.7627,
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respectively. These results are correct to four decimal places (Kittel 1976). The
agreement between our results and the accepted values confirm that the potential-

charge interactions were correctly accounted for in our method.

2.6.2 Effective Conductivity of Cubic Arrays of Spheres

To test the method for forming the capacitance matrix, the effective conduc-
tivity calculated via the simulation is compared to the known effective conductivity
of cubic arrays of spheres. Sangani & Acrivos (1982) have determined the effective
conductivity for simple cubic, body-centered cubic, and face-centered cubic arrays
of spheres from dilute to near densest-packed volume for any particle-to-matrix con-
ductivity ratio. Unlike the method developed here, Sangani & Acrivos developed
their solution based upon an infinite set of spherical harmonics and took advan-
tage of lattice symmetries. Thus, their work provides an independent check on our
method.

To calculate the effective conductivity, the potential matrix, M, was formed
directly without including quadrupoles. Due to the symmetry properties of cubic
arrays, the potential and capacitance matrices have certain properties that make
the formation of M equally accurate whether quadrupoles are included or not. The
couplings Mq,s, MGq, Mq,Q, qu, ng, and Mvs are zero for cubic arrays.

Therefore, the grand potential matrix in (2.23) becomes,

Li ] Mcpq R 0 MQQ q
-G | = 0 Mgs 0 -1 S |. (2.50)
o My, 0 Mvaq Q

Upon inspection it is evident that the particle charges and quadrupoles make no
contribution to the gradient-dipole coupling. Also, if the particles have zero net
charge, the particle quadrupoles are zero. Thus, for zero-charge particles in a cubic
array, the potential matrix, M, is as accurate as the grand potential matrix.

The approximate capacitance matrix has the same form as the potential matrix,

which for cubic arrays is

{g]:[Cgp CZG]'[_%]- (2.51)
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For periodic arrays all particles are equivalent, and hence the average particle dipole
is the same as the dipole for a single sphere in the periodic cell. The effective

conductivity given by equation (2.28) then becomes
Aeff = Al +nCgq. (2.52)

The coupling Cgq is isotropic for cubic arrays, so the effective conductivity is
isotropic and representable by a scalar, A.fy.

Figures 2.2(a—b) and 2.3 and Tables II-IV compare the results of the simulation
method to those of Sangani & Acrivos. The effective conductivity was calculated
for simple cubic, body-centered, and face-centered cubic arrays, from dilute to near
closest packing, with particle-to-matrix conductivity ratios of infinity, 10, and 0.01.
Overall, the simulation does quite well in predicting the effective conductivity of
the cubic arrays.

Figures 2.2(a — b) present the relative effective conductivities versus the sphere
volume fraction for a simple cubic array. Results for body- and face-centered cubic
arrays are similar as Tables III-IV show. For perfect conductors, Ap/A = oo, the
initially slow increase in relative effective conductivity with sphere volume fraction
is followed by a rapid increase as the volume fraction approaches densest-packing
tmax (recall, epmayx for sc, bee, and fec arrays are 7/6, v/37/8, and 7/34/2, respec-
tively). Near densest-packing, lubrication or near-field interactions between spheres
dominate, resulting in this rapid increase in the relative effective conductivity. The
relative effective conductivity approaches infinity asymptotically at ¢y, for the ar-
rays of perfect conductors due to the lubrication singularity. For dense suspensions
of perfect conductors, the importance of the lubrication is readily apparent. The
simulation, however, noticeably over predicts the relative effective conductivity for
the moderately concentrated regime. In fact the overprediction increases as the
sphere coordination number increases (sc = 6, bcc = 8, fcc = 12). The maximum
errors are 4%, 14%, and 28% for sc, bce, and fcc cubic arrays, respectively. Inter-
estingly, the maximum errors all occur at a volume fraction of about eighty-perceht

of densest-packing for each cubic array.
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The maximum errors occur in these regimes since the suspensions are not dilute
and the lubrication singularities do not dominate. In these concentration regimes,
fixing up the potential matrix invert with an exact three-body capacitance matrix
rather than just a two-body capacitance matrix might improve the accuracy, since
the former would capture two- and three-body interactions. The other source of er-
ror is the addition of Cz; to the potential matrix. For a periodic array, the individual
zero-charge particle quadrupoles must be zero. However, the quadrupoles included
in the exact two-body interactions, C2p, are not zero. The non-zero quadrupole
will change the accuracy of the capacitance matrix in the moderately and highly
concentrated regimes. Adding an exact three- or even four-body capacitance ma-
trix might improve the accuracy, but only if such matrices reduce the effect of the
quadrupoles on the dipoles.

The relative effective conductivity calculated from just the invert of Mgs is
also presented for all the cubic arrays in Tables II-IV. The invert of M gg accurately
predicts the effective conductivity from the dilute to the moderately concentrated
regime. As expected, the invert of Mgs does not capture the lubrication singular-
ity (the predicted effective conductivity is constant at ¢max) Since only the dipole
moment was used in its formation.

As mentioned earlier, the rapid increase in the effective conductivity near
densest-packing for each cubic array is due to the lubrication or “short-circuiting ”
of material flux (heat, charge, etc.) between the particles. From lubrication theory,
Batchelor & O’Brien (1973) showed that the relative effective conductivity near

densest-packing will follow the'rela.tion,
Aerf/A = —Kiln(e€) + Ko, (2.53)

where K; and K3 are constants particular to the array, and epsilon is one half the
gap width nondimensionalized with sphere radius, which is e = 1 — (¢/emax) 1/3,
Batchelor & O’Brien showed that K; depends upon the average coordination num-
ber of a sphere, which for cubic lattices are constants. They found K; to be 7/2,

\/-3_7r/2, and /27 for sc, bee, and fec lattices, respectively. Figure 2.3 shows the
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relative effective conductivity versus the logarithm of the gap width for the simple
cubic lattice. For all the cubic arrays, the relation is a straight line, as expected,
since the lubrication interaction is logarithmically singular with the gap width. The
simulation predicts the correct slope because it correctly adjusts for the sphere coor-
dination number. However, we see the simulation overpredicts K, and subsequently
Aesf [A. This is true for all the cubic arrays. To form the two-body capacitance
matrix for the lubrication regime, the simulation uses a matched asymptotic expan-
sion developed by Jeffrey (1978). The logarithmic singularity is based only upon
the geometry of the particle areas close to contact. However, Jeffrey’s O(1) cor-
rection, which contributes to K3, relies on the outer geometry, which in his case
for only two spheres is an unbounded medium. Obviously, this is not the outer
geometry for the cubic arrays. The higher the sphere coordination number the less
the outer geometry resembles that for two spheres, and the less accurate is the O(1)
correction and K. Near densest packing, however, the singularity will overwhelm
the approximate value of K5, albeit slowly since the singularity is only logarithmic,
and accurately predict Acss/A. Also, properly accounting for the non-zero particle
quadrupoles in Cs; will contribute to the accuracy of K, for the reasons already

mentioned.

In the case of non-perfect conductors with a conductivity ratio of 10, it was
found that using only the potential matrix invert to form the capacitance matrix
was fairly accurate for almost the entire range of volume fractions, except near clos-
est packing. As seen in Figure 2.2b and Tables II-IV, the simulation results compare
well to those of Sangani & Acrivos. For conductivity ratio 10, the simulation with-
out the addition of near-field interactions underpredicts the correct results, with
the error increasing as cpax is approached. Althoﬁgh the spheres are not perfect
conductors, there is some lubrication-like behavior near closest packing that is not
captured with only the potential invert. With the addition of two-body interac-
tions for this conductivity ratio, the simulation results compare extremely well to

the conductivities of Sangani & Acrivos.

For a sphere-to-matrix conductivity ratio of 0.01, the agreement between the
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simulation and the results of Sangani & Acrivos was excellent. Because the spheres
are insulators relative to the matrix, the effective conductivity decreases with in-
creasing volume fraction. The error was found to increase slightly as the sphere
volume fraction approached densest packing. It appears in the case of insulating
particles, the dipole description is quite accurate in describing the particles. Evi-
dently, the negative particle dipoles of insulating particles create a potential field
that effectively confines the flux of the conservable quantity to the “channels” of the
cubic arrays, as would be expected in the case of insulators. Since these “channels”
exist even at maximum packing, the effective conductivity never vanishes for cubic

arrays of near perfect insulators, which is observed in the results.
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2.7. Conclusions/Applications

In this paper we have outlined a method for determining the effective conduc-
tivity of an infinite suspension of particles. The method treats an infinite number
of particles without any of the convergence difficulties encountered by previous in-
vestigators. The method includes both far- and near-field particle interactions, and
thus is applicable at all volume fractions. As shown in the results section, the sim-
ulation method’s predictions of effective conductivities are quite good compared to
the known results for cubic arrays from dilute to near closest packing and for a
variety of conductivity ratios.

In Chapter 3 we use the method to determine the effective conductivity of ran-
dom suspensions of spherical particles. To date there has been no determination of
the effective conductivity of high volume fraction random suspensions of spheres.
In this study a Monte Carlo-type method is used to generate random particle con-
figurations, and the effective conductivity of the dispersions is calculated according
to equation (2.28). These results provide a fundamental data-base for comparison
with future theoretical and experimental work. In the analogous hydrodynamic
problem, Phillips, Brady, & Bossis (1988) found the effective suspension viscosities
to be in excellent agreement with experiment.

In addition to determining the effective conductivity of dispersions of parti-
cles, the method can be used to study problems associated with diffusion-limited
reactions between large particles and solute molecules. Highly reactive particles are
simulated, assuming perfectly qonducting spheres with zero potential, and deter-
mining the charge on the spheres with a constant average potential in the media.
Because the charge is equal to the flux of material reacted on the sphere, the effec-
tive reaction rate coefficient for the media can be calculated, for both random and

non-random systems, and is done in Chapter 5.

Coupled with “Stokesian dynamics,” the simulation method described here
will be used for the dynamic simulation of electrorheological fluids in Chapters 7
and 8. Electrorheological fluids are fluid suspensions of colloidal, dielectric particles

that exhibit interesting rheological behavior when subjected to an electric field.
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The forces on the individual particles of the suspension can be determined via
the induced dipoles calculated from the present method. These interparticle forces
combined with the hydrodynamic shearing forces in Stokesian dynamics allow one to
dynamically simulate the motions of the particles, as well as determine the effective
viscosity of the suspension. When combined, the two simulation methods provide
an excellent tool for understanding the interplay between the shear and electric
fields in the development of suspension microstructure and its resulting macroscopic
properties.

Finally, the simulation method developed here is also applicable to the molec-
ular dynamics simulation of dipolar fluids. For example, in the simulation of a
Stockmayer fluid by De Leeuw, Perram, & Smith (1983), they include ad hoc re-
action and external potential fields, arising from an assumed medium surrounding
the simulated particles, to address the long-range conditionally convergent dipole-
dipole interactions. As in the case of electrorheological fluids, the forces on the
dipolar fluid particles can be calculated from the dipoles determined in the simu-
lation method outlined in this paper. The dipoles are determined rigorously and
completely from the fundamental equations of electrostatics, without any ad hoc
assumptions. Indeed, while Ewald sums have often been used in the simulation
of dipolar or ionic fluids, questions have repeatedly arisen concerning the validity
of the Ewald method. The formulation presented here, which includes the effects
of the macroscopic boundary S, shows clearly that the Ewald summation corre-
sponds to an infinite statistically homogeneous medium. The present analysis can

be viewed as a justification of this often-used method.
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Appendix 2.1I. Faxén Laws

Faxén originally developed his laws to explicitly relate the force and torque
on a sphere due to the velocity field and its derivatives evaluated at the center
of the sphere for zero-Reynolds-number flow fields. In the same spirit, the various
electrostatic particle moments can be related to the potential field and its derivatives
evaluated at the center of the sphere. Because of their simplicity, we have used
electrostatic Faxén laws for spheres. However, it should be noted that the Faxén
laws can be developed for non-spherical particles as done by Brenner (19645) for the
force and torque on ellipses subject to a zero-Reynolds-number flow field. Below
we outline the derivation for the Faxén laws for the charge and the quadrupole.
The interested reader is referred to O’Brien (1979), who derived the Faxén law for

dipoles.

Charge Fazén Law
The potential on the surface of a single particle @ in any external potential

field is given by,

1 1

00 - 460 = 72 | 5 +eVe ) -nds,, (2.1.1)

where ¢(x) is the potential at a point x on the surface of the particle, ¢’(x) is the
external potential in the absence of the particle, and r = |y — x|. The other terms
are as defined in the main body of the paper. Now let us integrate both sides of
(2.1.1) over the surface of the sphere with respect to the variable x to give,

/ [$(x) — ¢'(x)]d /a o [3 o (F——+¢V )ndSdez. (2.1.2)

ax

The RHS of (2.1.2) can be evaluated by switching the order of integration and
evaluating the integral with respect to x first and then with respect to y. The

result is,

fa [¢(x) — ¢'(x)]dS. = q%\‘f (2.1.3)

Given the charge distributions in the particle and in the matrix we may expand

#(x) and ¢'(x) in their Taylor series about the center of the sphere and integrate



42
to evaluate the LHS of (2.1.3). Let us assume a constant charge distribution for
the matrix in the immediate vicinity of the sphere such that VZ¢'(Rqs) = n{q)/},
and all higher terms in the Taylor series expansion of ¢’(R,) vanish. Then (2.1.3)
becomes,

2
(4 2V0 4 2Tt o(Ra) — #(R) = o By

where the operation on ¢ is evaluated at the center of the sphere, R,. In general

the relation can be written as,

h(p)) + ") (2.1.5)

$(Ra) — ¢'(Ra) = L= 31

where h(p) is a dimensionless function of the charge distribution within the particle

defined by,
—47Xa ., a?

hp) = (Lt Li L g(Ra). (2.16)

For a perfect conductor, h(p) = 0 because VZ¢(R,), V44(R,), etc. are zero. For a
particle with constant charge p, h(p) = —;-'7_1 where v = A,/A. If there is no charge

distribution in the matrix, the last term in (2.1.5) vanishes.

Quadrupole Fazén Law
For a perfect conductor, the potential on the surface of the particle is given by,
, 1
o(x) — ¢'(x) = F ndS,. (2.1.7)
47l’ 39

We begin by multiplying both sides by (xx — %2—1) and integrating over the surface
of the sphere with respect to x to yield,

a?® ’ 1 a?_ 1
(xx — —TI)(¢(x) — ¢'(x))dS, = — (xx — —I)-F - ndS,dS,
aﬂa, 3 47TA anax 3nay 3 r
(2.1.8)
Interchanging the order of integration on the RHS of (2.1.8) and integrating with
respect to x, (2.1.7) then becomes,
2

/ (xx—%zl)(qs(x) ¢'(x))dS, = 5/\ (yy—%I)F-ndSy (2.1.9)

ar
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Note that the RHS of (2.1.9) is just the definition of a quadrupole for a perfectly
conducting sphere. The terms on the LHS of (2.1.9) containing ¢(x) sum to zero
for a perfectly conducting sphere since @(x) is constant over the sphere surface.
Expanding the external potential, ¢'(x), in its Taylor series about the center of the

sphere, and integrating the LHS of (2.1.10) yields,

47a® , a? a
_ = — — —IF - = —Qa, A.
= VVH(Ra) = 5 o, (vy ~ SDF -ndS, = =Q (2.1.10)
or
, __3Qq4
VVS(Ra) = - (2..11)

which is our Faxén law for the quadrupole of a perfectly conducting sphere.
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APPENDIX 2.I1. Ewald Sums of Potential Sub-Matrices

Here we list the remaining Ewald sums of the particle moments. All the sums

below were determined in the manner described in §5.

1 1 1
Z_,\; ; =gy [ 7)Yy av =
f#a
. o1 o (2.11.1)
mzz: Ep: Sﬁz‘M¢s+Z_AVZZSﬁz S

Br#ag
1 1 1 1 n 1
OB LA ARy G I A S

, 1 1
47rAZ Z Qs : Mgy °Q T V. 4 Y Qg i M),

ﬂnfao k#0
(2.11.2)
1
13 0~ i [ i =
w1 " (2.11.3)
r k
47r)\ Z Z 9, Mgy+ 47V, ZZ%,MGq’
ﬁ[#ao
n(S) 1 11 1
2 +mzﬁjsp-vyvy;—mfv_ve n(S) - V,V,=dV =
) B#a
Sap 40 .3 __ (r) (k)
A3 Fe i ,\Z Z Ser- MGSJFHVZZS‘” Mas:
ﬂ[#ao
(2.11.4)
n(q) 1
Zqﬁ y y__m n(q)V Vy dV——
(2.11.5)
1 n, 1 1 (k)
mz E o Vq+mvczzquvw
Bi#ap k#0
where,
=& orf -
(r) (r) 5.3 3 -1 € erfc(r)1 (Rao — Rg))
M{) = MY [(45 12426 ) =+ 5 ] —LL, (2.11.6)



45

1,k\2

1 kyal 24,2
ME = ME) = 17+ 5 ()| # /O sinlk - (Ra - RaIK, @117

M, =M, = M) =

—¢%r? _ _
|(8¢7r¢ — 3665+% 4 166° + 4¢r2) o+ 2erf:3(5’)] (Rao RﬂtlgRao Rp)
5.3 3 -1, € erfc(ér) 1[(Rao —Rp))(Rao—Rp) 1
+[(4§r 126%r 4+ 26r77) T t—0 H l,.s : —;],
(2.11.8)

and
k k k

4 ()+““



c
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.51
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Table 2.1II

Effective Conductivity of Simple Cubic Lattice

Ap/A =00
Mcs
1.000
1.158
1.333
1.529
1.750
2.000
2.286
2.615
3.000
3.455
4.000

4.289
4.291
4.292
4.293
4.295

Csc
1.000
1.158
1.333
1.533
1.762
2.031
2.357
2.771
3.332
4.190
6.099

12.123
12.412
12.765
13.221
13.865

S& A
1.000
1.158
1.333
1.531
1.756
2.018
2.333
2.727
3.250
4.040
5.880

11.675
11.962
12.314
12.767
13.408

Ap/A =10.0

Mgs Cse
1.000  1.000
117 1117
1.243  1.243
1.380  1.381
1529  1.533
16902  1.701
1.871  1.890
2.068  2.109
2.286  2.368
2.528  2.685
2.800  3.100
2.858  3.207
2.018  3.345

:Simulation with Mg} only.

:Simulation with Mgy and lubrication.

S & A :Results of Sangani & Acrivos (1982).

S& A
1.000
1.117
1.243
1.381
1.532
1.699
1.888
2.105
2.362
2.679
3.090
3.187
3.255

Ap/A =0.01
Mgy S&A
1.000 1.000
0.928 0.928
0.859  0.859
0.794 0.794
0.731 0.730
0.671 0.670
0.614  0.611
0.559 0.554
0.506 0.497
0.456  0.441
0.407 0.385
0.398 0.373
0.388  0.360
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0.68011
0.68012
0.68013
0.68014
0.68015
Mgs
Csa
S& A
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Table 2.I11

Effective Conductivity of Body-Centered Cubic Lattice

Ap/A =00

Mgs
1.000
1.158
1.333
1.529
1.750
2.000
2.286
2.615
3.000
3.455
4.000
4.667
5.500
6.572
7.091
7.375
7.378
7.379
7.379
7.379
7.379

Csa
1.000
1.158
1.333
1.532
1.757
2.018
2.326
2.696
3.151
3.728
4.487
5.541
7.151
10.368
13.439
24.763
27.513
27.983
28.551
29.271
30.251

S& A
1.000
1.158
1.333
1.530
1.751
2.002
2.292
2.631
3.035
3.530
4.157
4.900
6.294
0.024
12.009
23.080
25.781
26.237
26.786
27.474
28.397

Ap/A =100

Mgs Csc
1.000  1.000
1.117 1117
1.243 1243
1.380  1.381
1.529  1.532
1.692  1.700
1.871  1.885
2.068  2.088
2.286  2.310
2.528  2.565
2.800  2.863
3.106  3.200
3454  3.629
3.853  4.147
4029  4.400
4121  4.551

:Simulation with Mals only.

:Simulation with M(_;}s and lubrication.

:Results of Sangani & Acrivos (1982).

S& A
1.000
1.117
1.243
1.381
1.530
1.693
1.873
2.073
2.297
2.551
2.843
3.187
3.601
4.117
4.363
4.496

Ap/A =0.01
Mgy S&A
1.000  1.000
0.928  0.928
0.859  0.859
0.794  0.793
0.731  0.731
0.671  0.671
0.614  0.613
0.559  0.556
0.506  0.505
0.456  0.453
0.407  0.403
0.361  0.354
0.316  0.306
0.272  0.259
0.256  0.240
0.247  0.231



c
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
0.70
0.71
0.72
0.73
0.74
0.7401
0.7402
0.7403
Mgs

Csc
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Table 2.IV

Effective Conductivity of Face-Centered Cubic Lattice

Ap/A =00
Mgs
1.000
1.158
1.333
1.529
1.750
2.000
2.286
2.615
3.000
3.455
4.000
4.667
5.500
6.572
8.000
8.345
8.714
9.111
9.539
9.543
9.547
9.552

Csc
1.000
1.158
1.333
1.532
1.757
2.018
2.326
2.694
3.145
3.712
4.440
5.430
6.824
8.984
13.028
14.538

© 16.122

19.385
33.436
34.482
35.850
37.833

S& A
1.000
1.158
1.333
1.530
1.751
2.002
2.292
2.631
3.035
3.530
4.157
4.900
6.294
9.024
10.611
11.893
13.680
16.677
30.392
31.429
32.783
34.743

Ap/A =100

Mgs Csc
1.000  1.000
1117 1117
1.243  1.243
1.380  1.381
1520 1532
1692 1.700
1.871  1.880
2.068  2.080
2.286  2.300
2.528  2.549
2.800  2.830
3.106  3.154
3.454  3.552
3.853  4.000
4316  4.556
4630  4.929
4742 5.100

:Simulation with Mc—;ls only.

:Simulation with Mgy and lubrication.

S & A :Results of Sangani & Acrivos (1982).

S& A
1.000
1.117
1.243
1.380
1.530
1.693
1.872
2.070
2.290
2.537
2.816
3.134
3.502
3.935
4.454

4.818
4.951

Ap/A = 0.01
Mgy S&A
1.000  1.000
0.928  0.928
0.859  0.859
0794  0.794
0731  0.731
0671  0.671
0614  0.614
0.559  0.559
0.506  0.506
0.456  0.455
0.407  0.405
0361  0.358
0.316  0.312
0272 0.267
0.231  0.223
0.207  0.197
0.199  0.189
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Figure 2.1. Sketch of sections of the distant boundary surfaces, S/ and S.,, which
surround x. The surface S/, passes only though the matrix and does not intersect

particles. The surface So, cuts through both the particles and the matrix.
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Figure 2.2a. Effective conductivity versus vglume fraction for a simple cubic
lattice with sphere-to-matrix conductivity ratio of co(a) and 10.0 and 0.01(b). The
open symbols are results of the simulation method with and without near-field
interactions, and the solid lines are the analytical results of Sangani & Acrivos.

Results for body- and face-centered cubic lattices are similar.
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Figure 2.3. Effective conductivity near closest packing for a simple cubic lattice
of perfectly conducting spheres. The open symbols are the simulation results with
near-field interactions, and the closed symbols are the analytical results of Sangani
& Acrivos. Note the logarithmic behavior of the conductivity with the gap width

as predicted by asymptotic analysis.
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CHAPTER 3

EFFECTIVE CONDUCTIVITY OF RANDOM HARD-SPHERE
SUSPENSIONS

3.1. Introduction

In the previous chapter we outlined a simulation method for determining the
effective conductivity of an arbitrary configuration of particles. We successfully ver-
ified the method by comparing our simulation results to the known analytical results
of Sangani & Acrivos (1982) for cubic arrays. In this chapter we shall apply the
method to determine the effective conductivity of a random hard-sphere dispersion
over nearly the entire volume fraction range. As mentioned earlier, Maxwell (1873)
first began work on this problem 120 years ago by calculating the O(c) correction
to the conductivity. Until now, the best theoretical calculation of the effective con-
ductivity is the O(c?) result of Jeffrey (1973). Here, we shall extend the database
up to sixty volume percent and bring this long-standing problem to a close.

In §3.2 we briefly review the method and its application to the problem of de-
termining the effective conductivity of random suspensions. The method and the
results will be discussed in the context of charge transport or electrical conductivity,
but by mathematical analogy, they apply to thermal and mass transport, electric
displacement, and magnetic induction. In addition we describe how a random infi-
nite suspension of spherical particles is generated with a Monte Carlo method and
periodic boundary conditions. In §3.3 the results of the simulations are compared
to the theoretical work of Jeffrey and the bounds of Torquato & Lado. These simu-
lation results are also compared to the physical measurements of Meredith & Tobias
(1960) on the electrical conductivity of emulsions and to those of Turner (1976) on
the electrical conductance of spherical resins fluidized in aqueous salt solutions.
3.2. Simulation Method

The method for determining the effective conductivity of a random dispersion
of particles is explained in detail in Chapter 2. Here we briefly describe the method

and discuss how we model random suspensions of spherical particles with 2 Monte
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Carlo scheme and periodic boundary conditions.

Calculation of the Effective Conductinity of Suspensions
Consider an infinite, statistically homogeneous suspension of particles with
conductivity A, immersed in a matrix of conductivity A with a particle volume

fraction ¢. Within each phase the continuum equations of conductive transport,
V.-F=0, (3.1)

F = —A@)V(ﬁ, (3.2)

are satisfied. The first equation indicates there is no charge source or sink in either
phase, and the second equation is a Fick’s law constitutive equation that relates the
electric current or flux, F, to the potential gradient, V¢, with A(,) taking on the
value A or A, in the matrix or particle phase, respectively.

The suspension is subject to a macroscopic or volume average potential gra-
dient, G = (V¢), producing an average flux (F). Because the transport equations
(3.1) and (3.2) are linear, the average flux is linearly related to the average gradient
by,

(F) = —Aess - G, (3.3)

where A.fs is the effective conductivity tensor. As shown by Batchelor (1974) the
average flux for a statistically homogeneous medium of charge-free particles is also
given by,

(F) = —AG + n(S), (3.4)

where

S = / (xF + A¢I) - ndS. (3.5)
89,

The quantity (S) is the average particle dipole and n is the particle number density.
Note in (3.5) x is a point on the particle surface relative to a reference point within
the particle.

The calculation of the effective conductivity reduces to the determination of the

relationship between the average dipole and the average potential gradient. Again
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due to the linear nature of the problem, there exists the exact relationship,

(5) - (e ce2) (%) 9
among N particles. The vectors q,S,®, and G contain the N particle charges,
the 3N components of the particle dipoles, the N relative particle potentials at
each particle reference point, Rg (¢(Rg) — (¢(Rps))), and 3N components of the
average potential gradient, respectively. The matrix in (3.6) is called the capacitance
matrix, C, in electrostatics. Its submatrices relate the charge to the potential, Cyo,

the charge to the gradient, C4q, etc. Solving the matrix equation for zero-charge

particles and averaging over the N of them yields,
(S) =(Cse - Cq0™ ! - Cyg — Csq) - G, (3.7)
and combining it with (3.3) and (3.4) gives
A=A —n{Csgs-Cys™'-Cyq — Csa), (3.8)

for the effective conductivity tensor. The capacitance matrix and its submatrices
are purely geometric quantities completely determined by the configuration of the
particles. Thus, the effective conductivity depends entirely upon the details of the
suspension microstructure, and the problem reduces to one of determining the N-
body capacitance matrix.

The capacitahce matrix is approximated by,
C~M™1+Cy — CS. ' (3.9)

The mobility or “potential” matrix, M, in its ezact form is the inverse of the capac-
itance matrix. Here, the potential matrix is approximately formed from a moment
expansion about each particle derived from the integral equation representation of
(8.1) and (3.2). The moment expansion can be carried out to any level. The accu-
racy of the potential matrix and, hence, the potential invert depends on the number

of terms retained in the expansion. In this present paper we will consider moment
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expansions through both the dipole and quadrupole levels. The inversion of this
potential matrix accurately captures the many-body far-field particle interactions
since the inversion is equivalent to a many-body method of reflections solution.
Note, care must be taken in forming the potential matrix in this way for an infinite
suspension because the particle interactions are long-ranged, giving rise to conver-
gence difficulties. The reader is referred to Chapter 2 for a detailed description of

the formation of the potential matrix for a finite or infinite suspension of particles.

As mentioned in the introduction, perfectly conducting particles near contact
at different potentials, say due to a macroscopic electric field, will have a logarithmi-
cally singular charge flux between them. This charge flux will be localized at nearly
a point, so from equation (3.5) we see that the particles’ dipoles are logarithmically
singular as well. (Indeed the essence of this argument combined with equations
(3.3) and (3.4) gives the logarithmic singularity for the effective conductivity noted
by Batchelor & O’Brien (1977).) Although the potential invert captures the far-
field interactions, it does not capture these near-field interactions, particularly those
singularities in the charge flux and the dipole for particles near contact. An infi-
nite number of moments would be required in the potential matrix formulation to
capture these singularities. To include these near-field effects, exact two-body in-
teractions Cgy, less the far-field two-body interactions up to dipoles or quadrupoles
depending upon the number of moments included in the potential matrix C23, are
added to the approximate potential invert. The two-body capacitance matrix con-
tains the interactions between particles o and S, ignoring particles 6,+, etc., and
the interactions between particles o and 6, ignoring particles B,7, etc., and so on.
The far-field two-body interactions are subtracted since they were already included
in the potential invert. The two-body capacitance matrix for perfectly conducting
spheres can be constructed from the solutions of Jeffrey (1973, 1978) and Davis
(1964) for two spherical conductors in a linear potential gradient. The method’s
results compare extremely well to those of Sangani & Acrivos (1982) for the effective
conductivity of perfectly conducting particles in cubic arrays as was shown in our

earlier paper. It was also discovered that for modest conductivity ratios of about 10
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or less, the far-field interactions in the potential invert were sufficient to accurately

determine the effective conductivity.

Generation of a Random Hard-Sphere Dispersion

To use the capacitance matrix to calculate the dipoles for an infinite suspen-
sion, we apply periodic boundary conditions on N spheres in a cubic cell to model
an infinite suspension. An infinite random suspension was modeled by randomly
placing the N spheres in the periodic cell using the following steps: First, the
spheres are placed on an initial simple cubic, body-centered cubic, or face-centered
cubic lattice superimposed on the cubic periodic cell, whose size is chosen to satisfy
a given sphere volume fraction ¢. Note for some choices of N, initial lattice-type,
and c, the lattice is only partially filled, which presents no difficulty to the method
described below, and some other choices are not possible. After choosing only re-
alizable combinations, the spheres are moved about the periodic cell with a Monte
Carlo method. That is, the spheres, one by one, are moved a small distance d in
some random direction, and the cycle is repeated a large number of times. Care
is taken so that spheres leaving on one side of the periodic cell reappear on the
opposite side, and that spheres do not overlap and are not in contact with others
in the cell or in the neighboring periodic cells. This method has been employed by
others (Lee & Torquato 1988) fo generate hard-sphere dispersions.

After each m cycles, the effective conductivity is calculated for the particular
realization and the average position statistics are updated. The average position
statistics at the end of the run are used to generate a simulation hard-sphere dis-
tribution function, g(r). If the simulation distribution function compares well with
the known distribution function, we are confident then that the average effective
conductivity computed is that of a random dispersion of hard-spheres.

Figures 3.1(a — ¢) illustrate the distribution functions calculated for 32 spheres
in a cubic periodic cell initially placed on a face-centered cubic lattice for ¢ = 0.4,0.5,
and 0.6. The Monte Carlo step size, d, and the cycles between samples, m, are listed
in Table I. In each case 200 realizations were used to compute the g(r)s presented

here. For ¢ = 0.4 the average g(r) of the simulation is identical to a hard-sphere ra-
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dial distribution up to a distance of about 6.9 (non-dimensionalized with the sphere
radius). (The exact hard-sphere distribution is calculated from the Percus-Yevick
analytical solution given by Smith & Henderson (1970) for r < 10 and the large r
solution given by Perry & Throop (1972).) Beyond this distance there are small
negative deviations in the distribution function and isolated large positive “spikes.”
The cell size for this system is 6.95 indicating that the periodic boundary conditions
do influence g(r). Indeed these isolated spikes correspond to each particle’s image
in the surrounding periodic cells. For lower volume fractions the comparisons of
the simulation g(r) and that for true hard-spheres are qualitatively similar. While
we conclude that periodic boundary conditions do not truly generate a random
suspension far from a spheres center for finite N, the spheres within these spike
regions contribute negligibly to each sphere’s dipole compared to the contribution
of the nearer particles. Because the near-field g(r) is reproduced faithfully in the
simulations, we are confident that we are measuring the effective conductivity of
a random suspension for ¢ < 0.4. Note that for large N, the range of agreement
between the simulation and exact g(r) will increase since the cell size increases with
N. The spikes are moved further away from the sphere center since each sphere’s
periodic images are further away. The effect of cell size on the effective conductivity

is discussed in §3.3.

Figures 3.1(b — ¢) compare the simulation g(r) to the exact g(r) for ¢ = 0.5
and 0.6, respectively. The theoretical g(r)s shown in Figures 3.1(b — ¢) are for the
continuation of the fluid phase into the two-phase region. A hard-sphere system
undergoes a phase transition from a disordered fluid to an fcc crystal for ¢ > 0.494.
The two-phases coexist for 0.494 < ¢ < 0.55, and the fcc lattice is the equilibrium
phase above ¢ = 0.55. For both volume fractions at large r, the Monte Carlo g(r) has
peaks corresponding to an fcc lattice structure as well as to each sphere’s periodic
image. However, the near-field g(r) for ¢ = 0.5 is very close to the exact value up
to r ~ 5.0, so we have confidence that the effective conductivity for this volume
fraction is close to that of a random hard-sphere dispersion, especially in light of

forthcoming comparisons to experimental systems that probably approximate hard-
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sphere dispersions. The simulation g(r) for ¢ = 0.6 appears only correct up to a
r = 3, with deviations from the exact value thereafter even larger than those for
¢ = 0.5. It is not known how much these deviations effect the calculated effective
conductivity. We report the conductivity for ¢ = 0.6 but with the reservation that
it may not be that of a random hard-sphere dispersion. Note, we also performed a
simulation at ¢ = 0.6 for 99 spheres per cell and found no change in the effective
conductivity or the distribution function, except that the spikes were further away
from the sphere center for 99 versus 32 spheres.

For ¢ > 0.6 the simulated distribution function represents more perturbations
to a face centered-cubic lattice, the initial lattice, than a random hard-sphere distri-
bution. We have been unsuccessful with using this Monte Carlo scheme to generate
a random suspension that even reproduces the near-field g(r), so we report here
only conductivities for ¢ < 0.6.

Increasing the number of cycles between samples and /or the number of samples
in the Monte Carlo procedure will not alter the g(r)s for ¢ > 0.5, because of the
phase transition between randomly dispersed and fcc crystalline structures for hard-
sphere suspensions. As far as we know, no method has been developed to generate
a periodically replicated, densely packed, random hard-sphere dispersion.

Finally, note that any system for the formation of the particle configurations
could be used for the simulatioﬁ. A real suspension is most likely formed by hydro-
dynamic flows or some other processes. We have chosen the Monte Carlo method
because it is well defined, easily reproducible by other workers, the configurations
it generates conform to those of past theoretical studies, and it seems to model

experimental conditions well.
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3.3. Effective Conductivity Results

The method outlined in the previous section was applied to determine the effec-
tive conductivity for a random suspension of spheres for ¢ < 0.6 and particle-matrix
conductivity ratios, A, /A, of 00, 10, and 0.01. The bulk of the simulations were per-
formed for 32 particles initially placed in a face-centered cubic lattice superimposed
on a simple cubic periodic cell. The simulation conditions including the Monte
Carlo step size, number of cycles between sampling, and the number of realizations
for the bulk of the data are summarized in Table I. Using the quadrupole formula-
tion of the potential matrix requires an additional matrix inversion, substantially
increasing the execution time, so fewer realizations are sampled. Simulations were
also done for 27 particles initially placed in a simple cubic lattice for ¢ = 0.1 and
0.3 and showed no differences in g(r) or the average effective conductivity. Al-
though the simulation computes the tensorial effective conductivity, Aeg, a random
hard-sphere dispersion is isotropic on average, and A.g averaged over a number of
realizations can be represented by A.ssI, where A.ss is the scalar effective conduc-
tivity. All conductivities reported here are relative to that of the matrix. These
average effective conductivities computed with the simulation are listed in Table II

and plotted in Figures 3.4(a — c).

Table II lists the effective conductivity using the dipole formulation for the
three conductivity ratios. The effective conductivity for A,/A = oo and 10 was
calculated with and without the near-field two-body interactions. The addition of
two-body interactions contributes substantially at large volume fractions, especially
for the infinite conductivity ratio. For Ap/A = 0.01, no two-body interactions were
added to the potential invert. From the results for cubic arrays, it was found that
this was quite accurate, though at large volume fractions the effective conductivities
were slightly overestimated. Table II also lists the 95% confidence limits computed
from the realizations sampled. In general the variation increases with increasing
volume fraction and particle-matrix conductivity ratio. As the particles are moved
about the cell in the Monte Carlo randomization, particle clusters are formed that

provide locally (in)efficient paths of conduction for Ap/A (<) > 1 since the charge
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prefers the path of least resistance. As mentioned earlier, this fact is reflected in
the logarithmic singularity observed in the charge flux and the dipoles of perfectly
conducting particles near contact. In general we may consider the effect of cluster-
ing in terms of induced dipoles. For conductivity ratios greater than one, particles
nearby induce even greater individual dipoles due to their interactions, so clusters
will increase the conductivity relative to a “well-separated” suspension by increasing
the average particle dipoles. Similar arguments show that for conductivity ratios
less than one, the clusters will decrease the conductivity relative to a well-separated
suspension. The number and length of the clusters varies from realization to real-
ization sampled, so a variation in the effective conductivity is observed. However,
the largest variation is only about 7% of the average effective conductivity, which
is a consequence of the weakness of the logarithmic singularity. Also, for perfectly
conducting particles, the effective conductivity is expected to approach infinity as ¢
approaches closest-packing, about 0.63 for a hard-sphere dispersion. Figure 3.4a in-
dicates that the réte of change in the effective conductivity increases as ¢ increases,
which is, at least in appearance, consistent with an infinite conductivity at closest-
packing. Note also, though, that along with the rapid rise in the conductivity there
should be an increase in its variance with increasing volume fraction. At ¢ = 0.6
and A,/A = oo, the effective conductivity confidence limits actually decrease, prob-
ably due to the inadequacies in the the Monte Carlo method. This indicates that
caution must be used in assigning this conductivity to that of a random hard-sphere

dispersion.

Also included in Figures 3.4(a — b) are the results using the quadrupole for-
mulation for conductivity ratios of co and 10. The results using quadrupoles for
the conductivity ratio 0.01 are hardly distinguishable from the dipole results and
so are not plotted. The most noticeable change is for A,/A = co. The effective
conductivity is lower using the quadrupole formulation than using the dipole for-
mulation for ¢ > 0.4, particularly at ¢ = 0.6 where there is also a noticeable change
in conductivity for A,/A = 10. This is best explained by considering the change in

the effective conductivity for regular lattices with the quadrupole formulation.
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For any regular lattice, the sphere quadrupole is zero for charge-free spheres;
hence, the addition of quadrupole terms will not improve the accuracy of the po-
tential invert. However, the C3? matrix includes the far-field two-body, in general,
non-zero quadrupole term. When subtracting C5? from M~1, we have subtracted
a quadrupole piece not present in the potential invert. The effect is to reduce the
absolute average in (3.7) and hence reduce the effective conductivity. Note that as
the volume fraction approaches maximum packing, the lubrication singularity will
dominate and the conductivity will be independent of the formulation. Unfortu-
nately, since the singularity is weak, the particles must be extremely close together

for this to occur.

As discussed earlier the g(r) at ¢ = 0.6 indicates a perturbed fcc structure, close
to a cubic lattice, so as explained above the effect of the quadrupole is practically
zero for the potential invert, but the subtraction of C3p will reduce the effective
conductivity relative to the dipole formulation. The differences at ¢ = 0.4 and 0.5
are slight and may be due either to the less ordered nature of the suspension at these

volume fractions or to the quadrupole formulation simply giving a better result.

From Chapter 2 (1990) it was found that the dipole formulation for infinite con-
ductivity ratios overpredicted the effective conductivity for cubic arrays compared
to the results of Sangani & Acrivos (1982). Using the quadrupole formulation, it
was found that the effective conductivities for all the cul;ic lattices were reduced
compared to the results from the dipole formulation for high volume fractions.
This reduction is entirely due to the modified two-body interactions which now
include the quadrupoles, since for cubic lattices there is no coupling between the
quadrupoles and the dipoles. It turns out that when using the quadrupoles, and
comparing the method to the results of Sangani & Acrivos, it now underpredicts the
effective conductivity for simple cubic lattices, still overpredicts the effective con-
ductivity for face-centered cubic lattices, and now only very slightly overpredicts
the effective conductivity for body-centered cubic lattices. Recall that the coordi-
nation number for a body-centered cubic lattice is 8 and the estimated coordination

number is 6 to 7 for a random array, so using the quadrupole formulation probably
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underpredicts the effective conductivity of random arrays. Indeed, as will be shown

later, the computed results do straddle one set of experimental results.

The effects of periodic cell size on the effective conductivity were tested by
varying the number of particles per cell for ¢ = 0.4 and A,/A = oco. For 4 to 65
particles per cell, the minimum, maximum, and average effective conductivities were
found to reach a constant value at about 32 particles per cell, as displayed in Figure
3.2. The variation in the maximum and minimum was largest for the least number
of particles per cell because it is more likely to have a small number of particles
either form a cluster, an efficient path for conduction, or be completely unconnected,
the least efficient configuration for conduction. Based on these simulations we are
confident with our results for other volume fractions with only 32 particles per
periodic cell. Note that in the analogous hydrodynamic problem of determining the
effective viscosity of a suspension of spheres, Phillip, Brady, & Bossis (1988) have

shown that 27 particles are sufficient to give a good average value.

Figure 3.3 presents the current average (the average of the three eigenvalues
of Aeg) and the running average of the effective conductivity for ¢ = 0.4 and
32 particles for 200 realizations, as well as the current maximum and minimum
eigenvalues of the effective conductivity matrix. The data we report in Table 3.II
are averaged over 150 to 200 realizations for the sake of thoroughness, however, from
Figure 3.3 it appears 10 to 40 realizations would be sufficient to calculate an accurate
effective conductivity. Plots for other volume fractions are qualitatively similar,
except for increasing fluctuations with increasing volume fraction and conductivity

ratio.

The results of the simulation compare quite well to previous theoretical work
and experimental measurements. Table II also lists the effective conductivities
computed with Jeffrey’s O(c?) correction. His results closely follow those of the
simulations up to a volume fraction of 0.2 for A,/A = o0, 0.3 for A,/A = 10.0, and
0.5 for Ap/A = 0.01. This provides a check on our simulation as well as defining the

limits of Jeffrey’s results. In addition the results of the Clausius-Mosotti equation
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are listed in Table II. The Clausius-Mosotti equation is
Xerr = (1+2Bc)/(1—¢c), (3.10)

where

B=0p/A=-1)/(Ap/A +2). (3.11)

It is derived by assuming that the effective electric field experienced by a particle is
the applied field plus that induced by an average over the particle dipoles. Further,
it is assumed that each particle’s dipole is the average particle dipole; hence, the
formulation is a self-consistent mean-field theory. Exact details of the derivation
are given by Jackson (1975). As shown in Table II, the Clausius-Mosotti equation
predicts conductivities within 10% of our method for A, /A = 10.0 and 3% for A\,/A =
0.01, indeed far better than Jeffrey’s O(c2) result for the former case. It is not
as successful for an infinite conductivity ratio for fairly concentrated suspensions,
indicating the importance of the near-field interactions for high-conductivity ratio
materials. As we shall see in the next section on percolation experiments, these
near-field interactions often dominate and are the essential basis for the behavior
of suspensions of particles near contact.

Figures 3.4(a — ¢) illustrate the simulation results along with the upper and
lower bounds derived by Torquato & Lado (1986). There is no upper bound for
an infinite conductivity ratio because the microstructural information included in
the problem formulation does not preclude the formation of an infinite percolating
cluster, which would result in an infinite effective conductivity. The simulation
results lie on the lower bound for volume fractions less than 0.2, and above it
for all higher volume fractions. For a conductivity ratio of 10.0, the simulation
results lie along the lower bound up to about a volume fraction of 0.4, after which
the simulation results using the dipole formulation lie slightly above it. Using
the quadrupole formulation, the effective conductivity predicted by the simulation
lies along the lower bound up to a volume fraction of 0.5, though the bound is
still higher for ¢ = 0.6. For a conductivity ratio of 0.01 the simulation results lie

precisely along the upper bound, except for ¢ > 0.5. No two-body interactions were
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added, which in this case tend to slightly overestimate the effective conductivity at
large volume fractions, a result also seen with comparisons to cubic arrays. Since
the deviations were small in those comparisons, it is reasonable to conclude that
for particle-matrix conductivity ratios less than one, the upper bounds are the true
effective conductivity.

Meredith & Tobias (1961) experimentally measured the electrical conductivity
of well-mixed, water-propylenecarbonate emulsions of narrow size distribution in
aqueous KCl solutions for volume fractions ranging up to 0.5. By varying the salt
concentration, they varied the emulsion droplet-solution conductivity ratio from 101
to 0.172. From their experiments they developed an accurate correlation, based
loosely upon the theory of Fricke {1924), which is an extension of the Clausius-
Mosotti equation, for their effective conductivity data, namely,

_ 12+ 2fc, 24 (26— 1)c
Aesrs = (Z—ﬁc)(2—(ﬂ+1)c)’

(3.12)

Their correlation is plotted in Figure 3.4a for an infinite conductivity ratio, and the
simulation results for the dipole formulation agree perfectly up to a volume fraction
of 0.5. The disagreement at higher conductivity ratios is probably due to the limited
range of the correlation. At volume fractions higher than 0.5, the singularity in
charge flux becomes more important as more particles are in near contact. Meredith
& Tobias’s correlation can in no way capture the expected rapid rise in the effective
conductivity near maximum packing of a random suspension. Note also that the
quadrupole result at ¢ = 0.6 is below the correlation curve, which is consistent with
arguments made earlier about the quadrupole slightly underpredicting the effective
conductivity. The simulation results also agree quite well with their correlation for
the other conductivity ratios as shown in Figures 3.4(b — c).

Finally, the electrical conductivities of ion-exchange and non-sulphonated resins
fluidized in aqueous NaCl solutions for conductivity ratios of 14400, 10, and 0 mea-
sured by Turner (1976) are plotted in Figures 3.4(a — ¢). Turner’s results for an
infinite conductivity ratio are far above those of the simulation. From the informa-

tion provided in Turner’s paper we have no explanation for the large discrepancies
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between his data and the simulation results and the data of Meredith & Tobias.
However, for the more modest conductivity ratio of 10.0 and 0.01 the simulation
results agree extremely well with those of Turner, even up to a volume fraction of
0.6. This indicates that the discrepancies at high conductivity ratios are proba-
bly not due to differences in particle configurations but rather to an unaccounted
for physicochemical phenomena for charge transport associated with the extremely

high conductivity ratio in Turner’s experiment.

Note that in our comparison to experimental measurements, we assume that
the experimental systems studied are random hard-sphere dispersions. There is,
however, no necessity that this be true. The flow fields used in both experiments to
disperse the particles do not guarantee random hard-sphere dispersions and could
in fact create a different suspension microstructure. The excellent agreement be-
tween the simulations and the experiments indicates that either the experimental
microstructures are random hard-sphere dispersions or the results up to the volume
fractions reported here are rather insensitive to the exact suspension configurations.
Examining the conductivities for cubic lattices reported in Chapter 2, we find that
around volume fractions of 0.3 to 0.5, the sc lattice is substantially more conduc-
tive than either the bcc or fcc lattice, the latter two of which are almost equally
conductive in this volume fraction range and whose particles are fairly well-spaced
compared to the sc lattice. Since the bcc and fce lattices have widely different
coordination numbers and the random arrays should have a coordination number
a bit less than the bcc lattice, it is reasonable to conclude that the experimen-
tal microstructure may not be exactly a hard-sphere dispersion, but is probably

well-dispersed so the conductivities in either configuration are equivalent.

After this work was completed and in press, we learned that Kim & Torquato
(1990) have recently developed a method to determine the effective conductivity of
a random suspension from numerical simulations of random walkers. The random
walkers or tracers are released in a Monte Carlo-generated random hard-sphere
suspension. The tracers walk more quickly in the higher conductivity medium, and

the times and mean-square displacements are recorded in the simulation. From this
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information, an effective diffusivity or analogous conductivity can be determined.
Our results are found to compare extremely well to those of Kim & Torquato, and

in fact they use our results as a check of their method.
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3.4. Conclusions

We have presented computational simulation results for the effective conduc-
tivity for random hard-sphere dispersions for particle-to-matrix conductivity ratios
of 0o, 10, and 0.01 for volume fractions up to 0.6. These results compare extremely
well to the past theoretical work of Jeffrey (1973) and Torquato & Lado (1986)
as well to experimental measurements of Meredith & Tobias (1960) and Turner
(1976). It is also found that the Clausius-Mosotti equation is quite accurate for
conductivity ratios of 10 or less and, based on our results, it is of comparable accu-
racy to Jeffrey’s calculations. The numerical results are representative of random
hard-sphere suspensions based upon the computed radial distribution functions for
the simulations. However, no effective conductivities for volume fractions near clos-
est packing could be computed because we were unable to generate a close-pack
random suspension with the Monte Carlo method. Of course, the effective conduc-
tivity of random hard-sphere dispersions near closest packing generated by other
means could also be calculated with the simulation method. In fact, although we
selected Monte Carlo methods for generating each realization, the effective conduc-
tivity could be calculated from configurations generated by hydrodynamic forces
or any other processes. These configurations, and hence the effective conductivity,
would include microstructural features arising from the particular process, which
is an example of the relation of macroscopic properties of a dispersion to its past

processing environment.
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Table I

Summary of Simulation Conditions

Monte Carlo Cycles between Total number

¢ step size, d sampling, m of samples
0.05 0.25 1000 200(20)
0.10 0.25 1000 150(20)
0.20 0.15 2000 150(20)
0.30 0.10 2000 200(20)
0.40 0.10 3000 200(20)
0.50 0.02 5000 200(20)
0.60 0.01 20000 200(20)

All simulations reported here are for 32 spheres. The parenthetical values are

the total number of samples using the quadrupole formulation.
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Table II

Effective Conductivity - Random Dispersion of Spheres

(Dipole Formulation Only)

Ap/A = o0
M™! only C Jef frey's Claustus—
c Aers/A (£95% conf.) Aers/A (£95% conf.) O(c?) result Mosotti Eqn.
0.00 1.000 1.000 1.000 1.000
0.05 1.160 £ 0.009 1.162 £ 0.010 1.161 1.158
0.10 1.341 1+ 0.024 1.352 4 0.030 1.345 1.333
0.20 1.772 £ 0.053 1.821 4+ 0.081 1.780 1.750
0.30 2.341 4+ 0.095 2.529 £ 0.168 2.306 2.286 -
0.40 3.079 1+ 0.120 3.590 £ 0.230 2.923 3.000
0.50 4.065 + 0.128 4.967 £ 0.339 3.628 4.000
0.60 5.100 £ 0.098 8.853 + 0.524 4.424 5.500
Ap/A =10
M1 only C Jeffrey's Claustus—
¢ Aers/A(£95% conf)  Asp/A (£95% conf.)  O(c?) result Mosotti Eqn.
0.00 1.000 1.000 1.000 1.000
0.10 1.246 +0.011 1.247 4+ 0.011 1.240 1.243
0.20 1.540 £ 0.028 1.545 + 0.028 1.511 1.529
0.30 1.889 1+ 0.046 1.944 £+ 0.046 1.812 1.871
0.40 2.300 4 0.046 2.443 £ 0.046 2.144 2.286
0.50 2.817 1+ 0.049 3.080 £ 0.053 2.507 2.800
0.60 3.589 £ 0.026 3.966 + 0.041 2.900 3.455
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Table II (continued)
Effective Conductivity - Random Dispersion of Spheres
(Dipole Formulation Only)

Ap/A = 0.01

M1 only Jef frey's Clausius—

¢ Aess/A (£95% conf.)  O(c?) result  Mosotti Eqn.
0.00 1.000 1.000 1.000
0.10 0.859 £ 0.004 0.858 0.859
0.20 0.729 + 0.005 0.727 0.731
0.30 0.600 + 0.007 0.608 0.614
0.40 0.504 £+ 0.010 0.501 0.506
0.50 0.406 4+ 0.012 0.455 0.407
0.60 0.308 £ 0.005 0.297 0.316

M™! indicates only the potential matrix invert (dipole formulation) was used for the
calculation of the particle dipoles, while C indicates that the two-body interactions (also

dipole formulation) were also included.
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Figure 3.1a The exact (. ) and simulation (x) radial distribution function, g(r),
for (a) ¢ = 0.4, (b) ¢ = 0.5, and (¢) ¢ = 0.6. The simulation g(r) is the average of 30
realizations for 32 particles per cubic cell in an initial fcc lattice. Other details are
in the text and Table I. The isolated “spikes” correspond to each sphere’s periodic
image, and the large, smooth deviations observed at large r for ¢ = 0.5 and 0.6

correspond to the sphere positions of the initial fcc lattice.
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Figure 3.1b See previous caption.
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Figure 3.1c¢ See previous caption.
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Figure 3.2 The average maximum (o) and minimum (A) and average (0) effective
conductivities versus number of particles per periodic cell for ¢ = 0.4. Note the

effective conductivity is independent of the number of particles per cell for N > 20.
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Figure 3.4b The effective conductivity versus volume fraction for A,/A = (a) oo,
(6) 10, and (¢) 0.01. In addition to the dipole (A) and quadrupole (L) simulation
results within this suite of figures, the upper and lower bounds on the conductivity
computed by Torquato & Lado (—— —~) are shown as well as the experimental
correlation of Meridith & Tobias (+« + » ) and the data of Turner. The Turner data
are for Ap/A = 14400 (o) in 4(a), 10.0 (o) and 10.8 (A) in 4(b), and 0.0 (o) in 4(c).
Note the break in the conductivity coordinate in figure 4(a).
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CHAPTER 4
PERCOLATION OF NEARLY TOUCHING SPHERES

4.1. Introduction

Imagine a very large lattice, say simple cubic, inserted between two conducting
plates each at a different potential. Initially, all the sites are occupied by insulating
cubes, and one by one sites are chosen at random and replaced by a cube of finite
conductivity. There will be no conduction across the gap between the plates until
the percolation threshold has been reached, namely the condition when there exists
one spanning or percolating cluster of conducting cubes connecting one plate to
the other. For 3-D lattices filled with cubes the typical percolating threshold is
at a volume fraction of about 0.29 (Scher & Zallen 1970). After this percolating
threshold has been reached, the conductivity, normalized with that of a conducting
cube, increases to one at a unit volume fraction of conductors. This is called a site
percolation problem, since sites are either conducting or insulating. The conduc-
tivity for these numerical experiments is found to scale as (¢ — ¢c)* when c is near
the percolation threshold ¢.. Previous numerical experiments have established u
at about 2.0 for three-dimensional lattices (Stauffer 1985). Reversing the proce-
dure — starting with all conductors and replacing them by insulators — results in a
retracing of the conductivity curve mentioned above-the conductivity becomes zero
as the last connecting path is broken. |

There are a number of variations on this experiment. One possibility is to
begin with finite conductors everywhere in the lattice, and replace the sites ran-
domly with superconductors. In this case the conductivity across the plates begins
at unity and increases toward infinity as the percolation threshold is approached.
Another possibility is to connect each site by the appropriate number of bonds for
the lattice type where each bond is either a superconductor or conductor. This
is called bond percolation. The salient features about percolation phenomena are
that the conductivities change dramatically at the percolation threshold and are

successfully described by power laws near this threshold.
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In this brief chapter, we apply the simulation method developed in Chapter 2
to perform percolation-like experiments on cubic arrays of nearly touching, perfect
conductors. Unlike the classical or “pure” percolation experiments described above,
here the spherical particles are imbedded in a matrix of relatively small, but finite
conductivity, so the matrix always carries some charge. From our experiments we
wish to determine if continuum percolation exists without the need of artificial sites
or bonds. Also, we expect the singularity in near-field effects to give rise to the
percolation phenomena, but it is unclear how the many-body far-field interactions

affect the percolation.
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4.2 Method /Results

A simulation begins with a given lattice-type containing N spheres near but
not quite at the lattice closest packing. The collection of spheres was periodically
replicated throughout all space. Then, one by one, a sphere, as well as all its
periodic images, was removed at random from the lattice of the cell. After each
sphere removal, the conductivity of the system was computed according to equation
(3.8). Note that this procedure is equivalent to adding spheres one by one at random

to a lattice site and to its periodic images.

These percolation-like simulations were performed for a variety of lattice types,
number of particles per unit cell, and initial volume fractions. We found that the
initial volume fractions needed to be extremely close to maximum packing in order
to observe percolation behavior. Indeed, gap widths, ¢, of 10~1° to 10~%° are re-
quired to observe a rapid increase in the conductivity at the percolation threshold
(recall that € = 1 — (¢/¢maz)?). These very small initial separations give very large
initial effective conductivities up to approximately 1008 for € = 10799, because of
the logarithmic singularity. Before presenting the results for these extremely small
separations, we present the results for those simulations with more modest sepa-
rations and discuss their qualitative features. We do this because the percolating
and non-percolating systems do share many common qualitative features and any

“real” system will probably have these more reasonable gap widths.

In Figure 4.1 the average effective conductivity is plotted versus the volume
fraction for three simulations on a face-centered cubic lattice of 108 spheres with
initial volume fractions of 0.7404, 0.7403, and 0.7400, which correspond to € = 3.6 x
107%,3.1x1075, and 2.2x10~4, respectively. Recall that the densest packing volume
fraction for spheres in an fcc lattice is v/27 /6 ~ 0.7405. There is always a relative
effective conductivity of at least one since the matrix has a finite conductivity.
Higher initial sphere volume fractions have higher initial effective conductivities
since the spheres are nearer closest packing. As the volume fraction decreases, the
effective conductivity decreases, but not along the curve of the effective conductivity

of a regular fcc lattice. Until a volume fraction of about 0.1, the conductivity of
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each simulation is greater than that of the regular fcc lattice.

This last observation is explained by considering how the volume fraction is
varied for the two configurations. For the regular fcc lattice, the volume fraction is
decreased by increasing the lattice size, moving each sphere apart from one another,
thus decreasing the dipole moment of each sphere and the effective conductivity of
the medium. For the percolation experiments, the volume fraction is decreased by
removing one sphere from the lattice, after which there still remains many spheres
near-closest packing with large dipoles. The decrease in the effective conductivity for
the percolation experiments, as will be shown, is due to the loss of approximately
two sphere dipoles per sphere removed rather than a decrease in all the dipoles.
From another point of view, the expansion of the regular fcc lattice ruptures all the
efficient conduction paths simultaneously, while the one by one sphere removal in
the percolation experiments leaves some of these efficient paths intact. Thus, the
percolation experiments decrease in conductivity less rapidly than a fcc lattice with
decreasing volume fraction. The conductivities of the two configurations are equal
below a volume fraction of 0.1 since the conductivity is independent of configuration

at small volume fractions.

For volume fractions between 0.1 and about 0.5, the conductivity fuctuates as
it decreases with volume fraction. These fluctuations are attributed to the fact that
there are a finite number of particles in the experiments. The removal of one sphere
can destroy an efficient conductivity path created by a cluster of spheres, decreasing
the conductivity significantly. However, the dangling end or dead branch of a cluster
or an isolated sphere might be eliminated by the removal of a sphere, which would
cause a relatively small decrease in the conductivity. So, when a sphere is removed,
or the volume fraction is decreased, the conductivity will decrease by a large or a
small amount depending upon which sphere is chosen, resulting in fluctuations. The
magnitude of these fluctuations will increase with decreasing number of particles
in a cell, since the average sphere dipole is more sensitive to a loss of sphere when
there are few spheres in the cell initially. This is illustrated in Figure 4.2 for 32,

108, and 256 spheres all with initial volume fractions of 0.7400. Note that the
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conductivities match closely for volume fractions exceeding 0.5. Also note that the
effective conductivity decreases slightly with increasing N in the range of 0.2 to 0.5
volume fraction. This result is more pronounced when we examine the more severe
gap widths.

The curves in Figure 4.1 appear self-similar, at least at large volume fractions.

This fact suggests normalizing the effective conductivity and volume fraction by,

_ Aepr—1
Ap = N1 (4.1)
and
Cn = ¢/Cmaz, (4.2)

respectively. Here, A; is the effective conductivity at the initial volume fraction and
Cmaz IS the closest packing sphere volume fraction. The normalized conductivity
and volume fraction span the interval [0,1] typical of the percolation experiments
described in the beginning of this section.

Figure 4.3a is a plot of the normalized conductivity versus volume fraction for
e ranging from 10™* to 10~°° for 108 particles in an fcc lattice. The curves plotted
are the averages of three simulations for each gap width. The inset more clearly
shows the definite transition in the rate of increase in the conductivity with volume
fraction at ¢, ~ 0.2 for ¢ < 1071°, which is very close to the accepted value of
0.195 for an fcc lattice (Stauffer 1985, Scher & Zallen 1970). For greater values of
the gap width no similar transition is observed. Figure 4.3b is the log-log plot of
the data in Figure 4.3a. It even more clearly shows the transition at ¢n = 0.2 for
e = 10710 and 107, but not for 2.2 x 10~ . Note also that the data in Figures
4.3(a — b) collapse onto a single line for all ¢, > 0.6. The results for simple and
body-centered cubic lattices, although not shown here, exhibit qualitatively similar
behavior, except that the transition occurs near the accepted normalized volume
fractions of 0.31 and 0.24 for sc and bcc lattices, respectively.

Even for the normalized volume fractions less than the percolation threshold

value, the normalized conductivity is non-zero. This is due to the fact that even
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an isolated sphere or cluster of spheres contributes its dipole to the effective con-
ductivity since the matrix conductivity is non-zero. Realize also that these isolated
spheres or clusters also influence the dipoles of other clusters and the percolating
cluster or clusters due to the long-range nature of their interactions. So although
we do not observe a vanishing conductivity as in “pure” percolation experiments,
we note that the contribution of the dangling ends and clusters does not remove
the percolative behavior, at sufficiently small gap widths, indicated by the abrupt
change in rate of increase in the conductivity at the percolation threshold. Simi-
lar types of percolation have been observed by Kirkpatrick (1971) who performed
percolation experiments on networks of resistors. Instead of changing the resistors
to perfect insulators one by one, he changed the resistivity of each resistor one at
a time. Kirkpatrick observed no percolation transition until a resistance ratio (the
ratio of the “insulating” resistance to the “conducting” resistance) of 10™2, where
he also considered an abrupt change in the rate of increase of conductivity as an
indication of percolation. In fact our simulations are quite similar to those of Kirk-
patrick. Although the spheres are perfect conductors, they do not touch each other,
so an occupied site is really a perfectly cohducting sphere imbedded in a cube of
finite conductivity. The removal of a sphere from a site can be’ thought of as re-
placing a low-resistance material with a much higher resistance material. Arguably
from Figures 4.3(a — b), the percolation transition no longer occurs for ¢ > 10~1°
which corresponds to a matrix-to-fcc lattice conductivity ratio of 1/98.2 or about
10~2.

The slope of the normalized conductivity or the rate of its increase at cpn=1
is called the vulnerability, (Blanc & Guyon 1983). We measured vulnerabilities
of 2.47, 2.30, and 2.22 for simple, body-centered and face-centered cubic lattices,
respectively. Ottavi, et al. (1983) found the correlation

_22—2
T z—2

K

(4.3)

to fit the vulnerability computed from numerical percolation experiments (using

resistors and insulators) in two and three dimensions for a number of different lattice
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types. Here z is the coordination number of the lattice. From this correlation
the vulnerability is expected to be 2.50, 2.33, and 2.20 for z = 6, 8, and 12 for
sc, bce, and fecc lattices, respectively, indicating the vulnerability decreases with
coordination number. Our results appear to match their correlation quite well. In
the percolation experiments the loss of a neighboring sphere means the loss of one of
the conduction paths. The more nearest neighbors a sphere has the less vulnerable
it is to the loss of a path.

In Figure 4.4 we plot the normalized conductivity for fcc lattices at initial gap
widths of € = 10799 for three percolation experiments with 108 spheres initially
and a single experiment for 256 spheres in the initial lattice. In all the lattices, the
conductivity decreases with increasing system size for normalized volume fractions
in the range ¢, < ¢, < 2.5¢.. Unfortunately, additional percolation experiments
with larger system sizes were not attempted because the computations became
prohibitively time consuming (the execution time grows as N?3), so it is not known
if the shape of the conductivity curve around the percolation threshold remains
constant above some value of the system size. In fact Stauffer (1985) notes that
the conductivity at the percolation threshold scales as approximately L 22, where
L is the distance between electrodes in the classical percolation experiments, so
the effect may persist beyond the percolation threshold, though not for normalized
volume fractions near unity.

As mentioned earlier, previous numerical percolation experiments have shown
that the normalized conductivity can be fit by a power law of the form A, =
A(cn — cc)® near the percolation threshold. Due to the our limited system size,
there is not enough data to determine the power law exponent near the percolation
threshold. As Figure 4.3b shows, however, the conductivity can be fit with a power
law near ¢, = 1. Knowing the vulnerability and that A, = 1 at ¢, = 1, we find the
exponent,

p=K(@1-c¢cc) (4.4)

and the premultiplier

A=1/(1—c)" (4.5)
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Using the values of K and c. quoted earlier, 4 and A are 1.70 and 1.88 for the
sc lattice, 1.75 and 1.62 for the bcc lattice, and 1.79 and 1.47 for the fcc lattice,
respectively. In Figure 4.4 we plot the normalized conductivity for the fec lattice
with the just derived premultipliers and exponents in the power law equation. For all
lattice types the power law formula appears to correlate the data well for normalized
volume fractions exceeding 0.5, where the number of particles per periodic cell is not
important, however the comparison is not so good near the percolation threshold.
The power law formula results lie somewhere between the percolation data for 108
and 256 spheres near the percolation threshold. Since the vulnerability and the
normalized conductivity near a normalized volume fraction of unity are not system
size dependent, but the conductivity around the percolation threshold appears to
be system size dependent, it does not appear that a single power law can accurately

correlate all the conductivity data above the percolation threshold.
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4.3. Conclusions

In closing, since no boundaries are necessary in observing the percolation, it
can be concluded that percolation is a true material property. One should also note
that the percolation can be obtained using the standard “definition” of effective
conductivity given by (3.8), which is the traditional starting point for effective
medium theories; no “special” approach is necessary. The observation of percolation
depends, however, on the relative importance of near to far-field interactions and
on the “connectivity” of the microstructure. The connectivity comes through the
formation of the capacitance matrix and the near-field lubrication-like singularities.
For the conducting problem examined here the near-field effects scale as Ine which
is a very weak singularity, hence requiring very small gap widths for percolative
behavior to occur. These gap widths are probably not physically reasonable since
sintering of the particles, local melting, etc. may occur, changing the microstructure
of the two-phase material. Also the effects of particle roughness probably become
important on these length scales and possibly change the nature of the singularity
for the near-field interactions. Percolation behavior, however, can be obtained at
more reasonable gap widths for systems with long-range particle interactions, but
with stronger near-field singularities. In hydrodynamics, for example, the stress
transmission scales as 1/¢, so we may estimate that gap widths of only about 10~3
are necessary to observe percolation-like behavior. In general the more singular the
nature of the near-field interaction, the more the system behavior will be dominated

by percolation phenomena.
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Figure4 .1 The effective conductivities versus volume fraction for the percolation-

like experiments for a face-centered cubic lattice with originally 108 spheres and c;

— 0.7404 (—-—),0.7403 (- + «+), and 0.7400 (~ = ~). The computed conductivity

of a regular fcc lattice ( ) is also illustrated.



90

Figure 4.2 The effective conductivity versus volume fraction for ¢; = 0.7400 and
N=32(-+---),108 (~~=-=-), and 256 (—- — ). The inset magnifies the region of
fluctuations between ¢ = 0.15 and 0.5. The fluctuations appear more pronounced

”

the fewer the number of particles per cell. The computed conductivity of a regular

fec lattice ( ) is also illustrated.
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Figure 4.3a A linear (a) and log-log (b) plot of the normalized effective conductivity
versus the normalized volume fraction as defined in equations (12) and (13) for an fcc
lattice of 108 particles per cell and gap widths e = 107 4(—-—,0),10710(——~ A),

and 107%%(++ +++ ,0). The log-log plot clearly shows the percolative transition for
€ <1010
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Figure 4.3b See previous caption.
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Figure 4.4 The normalized effective conductivity versus the normalized volume
fraction for fcc lattices with 108 (—+ —) and 256 (« » « +) spheres initially per
periodic cell. In both cases e = 10~°°. The data for 108 spheres is an average of three
percolation simulations and the data for 256 spheres is from a single simulation. The

power law (= = =) and its parameters are described in the text.
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CHAPTER 5
EFFECTIVE REACTION RATE IN A SUSPENSION OF
SPHERICAL TRAPS

5.1 Introduction

Diffusion-limited reactions are common to many kinetic systems including sus-
pension polymerization, growth of aerosol or colloidal particles, and the combustion
of liquid drops, to name only a few. In these systems, the effective reaction rate is
essentially determined by the time scale for the reacting species to diffuse to one
another, rather than the time scale for the species to overcome an activation en-
ergy barrier. Typically, one of the reacting species is much larger and less mobile
than the other reactant, for example, as in the case of the suspended polymer and
reactive monomer. In these situations one of the reactants is effectively a static
trap, and the time scale is determined by the mobile reactant diffusion coefficient.
The concentration of the traps, however, also influences the effective reaction rate
because of the competition among them for the mobile reactant. It is our aim to
determine the effective reaction rate for spherical traps over a wide range of sphere
volume fractions for random and periodic systems.

To determine the effective reaction rate one needs the relationship (ratio) of
the average flux into a trap to the average mobile reactant concentration. The
method developed in Chapter 2 allows us to directly determine this relationship in
the context of electrostatic, which is mathematically analogous to the problem at
hand. The method is based upon multipole scattering and properly handling the
long-ranged, conditionally convergent interactions among an infinite collection of
particles. The method can be used for both random and non-random dispersions.

Smoluchowski (1916) first computed the infinite dilution or non-interacting
traps effective reaction rate by considering a single spherical particle in an un-
bounded fluid. In the last 15 years a great deal of effort has been devoted to
include the effects of interactions among the traps. Lebenhaft and Kapral (1979)
first used a monopole expansion for spheres on simple and face-centered cubic lat-

tices. They quantitatively determined the correct ¢/2 scaling (where ¢ is the trap
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volume fraction) for the first correction to the rate constant. Their results, however,
incorrectly show the effective reaction rate diverging at ¢ ~ 0.17, a physically unrea-
sonable result. As we shall show, the divergence is due to the neglect of the average
irreducible quadrupole and the source distribution in the fluid phase necessary for
a steady-state formulation of the problem. Recently, Venema and Bedeaux (1989)
have computed the exact effective reaction rate for cubic lattices using a spherical
multipole expansion. At closest packing they found up to 50 moments were required

to achieve accuracy to five significant figures.

Felderhof and Deutch (1976) used the multipole approach through the dipole
level with two-particle ensemble averaging to determine the first correction to
Smoluchowski’s equation for a random dispersion of spherical particles. Most no-
tably, they found the reaction rate scaled as ¢/2 rather than ¢1/2 as seen in periodic
systems. The ¢1/2 correction can also be found by determining the flux into a single
reactive sphere in the electrostatic analog of a Brinkman medium. Muthumukar
& Cukier (1981) extended this work to include higher moments but for penetrable
spheres. Muthumukar (1982) has also developed an effective medium theory for

random systems.

Recently, direct numerical simulations have been used to determine the effective
reaction reaction rate for infinite systems of spherical sinks. Lee, Kim, Miller,
and Torquato (1989) and Zheng and Chiew (1989) calculate the reaction rate as
the inverse of the average time for tracer particles representing the reactant to
randomly walk to one of many randomly placed static traps. The arrival times are
averaged over a number of initial starting positions and trap configurations. Both
research groups’ results compare quite well and are consistent with the lower bounds
established by Torquato (1986). Miller and Torquato (1989) have performed similar

numerical simulations for suspensions of bidispersed traps.

In this chapter we shall use our method on infinite random dispersions of spher-
ical traps. Here, we shall only employ up to the quadrupoles in the multipole ex-
pansion but shall also directly include the exact near-field two-body interactions to

see if this method is as successful for computing the effective reaction rate as it has
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been for computing the conductivity in Chapters 2 and 3. In §5.2 we briefly outline
the method and determine explicitly the form of the lower order corrections for
cubic lattices. In §5.3 we apply the method to infinite, random dispersions modeled
as periodically replicated cells of Monte Carlo generated configurations of a finite
number of spheres. We then compare our results to some of the above referenced

work and to Brinkman-like effective medium theories.
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5.2. Method

We formulate the problem as an infinite dispersion of static, non-penetrable,
spherical particles of radius @ immersed in a matrix. A very fast reaction occurs
on a sphere surface with a reactant whose concentration at a position x is denoted
by #(x). The reactant has diffusivity D in the matrix phase and D,, in the particle
phase. Further, to ensure a steady-state, there is some reactant source distributed
throughout the suspension. The effective reaction rate is then defined as the ratio
of the total reactant consumed per unit volume by the traps (or produced per unit
volume in the suspension) to the suspension average concentration of the reactant.
The average rate of consumption of reactant, r, is thus given by r = k, 7f(¢)n, where
k.ss is the effective reaction rate, (¢) is the volume average concentration of the
mobile reactant, and n is the number density of particle traps.

Effectively, we must solve Poisson’s equation in the matrix and particle phases
with the usual continuity of concentration and flux at the particle surfaces. We
need, however, only the average particle flux and the average concentration rather
than the detailed concentration field. Because the Poisson equation is linear, there

exists the exact relationship,

(8)- (o ) (&) 1)
among N particles. The vectors q,S, ®, and G contain the N particle charges, the
3N components of the particle dipoles, the N particle relative concentrations at
each particle reference point, R (¢(Rg) — (¢(Rp))), and 3N components of the
average potential gradient, respectively. The matrix in (5.1) is called the capacitance
matrix, C, in electrostatics and is a geometric quantity dependent only upon the
trap configuration, D,/D, and the form of the source distribution.

Here the particles will be assumed to have a uniform concentration of zero
at their surfaces, so if the reactant source is distributed only in the matrix phase
the particles are equivalent to electrostatic perfect conductors. If reactant is also
distributed in the particle phase, and if D,/D >> 1, the particles are also equivalent

to perfect conductors. The capacitance matrix’s submatrices relate the charge to
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the potential, C4¢, the charge to the gradient, Cqc, etc. The effective reaction
rate is then the suspension average value of the Cy¢ coupling when there is no
potential gradient. In this case the effective rate constant, nondimensionalized by
Smoluchowski’s dilute trap rate constant, k; = 47 Da, is

kers _ (Cqa)
k, 4rDa’

(5.2)

Recall, in our method, which is described in detail in Chapter 2, we approximate

the capacitance matrix by
Cx~M™1+Cy—CE. (5.3)

The “potential” matrix, M~1, in its ezact form is the inverse of the capacitance
matrix. Here, we form an approximation to the potential matrix from a moment
expansion about each particle derived from the integral representation of Poisson’s
equation. The moment expansion can be carried out to any level. If the expansion is
done up to the quadrupole level, for example, the so-called grand potential matrix,

M can be written as

Li i3 1S’Iq>q If’lcps IS/IQQ q
-G | = Mgy Meas Mg || S|, (5.4)
-VG qu Mvs MVQ Q

where VG is the gradient of the average potential gradient and Q is the vector
containing the N particle quadrupoles. For an unbounded statistically homogeneous
suspension of particles VG = 0 because it is inconsistent to have a quadratic
concentration field in the absence of boundaries. Since VG = 0, we can solve for
Q in terms of q and S and form an approximate potential matrix M. If additional
moments are included, they can also be solved for in terms of q and S since all
higher derivatives of the gradient must vanish for an infinite system of particles,
and their effects can be included into M 1.

The accuracy of the potential matrix, and hence, the accuracy of the potential
invert depend upon the number of moments retained in its formulation. The inver-

sion of the potential matrix captures the many-body far-field particle interactions
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since the inversion is equivalent to a many-body method of reflections solution.
Note, care must be taken in forming the potential matrix for an infinite suspen-
sion because the particle interactions are long-ranged, giving rise to convergence
difficulties, as discussed in Chapter 2.

Recall we are considering particles analogous to perfect conductors in the elec-
trostatic problem. If two nearby particles have different concentrations the flux
between them is logarithmically singular in gap width. To include these near-field
effects all the moments would have to be included in the potential formulation.
Rather than do this, the near-field interactions are included directly by addition of
the exact two-body capacitance matrix, Cyp, less the far-field two-body capacitance
matrix, C3;, already included in the potential invert. The two-body capacitance
matrices contain all the interactions between two particles alone in the matrix. The
method proves very accurate for computing effective conductivities, which are de-
termined by the average particle dipoles, and we wish to discover how helpful this
approach is for the present problem.

Ignoring for the moment the addition of two-body interactions and using the
moment scattering only, we may derive analytically the effective reaction rate for
cubic arrays up to the quadrupole level. From equation (2.37), the relative concen-

tration of a sphere at its reference point is given by,

) - 60)) = 315 + 25"

1 1 1 1 1
——=> (gp=+Sp-Vy=+-Qp: =
T D . (957 +86 Yy +5Qs VyVi) (5.5)
B#a

1
4D

[ @} +n8)- 9,2 + 2ni@) v, v, byav.

The first term on the right-hand side contains the sphere self-term and the second
term includes both the constant source distribution and the average irreducible
quadrupole for the suspension. The summations are the moment expansion through
the quadrupole level, and the integrals over all space V contain the effect of the

average charge, dipole and quadrupole. It is these integrals that insure an absolutely

convergent concentration difference since the diverging sums exactly cancel with
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growing integrals for large r. Similar equations can be written for G and VG for
any particle a. Now for cubic lattices, the sphere quadrupole is zero due to the
lattice symmetry, and further, there is no coupling between the concentration and
dipoles, again because of cubic symmetry. So up to the quadrupole level the relative

potential for a sphere in a cubic lattice is given by,

$(Ra) — ($(Ra)) = — s 2av] (5.6)

ﬁ#a

where gg and (g) have been replaced by g, since all spheres are equivalent in the
lattice. Using the method of Ewald sums, the sum and integral in (5.6) can be

evaluated to yield,
9o
¢(Ra) - <¢(Ra)> = _47rDa, [1 — mel/3 + c], (5,7)

where m is a constant and computed to be 1.7601, 1.7918, and 1.7919 for simple,
body-centered, and face-centered cubic lattices, respectively. Because we assume
the particle traps are analogous to perfect conductors with zero potential on their
surfaces, $(Ro) = 0, and therefore, the effective reaction rate given by (5.2) is then

keff _ 1
k, 1—mel/3 4 ¢’

(5.8)

up to the quadrupole level. This is consistent with the results of Lebenhaft and
Kapral and Venema and Bedeaux. Lebenhaft and Kapral’s result does not include
the ¢ term in the denominator of (5.8) since they did not include the (g) term due to
the irreducible quadrupole and the source distribution in the matrix phase in their
analysis. Neglecting this term results in an aphysical divergence at ¢ ~ 0.17. Venema
and Bedeaux have continued the expansion in spherical harmonics to include in
equation (5.8) additional terms of increasing powers of ¢ in the denominator. Also,
many investigators have considered the problem with the source distribution in the
matrix phase only, in which case equation (5.8) is multiplied by (1 — ¢). Within the
context of our method, this can be shown explicitly after some tedious manipulations

and is physically reasonable since the problem is linear and must scale with the
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source strength; hence, if the source strength is reduced by (1 — ¢), the effective
reaction rate must be reduced too.

The above results for periodic arrays show the known O(c'/3) scaling of the
first correction to the Smoluchowski result for small ¢. For a random medium the
first correction to the rate is O(c!/?) as can be shown by solving the electrostatic
analog of the Brinkman equation for a single sphere with reactant concentration, ¢,
vanishing at its surface and ¢ = (@) far from the sphere. The Brinkman-like equa-
tion is motivated physically as follows: The steady-state reaction-diffusion equation
is given by,

DV3*¢+r=0, (5.9)

where r is the rate of production per unit volume of the species. The total flux
into an isolated sphere in a matrix is gven by ¢ = 47 Da(¢ — (#)), where here ¢ is
the concentration of the diffusing species at the sphere’s surface. If we imagine our
Brinkman-like effective medium as a collection of spheres distributed randomly in
space, the rate of production per unit volume is —n4nrDa(é — (¢)). Therefore, the

Brinkman-like equation is
V2¢ — nawa(¢ — (¢)) = 0. (5.10)

Solving (5.10) with the aforementioned boundary conditions, we find the effective

reaction rate is given by

k;ff =1+ /3¢, (5.11)

which is precisely Felderhof and Deutch’s first correction showing the O(cl/ 2) scal-
ing.

This Brinkman-like effective medium theory can be modified further to be
“self-consistent” and include the effective diffusivity of the diffusing species in the

dispersion. In this case we write the Brinkman-like equation as

DeysV2¢—kespn(d—(¢)) =0, (5.12)

where D.yy is the effective diffusivity for a random array of perfect spherical con-

ductors and is a function of the trap volume fraction, and k.ss is the sought after
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reaction rate. Solving (12) we find the implicit relation for the reaction rate,

kess _ [3ckesfDess  Degy
. =/ w0 T (5.13)
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5.3. Results for Random Dispersions of Spherical Traps

Several simulations were performed to determine the effective reaction rate
for a random suspension of spherical traps. To simulate an infinite collection of
traps, a finite number of spheres were randomly placed in a cubic box via Monte
Carlo methods, and the box was periodically replicated throughout all space. Our
previous work in Chapter 3 showed that 32 particles per cell is sufficient to obtain
results independent of cell size. The mobility matrix was formed as described earlier
and elsewhere taking advantage of the periodicity. Simulations were performed with
and without the addition of the near-field two-body interactions. The results are
illustrated in Figure 5.1 for a constant source distribution in the matrix phase only.
Recall that for a constant source distribution in both the particle and matrix phases,

these effective reaction rates must be divided by (1 — ¢).

The non-analytic ¢!/? dependence at low volume fractions of the effective reac-
tion rate constant is apparent in our results as observed in the decreasing slope up
to 10 volume percent. The computed rate constant, however, exhibits a maximum
at around ¢ = 0.4, which is not a physically reasonable result. The rate constant
should increase with the volume fraction of traps because the reactant will have less
distance to diffuse in order to react with one of the traps. A maximum also occurs
in our analytic result for the cubic lattices. Evidently many multipoles are neces-
sary to compute the reaction rate constant accurately. The addition of two-body
interactions produced negligible changes in the effective reaction rate constant; the

two sets of results are indistinguishable.

In addition to our simulation results, we also plot the results of the random
walker simulations of Lee, et al., the lower bound of Torquato, and the theoretical
results of Felderhof and Deutch. Our limited multipole expansion matches Lee,
et al.’s simulations up to ¢ = 0.3, after which it grossly underpredicts the effective
reaction rate, indeed dropping below the lower bound for ¢ ~ 0.45. Our simulation
results compare quite well to the results of Felderhof and Deutch up to about
¢ = 0.08, again indicating that the ¢!/2 dependence is properly captured at low

volume fractions with our method. Even at modest volume fractions Felderhof and
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Deutch’s results seem to over predict the reaction constant predicted by both our
and Lee, et al.’s results.

The reaction rate computed from the Brinkman-like effective medium equation
(5.13) using known results for D, ¢ computed in Chapter 3 is also shown in Figure
5.1. These results compare quite well to those of Lee, et al. for small and large
volume fractions, although they are off by as much as 25% at intermediate values.
The use of such an effective medium equation can perhaps provide a reasonable
estimate of the reaction rate for non-spherical particles if effective conductivity
data is available.

Based upon the results presented here and Venema and Bedeaux’s work, it
would appear that a very large number of many-body multipoles must be included
to accurately compute the effective reaction rate. As mentioned earlier, Venema &
Bedeaux reported 50 spherical moments were needed to compute the reaction rate
for an fcc lattice accurate to five significant figures. Venema (1990) also found that
when calculating the reaction rate for a regular array of cylinders, the rate would
alternately exhibit a maximum or no maximum depending upon if an odd or even
number of moments were used in the multipole scattering; this is consistent with
our results. Unfortunately, adding exact near-field two-body interactions, which is
very effective for approximating the neglected higher order moments for the effective
conductivity problem, does not help in this case. Since there is no relative potential
or concentration difference between particles, there is no near-field singular behavior
dominating the effect of the neglected higher moments. It appears, therefore, that if
a multipole scattering method is used to compute the effective reaction rate, many

moments must be included in the formulation.
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Figure 5.1 Effective reaction rate, nondimensionalized with the dilute, Smolu-
chowksi result of 4w Da, versus volume fraction of spherical traps. The closed tri-
angles are our simulation results, the open triangles are the random walker results
of Lee, et al., the lower dashed line is the lower bound of Torquato, the solid line
is the theoretical result of Felderhof and Deutch, and the upper dotted line is reac-
tion rate computed with the self-consistent Brinkman-like effective medium theory
(equation (5.13)). All results here assume that a constant source distribution exists
in the matrix phase only, except for the results of Felderhof and Deutch where it is
not clear what assumptions were made to insure a steady-state.



106

CHAPTER 6

DYNAMIC SIMULATION OF ELECTRORHEOLOGICAL FLUIDS

6.1. Introduction

In the late 1930’s Willis Winslow (Carlson, Sprecher, & Conrad 1990), an
intrepid basement experimentalist, observed interesting phenomena when dielectric
particles suspended in oil were subject to an electric field. He saw the electrically
induced formation of fibrous particle chains aligned with the electric field, and,
more interesting, Winslow found that the effective viscosity of the suspension could
be varied by orders of magnitude by varying the applied electric field. In fact he
obsérved that the viscosity increased with the square of the applied electric field.
This electrorheological (ER) response is often referred to as the Winslow effect.

Winslow (1949) recognized the potential of these new fluids with their “tun-
able” viscosities and patented several electromechanical devices, such as clutches,
brakes, and valves that could be controlled by varying the electric field. Although
none of his machines were ever used commercially, there is now a renewed inter-
est in designing controllable machines and devices using ER fluids, probably fueled
by the electronics technology available today to quickly access and analyze system
data. Figure 6.1 illustrates a few possible devices using ER fluids. The ER fluid
clutch allows the fine control of the output rotation rate for any given input rotation
by varying the applied electric field across the plates. Such a device has potential
application in automobiles or assembly line robots. If an ER suspension is used in
some fluid system, the flow may be regulated or stopped with an ER valve, which
has the advantage of no moving parts. The vibration damping mount illustrated is
a variation of the spring-dashpot viscous dampers. With an ER fluid the damping
parameter can be dynamically varied to control mechanical vibrations of engines
or perhaps even buildings during earthquakes. Of course, this is only a partial list
of the possibilities, but even so, we see these fluids could profoundly change many

aspects of present technology and industry from automotive design to robotics to
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building construction.

Currently available ER fluids, however, do not have the necessary properties for
practical application. For example, they tend to settle out of suspension, have poor
tribological properties, and, most importantly, do not have a high enough range
of effective viscosity for practical applications. Particularly for this latter problem,
we must understand the underlying physics of the ER response in order to engi-
neer better fluids. A detailed micromechanical model relating the bulk rheological

properties to the suspension microstructure would be an excellent tool for this task.

In the remaining chapters we shall endeavor to understand ER fluids with a
molecular dynamics-like simulation. In this chapter we develop the methodology
for the simulation of dielectric particles forming an electrorheological fluid. The
simulation accounts for both hydrodynamic forces due to an imposed shear flow
and electrostatic forces due to the applied electric field. The simulation allows
the observation of the time-evolved motions of the suspended particles and the
instantaneous rheology of the suspension so we can directly relate the suspension
bulk properties to its microstructure and gain insight into the processes involved.
In addition the simulation method provides a means to test theories that describe
ER suspensions, including constitutive models. But before modeling these fluids,

we must have a clear idea of their characteristics.

Typical suspended materials in an ER fluid are 1-100um size approximately
spherical particles of cornstarch, silica, or even zeolites, while the suspending fluids
are nonconducting solvents such as silica oil, chlorohydrocarbons, or corn oil. To
minimize settling problems the fluids are blended so that the particles are close to
neutrally buoyant, with densities in the range of 0.6 - 2.0 g/cm3. The viscosities of
the suspending fluids, at room temperature, are from 0.01 - 10 Pa-s (water is about
0.001 Pa-s). The zero field viscosity of the suspension with particle loadings ranging
from 0.05 - 0.50 by volume fraction are up to an order of magnitude greater. The
effective viscosity of the ER suspension can be 100,000 times greater for electric
field strengths of about 1 kV/mm perpendicular to the shear flow. The dielectric

constants relative to vacuum for the suspending fluid vary from 2 - 15 and those
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of the particles from 2 - 40. The particle-to-fluid dielectric constant ratio typically
varies from 2 - 10. The particle Reynolds number is less than 0.1 (maximum shear
rates are about 0.1 sec™!), and the fluid Reynolds number is small enough so inertia
is negligible. Also, the particle Peclét number is extremely large, in excess of 100,000
usually, so thermal forces are negligible. Indeed the thermal forces must be small
otherwise the Brownian motion would disrupt the chains of particles that are key,

as we shall see, to the ER response.

The key to observing the ER response, as noted by Winslow (1949) is the
induced electrostatic polarization forces due to the dielectric mismatch between
the particles and the fluid. As discussed in the first half of the thesis, when an
uncharged particle is placed in an electric field, it develops an induced dipole if the
surrounding fluid has a different dielectric constant. This dipole is further enhanced
by the presence of other particles. The dipole, of course, can be thought of as a
concentration of positive charge at one end of the particle and negative charge at
the other end. With this simple picture and using the interactions of two particles
as a paradigm, we can qualitatively explain why ER fluids form chains of particles

aligned with the electric field.

Let us imagine two particles whose line of centers is parallel to the electric field,
such as those in Figure 6.2. The force between point charges scales as O(gagp/r?),s0
there is attraction between the positive and negative charges at the surfaces nearest
and furthest from each other and repulsion between charges of the same sign. There
is then a net attraction of the particles along their line of centers so that they move
toward each other. If we apply the same considerations to particles whose line of
centers is perpendicular to electric field, we find there is a net repulsion moving the
particles away from each other along their line of centers. For particles whose line
of centers is neither parallel nor perpendicular to the electric field, the particles may
experience both attraction and repulsion causing the pair to eventually translate and
rotate into alignment with the electric field. Thus, the forces due to polarization
interactions cause the formation of particle chains aligned with the electric field.

As we shall see, the microstructure of a suspension is intimately related to its bulk
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rheological properties, so the formation and strength of these chains strongly affect
the viscosity of an ER fluid.

The microstructure and rheology of ferrofluids developed by Rosensweig (1985)
also depend upon an applied field. However, there are fundamental differences be-
tween the ferrofluids and ER fluids. A ferrofluid is a suspension of permanently
magnetized particles, and so there are polarization forces without an applied mag-
netic field. These suspensions would then settle out because of particle clumping,
and so the particles are usually sufficiently small such that Brownian forces domi-
nate in the zero-field limit to disperse the particles. As mentioned, Brownian forces
are usually negligible for an ER suspension. Since the magnetic dipoles are per-
manent in a ferrofluid, the rheological properties scale linearly with the applied
magnetic field in contrast to quadratic dependence on field strength observed in ER
fluids since their particle dipoles are induced. There is also a torque on a ferrofluid
particle given by the cross product of its dipole and the applied field which gives
rise to an asymmetric stress tensor as shown by Batchelor (1970). In an ER fluid
of practically spherical particles, the local electric field is aligned with the induced
dipole, as shown from the Faxén law of Chapter 2, so there is no net torque on the
particle. There are asymmetric stresses in ER fluids, but they exist because of the
effective torque on the deformed or strained chains of particles.

It was almost two decades after Winslow (1949) published his observations that
an extensive study of ER fluids was performed by Klass & Martinek (1967a,b) and
- Uejima (1972). They both confirmed many of Winslow’s findings and performed
limited experiments to test the effects of gap spacing (of which they found none)
and solids volume fraction. Uejima also found that ER fluid rheology, at least for
the shear stress, was fairly well modeled as a Bingham plastic with the shear stress
7 given by,

T =7 + 187, (6.1)
where 7p and 7p are the so-called Bingham yield stress and plastic viscosity, and

4 is the shear rate. Uejima observed that the yield stress scaled with square of the

electric field and the plastic viscosity was approximately constant.
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Both groups tested the effect of particle water content on the ER response, and
for silica particles they found the amount of water did affect the magnitude of the
ER response. In fact they believe that water is an essential ingredient for the obser-
vation of the ER response. Unlike Winslow, Klass & Martinek and Uejima ascribed
the interparticle forces to the interactions of polarized particle double layers of water
and trace salts. Later experiments by Filisko & Radzilowski (1990) showed that the
presence of water is not always necessary for the presence of electrorheological ac-
tivity. They found that silica particles, indeed, must contain at least 1.5 wt% water
in order to exhibit the ER response, and the suspension effective viscosity increases
with water content above this critical value for fixed electric fields. Alumino-silicate
or zeolite particles, however, are equally active from less than 0.02 wt% water to 0.8
wt%. Filisko & Radzilowski and Conrad, Chen, & Sprecher (1990) both propose
that the natural mobile charge carriers in the zeolites, like sodium ions, migrate
due to the electric field and create a particle dipole. The ER response does increase
as the water content in the zeolites rises above 0.8 wt%, and so water can play an
important role in some manner. In any of these suspensions, the particles effec-
tively have a dielectric constant greater than the suspending fluid, so the induced
polarization forces still exist, but the atomic scale mechanism for polarization is
different in each case. These mechanisms are important in so far as the breakdown
or saturation of the particle polarization is concerned. If the particle has reached
polarization saturation, then the viscosity will no longer scale quadratically with

the electric field but will scale linearly.

There was, and perhaps still is some dispute (Pool 1990) over the importance
of water in observing the ER response. Zukoski (1989) has synthesized a “dry” ER
fluid carefully prepared to contain no water and still observed the ER response.
The simulation results of Klingenberg, Van Swol, & Zukoski (1989) and Klingen-
berg (1990) as well as our forthcoming simulation results also indicate that the
polarization forces due to dielectric mismatch give rise to the ER response. Most
researchers now agree with this model and do not believe small amounts of water

are necessary (Pool 1990). That is not to say that water could or does not play a
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role in the interparticle interactions, but that its presence is not necessary. In fact
the presence of water is deleterious to ER fluids because it increases the conduction
(these fluids ideally, but not practically, are pure dielectrics), increasing power con-
sumption and causing unwanted resistance heating which reduces the ER response

as pointed out by Gast & Zukoski (1989).

Marshall, Goodwin & Zukoski (1989) performed a thorough study of an ER
fluid of silica particles, wet as mentioned above, in a chlorohydrocarbon suspending
fluid. Their experiments covered a large range of field strengths, shear rates, and
volume fractions. They found that the effective viscosity of the ER fluid could be
correlated with a so-called Mason number, Ma, a measure of the viscous forces to
electrostatic forces, named in honor of the late Dr. S. G. Mason and his work on
electroviscous flows (for example, see the review by Arp, Foister, & Mason 1980).
Marshall et al. also noted that yield stress was linear in the volume fraction range
studied. Recent work by Klingenberg (1990) has shown that the yield stress in
fact has a maximum at around 35-40 volume percent solids. There have also been
several experimental studies on magnetorheological fluids, the magnetic analogs of
ER fluids. Work by Mimouni, Bossis, Mathis, Meunier, & Paparoditis (1990) and
Lemaire & Bossis (1991) indicate that these suspension behave quite similarly to
ER fluids, and their physics is well described by interacting magnetically induced
dipoles. Finally, we point out the excellent review by Gast & Zukoski (1989) that

lists several other similar direct and related experimental studies of ER fluids.

There has been some effort to construct micromechanical models of ER fluids
with dielectric mismatch as thé cause of the electrostatic interactions. Adriani
& Gast (1988) developed a perturbation theory to describe an ER fluid close to
its equilibrium balance of Brownian and electrostatic interactions. They calculate
the high frequency elastic modulus and dynamic viscosity of the ER suspension.
However, they account for the hydrodynamic and electrostatic interactions from
mean-field theories, so their results are not accurate for dense systems. Since the
particles are always in close contact when a sufficient electric field is applied, their

results are probably only qualitatively correct. Adriani & Gast (1989) have also
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applied their model to predict the dependence of the dichroism and birefringence

of an ER suspension on Ma for the correlation of rheo-optical experiments.

As mentioned earlier, Klingenberg, Van Swol, & Zukoski (1989) and Klin-
genberg (1990) have developed a dynamic simulation of ER fluids. Their method
assumes simple Stokes drag for the hydrodynamic forces on the particles and simple
induced point dipole electrostatic forces, so there are no many-body far-field inter-
actions and no near-field lubrication-like interactions. To prevent particle overlap,
a near-field repulsive force is included. Because of the simplicity of their method,
they can simulate many particles, and indeed they capture many of the structural
features observed in ER suspension. Their method, however, predicts only the large
electric field limit of the effective viscosity, and even then underpredicts experimen-
tal results due to their ad hoc account of near-field electrostatic interactions. Their
simulation also does not provide a good means to develop and test a constitutive
model since it contains so many approximations. We also point out that recently
Whittle (1990) has performed a study with a simulation similar to Klingenberg
et al., where he too does not account for the detailed hydrodynamic or electrostatic

interactions.

As mentioned earlier, here we develop a dynamic simulation that accurately
accounts for both the hydrodynamic and electrostatic interactions. The simulation
captures the far- and near-field effects for both types of interactions. The simulation
also allows for the prediction of the effective viscosity of the suspension and other

rheological properties for any range of electric fields and shear rates.

In §6.2 we briefly describe “Stokesian dynamics” which is the basis of our
simulation method. Stokesian dynamics simulates the motions of particles due to
an imposed bulk shear flow, applied particle forces, and hydrodynamic interactions
for zero-Reynolds-number or inertialess conditions. This technique captures both
far- and near-field hydrodynamic interactions and is accurate ove