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ABSTRACT

 

T

 

his thesis is a detailed description of a neuromorphic visual-motion processing chip and its

component parts. The chip is the first two-dimensional silicon retina with a full set of direction-

selective, velocity-tuned pixels. The architecture for the chip is based on the biological correlation-

type motion detector, with the addition of a novel spatiotemporal aggregation. All the processing

on the chip is analog and occurs in parallel. Novel, on-chip, continuous-time, adaptive, logarith-

mic photoreceptor circuits are used to couple temporal image signals into the motion processing

network. These continuous-time photoreceptor circuits have also been used in a wide variety of

other vision chips. The photoreceptor circuits center their operating point around the history of

the illumination, simultaneously achieving high sensitivity and wide dynamic range. The receptor

circuits are characterized and analyzed carefully for their temporal bandwidth and detection per-

formance. Noise properties are analyzed, resulting in a simple and intuitive understanding of the

limiting parameters. Novel adaptive elements are described that are insensitive to light-generated

minority carriers. Novel measurements are presented of the spectral response properties of pho-

totransducers that can be built in ordinary CMOS or BiCMOS processes. A novel nonlinear circuit

that measures similarity and dissimilarity of signals is described and characterized. These bump

circuits are used on the motion chip to extract the motion energy signal, and have also been used

in other chips in numerous ways.
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C H A P T E R

 

1

 

INTRODUCTION

 

T

 

he world’s fastest supercomputers still cannot perform the computation of a single housefly

brain. If they could, we would see them driving cars for us. Look at these statistical comparisons:

1 kW to run a supercomputer that weighs 10

 

5

 

 g. 1 

 

µ

 

W to run a fly brain that weighs less than

1 mg [1]. Of course, a fly cannot predict the weather, cannot solve quantum chromodynamics, can-

not play chess. A fly is 

 

not

 

 a general-purpose computer, and the bit-error rate is far from zero. A fly

 

is 

 

a 

 

special-purpose

 

 computational device, designed to deal in 

 

real time

 

 with 

 

imprecise

 

 sensory input.

These simple observations have convinced me that it is worthwhile to try building what Carver

Mead calls neuromorphic electronic systems [2]. I believe that within my lifetime, we will be able

to build artificial nervous systems that approach the computational power and efficiency of flying

insects, and that we will achieve this goal by following the paradigms of the only truly functional

systems we know about.

Over the past few years, we have made tremendous progress in the construction and demon-

stration of neuromorphic analog VLSI visual processing systems. The constraint of the analog

VLSI medium—particularly the problems of finite wire and of susceptibility to circuit offsets—

have driven the development of new ideas about representation and architecture. Our studies

have revealed a rich class of new circuit primitives. I like to think of these circuit primitives as a

vocabulary, and of the process of circuit and system synthesis as a form of speech. 

 



 

2

 

This thesis describes a novel silicon system that processes visual motion information, in a sim-

plified form of the early parts of the visual system of flying insects. The component parts of the

motion chip are like words in our expanding silicon vocabulary. The thesis also discusses, in great

detail, the component parts of the chip. These details will be interesting to people who want to

build working systems of their own. 

 

A GUIDED TOUR

 

I will give here a brief preview of each part, stating novel results and summarizing content.

The thesis is divided into two parts. Part 1 is about the individual components used in the system

described in part 2. Each chapter is essentially self-contained and has its own introduction.

The first part starts with Chapter 2. This chapter is about visual transduction with analog sili-

con photoreceptors, and describes the device physics and circuit design of isolated, continuous-

time, adaptive, logarithmic photoreceptors. The chapter gives detailed explanation, theory, and

comparative measurement of various photoreceptor circuits, and will be useful to designers who

need to generate well-conditioned information about the temporal structure of visual images. The

receptor circuits incorporate several novel technical advances that substantially widen their

dynamic range over previous devices. The analysis and measurement of the photoreceptor circuits

is much more complete than in previous reports. I am particularly fond of the analysis and test of

a novel theory of noise in logarithmic, subthreshold photoreceptors.

Several appendices to Chapter 2 further explore the device physics of visual transduction and

electronic noise. Appendix 2a is a novel measurement of the spectral (i.e., color) responses of pho-

totransducer devices that can be built in an ordinary CMOS fabrication process. The data in this

appendix is a valuable reference for anyone who is interested in the interaction of light with sili-

con, and especially for people who use standard processes. Appendix 2b is a short description of a

direct measurement of minority-carrier diffusion length, and of the effectiveness of guard struc-

tures designed to prevent light-generated minority carriers from interacting with other circuits.

Questions about guard bars and minority-carrier diffusion length come up continually in the con-

text of circuit design. Appendix 2c is about transistor noise from a phenomenological viewpoint. I

show measurements of the spectrum of flicker noise, and investigate the dependence of flicker

noise on bias current. I give a very brief, qualitative treatment of the theory of transistor noise,

because of the already-vast literature on this subject. Electronic noise is often mentioned in the
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abstract, is generally not understood very well, and is almost never measured—at least so far in

the analog VLSI business. 

Chapter 3 is about circuits that measure similarity and dissimilarity of signals—bump circuits.

The similarity–dissimilarity computation is a fundamental nonlinear operation, and we have

found it to be useful in a wide range of systems. In this thesis, it is used as the fundamental nonlin-

earity in the motion computation chip. 

The second part of the thesis consists of Chapter 4, which is about a novel motion computing

chip that uses the components described in Chapters 2 and 3. The motion architecture is inspired

by known biological motion processing. The example system is the first functional implementa-

tion of a two-dimensional silicon retina with analog, correlation-type, motion detectors. It is also a

beautiful example of how constraints imposed by the medium lead to new architectural ideas. The

motion circuit uses a novel aggregation to combine image information over an extended spa-

tiotemporal range. This aggregating motion computation leads to interesting new properties for

the motion detector. In this chapter, I analyze the properties of the motion architecture, compare

the analysis with measurements of the chip response, and discuss the properties of the chip in

relation to other analog motion chips, and, briefly, in relation to biological motion computation.

Part 3 concludes this thesis with a very short Chapter 5, summarizing the general lessons from

this work. Two postscripts list some miscellaneous technical details and list my publications while

at Caltech.

I have received help from many people with this work, and I want to involve you in the ideas.

From now on I will often use “we” either to involve you in the work or to indicate that the work

was done with the interaction of other people, either physically or spiritually. 
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C H A P T E R

 

2

 

PHOTOTRANSDUCTION

 

T

 

he engineering community knows by bitter experience that optimizing the initial transudction

procoess is crucial. The body of this chapter is a detailed description and analysis of a sensitive,

adaptive, continuous-time, logarithmic photoreceptor circuit. This receptor has proven itself use-

ful in a range of vision chips that process time-domain image information. We have optimized the

design of this receptor and carried through an analysis of its properties that goes farther than any

other work we know of in the design of devices for continuous-time visual transduction. 

The essence of the idea is that the photoreceptor centers its operating point around the history

of the intensity, simultaneously achieving high sensitivity and wide dynamic range. Around each

operating point, the receptor is a logarithmic detector with high gain that produces a robust signal

in response to the small contrasts in typical scenes. Over long time-scales, the gain of the receptor

is low, allowing operation over the wide range of scene intensities that are reality. 

A logarithmic receptor is sensitive to 

 

relative

 

 changes in the intensity, not 

 

absolute

 

 intensity, and

so it is useful for reporting about image 

 

contrast.

 

 Image contrast is due mostly to the reflectance of

the physical surfaces (aside from shadows). Logarithmic receptors are sensitive to properties of

the surface, and not the lighting conditions—that is why they are useful devices. 

A purely logarithmic receptor seems at first sight like a good idea for the reasons just stated. In

fact, most of the early work on silicon retinas labored under this misconception. The problem is

 



 

8  

 

that the wide dynamic range of the logarithmic receptor is poorly matched to the small dynamic

range of image intensities within a particular image. A simple logarithmic receptor reports signals

that are no larger than the random offsets between adjacent receptors that are due to transistor

mismatch. The solution to this problem is simple: Match the short–time-scale dynamic range of

the receptor to the short–time-scale dynamic range within a particular scene, while at the same

time making the long–time-scale gain of the receptor small, to match the extremely wide dynamic

range of scene intensities. 

This work differs from previous work on continuous-time analog photoreceptor circuits in its

critical analysis of the limiting behavior, and its attention to constructing, characterizing, and

understanding a receptor with maximum dynamic range and sensitivity. The inspiration for this

work was biological, but the impetus was engineering reality. Previous photoreceptor circuits

have deficiencies that render their usefulness questionable in anything but exploratory designs.

Rather than a demonstration-of-concept, we intend this work to be a serious engineering study.

Some people view the competition as video cameras and frame grabbers. This viewpoint is

blind to the inherent differences between continuous-time and sampled receptors, but it is valid in

the sense that modern charge-coupled-device (CCD) imagers are very good, and a serious com-

parison must be made between the raw quality of the transduction process in these two technolo-

gies. In a video camera, the goal is to build an 

 

imager

 

 that faithfully reproduces electronically the

image intensities, with simultaneous optimization of pixel density, dynamic range, sensitivity,

noise, and nonuniformity. This art is highly developed in the form of CCD imagers [15]. Present-

day cameras achieve 1000 by 1000 density in a 2 cm

 

2

 

 die, with a dynamic range of up to 4 decades

at a single shutter setting, a noise of less than 100 equivalent electrons per integration time, a max-

imum signal-to-noise ratio (SNR) of over 60 dB

 

†

 

, and a nonuniformity of less than 1 %. These

numbers are amazing, but we must remember that they are the result of concentrated effort of

many thousands of man-years, driven by intense market forces. If we can match these characteris-

tics, then we can be confident that we are doing well. The receptors reported in this chapter, which

are fabricated in a stock CMOS process, compare favorably with several state-of-the-art CCD per-

formance characteristics. 

 

† A 60 dB SNR means the power ratio is 10

 

6

 

, i.e., 10 dB means a factor 10 in power. The signal-

 

amplitude

 

 to noise-

 

amplitude

 

 ratio is 10

 

3

 

. 
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A key component in these receptors is an

 

 adaptive element

 

. The adaptive element is a resis-

tor-like device that regulates the rate that the receptor learns about the history of the signal. CMOS

technology does not allow for the use of real resistors except in very specialized applications, like

tilting a global bias voltage across a chip. For circuits meant to do local processing, available resis-

tances are much too small to construct useful time constants on the order of seconds. The only

alternative to a resistor is a transistor. Transistors have naturally exponential behavior while work-

ing in subthreshold. Instead of bemoaning this fact, we take advantage of it by constructing non-

linear adaptive elements from transistors. We show, however, that the obvious choices for

adaptive elements that use transistors have problems that arise from the same interaction of light

with silicon that lets us detect the light. Scattered light and diffusing minority carriers cause large

systematic offset voltages and asymmetric operation. In this chapter, we report two novel adaptive

elements that are inherently insensitive to the effects of light. 

People sometimes think that speed is not really an issue for receptor circuits designed to work

in artificial vision systems. After all, both human and fly vision (two extremes) cut off at less than

200 Hz, so why worry about microsecond time scales? The bandwidth of the primary transduction

process is always proportional to the intensity: The more light, the larger the photocurrent, and

the quicker the response. No matter how fast the photoreceptor, at some intensity, the response

becomes too slow to be useful. We describe how the active feedback circuit speeds up the receptor,

compute the effect of circuit and stimulus parameters on the time response, and show compara-

tive measurements of different types of receptors to find the optimum configuration. 

Photoreceptor usefulness is not only limited by time response, but also by noise. To under-

stand the limits on photoreceptor sensitivity, we measured basic transistor noise (Appendix 2c), as

well as noise in our photoreceptor circuits. We find that the receptor noise is dominated by the ini-

tial stage of transduction. The adaptive feedback circuit adds negligible noise. An application of

the simple noise theory developed in Appendix 2c to the photoreceptor circuit leads to beautiful

results about noise in logarithmic receptors. We say beautiful because it is rare that such noise

results are simple and intuitive.

Much of the technology in these receptors involves the interaction of light with silicon. To

round out our study of visual transduction, we measured the spectral response properties of sili-

con phototransducers (Appendix 2a). We find that the response properties of the photodiodes and

phototransistors available in a stock CMOS or BiCMOS process are consistent with a simple the-

ory of carrier diffusion and the known properties of the absorption of light by silicon. 



 

10  CONTINUOUS-TIME PHOTORECEPTORS—PREVIOUS WORK

 

It turns out that the adaptive properties of these receptors depend a lot on the parasitic and

unintended interaction of light-generated minority carriers with the parts of the photoreceptor cir-

cuit. Appendix 2b is about a set of measurements of the diffusion of minority carriers and the

effectiveness of guard structures.

The rest of this chapter is organized as follows. We start with a heuristic explanation of the

photoreceptor circuit operation that is sufficient for designers to use these receptors in their own

designs. We next give a detailed description of the adaptive elements, and compare the old ele-

ments with the new and improved ones. In order to test our theoretical understanding of the pho-

toreceptor operation, we develop a small-signal model of the circuit operation and compare it

with measurement. Finally, we discuss theory and measurement of the limits of operation, to

answer the questions: What are the lowest usable intensities, and what are the smallest detectable

signals? Two appendices go into detail about the interaction of light with silicon, and the final

appendix is about general transistor noise. 

 

CONTINUOUS-TIME PHOTORECEPTORS—PREVIOUS 
WORK

 

The basis for the work reported here is Mead’s logarithmic photoreceptor [9], used in the early

Mahowald and Mead silicon retinas [5][11] and in the SeeHear chip [16]. This receptor has three

deficiencies that are corrected in the present work. The problems with this receptor are the poor

matching between different receptors, the poor match between the low sensitivity of the receptor

and the high gain required to sense the small contrasts present in real images, and the slow time-

response that limits the dynamic range. Delbrück and Mead built an adaptive receptor that con-

tained essentially the same ideas as in this chapter, though in naive form [2]. Mahowald incorpo-

rated essentially the circuit described in this chapter, except for the adaptive element, into a silicon

retina [4]. At about the same time, Mann [7] developed several adaptive photoreceptor circuits

that are more flexible than the ones described here, except that they use a larger number of compo-

nents and were never fully tested. None of the above receptors were satisfactorily characterized, in

the sense that the simple engineering metrics like usable dynamic range and sensitivity were not

obtained.

The imager community is not fully won over by CCD dominance, and periodically we see

published reports of new approaches to the use of solid-state detector arrays. We will omit discus-
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sion of these approaches for three reasons: First, this community is overwhelmingly concerned

with imaging, rather than with information processing. Second, these detectors are designed to be

sampled in time. Third, these devices usually cannot be built in a standard CMOS process.

 

CIRCUIT HEURISTICS

 

There is a direct analogy between the components of Mead’s conceptual model of brain infor-

mation processing ([2] in Chapter 1) and the parts of the adaptive photoreceptor circuit, as shown

in Figure 2.1. The scheme is that an 

 

input

 

 intensity is compared with a 

 

model

 

 of the input intensity,

and only the result of a 

 

comparison

 

 between input and model is sent on to the next stage of process-

ing.The output of the comparison is used in 

 

learning

 

 the model of input intensity. The advantage of

this type of scheme is that only the 

 

unexpected

 

 information fills the dynamic range of the channel.

Figure 2.2 shows the photoreceptor circuit in transistor form, labeled with the elements of the

conceptual model. This labeling is useful for understanding the 

 

functional

 

 role of the various com-

ponents, without getting tangled up immediately in the technical details of the circuit operation.

In this section, we provide a heuristic description of the operation of the feedback loop. We will

first describe the individual components, and then go through a complete cycle of the loop, in

response to a small change in the intensity. 

Learning

Comparison

Model

Input

Output

FIGURE 2.1 A photoreceptor in 

abstract form, as an example of an 

adaptive information processing 

device. The photoreceptor compares 

an input current with a model current, 

and outputs the amplified comparison. 

The comparison is also used to learn 

the model. The combination of 

comparison, model, and learning 

allows for a system with high sensitivity 

and wide dynamic range.
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The input current comes from a photodiode that generates a photocurrent that is linearly pro-

portional to intensity (see Appendix 2a). The current consists of a steady-state background compo-

nent 

 

I

 

bg,

 

 and a varying, or transient, component 

 

i

 

. We split the current up in this manner because

the goal of the computation is to compute the ratio 

 

i

 

/

 

I

 

bg

 

; this ratio is the important quantity to

measure for vision, because it corresponds to scene reflectivity rather than scene luminance. The

photodiode is simply an extension of the source of Q

 

fb

 

. All parts of the circuit except for the photo-

diode are covered with metal. 

The model of intensity is stored as a charge on 

 

C

 

1

 

, and a feedback transistor Q

 

fb

 

 supplies the

model photocurrent. The source voltage 

 

V

 

p

 

 is directly determined by the gate voltage 

 

V

 

f 

 

and by

the photocurrent 

 

I

 

bg

 

+

 

i

 

. Intuitively, the feedback clamps the voltage 

 

V

 

p

 

 at whatever it takes for Q

 

n

 

to sink the bias current supplied by Q

 

p

 

. For typical intensities, Q

 

fb

 

 operates in subthreshold. 

 

V

 

p

 

sits below 

 

V

 

f

 

 at whatever voltage it takes to turn on Q

 

fb

 

 to supply the photocurrent. Because the

current 

 

i

 

 is exponential in the source voltage and in the gate voltage, the receptor is immediately

and naturally a logarithmic detector. 

Vp

Vo
Vf

C2

C1

Ibg+i

Vb

Input

Model

Comparison
Learning

Qfb

Qn

Qp
Adaptive
element

VcasQcas

FIGURE 2.2

The adaptive photoreceptor circuit 

with circuit components labeled with 

elements of Figure 2.1. Light shining 

on the receptor generates a 

photocurrent in the input 

photodiode linearly proportional to 

intensity. The rest of the circuit, 

consisting of Model, Comparison, 

and Learning, senses the 

photocurrent with high sensitivity 

and adjusts the operating point 

around the historical value of the intensity. The DC gain is low and the transient gain is high. The 

capacitive divider formed by C1 and C2 determines the gain of the amplifier. A resistor-like adaptive 

element allows the receptor to respond over a large dynamic range, by storing the average intensity 

on C1.
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The comparison between input and model is performed by the inverting amplifier consisting

of Q

 

n

 

 and Q

 

p

 

. An additional transistor Q

 

cas

 

, in a cascode configuration, isolates the drain of Q

 

n

 

from the large output voltage swings, and will be discussed in the next paragraph. The input volt-

age 

 

V

 

p

 

 controls the current sucked from the output node by Q

 

n

 

. The current pushed into the out-

put node by Q

 

p

 

 is fixed by the bias voltage 

 

V

 

b

 

. The voltage gain 

 

–A

 

 of the amplifier is determined

by the ratio of the transconductance of Q

 

n

 

 to the parallel combination of the drain conductances of

Q

 

n

 

 and Q

 

p

 

, and is typically several hundred. The bias voltage, 

 

V

 

b

 

, determines the cutoff frequency

for the receptor, by setting the bias current in the inverting amplifier. We often use this control to

filter out flicker from artificial lighting.

The cascode transistor Q

 

cas

 

 is a source-follower to shield the drain of Q

 

n

 

 from the large voltage

swings of 

 

V

 

o

 

. 

 

We hold 

 

V

 

cas

 

 high enough to hold the source of Q

 

cas

 

 high enough to saturate Q

 

n

 

’s

drain, but not so high that the source is above 

 

V

 

o

 

. The purpose of Q

 

cas

 

 is to nullify the large voltage

swings across the gate–drain capacitance of Q

 

n

 

 that load down the input node. These voltage

swings can make fF-scale gate-drain capacitance appear to the input node to be on the pF scale,

greatly slowing the time–response. This phenomenon is well known and is called the

 

Miller effect

 

. In addition, the cascode effect of Q

 

cas

 

 multiplies the drain resistance of Q

 

n

 

 by a fac-

tor of approximately 

 

A

 

, and hence, increases the gain of the amplifier by a factor of 2 or more. Both

the reduction in effective input capacitance, and the increased gain, translate into speedup, and

hence, increased dynamic range. The addition of this single cascode transistor increases the

dynamic range of the receptor by about a decade, as we will see later.

The output

 

 V

 

o

 

 is fed back to 

 

V

 

f

 

 through the adaptive element and through the capacitive

divider formed from 

 

C

 

1

 

 and 

 

C

 

2

 

. On long time scales, the feedback is a short circuit, because charge

flows through the resistor-like adaptive element and onto the 

 

V

 

f

 

 node until the voltage across the

adaptive element is zero. On short time scales, no charge flows through the adaptive element, but

changes in 

 

V

 

o

 

 are directly coupled to changes in 

 

V

 

f

 

, through the capacitive divider. 

 Let us follow the effect of a small intensity change around the loop. We denote a small-signal

representation by lowercase. In response to a change of intensity 

 

i,

 

 the output voltage 

 

v

 

o

 

 moves

enough so that 

 

v

 

f

 

 moves enough so that 

 

v

 

p

 

 is held nearly clamped. The voltage

 

 v

 

p

 

 is clamped

because 

 

A

 

 is large—only a tiny change in 

 

v

 

p

 

 is needed to move 

 

v

 

o

 

 to wherever it needs to be to

change 

 

v

 

f

 

 to supply 

 

i. (What a mouthful!)

In response to a change i, vf must move by some amount to hold vp clamped. On long time

scales, the gain of the receptor is low, because the feedback is a short circuit across the adaptive
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element, and vo does not need to move much to hold vp clamped. On short time scales, no charge

flows through the adaptive element. When vo moves a lot, vf only moves a little, because the feed-

back capacitor C2 is smaller than the storage capacitor C1. The larger the capacitive divider ratio,

the more vo must move to move vf by the required amount. The gain of the receptor is set by the

capacitive-divider ratio. The larger C1 is relative to C2, the larger the gain of the circuit. 

It is simple to compute the steady-state and transient gain of the receptor from the arguments

just given; the key assumption is that A is large so vp is held clamped. The gain from vf to vp is just

κ, the back-gate coefficient. The gain from vo to vf is 1 in steady-state, and is C2/(C1+C2) tran-

siently, when no charge flows through the adaptive element. The gain from input i to vp is just –VT

per e-fold intensity change. We obtain the complete closed-loop gain for both steady-state and

transient inputs by computing the vo needed to hold vp clamped. Hence, we obtain the linearized

steady-state closed-loop gain,

(1)

and the linearized transient closed-loop gain,

(2)

Note that we write the gain in dimensionless form, to display in a simple way the logarithmic,

contrast-sensitive response properties. Equation 1 is the small-signal equivalent of the large signal

expression for the steady-state output voltage, given here for reference by

(3)

where Ib is the amplifier bias current and I0 is the preexponential in the subthreshold transistor

law. The ratio between transient and steady-state gain is simply the capacitive-divider ratio

(C1+C2)/C2. An important parameter of this system (and any feedback system) is the total loop

gain, obtained by following the gain all the way around the loop. The total loop gain is

(4)

The adaptation happens when charge is transferred onto or off the storage capacitor. This charge

transfer happens through the adaptive element. The adaptive-element is a resistor-like device that

has a monotonic I-V relationship. In VLSI, however, true resistors are much too small for adapta-

vo VT⁄

i Ibg⁄
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κ
---=

vo VT⁄

i Ibg⁄
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tion on the time scale of seconds,† so we use transistors in our adaptive element. We have devel-

oped two novel adaptive elements with dual nonlinearities—expansive and compressive

(Figure 2.3). The expansive adaptive element acts functionally like a pair of diodes, in parallel,

with opposite polarity. The current increases exponentially with voltage for either sign of voltage,

and there is an extremely high-resistance region around the origin. The compressive adaptive ele-

ment acts functionally like a pair of diodes in series, with opposite polarity. The current saturates

at a very small value for either sign of voltage, with a small linear central region. Here we will dis-

cuss the functional implications of ideal adaptive element like those shown in Figure 2.3. Starting

on page 17, we will describe the actual adaptive elements in detail.

The I–V relationship of the expansive adaptive element means that the effective resistance of

the element is huge for small signals, and small for large signals. Hence, the adaptation is slow for

small signals and fast for large signals. This behavior is useful, since it means that the receptor can

quickly adapt to a large change in conditions—say, moving from shadow into sunlight—while

maintaining high sensitivity to small signals.

The I-V relationship of the compressive adaptive element means that the effective resistance is

constant for small voltages, and becomes huge for large voltages. For large voltages, the element

† Assume we need an RC time constant of a second, and that C = 1 pF (a 50 µm by 50 µm poly-to-poly capacitor). 

Then we need R = 1012 Ω. Poly has a resistance of 20 Ω/square, so we would need 5x1010 squares—a 2 µm-wide poly 

resistor with area 0.6 m2!

0

10 4

-10 10

VoVc

I
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Vc
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-10 10

I

Vo – Vc  (kT/q)

Vo – Vc
(kT/q)

I

I
(a)

(b)

FIGURE 2.3 Two idealized adaptive elements. 

(a) the expansive “hysteretic” element. The current 

is an exponentially increasing function of the 

voltage for either polarity. (b) the compressive 

element. The current saturates for voltages higher 

than a few kT/q. In practice, these elements are 

always unsymmetrical in their response, and there 

is always a leakage current from the capacitor to a 

reference voltage other than Vo. 
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simply acts like a current source and not a resistor. The effect is that large changes in intensity are

effectively ignored on short time scales. The receptor is equally sensitive to both large and small

intensity changes. The adaptation time is proportional to the size of the signal.

An obvious advantage of using active feedback is that the separate bias current in the output

leg of the receptor is capable of driving arbitrarily-large capacitive loads, simply by adjusting the

bias current. More fundamentally, however, the feedback configuration, by clamping the vp node,

extends the usable dynamic range of the receptor by speeding it up. The small photocurrents need

only charge and discharge the small changes in vp, rather than the large swings of vo. We can

immediately deduce that the larger the gain A of the amplifier, the more speedup we obtain. Also,

for a given amplifier, the more closed-loop gain we design into the receptor, by adjusting the

capacitive-divider ratio, the slower the response. We take as a baseline the speed of the input node

if vf is held constant, say, by breaking the loop there. The speedup, over this baseline value, that

we obtain by using the active feedback is proportional to the total loop gain ALoop. We explore

these points further in the small-signal analysis, starting on page 28. A typical measured speedup,

using the active feedback and the cascode, is 1–2 decades.

A demonstration

We can understand the behavior of this receptor with both the expansive and compressive

adaptive elements, by examining the measured response to a varying intensity (Figure 2.4). The

incident light consists of a small intensity variation sitting on a steady background. The contrast of

the signal, relative to the background, is a fixed percentage, independent of the absolute intensity.

We vary the overall intensity level by interposing neutral density filters—like sunglasses—with

various attenuation factors. All the behaviors just discussed appear in this figure. Because the

response is logarithmic, the amplitude of the response to the small contrast variation is almost

invariant to the absolute intensity. The receptor that uses the expansive adaptive element adapts

very rapidly in response to the large change in intensity caused by a filter change. Because the

steady-state gain is much smaller than the transient gain, the adapted response to an intensity

change of a decade is almost the same as the response to the 15 % variation. The time constant of

the adaptation is much shorter than the period of the input signal. We can see how a receptor like

this could be useful in systems that care about the contrast changes in the image, and not the abso-
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lute intensities. In contrast, the receptor that uses the compressive element adapts very slowly to

the large intensity changes, but also faithfully reports their size. 

THE ADAPTIVE ELEMENTS

The key difficulty in the practical use of these adaptive elements in photoreceptor circuits,

when light falls on the surrounding circuitry, is related to the effect of light on silicon. Light creates

minority carriers, and minority carriers diffuse home to their majority regions, creating junction

currents. Appendix 2b is about measurements we did to show that the diffusion length is tens of

40 s

1 V 0

-1

-2

-3

-4
-3

-2

-1

0

Expansive
adaptive
element

Compressive
adaptive
element

Log absolute
intensity (decades)

Contrast 13 %
720 mW/m2

FIGURE 2.4 Response of two adaptive receptors. Stimulus is a square-wave variation in 

the intensity around a mean value. The numbers by each section are the log intensity of the 

mean value; 0 log is 720 mW/m2. The amplitude of the square-wave variation is about 6 % 

of the mean value. (a) is from a receptor with the expansive adaptive element. (b) is from a 

receptor with a compressive adaptive element. Each receptor is primarily sensitive to 

contrast, rather than absolute intensity, and each has roughly the same gain for small 

signals, but (b) is much slower to adapt to the large changes of intensity. 
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microns, and that it is not practical to build guard structures to soak up the excess carriers. The

adaptive elements, constructed from transistors, are at the same time also photodiodes. In our

photoreceptor circuit, the adaptive element is hooked up so that one side is driven and the other

side is not. The leakage currents pull the undriven side to the wrong voltage, and unbalance the

operating point of the element. Circuits constructed from naively-designed adaptive elements are

unbalanced both in steady-state and in response to up- and down-going changes. We invented

two adaptive elements that are inherently resistant to these junction leakage effects. Both elements

use the idea that the undriven node is isolated from any reference voltage other than the driven

side. Before we describe the new adaptive elements, we shall discuss previous solutions and why

they are not satisfactory. 

Expansive adaptive elements†

The old expansive adaptive elements shown in Figure 2.5 each consist of complementary

diode-characteristic elements that turn on for opposite polarities of voltage, and each has an I–V

relationship, to first order, like . The problem with each of these elements is that junc-

tion leakage currents cause a large offset voltage and asymmetric operation.

† Adaptive elements with these exponentially-increasing characteristics are often called hysteretic elements.

I V( )sinh=

Vo Vc

pp np

nn np foll

Vo Vc

Vo Vc

Vo Vc

FIGURE 2.5 Expansive adaptive 

elements [8]. Ideally, each element 

has the sinh-like I-V relationship 

shown in Figure 2.3a. Because of 

junction leakage, none are 

satisfactory. Leakage currents are 

shown explicitly for the pp and nn 

elements; in the other two elements, 

the bulk leakage dominates.
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For example, consider the element labeled nn, consisting of two native diode-connected tran-

sistors. The source-drains of the two diode-connected transistors sit on the bulk substrate. These

source-drains are also photodiodes that soak up stray minority carriers generated, say, by light

falling on the nearby opening in the metal. Any charge sitting on the source-drain is leaked away

towards the bulk potential, which is ground. In order to hold the capacitor at the correct voltage to

complete the feedback loop, the output of the photoreceptor must turn on the element to counter-

act the leakage. The large source voltage combines with the back-gate effect to produce a steady-

state offset voltage , across the adaptive element, of at least 1 V, even in the dark. 

We hoped to avoid this problem in the pp adaptive element. The idea is that the transistors are

protected from stray minority carriers that are generated in the bulk substrate. These carriers are

absorbed by the well, where they are lost in the sea of majority carriers. Empirically, the minority

carriers generated in the well by scattered light are sufficient to unbalance the circuit, resulting in

an offset voltage that is nearly as large as in the nn element, and a very unsymmetrical response to

bright and dark edges when incorporated in an adaptive receptor. Even in the dark, junction leak-

age currents, combined with the large back-gate effect, leave a remnant offset of about a volt.

We also tried using a combination of native and well transistors, in hopes that the leakage cur-

rents would cancel (elements np and np foll in Figure 2.5). This balancing act fails, because the sub-

strate leakage dominates the well leakage by orders of magnitude.

A new expansive adaptive element

These problems led us to invent the new element, shown in Figure 2.6, that is inherently insen-

sitive to the effect of junction leakage currents. It consists of a single well transistor sitting in its

own isolated well. The capacitor, one source-drain of the transistor, and the transistor gate are

attached together to form the isolated node. The amplifier output, the other source-drain, and the

well itself are attached together to form the driven node. 

The operation of the element depends on what direction the current flows. When the output

voltage is higher than the capacitor voltage, the current is conducted by the surface-channel, field-

effect transistor. The source of the transistor is raised above the gate and drain, and the current

flows through the surface channel (Figure 2.6(b)). The effect of raising the source and the well

together is effectively the same as lowering the gate, because there is no other reference voltage

that matters. Hence the current e-folds every kT/qκ volts.

Vc Vo–
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When the output voltage is lower than the capacitor voltage, the current is conducted by a

bipolar bulk mechanism. The junction between the well and the source-drain diffusion attached to

the capacitor is forward-biased (Figure 2.6(c)). Many of the carriers that are emitted from the

capacitor source-drain diffusion are collected by the bulk substrate and not by the other source-

drain diffusion. In other words, the bipolar current gain means that it takes only a little current

sunk by the output node to forward-bias the junction. The current e-folds every kT/q volts.

The low offset functioning of this element lies in two details. First, the capacitor has no refer-

ence voltage other than the receptor output voltage. There is no power supply rail to leak to. The

only available reference voltage is the voltage of the well—which sits at the output voltage of the

receptor. Second, the transistor bulk—the well—is at the source voltage, so there is no back-gate

effect and the off-state conductance in the field-effect surface-channel transistor is large enough to

overcome the junction potential between capacitor and well that is induced by scattered light. In

other words, if there were no field-effect transistor, a junction potential between well and capacitor

would form to cancel the remnant junction current caused by thermally or optically generated car-

riers. The field-effect transistor leaks enough—its threshold is low enough—that this junction

potential is negligibly small.

FIGURE 2.6 A new expansive 

adaptive element (a), shown in 

schematic form along with the 

capacitor that stores the adaptation 

state.

(b) The mode of conduction when 

the output voltage is higher than the 

capacitor voltage: The structure acts 

as a diode-connected FET. 

(c) The opposite case: The p+/n 

junction acts as a true diode, and the 

device as a whole acts as a lateral 

bipolar transistor.

n-well

p-substrate

p+ n+p+

Vc

Vo

Vc Vo

Vc Vo

Vo > Vc

Vo < Vc
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(b)
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We can see in Figure 2.7 how the exponential characteristic of the expansive adaptive element

leads to an extremely flat response near the origin of the I–V curve. The bipolar mode conduction

explodes exponentially at a smaller voltage, and explodes at a faster rate, but otherwise is similar

to the MOS mode conduction.

Figure 2.8 shows the measured I–V relationships in more detail. We can see from this data

how the bipolar mode current e-folds about every 28 mV, close the predicted value .

The MOS mode e-folds about every 48 mV, in agreement with a value  for the back-gate

coefficient that is reasonable given the small gate–bulk voltage in the measurement. Figure 2.8 also

shows that light falling on an opening in the metal near the element has an immeasurable effect on

the current flowing in the gate terminal of the device, while it has a huge effect on the current

flowing into the well node of the device.

Figure 2.9 compares the measured static DC offset voltage in the old adaptive elements in

Figure 2.5 and in the new element in Figure 2.6. We can see from these measurements that the off-

sets are minimal in the new element, compared with the previous ones.
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FIGURE 2.7 Measured 

Current–Voltage relationship for 

the new expansive adaptive 

element shown in Figure 2.6. The 

Bipolar mode conduction is 

stronger, leading to a quantitative 

difference in the voltage at which 

the current explodes. At any 

scale of current, the curves have 

the same appearance; the 

voltage scale changes 

logarithmically with the current 

scale. We took this data from a 

p-well chip.
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FIGURE 2.8 Current–Voltage relationships for the new adaptive element. There plots show the 

current flowing into each terminal of the adaptive element shown in Figure 2.6 in each of the 

modes—Bipolar and MOS—and under darkness and bright (1 W/m2) lighting conditions, as a 

function of the voltage across the adaptive element. This data is from a p-well device. The device is 

illuminated with a red LED. The opening in the metal is 11 by 18  µm2 and is about 15 µm distant 

from the device. The MOS transistor is 6 µm wide by 4 µm long. The well is 32 by 17 µm2 (slightly 

large than necessary). The common-mode voltage is 2.5 V relative to the substrate.
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Figure 2.10 compares the response to step changes in the intensity of a photoreceptor built

using the old 

 

pp element, and built with the new expansive element. The old receptor responds

very unsymmetrically to increases and decreases of intensity, because the adaptive element sits on

one side of the I–V profile. The asymmetry is worse under bright light (not shown), indicating the

role of light-generated carriers. The new receptor, in contrast, responds much more symmetrically

to the same step changes of intensity. The response is still unsymmetric, but the asymmetry is

explained by the difference between the bipolar and FET conduction modes in the two directions.

In the light-to-dark direction, the current through the expansive element e-folds every kT/q, in the

dark-to-light direction, every kT/qκ. The receptor should adapt more quickly in response to transi-

tions from light to dark, and we can see from Figure 2.10 that it does. 

The compressive adaptive element

Misha Mahowald used the compressive adaptive element shown in Figure 2.11 in one of her

silicon retinas [4]. Ideally, this element has the compressive I-V relationship shown in

Figure 2.3(b). The problem with this element is similar to the problems of the elements in

Figure 2.5. There is a diode leakage current from the well to the bulk substrate that is exacerbated

FIGURE 2.9 Expansive adaptive 

element offset voltage as a function of 

log incident irradiance. Labels on 

plots refer to elements shown in 

Figure 2.5, except for the new 

expansive element shown in 

Figure 2.6. Highest irradiance is 

5.6 W/m2. Red LED (λ=635 nm) is 

used to illuminate devices. Devices 

are shielded with a surrounding 10–

6543210
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Offset
Voltage
Vc – Vo
 (V)

µm-wide native source-drain diffusion guard bar tied to ground, and everything is covered with 

metal; the nearest substrate opening is 30 µm. All the elements with native devices are dominated 

by leakage to the substrate (ground). The pp element leaks to the well (Vdd). Only the new adaptive 

element has minimal offset voltage.
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by light-generated minority carriers. This leakage causes a large offset in a feedback circuit, and

makes the response of the feedback circuit unsymmetrical in response to increases and decreases

in the input. In other words, in one direction of change, adaptation is rapid, and in the other it is

slow. 

This problem is much less severe in the new compressive element shown in Figure 2.12, which

uses the vertical bipolar transistor structure available in a BiCMOS process to construct an isolated

node. Again the trick is that the isolated node can only leak to the driven voltage, leading to small

offset. The difference in the doping profiles between the two junctions in the bipolar device leads

to a saturation current that is about 60 times higher in one direction than the other. The response of

a receptor built using this compressive element is shown in Figure 2.4b. We can see from the time

scale on this figure that despite the difference in the slew rate, the effective time constant of the

100 mV

100 mV

20 s

1 s

(a)

(b)

FIGURE 2.10 A dynamic comparison of the operation of the adaptive photoreceptor with 

(a) the new adaptive element versus (b) with one of the old elements, in response to step 

changes in intensity. The receptor with the new element responds much more symmetrically 

to increases and decreases of intensity, and the time constant of adaptation is much longer 

(note difference in time scale). We adjusted the stimulus to produce approximately the same 

change in voltage across the adaptive element for the two cases. The illumination was by 

red LED with a background irradiance of 60 mW/m2, about 1/10 the level of direct office 

fluorescent lighting. 
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adaptation is adequate at even the highest intensities for vision tasks on the scale of seconds or

faster.

The details of the leakage effects in the compressive element are as follows. In the dark, the

saturation current is 500 electrons/second onto the capacitor, and 30,000 electrons/second off the

capacitor. With a capacitance of 0.5 pF (the capacitance we get with a 30 mm by 30 µm poly1 to

poly2 capacitor), these currents translate to a downward slew rate of a thermal voltage (25 mV)

every 3 minutes, and an upward slew rate of a thermal voltage every 3 seconds. This ratio of 60 in

saturation current is explained by the different characteristics of the two junctions; the saturation

current of the base–emitter junction is about 60 times smaller than the saturation current of the

base–collector junction. This ratio of saturation currents is independent of intensity, although the

absolute value is proportional to intensity. The leakage current of the base–emitter junction is

smaller because the doping of the n++ emitter and the p+ base is larger than the doping of the n-

well, leading to smaller minority concentrations, and hence, smaller reverse-saturation current. 

EXPERIMENTAL RESULTS ON RECEPTOR GAIN

Figure 2.13 summarizes experimental results on the steady-state and transient gain of the pho-

toreceptor. We can see from this figure the graphical form of the idea that the transient gain is

FIGURE 2.11 Old compressive adaptive element. (a) shows the circuit schematic. (b) shows 

the physical structure. Arrows show path of current flow when Vo drops below Vc. Diode-leakage 

current from the well to the substrate causes Vc to drop much faster than reverse current in the 

transistor by itself allows. The opposite voltage polarity does not suffer this problem because the 

diode-leakage current is supplied by the driven node Vo. 
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larger than the steady-state gain. The slopes of the operating curves are predicted by Equations 1

and (2). 

The steady-state gain is predicted by Equation 1 to be VT/κ per e-fold intensity change. This

translates, at room temperature, to a gain of 70– 80 mV/decade, assuming κ ≈ 0.7– 0.8. From

Figure 2.13, we can see that the measured steady-state gain is 30–40 mV/decade. The actual

steady-state voltage is difficult to measure precisely, because of the extremely long adaptation

time constant. Even so, we believe that the measured result is correct, and that the discrepancy is

due to a small, but finite, offset voltage in the adaptive element that is intensity-dependent in a

direction that reduces the total gain. When the intensity increases by a decade, the feedback node

must increase by 70–80 mV, but since the offset voltage across the adaptive element also increases

about 30–40 mV from increased junction potential, the output need only increase 30–40 mV. 

In Figure 2.14, we plot the measured small-signal transient gain as a function of background

intensity. We can see from this plot that the gain is relatively constant over a range of 4–5 decades.
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FIGURE 2.12 New compressive adaptive element. (a) The schematic form. (b) A cross-section 

through the structure. Structure is a vertical bipolar transistor with floating base. Charge-storage 

node can only leak to driven node. (c) Inferred I-V relationship in the dark. 
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The gain in the constant region is about 1.4 V/decade, or about 18.7 times larger than the steady-

state gain. From the layout for this receptor, we measure a capacitive divider ratio of

, so the results are consistent within experimental error. We could not explore

the upper limit of the intensity range because our LED’s are not bright enough. At the lower limit,

the gain decreases, probably from a combination of adaptation time constant competing with

response rise-time, and illumination-independent dark current. 
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FIGURE 2.13 Step response operating curves. Each s-shaped curve shows the peak value of 

the response to a step change of intensity, starting at the intensity marked with a circle. The 

ordinate shows the peak value of the response to the step, and the abscissa shows the absolute 

incident irradiance. The total range we tested spans 6.5 decades. The receptor was allowed to 

adapt back to its steady-state value for 5 s before each step stimulus, except for the dashed curves 

(marked with the arrows). For these curves, the adaptation was for 15 s. Increasing the adaptation 

time allowed the receptor output to fully restore to the steady-state value. For each of the curves, 

the first step intensity was to the lowest intensity. These points are higher than immediately higher 

intensities, because the receptor was allowed to adapt for a longer period of time between 

adaptation levels than between points on one curve. The steady-state gain measured from the data 

above is between 30 and 40 mV/decade; the transient gain is plotted in Figure 2.14.
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SMALL-SIGNAL TIME-DOMAIN ANALYSIS

In this section, we quantitatively analyze the behavior of the photoreceptor circuit in the

small-signal regime. Our analysis formalizes the intuitive analysis we gave earlier, and helps us

understand the second-order behavior of the circuit. Figure 2.15 shows the feedback circuit along

with definitions of the circuit elements we use in our analysis. Figure 2.16 shows the layout corre-

sponding to the schematic in Figure 2.15. Many of the measurements we show later are taken from

this receptor circuit.

To perform the analysis, we make the simplifying assumption that the phototransducer has a

lumped capacitance, Cp, to ground. This capacitance is important, because, under low-light condi-

tions, it limits the response time of the photoreceptor. The lumped-capacitance assumption is cor-

rect as long as we use a photodiode, rather than a phototransistor, and as long as the response time

is not limited by finite minority-carrier diffusion time. Under these conditions, the model shown

in Figure 2.15 is a good match to reality. We will discuss the other limiting effects starting on page

38.
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FIGURE 2.14 Adaptive receptor small-signal transient gain, as function of background 

irradiance. We measured these points from Figure 2.13. The curve is fitted by eye through the data 

points. The measured gain of about 1.4 V/decade is consistent with the measured capacitive 

divider ratio .C1 C2+( ) C2⁄ 17=
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In the following analysis we will assume, for full generality, that Qcas is shorted, rather than

acting as a source-follower or cascode. This assumption lets us see quantitatively the effect of Cm.

The three equations that govern the behavior of the small signal voltages vo, vp, and vf are

(5)

The first equation describes the inverting amplifier. The output node, vo, with capacitance Co, is

discharged by an increase in the input voltage, vp, acting through the input transconductance gn of

Qn. The output node is also discharged through its output conductance, go. The output capaci-

tance, Co, consists of an external load in parallel with C2. The second equation describes the input

node. The lumped capacitance to ground is Cp. This capacitance is discharged by the input current

i, and is charged by the feedback transistor. We have linearized the Qfb current around its adapted

operating point, where, in subthreshold, the source conductance is Ibg/VT and the gate transcon-

FIGURE 2.15 Photoreceptor circuit used in small signal analysis.
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ductance is κIbg/VT. The last term of the second equation describes the current flowing across Cm.

The third equation describes the feedback node. This node is charged through the capacitive

divider and through the adaptive element. In this discussion, we assume, somewhat artificially,

that the adaptive element has conductance gf. In practice, this conductance is proportional to

intensity, and increases monotonically with the amplitude of the stimulus.

There are four natural time constants that fall out of Equations 5. They are an adaptation time

constant τf, an output amplifier time constant τo, a Miller-capacitance time constant τm, and an

input-node time constant τp, given by

(6)

Photodiode (Cp)

(also hole in overlying metal)

Storage
Capacitor
(C1)

Feedback
capacitor
(C2)

Amplifier

Cascode
transistor

Adaptive
element

Feedback transistor

6  µm

(Co)

FIGURE 2.16 The layout of a photoreceptor. The photodiode is formed as an extension of the 

source of the feedback transistor. Second-level metal covers everything but the photodiode. 6 µm 

scale bar is shown at bottom right; total area is about 80x80 µm2 in a 2-µm technology.

τf
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--------------------≡ τo
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Ibg VT⁄
-------------------≡ τp

Cp
Ibg VT⁄
-------------------≡
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We can also see how the open-loop amplifier gain arises from the combination of output conduc-

tance and input transconductance: 

(7)

One other important quantity is the capacitive divider ratio

(8)

To solve for the transfer function between input i and output vo, we rewrite Equations 5 in the s-

plane, where each time derivative becomes s. Then it is simple to solve for the ratio of output to

input. The result is 

(9)

The transfer function is dimensionless; it expresses the ratio of output voltage in units of the ther-

mal voltage to input current in units of Ibg. We can now see that the reciprocals of the time con-

stants of Equation 6 are not identical to the poles, although they are closely related. The time

constants are separated by several orders of magnitude under typical conditions. τf determines the

adaptation rate, and hence the low frequency cutoff. τo determines the absolute high-frequency

cutoff for bright light. τp and τm generally limit the bandwidth of the detector. We note that τp and

τm are inversely proportional to the intensity. 

Figure 2.17 shows the measured transfer function for different background intensities. The

shape of the measured transfer function is similar to the theoretical one. The high-gain region

between low- and high-frequency cutoff spans about 4.5 decades. An interesting behavior is that

the low- and high-frequency cutoffs are each proportional to intensity, so that the log bandwidth is

a constant, independent of intensity. (We use this fact in the noise analysis starting on page 42.)

The linear bandwidth is proportional to intensity. The dependence of the low-frequency cutoff

with intensity probably arises from the effect of scattered light on the adaptive element.

We can understand the transfer function by going to various limits of the parameters. The

obvious limits obtain the steady-state and transient gains we computed earlier. Let us concentrate

A
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our efforts on understanding the limits on the time-response, where the utility of the small-signal

analysis becomes apparent. In the absence of adaptation ( ), H becomes

(10)

When the amplifier is infinitely fast ( ), the transfer function becomes

(11)

This first-order system has a single pole on the negative real axis. The first-order time-constant is

(12)
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FIGURE 2.17 Measured amplitude transfer functions for the fed-back receptor with a photodiode 

constructed from a piece of native diffusion. The number by each curve is the log background 

irradiance, in decades. The highest irradiance is 19 W/m2, about 10 times direct office-fluorescent 

lighting. The intensity affects both the high and low frequency cutoffs. The receptors have a constant 

gain over a range of 4–5 decades of frequency. At the highest background intensity, the gain is 

larger than at the other intensities, because the feedback transistor comes out of subthreshold, 

reducing its transconductance. We normalized the curves to the mean gain for the median 

intensities, about 1.4 V/decade for this receptor. This receptor has no Qcas to nullify Miller 

capacitance.
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In the limit , we obtain

(13)

This expression again tells us that the response time is inversely proportional to the background

intensity. We might have guessed this, because we have assumed that the amplifier is infinitely

fast. We can also see how the Miller capacitance, Cm, is multiplied by A, so no matter how large we

make A, we cannot neglect Cm. However, Cm <<  Cp, so we can neglect Cm over a range of A. We

can also neglect Cm when we activate Qcas. In this case, the time constant is inversely proportional

to the amplifier gain A and proportional to the feedback gain A'. In other words, the higher the

gain of the amplifier, the faster the receptor, but the more gain we want from the receptor, the

slower it will be, for a given feedforward amplifier. These relationships make sense: The better we

clamp the input node (with larger A) the faster the circuit. The more gain we want from the circuit

(with larger A'), the more the input node must move. 

Figure 2.18 shows measurements of the small-signal rise time plotted against the absolute

intensity. We can see that the inverse relationship between rise time and intensity, predicted by

Equation 12, is true over a wide range of intensities. The inverse relationship is only violated at the

very highest intensities, where the photodiode receptors start to be limited by minority carrier dif-

fusion lifetime (see page 38).

The units of intensity

We show the intensity axes on our plots in units of irradiance. Irradiance is defined as the

energy per unit area per unit time incident on the receptor, and it is measured in W/m2s. The

amount of visible light incident on a surface is called illumination, and is related to the irradiance

by the spectral visibility function of the eye, which we have shown in Figure 2a.6. Illumination is

measured in lux. The connection between the two measures is that 1 W/m2 equals 680 lux with

photons of wavelength 555 nm—the wavelength of peak sensitivity (from [12], highly recom-

mended for anyone dealing with converting between these units). People also use cd/m2 as illu-

mination units, where cd = candela. 1 cd/m2 is 4π lux. The amount of energy emitted from a

surface per unit area per unit time is called radiance; the corresponding visible quantity is lumi-

nance.

A A' κ⁄»

τrise

Cp A 1+( ) Cm+( )

Ibg VT⁄
------------------------------------------------- A'
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The illumination of the receptor is different than the illumination of the scene. The two are

related through the optics and the reflectivity of the scene. The irradiance of the receptors is the

square of the numerical aperture of the optics, times the radiance of the scene. The numerical aper-

ture is approximately the reciprocal of the lens f-number. The f-number, in turn, is the ratio

between the lens diameter and the focal length. Assuming a typical lens with an f-number of 2.8,

and a Lambertian scene reflectivity of 50 %, we compute that the receptors see an illumination that

is about 16 times smaller than the scene illumination. This number may come in handy for esti-

mating the usefulness of these photoreceptor circuits in real world situations.

FIGURE 2.18 Response-time measurements for photodiode receptors. Each curve shows the 

rise time for a small step-intensity change, versus irradiance. The different curves are for different 

photoreceptors circuits, differing in the phototransducer and the use of the cascode. Keys (refer 

also to Figure 2a.3 on page 66): x/y means junction between x and y, where x and y are as follows: 

p- is bulk substrate, n is well, p+ is p-type base layer, n++ is n-type source-drain diffusion, and p++ 

is p-type source-drain diffusion. w/cas means cascode is activated. The effect of minority-carrier 

diffusion lifetime can be seen at the solid arrow ( ). 
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Gain-bandwidth product

We can see from Equation 13 that the photoreceptor displays a typical trade-off between gain

and bandwidth. However, by building a higher total loop gain into our adaptive receptor, we have

increased both the gain and the bandwidth over the values for the previous logarithmic receptors.

Let us compute the benefit. 

Figure 2.19 shows two simple logarithmic receptor circuits that do not utilize active feedback.

Part (a) shows the simplest current-mode logarithmic receptor, which consists of a single transis-

tor with exposed source diffusion. Part (b) shows the classic logarithmic photoreceptor used in

early silicon retinas [5][8][9]. In both these devices, the output is directly charged and discharged

by the photocurrent. The first-order time constant and gain for each of the receptors are shown in

Table 2.1

The response time of each of these receptors is again inversely proportional to the background

intensity. For both these receptors, the gain is a factor of approximately  times smaller, and the

response time is approximately  times larger than for the adaptive receptor with feedback.

Hence, the gain–bandwidth product is smaller by a factor of approximately  in these simple log-

CIb g+i

Vo

CIb g+i

Vo

Vb

(a) (b)

FIGURE 2.19 Two simple logarithmic receptors. (a) is a source-follower detector. (b) is the 

simple two-diode receptor used in many early designs. 

1
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arithmic receptors than in the adaptive receptor. The price we pay for the increased performance

of the adaptive receptor is increased power consumption and circuit complexity. 

Second-order behavior

In our computation of the expected speedup due to the active feedback clamping of the input

node, we assumed that the feedback amplifier is infinitely fast. We can investigate this assumption

with a root-locus plot. Figure 2.20 shows the locations of the poles of Equation 10 as the speed of

the feedback amplifier is increased from slow to fast. In the infinitely-fast limit, the two poles of

the second order system separate along the negative real axis. One pole shoots off to -∞, and the

other ends up at the value derived earlier, corresponding to a speedup of A'/κA over the open-

loop value. To achieve this speedup, the feedback must be very fast. If it is not, the poles will have

Receptor t A

Source-follower (a) 1

Two-diode (b)

TABLE 2.1  The first-order time constant τ and gain of the simple 

logarithmic receptors in Figure 2.19.
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a nonzero imaginary part, and the output will ring. We can derive the condition for a damped,

nonringing step response by finding the value of τo that makes the imaginary part of the poles

equal to zero. 

It is easiest to approach this problem from a canonical point of view for second-order systems

[8]. A canonical form for the transfer function of a second order system is 

(14)

where, in the case of an underdamped system, 1/τ is the radius of the circle on which the poles sit,

and Q, stated loosely, is the amount of ringing in response to a step input. Q = 1/2 means a criti-

cally damped system. We can identify τ and Q in the transfer function for the photoreceptor,

Equation 10, as follows:

(15)

From these expressions we can easily solve for the Q = 1/2 condition:

(16)

For a nonringing, critically-damped response, the amplifier-output time constant must be smaller

than the input node time constant by a factor proportional to the speedup. This restriction is

severe, because the amplifier output is already a factor of A slower than it would be if the ampli-

fier had unity gain. In other words, the amplifier generates high gain by using a small output con-

ductance, and this small output conductance makes the amplifier slow. For a critically-damped

response, the transconductance of the input to the feedback amplifier, and hence the bias current,

scales as the square of the desired speedup.

We can also use Equation 10 to find the condition for maximum Q. The result is

(17)

If we bias the amplifier so that the amplifier output has a time constant equal to the time constant

of the input node, then we obtain the maximum possible amount of ringing. We have labeled these

conditions on the root-locus plot in Figure 2.20.
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Usually we operate the receptor without regard to these distinctions, and turn the bias current

up enough to give a response that is fast enough for the situation at hand, but slow enough to filter

out flicker from artificial lighting. 

Other limits on the response time

In this section, we discuss the other limits on the response speed of our photoreceptors that we

have not included in our small-signal model. 

Base capacitance in bipolar phototransistors. Comparison of photoreceptor circuits con-

structed with bipolar phototransistors and with photodiodes show that our assumption of a

lumped capacitance from the input node to ground is incorrect in the case of phototransistors.

Figure 2.21 shows that the circuits that we built using phototransistors are not sped up by the

active feedback circuits. The missing element in the model is the internal base capacitance in the

phototransistor. Even though our feedback circuit clamps the emitter voltage, the base-emitter and

base-collector junctions must still charge or discharge in response to a change of intensity. 

Minority carrier lifetime. The response time is inversely proportional to intensity over many

orders of magnitude intensity (Figure 2.18). This observation rules out a limiting time-constant

due to low-pass filtering from minority-carrier lifetime effects, since such effects would not limit

responses made slow otherwise by small photocurrents. Also, minority-carrier lifetimes are usu-

ally measured in the literature in the microsecond range [18]. 

To place a limit on minority carrier effects, we compared the speed of two photoreceptors,

using an infrared LED (950 nm) that generate many carriers deep in the substrate (Figure 2a.2).

Both of the photoreceptors use a photodiode. One of the photodiodes is constructed from source-

drain diffusion in the well (volume-limited junction, part n/p++ of Figure 2a.3), and the other is

constructed from source-drain diffusion in bulk substrate (Layout is shown in Figure 2.16, and

detector is n++/p-, similar to n/p- of Figure 2a.3). At all but the highest intensities (irradiance <

25 W/m2), the diffusion-limited receptor is faster than the volume-limited receptor. The reason is

that the diffusion-limited receptor has higher quantum efficiency (Figure 2a.6), especially for

infrared light, and hence a larger photocurrent. At the highest intensity, the volume-limited recep-

tor is slightly faster than the diffusion limited receptor. The reason is that the receptor response

time starts to be limited by minority-carrier diffusion lifetime, and the volume-limited receptor,



CHAPTER 2 PHOTOTRANSDUCTION  39

with a smaller collection volume, is faster despite a smaller photocurrent. The crossover occurs at

a receptor rise time of a few µs.

We can see the beginning of a similar effect in the rise time measurements shown in

Figure 2.18, where an arrow points out the fact that the volume-limited receptor speeds up, rela-

tive to the diffusion-limited receptor, at the highest intensities. We can see from this measurement

that the diffusion lifetime effects are only important for receptors that must respond on the micro-

second time scale. This limitation is hardly important for models of biological vision systems, but

possibly critical for specialized sensor applications.

Comparison of response time for different receptors

Figure 2.22 compares the response time of all the test receptors, under a particular set of con-

ditions. The fastest receptor is the one that uses a simple source-diffusion photodiode, in conjunc-
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FIGURE 2.21 Effect of feedback circuit and cascode on receptors with bipolar phototransistors. 

The reference curve is the one labeled p++/n/p– foll. This receptor is the simple logarithmic 

receptor in Figure 2.19(a) with parasitic bipolar phototransistor. We can see that the other p++/n/p– 

curves are nearly identical. The n++/p+/n photoreceptor, which uses a vertical NPN 

phototransistor, is even slower. The speed of both configurations is not affected by the use of a 

cascode that eliminates Miller capacitance and provides additional gain.
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tion with the cascode. This receptor is a factor of almost 100 faster than the slowest receptor, which

is constructed from the vertical bipolar transistor. The fastest receptor is separated from the next-

fastest by a factor of about 2 in speed. 

The cascode, under these particular operating conditions, speeds up the response by a factor

of only about 2–3. This small speedup is much less than we expect, given the following argument.

The photoreceptor circuit with the layout shown in Figure 2.16, has a Miller capacitance Cm, com-

puted from the Spice Level 3 parameters supplied by MOSIS, of 1.8 fF. The measured amplifier

gain A is about 300 for a fast, 1.1 V, above-threshold, bias without the cascode, and a factor of 3–6

higher with the cascode activated. Thus, the effective Miller capacitance gets multiplied up to the

substantial value of about 500 fF. Using the same set of MOSIS parameters, we estimate that the

parasitic capacitance Cp on the input node of the photoreceptor is about 100 fF. This capacitance

consists of the junction capacitance and the gate capacitance of the input to the amplifier. Hence,

the cascode should speed up the receptor by a factor of 15 to 30. We had difficulty in making a

direct measurement of this speedup in a step response at higher intensities. We believe the reason

is that, at higher intensities, the input node is already so fast that we cannot bias the amplifier

strongly enough to achieve the full speedup, because of the restriction imposed by Equation 16.

However, we shall see in the later discussion of the noise characteristics that a direct measurement

of the transfer function shows the full expected speedup (Figure 2.24).

THE ABSOLUTE OPERATIONAL LIMITS

What is the dimmest light these photoreceptor circuits can work with, and how does this

value compare with commercial CCD cameras and biological rods and cones? What are the small-

est signals that we can reliably detect with our photoreceptor circuits? What circuit and stimulus

parameters determine each of these limits? We will discuss these important practical questions in

turn.

The absolute illumination limit

As long as we can increase the speed and gain of the feedback amplifier, we can speed up the

response by an arbitrary amount. We pay two prices: Increased power consumption, and degrada-

tion of the SNR. We can see from Equation 13 that, for a given amplifier, the speed of the receptor

is proportional to the ratio  of the photocurrent to the capacitance of the photodiode.R Ibg Cp⁄≡
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The photocurrent is the quantum efficiency of the device times the flux. For a given illumination, R

is a fixed process parameter. The ratio could be increased if we had access to PIN diodes, where

the p and n regions are separated by an intrinsic region that increases the volume, and hence the

quantum efficiency, and simultaneously decreases the capacitance of the device [18]. In the next

section, we show that the noise properties degrade with decreased capacitance, so this solution

must be balanced against the desire to detect small signals. In the devices available in a stock

CMOS process, maximum R is obtained from one of the substrate-junction photodiodes. 

A reasonable definition of the limiting intensity is the intensity at which the photoreceptor has

a rise time of 15 ms, the same as a single frame of a video camera that scans at 60 Hz, and approx-

imately the same as the cutoff frequency for human vision. We can see from Figure 2.18 that the

fastest photoreceptor circuit has a rise time of 15 ms at about 1 mW/m2 irradiance. This irradiance

is equivalent to an illumination of about 1 lux.

CCD detectors are integrating devices; every frame, they dump out all the charge they col-

lected since the last frame. The sensitivity limit is determined by the electron counting noise in the
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FIGURE 2.22 Rise times for different receptor configurations, in response to a small step-

increase of intensity. Background illumination is about 0.1 W/m2. Keys (refer also to Figure 2a.3 on 

page 66): x/x means single junction, x/x/x means bipolar transistor, where x’s are as follows: p– is 

bulk substrate, n is well, p+ is p-type base layer, n++ is n-type source-drain diffusion, and p++ is 

p-type source-drain diffusion. w/cas means cascode configuration is active. foll means receptor is 

simple source-follower, like Figure 2.19(a) (but possibly with swapped device type).
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charge-sensing amplifier. Currently, these amplifiers, in consumer end-product devices, function

at about 100 electron noise level, meaning that the RMS noise in the output is equivalent to

100 electrons in the charge bucket. If we assume that the cameras must have at least 4 bits resolu-

tion to be acceptable, then the number of electrons collected must be 16 times the noise level, or

1600, each 1/60 s. A typical CCD pixel area is 100 µm2. The quantum efficiency is about 30 %.

From these numbers, we compute that the irradiance is 1.4 mW/m2, or 1 lux at 555 nm, consistent

with the advertised ratings of a few lux.

The borderline between rod and cone vision occurs at an illumination of about 1 lux, which is

about bright moonlight level illumination. In Figure 2.18, we have labeled the rod-cone border

and the moonlight irradiance. 

In summary, the current photoreceptor circuit functions down to about the same intensities as

consumer CCD cameras and human cone receptors. 

The absolute detection limit

What determines the receptor detection capability? This question is closely related to the noise

properties of the receptors. In this section we investigate the noise properties of the receptors and

their detection ability, from both empirical and theoretical viewpoints. Electronic noise is mysteri-

ous, so we initially take an empirical approach to this discussion. This approach lets us eliminate

many uncertainties, and greatly simplifies the later analysis. 

Empirical observations of receptor noise

The first set of observations are shown in Figure 2.23. We captured the power spectra from a

simple source-follower detector like the one shown in Figure 2.19(a). The measurements show that

the noise spectra are essentially white. Flicker noise (1/f), surprisingly, is negligible. The total

bandwidth is inversely proportional to intensity, as we derived earlier. Also, the total noise power

appears to be constant, independent of intensity. 

The second set of observations are shown in Figure 2.24, which compares the measured noise

spectra of the simple source-follower logarithmic receptor and the fed-back adaptive receptor. In

this measurement, we injected a small test signal to examine the SNR degradation by the adaptive

feedback circuit. We can see from the SNR in the two signals the unexpected result that the adap-

tive feedback circuit adds less than 3 dB noise to the original signal. Hence, our analysis can treat
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the feedback and adaptation as a noiseless amplifier, resulting in an immense simplification.

(These data also show the feedback circuit and the cascode widen the bandwidth; the extent of the

widening, a factor of 1.5 to 2 decades, is in agreement with earlier predictions based on the para-

sitic capacitances and gain measurements (see page 40).) 

Theory of receptor noise

Our goal in the following analysis is to understand the origin of the noise behavior of the

source-follower detector. A full analysis of the noise properties of the receptor circuit could, in

principle, turn out to be very complicated, since it would involve placing noise sources in parallel

with all source-drains and in series with all gates, where the noise sources may in themselves not

have flat spectral properties, and then computing the effective input noise based on all these noise

FIGURE 2.23 Noise spectra for source-follower logarithmic receptor, for different intensities. The 

curve labeled (a) is from an isolated follower pad, and shows that the measured 1/f instrumentation 

noise in the follower pad is smaller than measured spectral noise from the detector. The curves 

labeled (b) show the unstimulated noise spectra from the receptor. The number by each curve is 

the log background irradiance. 0 log irradiance is 1.7 W/m2. The curves labeled (c) show the 

response of the receptor to small-signal white-noise stimulation. The straight lines have a slope of 

1/f2, the same as from a first-order low-pass filter. Again, the number by each curve is the log 

background irradiance. For definition of dBV units, see Figure 2c.1.
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sources. Fortunately, we observe experimentally that nearly all the noise in the circuit is generated

in the input node by the photodiode and feedback transistor. This simplification means that we

can compute an understandable theoretical expression for the noise in the input leg due to the

major noise sources. In Appendix 2c, we derive a general expression for thermal and shot noise,

expressed as a variability in the amount of charge on a capacitor that is thermally coupled to a

source of charge. To compute the receptor noise, we apply that theory to the combination of cur-

rent-generating photodiode and source-coupled exponential feedback transistor. 

The variation in the output voltage precisely mirrors the fractional variation in the photocur-

rent and in the number of charges collected during an integration time. In equation form

(18)

FIGURE 2.24 Comparison of noise spectra for simple source follower detector of Figure 2.19(a) 

and the adaptive receptor shown in Figure 2.16 and Figure 2.15. The gain of the source follower 

detector is about 60 mV per decade. The gain of the adaptive receptor is about 1.3 V/decade, or 

27 dB more. The plots show the measured power (actually amplitude) spectra for each detector, 

along with the spectrum of the follower pad instrumentation. The DC irradiance for this 

measurement is 0.2 W/m2, and the injected signal is a combination of a 150 Hz sinusoidal signal 

and a 1.5 kHz signal each with Rayleigh contrast of about 1 %. We can see from the height of the 

signal spike relative to the surrounding noise that the SNR for each detector are indistinguishable. 

For definition of dBV units, see Figure 2c.1.
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where ∆x2 means the mean-square variation of x. Notice once again how the thermal voltage

appears as a natural scale under subthreshold operation.

A theoretical expression for shot plus thermal noise is derived in Appendix 2c. The expression

is

(19)

where ∆Q2 is the mean-square variation in the charge  on the capacitance C. V is a little

tricky; ·  is the voltage on the capacitor corresponding to the number of charges N

that flow in the circuit in one integration time, and not the total voltage on the capacitor. V

expresses the shot noise component in units of voltage. 

This beautiful expression is easy to apply in the present computation. But what is the charge

Q? The total charge Q is the photocurrent integrated over one integration time τ:

(20)

In our photoreceptors, the bandwidth scales with intensity, so the effective integration time scales

reciprocally with intensity. We can compute τ knowing the capacitance of the input node and the

conductance of the feedback transistor source:

(21)

where VT is the thermal voltage. The receptor integrates the signal using an exponentially-decay-

ing kernel backwards in time, with time constant τ. The factor of X comes from the fact that the

integration time is actually longer than the time constant of the low pass filter, so the effective

amount of charge is larger. The way to think of this is that the white noise source drives a low pass

filter. The output of the low pass filter contains a certain amount of power. How much? That

depends on the power density of the white noise source and on the shape of the low pass filter.

The effective noise bandwidth of the low pass filter is the bandwidth of a flat filter that lets

through the same power as the low pass filter. The reciprocal of the effective noise bandwidth is

the correct integration time for white noise inputs. It turns out that the correction factor X for a

simple, first-order, low pass filter is 4, so that the effective integration time and hence number of

charges is really

(22)
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This expression is valid for subthreshold feedback current. The measured photodiode current at

the maximum irradiance we tested, 2 W/m2, is about 120 pA, well within the subthreshold oper-

ating region for the feedback transistor. Hence, for all but bright sunlight conditions, the sub-

threshold approximation is valid. (Note that larger phototransducers can invalidate this

assumption.)

We can see how the background intensity cancels, resulting in an effective charge that is a con-

stant, independent of intensity. Combining Equations (18), (19), and (20), along with , we

obtain the following expression for the mean-square fractional variation in the measured current:

(23)

The total noise power is a constant, proportional to the reciprocal of the capacitance. What could

be simpler? In the clarity of hindsight, what other result could we possibly have obtained? The

quantity CVT is a given amount of charge; the only way to combine it with the elementary unit of

charge and come out with a dimensionless number is with a ratio. The shot contribution comes

from an integration time that is inversely proportional to intensity and proportional to capaci-

tance, resulting in constant number of charges. The mean-square deviation always goes as the

number of units. The thermal contribution comes from a fixed capacitance, and hence, a fixed ther-

mal fluctuation. The factor of 5/16 comes from a shot contribution that is 4 times larger than the

thermal contribution.

Receptor flicker noise

Let us now discuss flicker noise. (In this particular receptor, the white noise is clearly domi-

nant, but this situation is due to the small capacitance on the input node.) We will show that the

total flicker noise in the adaptive receptor is also an intensity-independent constant. Flicker noise

is characterized by constant noise power per log frequency; any octave of bandwidth contains the

same flicker-noise power. In our photoreceptor circuit, both the high and low cutoff frequencies

are proportional to intensity (see Figure 2.17), so the total log bandwidth of the adaptive receptor

is a constant. 

In Appendix 2c, we show measurements of flicker noise as a function of bias current, and that

the flicker noise is a fractional current noise at any one frequency is a constant, independent of bias
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current in subthreshold operation. The total mean-square fractional variation in the current is

given by an integral over the passband of the form

(24)

where K is the flicker noise parameter, defined in Appendix 2c as the flicker noise power per e-fold

frequency band, and B is the log bandwidth of the receptor, measured in e-folds. Once again, we

arrive at a very simple expression for the total noise. Note that we compute the mean-square vari-

ation in the input-referred units of . 

Let us now apply our flicker-noise theory to the actual receptor data, to see if the theory

matches the data. We will consider two receptors—the source-follower logarithmic receptor in

Figure 2.19(a), and the adaptive receptor in Figure 2.16. From the MOSIS layer-capacitance param-

eters for this run (N25Y),  and , respectively. The capacitance of the source fol-

lower is larger because the input node is instrumented out to a follower pad. We already know by

the direct measurements in Figure 2.23 that flicker noise is swamped by white noise in our recep-

tors. Let us see if the measured flicker noise data in Appendix 2c are consistent with this observa-

tion. 

We shall compute the frequency at which we expect the flicker noise to equal the white noise.

From Figure 2.23, the white-noise amplitude at an intensity of -1 log units is about -106 dBV, corre-

sponding to a fractional current-noise power equaling 3.9x10-8 /Hz. The flicker noise current is

characterized in Appendix 2c to have a subthreshold fractional current-noise power of K/f per unit

frequency, where  for a 6-µm by 6-µm n-fet, the same-size transistor as is used in the

source-follower receptor. Matching up the power, we find that the frequency at which flicker noise

should equal the measured white noise is less than 10 Hz. In Figure 2.23, we see the power spectra

for the receptor noise start to turn up at frequencies around this value, although the measurements

are not conclusive. In any case, the value for K is an estimate that was obtained from a single tran-

sistor on a different run, so this entire computation should be taken as an order-of-magnitude

argument. As such, it a reasonable explanation of why we do not observe dominant flicker noise.

In the adaptive logarithmic receptor, we can do the same computation. The capacitance is

smaller by a factor of about 4 in the adaptive receptor, compared with the source-follower recep-

tor, and hence the theoretical estimates of shot plus thermal noise are larger by this same factor.

Hence, in the adaptive receptor, we expect the frequency where the flicker noise would appear to
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be lower by a factor of about 4 than in the source-follower receptor. From Figure 2.24, we can see

that in the adaptive receptor, flicker noise also does not appear within the measurement band-

width, which extends down to about 1 Hz. 

We can compute the total theoretical estimate for the flicker noise of the adaptive receptor as

follows. By inspection of Figure 2.17, the log bandwidth is about 4 decades; in e-fold units .

Hence the theoretical RMS flicker noise is 

 

(25)

 

which is smaller by a factor of at least 3 in amplitude, and 9 in power, than the theoretical shot plus

thermal noise that we will calculate next. Based on the flicker noise estimates just computed, and

on the measured dominance of white noise, we will ignore flicker noise from now on. 

 
Receptor noise comparison with theory

 

Let us now consider the total RMS noise. We will start with the source-follower receptor.

Using the capacitance  given earlier, we compute a theoretical RMS fractional varia-

tion, from Equation 23, of

 

(Source follower, theory) (26)

 

Hence the theoretical RMS variation in the output due to thermal and shot effects is a constant

0.25 %, independent of intensity. The data in Figure 2.23 show the noise spectra for different inten-

sities for the source-follower receptor. From these data, we can compute the total RMS noise in the

receptor output. Consider the noise spectrum taken at -1 log units of background intensity. The

3 dB frequency is about 300 Hz, and the noise level is about -106 dBV. These numbers translate to a

total RMS noise

 

 (Source follower, experiment) (27)

 

Our receptor does pretty well! Our theory predicts a noise of 0.25 %, and we measure only

0.34 %. The order of magnitude is correct, but our theoretical noise estimate is too low by a factor

of about 0.74 (a factor of 0.55 in power). Still, this estimate is not bad. It could be that the capaci-

tance is actually larger than we think. A smaller capacitance would increase the theoretical noise
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estimate. It could also be that other noise sources, not accounted for in our analysis, are contribut-

ing the missing noise power.

We can do the same computation of total RMS noise for the adaptive receptor. The result is the

theoretical prediction that the total RMS noise should be

 

(Adaptive receptor, theory) (28)

 

From Figure 2.26, we see that the total measured RMS noise is about 8 mV. The gain of the receptor

is about 1.6 V/decade, which is the same as 0.695 V/e-fold, so the fractional variation is

 

 (Adaptive receptor, experiment) (29)

 

This time, the measured noise is larger by a factor of 2.3 in amplitude, and 5.3 in power, than the

theoretical estimate. We cannot account for this rather small discrepancy. 

In summary, our theoretical estimates of the absolute values for receptor noise properties are

close to within a factor of 3 of the measured values.

 

Effect of limited bandwidth on receptor noise

 

Let us now consider the effect of limiting the bandwidth of the detection, by using our control

of the amplifier bias current. So far, we have shown that the total noise power is an intensity-inde-

pendent constant, and that the power is spread over a bandwidth that is inversely proportional to

intensity. This effect can be seen in Figure 2.25, which shows the noise spectra from the adaptive

receptor for different intensities. When we artificially limit the receptor bandwidth, we reduce the

total noise proportionally. This effect can be seen in the measured total RMS noise voltage versus

intensity shown in Figure 2.26. For low intensities, the total RMS noise is a constant. For higher

intensities, the noise power decreases as the reciprocal of the intensity. For detection, the implica-

tion is that, if we want to detect signals only below some cutoff frequency, then the brighter the

light, the better we do. However, detection capability only goes as the square-root of the intensity,

and the theory only holds as long as the signal is within the passband of the receptor. When the

intensity becomes small enough, the signal is filtered away, and we can no longer detect it. 
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The Minimum Detectable Signal and the Signal to Noise Ratio

 

Our definition of the minimum detectable signal (MDS) is a signal that results in an SNR of 1.

In other words, the RMS signal amplitude is the same as the total RMS noise amplitude. Intu-

itively, this signal results in a barely detectable variation in the output. By this definition of the

MDS, a plot of total RMS noise, like the one shown in Figure 2.26, is also a plot of the MDS. Hence,

Equation 29 predicts that the MDS is about 1.25 %. We measured the MDS as a function of back-

ground intensity; the results are shown in Figure 2.27. Also shown in this figure are an example of

the subjective measure of observability, and the power spectrum consisting of the signal plus the

noise. We can see from the measured MDS that our theory is approximately correct. When we use

a bias current that results in maximum-bandwidth operation, the MDS is a constant, as long as the

signal is within the passband. When we limit the bandwidth, the MDS decreases as the 1/4 power
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FIGURE 2.25

 

The 

spectrum of the output and 

measured response of the 

adaptive receptor for 

different background 

intensities.
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 is tuned to limit 

the passband to about 

100 Hz. The signal is a small 

intensity variation around a 

large mean value. The log 

intensity of the mean value is 

shown by each curve. The 

Rayleigh contrast of the 

signal is about 3 %; 0 log 

intensity is about 2 W/m
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irradiance. 

 

(a)

 

 shows the power spectra; the signal appears as a spike. A line shows the slope 

corresponding to a first-order low-pass filter. 

 

(b)

 

 shows representative traces corresponding to the 

spectra in (a).
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of the intensity. We are not sure why the power law is 1/4 and not 1/2, but it could be due to the

subjectiveness of the measurement. 

Finally, since everyone talks about the SNR, we should compute it for our receptor. Manufac-

turers have learned that the SNR depends on how it is defined. Following their lead, let us com-

pute an optimistic estimate. We measure the SNR as the ratio of maximum signal power to total

noise power. Unlike the case for a linear detector, the maximum signal for a logarithmic detector is

defined less precisely; from the operating curves shown in Figure 2.13 it is about a volt, corre-

sponding to about a decade of intensity or 2.3 e-folds. For the least-favorable case of maximum-

bandwidth operation, the RMS noise, from Figure 2.26, is about 8 mV, or 0.0125 e-folds. Hence the

maximum SNR ratio is an amplitude ratio of about 190, or 45 dB. This figure is respectable, but

quite a bit lower than good CCD camera charge-sensing amplifiers, which can achieve 60 dB [15].

 

Geometrical factors affecting the detection performance

 

We have seen theoretically that the total noise power scales as the reciprocal of the input

capacitance 

 

C

 

, and also linearly with the flicker noise parameter 

 

K

 

. The implications are straight-

forward: To build a more sensitive detector, we need only increase 

 

C

 

 and decrease 

 

K

 

. The trivial

solution of just sticking a capacitor on the input node is not very satisfactory, because it is equiva-

lent to simply low-pass filtering the signal. If we low-pass low enough, we can make the noise as

small as we want. It is more sensible to talk about the noise power per unit bandwidth—what we
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FIGURE 2.26

 

The total RMS noise of the adaptive 

receptor, as a function of intensity, when the bias 

current is used to limit the bandwidth. For intensities 

lower than the intensity corresponding to the 

bandwidth limit, the noise power is constant. The line 

parallel to the data has a slope of –0.5 on this log 

scale. For intensities higher than the intensity 

corresponding to the bandwidth-limit, the noise power 

goes as the reciprocal of the intensity. 0 log intensity is 

an irradiance of about 1 W/m 2 .
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will call the 

 

spectral noise density

 

. This parameter determines how well we can detect a signal in

a small but known frequency band. 

If we increase the area of the phototransducer, we scale the photocurrent just as we scale the

capacitance. We decrease the total noise power without giving up bandwidth. Hence we decrease

the spectral noise density. This observation is a good reason to build large phototransducers. 

The flicker-noise parameter scales inversely with transistor size.

 

†

 

 When we make the pho-

totransducer large enough, the white noise will eventually be dominated by the flicker noise. At

this point, it pays to make the feedback transistor larger. Our data shows that in practice, flicker

 

† K scales proportional to the reciprocal of the transistor area or the squared transistor length. Whether whether 

area or squared length is not really determined yet; see reference [2] of Appendix 2c for good measurements of this phe-

nomenon.

 

FIGURE 2.27

 

Measured MDS as a function of intensity. 

 

(a) 

 

shows the criterion for subjective 

observability. 

 

(b) 

 

shows the power spectrum corresponding to (a). 

 

(c)

 

 is the MDS as a function of 

log irradiance; 0 log is 2 W/m

 

2

 

. The Rayleigh contrast is the amplitude of the sinusoidal intensity 

variation (0.5 of the peak-to-peak variation), divided by the mean intensity. The two plots in (c) are 

for bandwidth-limited (solid diamonds) and maximum-bandwidth (open squares) operation of the 

receptor. Shaded area in (c) shows the approximate measured human performance limits [2]
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noise is negligible even with large photodetectors. We will ignore flicker noise in the following cal-

culations.

We can quantify the preceding discussion as follows. The capacitance on the input node con-

sists of two parts, the photodiode capacitance 

 

C

 

d

 

, and the other parasitic capacitance, 

 

C

 

p

 

. The

bandwidth 

 

B

 

 of the receptor is proportional to the photocurrent, and inversely proportional to the

total capacitance:

 

(30)

 
The total noise power 

 
P

 
 is inversely proportional to the total capacitance:

 

(31)

 

The spectral noise density 

 

S

 

 is 

 

(32)

 

This is an interesting result. It says that the SNR is inversely proportional to the photocurrent,

regardless of stray capacitance. 

To see if our predictions were born out, we designed a chip with 4 receptors of different geom-

etries, as shown in Figure 2.28(a). There are four receptors, arranged in a conceptual 2 by 2 matrix

with all combinations of large and small photodetector and large and small feedback transistor.

The area of the large detectors is four times the area of the small detectors. The area of the large

feedback transistor is also four times the area of the small feedback transistor. We measured the

noise in these receptors; the results are shown in Figure 2.29. As before, we injected a test signal to

directly measure the SNR at a particular frequency. We can make the following observations from

this data.

 

•

 

Flicker noise is negligible. The noise properties do not depend on the size of the feedback tran-

sistor. The noise, for all these receptors, is dominated by the white noise shot and thermal pro-

cesses.

 

•

 

The gain of all the adaptive receptors are identical, as we expect.
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•

 

The SNR of the receptors with the large photodetector is 5 dB (a factor of 3) larger than those

with the small photodetector, very close to the theoretical prediction of 6 dB (a factor of 4)

from Equation 32. The discrepancy is probably caused by additive noise from the feedback

amplifier. In a separate measurement, we determined that this additional noise is about the

same magnitude as the noise from the receptor with the large detector, at this intensity.

 

•

 

The effects of stray capacitance are substantial. Quadrupling the photodiode area doubles the

bandwidth. The stray capacitance is of the same magnitude as the photodiode capacitance. 

 

We can conclude that our theory is correct: the spectral noise density scales inversely with the

photodetector area.
 

Noise performance of photodiodes and phototransistors

 

Based on the theory just presented, how do we expect the noise of photodiode and pho-

totransistors to compare? We already have discovered that photodiodes have the important

advantage that using them, we can speed up the response of the receptor with the active feedback

feedback
transistor

40 µm

Sm det
Big fb Sm det

Sm fb

Big det
Big fb Big det

Sm fb

Photodiode
detector Cd Cp

(a) (b)

FIGURE 2.28 Receptor geometries used in test of noise scaling properties, along with 

capacitance model. (a) The four receptors have the geometries shown for the photodetector 

and for the feedback transistor. All other receptor components (capacitors, amplifier 

transistors, feedback element, etc.) were kept constant. Dimensions are shown by the scale 

bar; the large diode measures 40 by 40 µm2. The notation Big det, Sm fb means big detector, 

small feedback transistor, etc. (b) Model of the input-stage capacitance, consisting of the 

photodiode capacitance Cd and the other fixed parasitic capacitance Cp (gate input Cg plus 

Miller effect Cm). From MOSIS data, Cd,big = 360 fF, Cd,sm = 94 fF, Cp = Cg+Cm==77 fF +150 fF.
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circuit. It could happen that we give up noise performance by using photodiodes. Perhaps there is

something intrinsically less noisy about the gain mechanisms in bipolar transistors, or perhaps the

increased current output from a bipolar transistor, compared with the current from a diode,

decreases the noise in the feedback circuit. In fact, it turns out that the noise properties of pho-

totransistors are indistinguishable from those of photodiodes, at least in the context in which we

use these devices. We can see this result in Figure 2.30

This behavior is easy to understand, once we realize that the noise is dominated by the shot

and thermal sources discussed earlier. In the photodiode receptor, the shot and thermal effects

FIGURE 2.29 Power spectra results of noise measurements on the receptor geometries shown 

in Figure 2.28. The photodiode detector size has the dominant effect on the noise. The feedback 

transistor effect—if any—is lost in the measurement uncertainty. The straight lines show the power 

spectra of a first-order lowpass filter and of a flicker noise source. The noise spectra of the 

receptors are flat and well above the noise from the instrumentation (which comes from the pad 

driver and other sources.) We injected a test signal to directly measure the SNR. The gain of all of 

the adaptive receptors is identical, as shown by the test signal power. The use of detectors with 

quadrupled area improves the SNR by about 5 dB, close to the predicted value of 6 dB.
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appear as a result of the capacitance of the diode and the conductance of the feedback transistor. In

the phototransistor detector, the shot and thermal effects arise not in the feedback transistor, but

rather in the phototransistor itself, at the forward-biased, base–emitter junction. It is true that the

output current from the phototransistor is much larger than from the photodiode, but the domi-

nant noise source comes from the base–emitter junction, which is driven by the same photocurrent

that drives the photodiode. 

The noise effect of the adaptive feedback circuit

Earlier we noted the empirical observation that the feedback and adaptation circuit added so

little noise to the signal that we could neglect that part of the circuit in the noise analysis. This sim-

plification made the analysis intuitive and simple. Why is the noise in the feedback circuit so

small? Clearly, the dominant noise source is the input node of the receptor. In this section, we want

to answer the question of why the amplifier contributes so little extra noise, when it is in fact con-

structed from the same materials and is running at comparable speed to the input node. 
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FIGURE 2.30 A direct comparison of phototransistor and photodiode noise properties. The 

plots show the power spectra of two source-follower detectors, one using a phototransistor, the 

other using a photodiode. Both detectors are illuminated with the same source, consisting of a 

steady-state background mixed with a small sinusoidal signal. The two devices have nearly 

indistinguishable noise properties, as shown in the blowup on the right. The signal-to-noise ratios 

are identical, and the only difference in the noise spectra results from the slightly faster response of 

the phototransistor detector. 1/f instrumentation noise is negligible, and the noise spectra are white, 

shaped by the low pass cutoff. 



CHAPTER 2 PHOTOTRANSDUCTION  57

We can see that all of the analysis of the source-follower detector applies straightforwardly to

the amplifier. A direct measurement of the noise in an isolated amplifier shows that the noise spec-

trum is mostly white, suggesting the same shot and thermal sources as in the source-follower

detector. Just as in that detector, we know that the noise comes from charge fluctuations in the out-

put node that are seen as voltage fluctuations. The same idea as before applies about an integra-

tion time and a consequent characteristic number of charges. As a result, we can immediately

write that the charge/current fluctuation on the output node of the amplifier is simply

(33)

This is exactly the same noise magnitude as for the input node, except for the size of the node

capacitance—hence we have called it C’. One might now wonder what role does the high voltage

gain of the amplifier play—does this voltage gain modify how the noise affects the detection capa-

bility? The answer is no: The amplifier noise is a fractional variation in the signal, just as it was in

the case of the input node of the receptor. If the capacitance is of equal magnitude, then the noise

will be too. This jibes neatly with the 3 dB difference in the SNR seen in the measured data in

Figure 2.21, between the noise in the input node and the noise in the entire receptor. 

BIOLOGICAL PHOTORECEPTORS

Our approaches to phototransduction and amplification were inspired by both biological and

engineering principles. Engineers know that dynamic range and sensitivity are of paramount

importance in the design of systems that deal with real-world situations. Of course, evolution fig-

ured that out long ago, but left us the job of reverse engineering a working system. Let us very

briefly discuss the approaches that biological photoreceptors use to deal with two problems, the

simultaneous need for high sensitivity and large dynamic range, and the requirement of rapid

response time, invariant to lighting conditions. We can see if our electronic receptors deal with

these problems in the same way as do the biological receptors.

Gain control

Biological rods and cones use the membrane voltage as a state variable that regulates trans-

mitter release. However, we know that this same state variable is not used to store the history of
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the signal—this would be paradoxical. Biological systems have the advantage that they can use a

chemical concentration as a state variable, and hence can achieve a wide range of adaptation time

scales by using different chemical reaction rates. Cones, and some rods, do temporally adapt,

although there is not such a dramatic difference between transient and steady-state gain as in the

photoreceptor circuits we showed in this chapter. See [3] for measurements of fly photoreceptors

that also have curve-shifting temporal adaptation.

 The operating curves for turtle cones are shown in Figure 2.31. We can see that in these recep-

tors, the ratio between the transient gain and the steady-state gain is only about 5, compared with

the ratios of 10 to 20 that we usually build. However, it is known that the synapse from receptor to

bipolar cell adds another gain of 3, resulting in a total gain ratio of about 15. We do not know the

significance of the biological value, although it is probably matched somehow to scene statistics.

Our engineering choice of 10 to 20 comes from a desire to generate a large signal, a convenient lay-

out, and a desire for some speedup. 

The mechanism of photoreceptor adaptation is an active field of study (for a review, see [19]).

In a popular working-model, a key ingredient in the adaptation mechanism is in the interaction of

two state variables, the concentrations of cyclic GMP and of calcium. The feedforward state-vari-

able is the concentration of cyclic-GMP, which determines the number of open channels in the

membrane. The absorption of light by a pigment molecule causes a cascade reaction that chews up

cyclic GMP. Cyclic-GMP is resynthesized by an enzyme that is controlled by the feedback state-

variable, the calcium concentration. When the channels close, the concentration of calcium is

quickly reduced by ion pumps. In terms of our model of information processing, we can think

(rather loosely) as the calcium concentration storing the model of the intensity. A complete model

of the feedback loop, however, does not exist yet and it is probable that this working model is lack-

ing in many respects.

Time-constant control

In our electronic photoreceptors, the minimum response time is inversely proportional to the

intensity: . Of course, by using the bias control on the amplifier, we can (and often do)

limit the response time to filter out artificial lighting. It is very interesting that biological photore-

ceptors have a response time that is practically invariant to the light intensity, over a wide range of

intensities. Experimentally, the relationship is approximately  in toad rod outer segments

τ I
1–∝

τ I 1 4/–∝
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[1]. The rod time-to-peak varies over a factor of about 4 over a factor of 200 in background intensi-

ties. A similar relationship holds in cone receptors. 

It is easy to make the mistake of claiming knowledge of the survival value of a particular

behavior. There are many possible functional reasons for this invariance. For example, it could be

that this invariant is valuable for time-domain image processing, or perhaps to control power con-

sumption, or possibly to control noise. Perhaps it is only a by-product of the transduction mecha-

nism. In any case, how does this invariance come about? One thing is for sure: Not the way we do

it in our electronic receptors! In the currently popular working model, the enormous gain gener-

ated in rods comes from about four amplification stages, each with modest gain (see [13] and [17]

for very nice reviews). The gain of each stage is at most a few hundred, but the combination of all

stages results in a maximum gain that closes 106 ion channels in response to a single photon. 

FIGURE 2.31 Gain 

adjustment in turtle cones 

(recorded intracellularly) 

caused by background 

illumination. The stimuli are 

0.5 s increments or decrements 

on a steady background 

(except for the curve for the 
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dark adapted cone which only is for increments). The stimulus spot is 3.2 mm in diameter on the 

retina. Peak responses measured from the dark-adapted resting potential (dotted line) are plotted 

as a function of test illumination. The thin curves connect the measured points. The thick curve is 

the steady membrane potential measured at least two minutes after background onset. The 

average slope of the transient responses is 9.5 mV/decade, and the slope of the steady-state, 

adapted response is about 1.8 mV/decade. The ratio of transient gain to the steady-state gain is 

about 5. The total dynamic range is about 15 mV. The illuminations are given as log attenuation 

from a baseline value. The unattenuated test stimulus (0 log) is 6.4 1015 quanta(640 nm)(cm2s)-1 

on the retina, equivalent to an irradiance of about 20 W/m2. (Direct office fluorescent lighting is 

about 1 W/m2.) The unattenuated background illumination is 9.1 1015 quanta(640 nm) (cm2s)-1. 

Source: Adapted from [14].
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The gain of the rod is inversely proportional to intensity. The mechanism for this gain control

probably lies in a modest gain reduction of each stage of the amplification. A small change in the

gain of each stage results in a large change in the total gain. Each stage has a fixed gain–bandwidth

product: When the gain is reduced, the response time decreases proportionally. The trick is that

the total gain goes as the power of the number of gain stages, and the total time response goes lin-

early with the number of gain stages.

To understand this argument better, let us assume, artificially, that each stage of amplification

has the same gain. (Actually, some stages have gains of a hundred or more, and others have closer

to unity gain.) Mathematically, if the total gain is A, then the gain of each of n stages is . The

response time of each stage is proportional to the reciprocal of the gain of each stage, and the total

response time is proportional to the number of stages. Hence, the total response time is propor-

tional to . The total gain is proportional to the reciprocal of the intensity: . Hence, the

response time goes like . When , we obtain the observed behavior. The argument

just given is a simplified form of the Fuortes-Hodgkin model, reviewed in [17].

In biological receptors, the time–constant-control properties arise as a property of the way that

gain control is implemented. In our silicon receptors, the gain is generated in a single stage of

amplification, and the time constant is dominated by this stage. There does not seem to be much

that we can do about it. We considered a cascade of amplification stages based on Darlington-con-

nected bipolar transistors. At first sight, this scheme seems attractive, because bipolar devices are

electrically quiet, compact, current gain devices. The problem is that the system is dominated by

the slow time-response of the first stage of transduction, and we know of no mechanism to modu-

late the current gain.

SUMMARY

We have seen how to design compact photoreceptor circuits that have high sensitivity and

wide dynamic range. The receptors use adaptive elements that adapt on different time-scales,

depending on the size of the signal. We discussed novel adaptive elements that are resistant to

junction leakage effects. We found that photodiodes give another decade of dynamic range than

phototransistors, without sacrificing other performance characteristics. We showed that using a

simple cascode results in yet another decade of range. We analyzed the noise properties, and

obtained a full expression for the receptor noise that matches well with measured noise. We dis-

An

An A 1 I⁄∝

τ I
1 n⁄–∝ n 4=



CHAPTER 2 PHOTOTRANSDUCTION  61

covered the circuit and stimulus parameters that control the detection limits. We saw how the elec-

tronic approaches are inspired biologically, but also how they differ in detail. 
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n Chapter 2, we saw from our study of adaptive elements that the physical interaction of light

with silicon is important to consider whenever we build circuits alongside our phototransducers.

The other aspect of this interaction are its beneficial results. We know that silicon makes an excel-

lent phototransducing material. How does it do as a color sensor? In this appendix, we show mea-

surements of the spectral sensitivities and absolute quantum efficiencies of six phototransducers

that we can build in a BiCMOS process. We compare our spectral sensitivity measurements quan-

titatively with theoretical expectations of the spectral sensitivities. Our theory is derived from the

known behavior of light absorption in silicon, combined with the diffusion of minority carriers.

We do not know of any measurements, in the literature, of the spectral quantum efficiencies of

phototransducers that can be built in a typical CMOS or BiCMOS process. 

 

PHOTODETECTOR DEVICES

 

A semiconductor junction separates photon-generated electron-hole pairs, letting us count

them (Figure 2a.1). The junction between n- and p-type silicon creates an electric field that coun-

teracts the diffusion of carriers from the majority region to the minority region. This electric field

pulls electrons into the n-type region, and holes into the p-type region. (The way to remember this

polarity is by the saying 

 

carriers go home

 

.) When a photon creates an electron-hole pair somewhere

inside the junction, the electron and hole are split apart by the huge electric field (

 

≈

 

10

 

6

 

 V/m) and

are each swept home. When the pair is generated somewhere in the bulk silicon, the majority car-

rier is lost in the sea of majority carriers—it is already home. The minority carrier, however, starts
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diffusing. Two fates can then occur: Either the minority carrier recombines with a majority carrier,

in which case it is as though the photon were never absorbed, or the minority carrier diffuses to

the junction and is swept across to the other side.

The absorption of light by silicon is strongly wavelength-dependent: Short wavelength pho-

tons travel a shorter distance, on the average, before being absorbed.

 

†

 

 The absorption length, 

 

L

 

(

 

λ

 

),

as a function of photon wavelength 

 

λ

 

, for pure bulk silicon, is shown in Figure 2a.2. For blue light

(wavelength 475 nm) 

 

L

 

 is 0.3 

 

µ

 

m, while for red photons (650 nm) 

 

L

 

 is 3 

 

µ

 

m—a ratio of approxi-

mately 10 in absorption length over the visible spectrum. This behavior is primarily due to the

available density of states, because there are many more available states at higher energies. 

 

† This effect is known to degrade resolution in CCD imagers at longer wavelengths. The longer-wavelength pho-

tons get absorbed deeper in the substrate, diffuse less precisely to the correct charge bucket, and take enough time to dif-

fuse that they get collected into the wrong charge bucket. Many CCD imagers are built in a shallow p-well to reduce 

these effects and to better tailor the spectral response to match with human spectral efficiency.

N region P region

Minority carriers
that recombine &
do not make it across

Space
charge
region

Fixed charges

Minority carriers
that make it to
space charge
region and are
swept across

Electron–Hole  pairs
that are created
in the space–charge
region

Photon

FIGURE 2a.1 Schematic illustration of carrier generation, random walk, and either 

recombination or collection. When the minority carrier diffuses to the space-charge region, it gets 

swept across. Otherwise, it recombines with a majority partner and does not contribute to the 

photocurrent.
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The wavelength-dependent absorption means that photodetectors formed from junctions

with different junction depths will have different spectral responses. In a CMOS process, there are

a number of different junctions with different doping and depth. A garden-variety CMOS process

has two complementary source–drain diffusions and a well diffusion. For concreteness, we con-

sider an n-well process; the well and the source–drain diffusion for the native transistors are n-

type, and the substrate and source–drain diffusions for the well transistors are p-type. The com-

plementary process, p-well, results in a set of devices that are exactly complementary to the ones

we describe here, and we expect that these devices have similar characteristics. We assign unique

names to each device according to the sex and doping strength of the constituent materials. The

devices are shown in Figure 2a.3. We order the materials that make up each device so that the pos-

FIGURE 2a.2 The photon absorption length as a function of photon wavelength at 300˚K. The 

absorption length is the distance over which 1/e of the incident photons are absorbed. Approximate 

wavelength of primary colors (B = blue, G = green, and R = red) from CIE color wheel, along with 

associated absorption length are shown as dashed lines. Dashed line at about 0.95 µm shows 

absorption length at peak of spectral response of deep, diffusion-limited junction (see page 68). 

(Source: Adapted from Dash and Newman [3].)
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itively-biased side of the device, for reverse bias operation, comes first. We can form four photode-

tectors in a plain CMOS process:

 

1.

 

n++/p-

 

: A photodiode consisting of the junction between heavily doped n-type source–drain 

diffusion (n++) and very lightly-doped p-type substrate (p-)

2.

 

n/p++

 

: A photodiode consisting of the junction between lightly-doped n-type well (n) and

heavily doped p-type source–drain diffusion (p++)

p- subs

n well

p++  active

1 V

p- subs

n well

1 V

p- subs
n well

p++  active
1 V

p- subs

n well

p++  active

1 V

p- subs

n well

1 V

p- subs

n well
p+  base

n++ emitter

1 V

n/p-

n/p++

p++/n/p-

n++/p+

n/p+

n/p+/n++

p+  base

n++ emitter

p+  base

n++ emitter

3 µm

FIGURE 2a.3 The structures and biasing setups used to measure the quantum efficiencies of 

the devices. The upper four devices are photodiodes and the lower pair are phototransistors. In the 

text, we refer to the elements by the underlined names in the figure. The active junctions are shaded 

for each device. A scale bar is shows approximate dimensions (horizontal dimension not to scale). 
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3.

 

n/p

 

-: A photodiode consisting of the junction between lightly-doped n-type well (n) and very

lightly-doped p-type substrate (p-)

4.

 

p++/n/p-:

 

The PNP parasitic phototransistor formed by using heavily-doped p-type source–

drain diffusion as emitter (p++), lightly-doped n-type well as the base (n), and very lightly-

doped p-type substrate as collector (p-)

 

A BiCMOS process adds a medium-doped p-type diffusion intermediate in depth between the

source–drain diffusion and the well diffusion. This new implant is used to form the p-type base

for vertical NPN bipolar transistors. Only n-well BiCMOS processes exist; for technical reasons it

is difficult to fabricate good floating vertical PNP bipolar transistors. Also, we note that a BiCMOS

process differs from a true bipolar process in that there is no additional low-resistance implant in

the collector (the well) to reduce collector resistance. The missing collector contact implant is not a

concern for phototransistors, at least in the range in which we are interested, because the gener-

ated photocurrents are much too small to generate appreciable ohmic voltage drop. The emitter of

the vertical bipolar is the heavily-doped n-type source–drain diffusion, and the collector is the

lightly-doped n-type well. In a BiCMOS process, we can form another four photodetectors:

 

5.

 

n++/p+: 

 

A photodiode between heavily-doped n-type emitter (n++) and medium-doped p-

type base (p+)

6.

 

n/p+:

 

A photodiode between lightly-doped n-type well (n) and medium-doped p-type base

7.

 

n/p+/n++:

 

 The NPN vertical phototransistor made from the vertical bipolar transistor, with

lightly-doped n-type well as collector (n), medium-doped p-type base (p+), and heavily-doped

n-type source–drain diffusion as emitter (n++). (Note that we bias this device so that the cur-

rent is measured from the emitter, not from the collector. Circuits that use this device should do

likewise.)

8.

 

p+/n/p-:

 

 The PNP parasitic phototransistor formed from the medium-doped p-type base layer

as emitter (p+), lightly-doped n-type well acting as base (n), and very lightly-doped p-type

substrate acting as collector (p-). (This device is nearly identical to the p++/n/p- parasitic pho-

totransistor.)

 

Of these eight devices, we measured the six shown in Figure 2a.3. We did not test device 1

(n++/p-) because we neglected to fabricated it on the same chip in the same configuration, making

reliable results difficult to obtain. We expect devices 1 and 3 to behave similarly. We did not test



 

68  EXPERIMENTAL PROCEDURE

 

device 8 (p+/n/p-) because we forgot about it, although almost certainly its behavior is similar to

device 4.

A scale bar in Figure 2a.3 shows the approximate vertical dimensions of the junctions, accord-

ing to the MOSIS fabrication service. The n++ emitter is arsenic-doped, with a junction depth of

about 0.3 

 

µ

 

m, and a surface concentration of 10

 

20

 

 donors/cm

 

3

 

. The p+ base is boron-doped, with a

junction depth of 0.45–0.5 

 

µ

 

m, and a surface concentration of 1–2·10

 

17

 

 acceptors/cm

 

3

 

. The n-well

is phosphorous-doped with a junction depth of approximately 3 

 

µ

 

m, and a surface concentration

of 3-4·10

 

14

 

 acceptors/cm

 

3

 

. The p-type substrate has a doping of 3–4·10

 

14

 

 acceptors/cm

 

3

 

 [7]. 

We distinguish between the deep, 

 

diffusion-limited

 

 detectors like n/p-, where the carrier col-

lection volume is defined mostly by the minority carrier diffusion length, and the shallow, 

 

vol-

ume-limited 

 

detectors like n/p++, where the carrier collection volume is mostly defined by

junction edges. 

 

EXPERIMENTAL PROCEDURE

 

The aim of the measurement is to obtain the absolute quantum efficiency 

 

Q

 

(

 

λ

 

) for each of the

devices, as a function of photon wavelength 

 

λ

 

, where 

 

Q

 

(

 

λ

 

) is defined as:

 

(1)

 

The phototransistors have built-in current gain; for them we count the collected charges including

the gain, so 

 

Q

 

(

 

λ

 

) can be larger than 1. 

We used a prism monochromator, in conjunction with a tungsten incandescent source, to pro-

duce a continuously variable, nearly monochromatic, source of light. We had to carefully calibrate

several parameters to obtain a reliable measurement. In this section, we will describe the experi-

mental setup and the calibration procedures.

 

The prism monochromator

 

We used the setup shown in Figure 2a.4, consisting of a prism monochromator (Gaertner Sci-

entific Corp.), in conjunction with a 400 watt quartz halogen incandescent lamp. We carefully

shielded all stray light paths, because any stray source of broadband light severely corrupted the

measurements. The quartz crystal prism and lenses in the monochromator pass wavelengths

Q λ( ) #  collected  charges
#  incident  photons  at  wavelength λ 
-----------------------------------------------------------------------------------=
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down to 200 Å, although our tungsten source generated measurable energy only down to about

350 Å.
 

Calibrating the source spectrum shape

 

To interpret any spectral measurement, we need to know the spectrum of the source. We com-

pute the quantum efficiency by dividing the response to the source by the source spectrum. If 

 

R

 

(

 

λ

 

)

is the measured device response, measured in charges/time, to illumination by the source, with

known spectrum 

 

S

 

(

 

λ

 

) measured in units of incident quanta/time, then the quantum efficiency is

given by

 

(2)

 

The tungsten lamp spectrum is far from flat. To measure the 

 

shape

 

 of the source 

 

energy

 

 spectrum,

we used a thermocouple with a flat spectral response over the range of interest, in conjunction

with a chopper and a synchronous lock-in amplifier. Most semiconductor detectors essentially

count a fraction of the generated electron-hole pairs in response to absorbed photons, and the frac-

tion is dependent on wavelength. In contrast, the thermocouple measures incident energy directly,

Thermocouple

Lock-in detector

Chopper

Incandescent source

Input slit

Output
slit

Chopper phase detector

Thermocouple output

FIGURE 2a.4 Prism monochromator calibration setup. We only used the lock-in synchronous 

detector for calibrating the source spectrum. For measurement of the device spectral responses, 

we used a picoammeter and did not chop the source.

Q λ( ) R λ( )
S λ( )
--------------=
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by recording the change in junction potential caused by a change in 

 

temperature

 

 of a semiconductor

junction. The junction potential is measured relative to another junction that does not absorb inci-

dent energy. The measuring junction is coated with platinum-black, an anodized material that

absorbs 

 

uniformly

 

 over a wide spectrum [9]. The electrical signal from the thermocouple, is very

small (

 

µ

 

V), so it is necessary to use a synchronous detector.

The synchronous detector (Princeton Applied Research), also known as a lock-in amplifier,

rectifies the incoming signal from the thermocouple at exactly the frequency and phase of the

chopper, and low-pass filters the resulting signal. The synchronizing reference signal comes from a

separate detector (see Figure 2a.4). Any signal that is not synchronous with the chopper is aver-

aged away. The chopper blade is driven by a DC motor, and the incandescent lamp is powered

with 60 Hz wall voltage. We did not observe any 60 Hz variation in thermocouple output, even at

the highest photon energies.

We computed the relative 

 

number

 

 of source quanta per unit wavelength by dividing the source

energy density by the photon energy at each wavelength. The photon energy is given by 

 

E

 

 = 

 

hc

 

/

 

λ

 

,

where 

 

h

 

 = 6.023·10

 

-34

 

 J·s is Planck’s constant and 

 

c

 

 = 3.0·10

 

8

 

 m/s is the speed of light. Our calibra-

tion is good over 3–4 decades. For photon energies higher than about 3.5 eV, it is necessary to use

an arc lamp. We did not go to this trouble, because most interesting photodetector behavior occurs

at longer wavelengths. The measured source spectrum shown in Figure 2a.5 is normalized to a

maximum value of 1, because we had no convenient means of directly measuring the 
 

absolute
 

intensity of the source. In a later section we describe the absolute intensity calibration.

We can see from the measured source spectrum in Figure 2a.5 that the incandescent source

acts like a blackbody at short wavelengths (number of quanta exponentially decreases with pho-

ton energy, for high energies).The exponential characteristic of blackbody radiation is accurate for

energies higher than a few 

 

kT,

 

 or approximately 1–2 eV for a 2000 ˚K lamp. At longer wavelengths,

the source spectrum deviates from blackbody (not shown in plot). This deviation is in accordance

with the literature on tungsten incandescent sources [9]. 

 

Source spectrum wavelength and line width calibration

 

We measured the spectral width of the monochromator output, and calibrated the absolute

wavelength, with the aid of a narrow band 543 Å HeN gas laser (bandwidth < 1nm, Melles Griot

“Grene”). At the settings of the monochromator input and output slits that we used to measure the
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responses of the photodetectors, we found that the bandwidth of the monochromator output was

less than 10 nm. We also used a miniature 670 nm semiconductor pointing laser to obtain another

point on the wavelength calibration. These two wavelength calibration points are shown along

with the results of the photodetector spectral response measurements in Figure 2a.6. This two-

point absolute wavelength calibration places a reliable axis on the wavelength scale.

 

Absolute intensity calibration

 

Using our setup, it was impossible, for mechanical reasons, to accurately measure the actual

intensity of the light coming from the monochromator and striking the photodetector. To calibrate

the absolute intensity of the source, we used separate measurements of the device photocurrents

in response to light emitting diodes (LEDs) of known wavelengths. We calibrated the absolute

irradiances of the LEDs with a Tektronix J16 photometer, with a J6512 probe. This probe is rated to

have a flat response to within 7% over the range 450 nm to 950 nm wavelength. We used a small

pinhole of known dimension to restrict the intensity source falling on the photometer to a uniform

patch of intensity, and positioned the LED to maximize the reading. We then normalized the inten-

FIGURE 2a.5 The normalized source spectrum S(λ)/Smax of the tungsten halogen lamp, as a 

function of photon energy. 
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sity back to the area of the photometer detector, to obtain the true maximum intensity emitted by

the LED. We arranged the device under test (the photodiode or phototransistor) so that the dis-

tance from the LED was identical to the distance of the LED from the photometer. When we mea-

sured the response of the device, we were careful to adjust the location of the LED spot to

maximize the response, assuring that the device was illuminated with the same intensity as mea-

sured with the photometer. We used only a Yellow (583 nm) and Red (635 nm) LED, because other

LEDs did not show results that were consistent with the relative results obtained using the mono-

chromator. The measurements from these other LEDs were probably inconsistent because they

were taken with LEDs at the more extreme ends of the spectrum, where the photometer calibra-

tion is inaccurate, and the LED spectral line width is larger. 

The 

 

absolute

 

 quantum efficiencies measured using the LEDs are shown as the small open cir-

cles in the plot of absolute quantum efficiency in Figure 2a.6. When we used the monochromator

to measure the relative quantum efficiencies, we were careful to keep the light intensity constant

for all the measurements of the devices; to test a different device, we simply switched our probe to

a different pin on the test chip, keeping everything else constant. This constancy was only possible

because all the devices were fabricated on the same chip. Earlier attempts to obtain consistent

results from a number of different chips were a failure. Hence the measurement of relative spectral

responses are all reliable, relative to each other. To obtain the absolute quantum efficiencies, we

slid the entire group of measured relative efficiency plots up and down (but not sideways!), as a

unit, until they best matched up with the absolute measurements from the LEDs.

 

Device configuration for spectral measurement

 

When we measured the photocurrent, we held the reverse bias of the device at 1 V, as shown

in Figure 2a.3. The reverse bias on the junction changes the junction width, but this effect is only a

square-root function of reverse bias. We did not observe any significant change in the spectral

response due to our modest (< 3 V) changes in bias voltage. Junctions that we did measure were

either left floating or were grounded, as shown in Figure 2a.3.

 

Spectral response measurement

 

We first attempted to measure the responses using an off-chip linear current-sense amplifier in

combination with the synchronous detector and chopper used to calibrate the source spectrum.
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This approach proved to be inaccurate, due to the transient effects of carrier generation, diffusion,

and recombination that contaminated the measurement of the steady-state current. Instead, we

used a picoammeter (Keithley 617) to directly obtain the photocurrent. The dynamic range was

quite similar to that obtained using the synchronous detector. With care, we could obtain useful

results over 2 to 3 decades of response.

 

THE SPECTRAL RESPONSES

 

Figure 2a.6 is the summary plot of absolute quantum efficiency versus photon wavelength.

Figure 2a.7 shows the same data on a linear scale. There are clear differences between the quantum

efficiencies of the devices. The figure also shows the photopic (daylight) visibility curve, the band

edge for silicon, the monochromator bandwidth, and the wavelengths of the primary colors. We

can make several phenomenological observations.

 

•

 

There is a clear distinction between photodetectors that collect light-generated carriers from a

junction-limited volume (n/p+, n/p++, n++/p+, n/p+/n++), and the photodetectors that collect

light-generated carriers from a diffusion-limited volume defined by the diffusion length of

minority carriers (n/p–, p++/n/p–). The diffusion-limited detectors are more sensitive to longer

wavelengths.
 

•

 

The response spectra are broad band. All the detectors cover far more than the visible spec-

trum. Also, all of the detectors have responses that are flat within a factor of 2 or 3 within the

visible spectrum. 

 

•

 

The shallow junctions (n/p++, n/p+, n++/p+) are most sensitive to a wavelength around

500 nm, while the deep junction (n/p–) sensitivity peaks at about 900 nm, well outside the vis-

ible. 

 

•

 

The peak absolute quantum efficiency for the photodiodes varies from a high of about 0.8 for

the deep photodiode (n/p–) at near-infrared photon energy, to a low of about 0.3 for the shal-

low, volume-limited junctions (n/p++, n/p+, n++/p+). These measurements are consistent with

reports from the literature (see, for example, [8]).

 

•

 

All the quantum efficiencies are about identical at short wavelengths.
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FIGURE 2a.6 Measured spectral quantum efficiencies Q(λ) versus photon wavelength and 

energy. The quantum efficiency is the number of collected charges per incident photon; it is larger 

than one for the phototransistors because they have built-in current gain. Each curve is labeled with 

the name of the device as shown in Figure 2a.3. The small circles are the absolute calibration points 

measured with discrete LEDs (page 71). The photopic visibility curve shows the relative visibility of 

photons under photopic conditions; this curve is arbitrarily normalized to 1 at its maximum [11]. The 

primary colors, according to the CIE color chart, are labeled on the wavelength axis. A shelf, 

marked with a hollow arrow, appears right around the band edge for both the n/p+/n++ vertical 

bipolar NPN phototransistor and for the n/p+ photodiode that forms the base to collector junction in 

the NPN bipolar (page 76). The monochromator calibration curves show the spectral line width of 

the monochromator and the calibration wavelengths (page 70). 
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• The phototransistor spectral responses are very close to constant multiples of the deeper-junc-

tion responses contributing to the base current for the phototransistor. For example, the PNP

parasitic bipolar response (p++/n/p–) is very similar in shape to the response of the well to sub-

strate detector (n/p–), but is completely unlike the response of the shallow emitter to base

detector (n/p++). This fact is also true for the vertical bipolar phototransistor: The phototrans-

istor response (n/p+/n++) is similar to the base to collector detector (n/p+), but is different than

the emitter to base junction (n++/p+). This observation simply means that most of the base cur-

rent in the phototransistors comes from the deep junction.:

• The current gain is about 100 in the parasitic bipolar phototransistor, and is about 30 in the ver-

tical bipolar phototransistor. This gain is a soft function of the current level, and decreases at

both the high and low intensities. Figure 2a.8 shows the separately-measured current gain for

the bipolar transistors as a function of emitter current, measured by base-current injection.

These measurements are larger by a factor of about 2 than the spectral measurements.

• All of the spectral responses show an absolute cutoff around the band edge. The cutoff is not

perfectly sharp, and extends past the actual band edge. The quantum efficiency drops off at a

rate of about e-fold per 25 meV around the theoretical band edge. We are confident of this

result, because we used a two point absolute calibration of wavelength, and we measured the

monochromator bandwidth to be much smaller than the measured cutoff behavior.
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FIGURE 2a.7 Absolute quantum efficiencies plotted on a linear scale. Data are a subset of the 

data in Figure 2a.6.
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• There is an interesting “shelf” in the spectral response of the n/p+ (n-well to p–base) detector

right around the band edge, that can also be seen in the vertical bipolar response (n/p+/n++).

We do not know the origin of the shelf but it could be due to a shallow recombination-genera-

tion center unique to the p-base implant that stretches out the spectral response an additional

fraction of an eV.
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FIGURE 2a.8 Bipolar transistor current gain as a function of emitter current. Ordinate is ratio of 

emitter current to base current. Data is from n-well, double-poly, 2 µm feature size, BiCMOS MOSIS 

technology. Collector to emitter voltage was held at 1 V. Transistor dimensions are given in 

Table 2.1, below.

Base Collector Emitter

Parasitic 
PNP

20x20 diffusion 
limited

10x10

Vertical 
NPN

10x10 20x20 8x8

TABLE 2.1  Bipolar transistor dimensions, in µm.
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Absolute current level

A frequently asked question is how much current to expect from a given size of photodiode or

phototransistor. Since light intensity varies over more than 6 decades under photopic and mesopic

conditions, the answer obviously depends on the operating conditions. For reference we will com-

pute a typical situation. Office fluorescent lighting conditions are an irradiance of an exposed sur-

face of about 1 W/m2, corresponding to an illumination of about 680 lux if the light is at the peak

luminance wavelength 555 nm [6]. Under these conditions, each 10 µm by 10 µm photodiode area,

with quantum efficiency 0.5, generates a current

(3)

UNDERSTANDING THE MEASUREMENTS

We will develop a semi-quantitative model of the spectral responses. Extensive quantitative

treatments have appeared in the literature (for example, the Linvill lumped model [4]), but the

computations are dependent on unknown physical parameters like the surface recombination

velocity. To better explain our measured results, we show the results of theoretical computations

based on conventional diffusion theory [5]. Our theoretical treatment is underconstrained by the

data, and the theoretical results do not tell us much more than we know from a little qualitative

understanding. Still, this theoretical treatment is entertaining from a pedagogical point of view.

The diffusion equation and boundary conditions

Minority carriers are generated by light and by thermal processes, diffuse around, and recom-

bine with majority partners. The concentration of minority carriers is governed by the diffusion

equation. In steady-state, the one-dimensional diffusion equation is

(4)

where x is space, D is the diffusion coefficient, n is the concentration, τ is the average minority car-

rier lifetime, and G is the generation rate per unit volume per unit time. If we consider a volume of

width ∆x and cross-sectional area 1, with carriers generated at rate G per unit volume, gobbled up

1
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at rate n/τ, and diffusing out at rate  on each side, then Equation 4 makes sense, because it

simply states that the influxes and effluxes of carriers must balance in steady-state.

The simplest solution to Equation 4 is a decaying exponential, with minority-carrier diffusion

length space constant L0 satisfying

(5)

The diffusion equation together with the appropriate boundary conditions lets us solve for the

steady-state concentration profile in response to light shining on the device. The photocurrent at a

junction is given by the sum of the currents flowing into the space charge region from each side,

plus the generated carriers within the space-charge region. We will ignore the space-charge cur-

rent because the width of the depletion region is small (≈ 1 µm) relative to the diffusion length

(> 10 µm). The current flowing into the junction from each side is given by . Given the con-

centration, we can easily compute the photocurrent.

To solve the equation, we need boundary conditions and we need to know the generation rate

due to light. The generation rate is proportional to the local flux of light. The light decays exponen-

tially into the device. The measured space constant of the decay is shown in the Dash and New-

man absorption data shown in Figure 2a.2. The generation rate, as a function of depth x into the

silicon, is given by

(6)

where G0 is the flux measured in photons/area/time at the surface and L is the absorption length.

There are two types of boundary conditions. 

1. At the edge of a junction under strong reverse bias (like all the junctions we measure) the 

minority carrier concentration is zero. This condition is not strictly true for the phototransistor 

base-emitter junction, but is not very inaccurate because the concentration will be much 

smaller than the equilibrium far from the junction. Also, deep inside the silicon the excess con-

centration of minority carriers goes to zero. Symbolically, these boundary conditions take the 

form

(7)
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2. At the surface of the wafer, the flux of carriers is determined by the surface recombination rate.

The rate of recombination is given by the excess minority concentration times the surface

velocity s. Hence we obtain a surface boundary condition of the form

(8)

 

Given Equations 4, 6, 7, and 8, it is a straightforward although tedious matter to solve for the ana-

lytic form of the minority carrier concentration. This computation is well-known and is found in

the literature (see, for example [5]), so we will not give the full form of the solution here. In gen-

eral, the solution is given by a sum of exponentials with space constant 

 

L

 

0

 

 and an exponentially

decaying term with space constant 

 

L

 

(

 

λ

 

). Figure 2a.9a shows a generic p++/n/p– layering, with

dimensions approximately the same as the real structure. Part (b) shows the theoretical excess

minority carrier concentration for a number of different wavelengths of light, computed from the

theory just discussed.

At short wavelengths, the electron-hole pairs are generated near the silicon surface, and the

minority carrier has a large chance of recombining at a surface recombination center. This process

limits the short-wavelength response. At an intermediate wavelength, the pairs are generated in a

depth of the same size scale as the junction. Most of the carriers are collected. At long wave-

lengths, the pairs are generated deep in the silicon. Only the carriers within a diffusion length of

the junction are collected. 

We can see from Figure 2a.9 the reason for the difference in the spectral response between the

surface, volume-limited device and the deep, diffusion-limited device. In the surface device, the

response is mostly determined by the carriers that are generated inside the volume bounded by

the surface and the n/p– junction—any carriers generated in the substrate simply do not come

into play. We see from Figure 2a.2 that the absorption length increases exponentially with photon

wavelength over a wide range of wavelengths. Hence, we expect that for the surface junction

detectors, the spectral sensitivity should decrease exponentially with wavelength, with the same

decay constant. From the absorption length data in Figure 2a.2, the slope of the exponential is

about a factor of 10 absorption length increase per 300 nm wavelength increase. We see from the

spectral efficiency data in Figure 2a.6 that the shallow junctions have about this same slope, sup-

porting this reasonable idea. 

The deep junction acts differently, because the collection volume is limited largely by the dif-

fusion length of minority carriers. If the light is absorbed much deeper than the diffusion length,

D
dn
dx
------

surface
snsurface=
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then the carriers will recombine instead of making it across the junction. We expect the response of

the deep junction to fall off at the wavelength corresponding roughly to an absorption length cor-

responding to the diffusion length of minority carriers. In Appendix 2b, we show measurements

suggesting that the diffusion length is about 30 

 

µ

 

m in the bulk substrate. The wavelength corre-

sponding to an absorption length of 30 

 

µ

 

m is about 950 nm, close to the peak spectral efficiency for

the n/p– junction. The evidence thus supports our simple model.

 

Theoretical quantum efficiency curves

 Using the same concentration profiles computed for Figure 2a.9, we can compute the theoreti-

cal quantum efficiency as a function of wavelength, by combining the absorption data from [3]

(shown in Figure 2a.2), with the photocurrents computed from the concentration gradients. The

FIGURE 2a.9 Theoretical 

excess minority carrier 

concentration profiles. (a) shows 

two junctions, formed from 

source–drain diffusion, well, and 

substrate, approximately to scale. 

This structure is general: 

Increasing the central region 

width to infinity makes a single, 

deep, diffusion-limited device. 

Counting only the current in the 

n/p++ junction makes a shallow, 

volume-limited device. 

(b) shows the calculated minority 

20 µm

Light

p++ n p-

L = 50 µm

L = 5 µm

L  = 0.5 µm

(a)

(b)

carrier concentrations, for three different light–absorption-lengths L. The junction current is the 

slope of the concentration at the edge of the junction. For all regions, parameters were as follows: 

Diffusion length of minority carriers: 10 µm, lifetime: 1 µs, diffusion constant: 108 µm2/s, surface 

velocity: 108 µm/s.
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results of the computation are shown in Figure 2a.10, for a particular set of parameters that make

the theoretical curves approximate the real curves. We compute three curves, corresponding to

three types of devices: A shallow, volume-limited device corresponding to the n++/p+ junction, a

deeper, volume-limited device corresponding to the n/p+ and n/p++ junctions, and a deep, diffu-

sion-limited device corresponding to the n/p– junction. For each point on one of the theoretical

curves, we look up the absorption length from the Dash and Newman data in Figure 2a.2, and

then compute the quantum efficiency for that absorption length. For each curve, we have assumed

a set of parameters. All the parameters are identical between the different curves except for the

junction depths and the diffusion coefficients. 

In our first attempt to fit the measured data, we kept all parameters the same except for the

junction depths. The problem with this approach is that it results in quantum efficiencies that do

not have the correct short-wavelength behavior. If we assume a small surface-recombination

velocity, then we invariably obtain a very high quantum efficiency for all of the junctions at short

wavelengths. A larger surface-velocity reduces the quantum efficiency, but has a much larger
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Wavelength (µm)
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n++/p+

p++/n

n/p-

FIGURE 2a.10 Theoretical 

quantum efficiency curves, 

based on combination of 

diffusion theory and Dash and 

Newman absorption data [3]. 

These curves are similar to 

measured data. First two curves 

are from shallow, volume-limited 

detectors, last curve is from a 

deep, diffusion-limited detector. 

Parameters are: Junction widths: n++ diffusion, 0.25 µm, p+ base, 0.5 µm, n well, 7 µm. Diffusion 

length: 10 µm. Lifetime ratios: τp+/τn++ = 10, τp-/τp+=10. Surface velocity=3x108 µm/s. A key 

assumption is that lifetime is inversely proportional to doping. If we assume identical lifetime, then 

short wavelength behavior is incorrect, if we assume small surface recombination, then quantum 

efficiency is too large for short wavelengths. 
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effect on the deep junction. The problem is to come up with a model that ends up with roughly

identical quantum efficiencies for each of the junctions in the short-wavelength region.

One hypothesis is that the observed behavior is due to absorption in the protective oxide

(overglass). This explanation must be ruled out, because the oxide is visibly transparent at 450–

500 nm wavelength where the quantum efficiencies area identical. Doug Kerns has anecdotally

measured the effect of overglass on the rate of ultraviolet-light (UV) adaptation. He found that

overglass actually increased the effect of the approximately 200 nm light (personal communica-

tion). 

The other hypothesis takes into account the fact that the minority carrier lifetime is not identi-

cal for each of the materials, and in fact probably is inversely proportional to doping. When we

make this assumption, we obtain the curves in Figure 2a.10. These curves are qualitatively similar

to the measured data. 

 

APPLICABILITY TO COLOR MEASUREMENT

 

Researchers have reported circuits that are designed to measure a scalar color, or a vector of

spectral responses, using either sets of different junctions, or a single junction whose junction

width is electrically modulated (for examples see [2][10][12]). These approaches seem to require a

special process or a large amount of support circuitry, and hence are not practical for analog VLSI,

where a key ingredient to successful implementation is the rapid turnaround and low cost of mul-

tiproject generic CMOS or BiCMOS processes and the use of compact circuits. To me it seems

pointless, at the present time, to look for alternatives to the simple process steps involved in depo-

sition of colored polymer films. 

 

SUMMARY

 

We have shown measurements of the quantum efficiency for the most commonly-used photo-

detectors. The measured quantum efficiencies are consistent with our quantitative theory based on

known photon absorption characteristics and junction characteristics. 

People involved in the analog VLSI vision business make extensive use of standardized bulk

VLSI fabrication processes. They sometimes ask the question: Can we make vision sensors that are

color sensitive, using the standard processes? The measurements we report in this appendix show
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that there are only small variations, over the visible range, of the spectral sensitivities of the vari-

ous kinds of photosensitive devices available to users of standard CMOS and BiCMOS processes

(like those available through MOSIS). Given the rather awkward and inefficient attempts so far

reported for using the built-in wavelength filtering by silicon for color discrimination, it will prob-

ably prove more practical in the long run to continue using the highly developed overlying color-

filter approach found in the majority of modern solid-state commercial video cameras. This

should be OK even with purists, because birds used this trick first [1].
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A P P E N D I X

 

2b

 

MINORITY CARRIER DIFFUSION

 

 

 

W

 

e saw in Chapter 2 how light-generated minority carriers affect low-current circuits. In this

appendix, we show measurements of the diffusion length of minority carriers, and of the effective-

ness of several guard structures that are designed to protect circuitry from stray minority carriers. 

The diffusion equation (Equation 4 on page 77) governs the steady-state distribution of minor-

ity carriers. The most important parameter in that equation is the diffusion length, given by

 

(1)

 

The diffusion equation is a linear equation; hence the solutions are exponentials with space con-

stant equal to the diffusion length. In the presence of a space variant generation rate, other solu-

tions corresponding to the spatial distribution of the generation term may also appear. 

The situation considered in this appendix is in detail much more complex than a simple one-

dimensional system, since potentially the full three-dimensional structure of the silicon may be

involved. Empirically, we find that the decay of minority carriers is close to a plain exponential in

the distance away from the source of the generated carriers. Hence we here define the space con-

stant to be the measured space constant of decay of measured minority carriers away from the site

of the source of the carriers.

We built a simple structure designed specifically to measure this empirical lateral diffusion

length, and to test for the effectiveness of various guard structures in blocking the diffusion of

light-generated minority carriers. This structure is shown in Figure 2b.1. It consists of a central

parasitic bipolar phototransistor surrounded on three sides by guard bars with different widths.

The fourth side is left bare. The parasitic bipolar transistor in the center of the structure collects

L Dτ=
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and amplifies the local concentration of excess minority carriers in the bulk, i.e., we used the bipo-

lar transistor as a probe for minority carriers. We expect this measured current to be roughly pro-

portional to the excess minority carrier density. This chip is built in a 2 

 

µ

 

m p-well technology. We

measured the emitter current using a Keithley 617 picoammeter, with a 2 V collector-emitter bias

on the NPN transistor.

The guard bars consist of two rectangles of ordinary p-type source–drain diffusion, and a rect-

angle of p-well diffusion. All guard bars were grounded to the bulk potential. The dimensions of

all the structures are shown in Figure 2b.1.

We imaged a small spot of light onto the test structure at various locations away from the

sensing transistor and measured the induced current. We imaged the spot onto the structure

through a small pinhole and the 100x objective lens on the microscope. We moved the chip under

the spot using a two-dimensional motorized positioning system. By viewing the spot through the

normal optics of the microscope, we computed the size of the spot to be 12 

 

µ

 

m by comparison

with the known size of layout features.

The results of the measurements on the structure in Figure 2b.1 are shown in Figure 2b.2. The

three parts of this figure show the measured current as a function of the distance of the test spot

from the center of the sensing transistor. The different curves in parts (a) and (b) of Figure 2b.2

show the measured current as the test spot is moved away from the transistor and across the dif-

ferent guard structures. 

We can see that the exponential-decay approximation is not very good for short distances. For

distances greater than approximately 70 

 

µ

 

m, the measured e-fold distance is about 30 

 

µ

 

m and is

fairly constant. For distances less than this, the space constant is shorter, probably because of geo-

metrical effects due to the finite size of the test spot or three-dimensional effects of the interaction

of surface recombination with the pure exponential decay. In the case of no guard bar, the mea-

sured current is reduced by a factor of 10 in a distance of about 40 

 

µ

 

m. 

To test for the possibility that this relatively long diffusion length of 30 

 

µ

 

m is due to scattering

of light, and not minority carrier diffusion, we compared the diffusion length measured with a red

and green LED. From Figure 2a.2 (on page 65), we see that the ratio of absorption length for the

red compared with the green LED is a factor of 2–3, so if light scattering is a significant effect in the

measurement of diffusion length, we expect a difference between the diffusion lengths measured

with the two LEDs. In fact, there is no measured difference. The decay with distance is nearly



 

APPENDIX 2b

 

MINORITY CARRIER DIFFUSION  87

FIGURE 2b.1 Layout used to test for light-generated minority carrier diffusion and for the 

efficacy of various guard bars in blocking minority carriers. The large square in the middle of the 

figure is a parasitic bipolar transistor that probes for minority carriers.We shined a probing light spot 

onto the structure at various distances and directions away from the phototransistor and measured 

the current generated in the phototransistor. The guard structures consist of p-type diffusion in the 

n-type substrate. The 3 and 7 micron-wide structures are of-drain diffusion, and the 17 micron-wide 

structure is a p-well.

Sensing
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Guard bars

Probing light spot

Path of light spot

 3  um 
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FIGURE 2b.2 Results of measurements on diffusion test structure shown in Figure 2b.1. (a) 

shows the measured photocurrent due to minority carrier diffusion as a function of the distance of 

the test spot from the sensing phototransistor. The different curves show the current for movement 

of the spot in different directions out from the middle of the phototransistor. (b) shows the same 

results on a log(current) scale. (c) shows a comparison between illumination with red and green 

light. The absorption for red light is much less than for green light, so if the results in (a) and (b) 

were due to scattered light and not minority carrier diffusion, we expect a difference in the 

measured diffusion length that we do not observe.
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indistinguishable, as shown in Figure 2b.2c. We could anticipate this result by observing, from

Figure 2a.2, that the absorption length for red and green light centers around only 1 

 

µ

 

m.

The guard bars were only moderately effective in reducing the minority carrier density. The

widest guard bar, a 17 

 

µ

 

m well, reduces the minority carrier density by up to a factor of 10, partic-

ularly when the test spot shines directly onto the guard bar. The other two guard bars, which con-

sisted of source-drain diffusion, are less effective, reducing the carrier density by a factor of 2–3.

Interestingly, the 3 

 

µ

 

m guard bar seems to be more effective than the 7 

 

µ

 

m guard bar. We do not

know the reason for this result, but we are able to repeat it. 

 

EFFECT OF GUARD BIAS

 

Using a different structure, we tested for the effect of changing the reverse-bias voltage of the

guard structure. In this test structure, the sensing phototransistor was completely covered with

metal, and was surround by a guard bar consisting of a 3 

 

µ

 

m-wide ring of source-drain diffusion.

This test structure is shown in Figure 2b.3. We can see from the results in Figure 2b.4 that the effect

of reverse bias are minor. Changing the reverse bias from 0 V to 5 V only decreases the measured

photocurrent by a factor of about 2.

 

SUMMARY

 

We have seen a direct demonstration of the diffusion of minority carriers. We measured a dif-

fusion length of about 30 

 

µ

 

m at distances of greater than 70 

 

µ

 

m from the source. A minimum-size

silicon retina pixel has about the same dimension, which means that minority carriers can have a

Sensing
phototransistor

Guard ring

Metal shielding

FIGURE 2b.3 Structure used to test for effect of 

guard bar reverse-bias voltage. Guard ring is 3 µm 

wide, and reverse-bias voltage relative to the bulk is 

controllable. Entire structure is covered with metal out 

to the edge shown.
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large effect on circuitry surrounding an opening in the overlying metal. The use of guard bars can

reduce the number of minority carriers, but not very much. Even a well—the deepest diffusion we

have available—that is 17 

 

µ

 

m wide can only reduce the minority carrier concentration by a maxi-

mum factor of approximately 10. The reverse bias on the guard structure has only a minor effect—

approximately a factor of 2 between a bias of ground and V

 

dd

 

. Hence our measurements support

the need for structures such as the new adaptive elements described in Chapter 2, that are resis-

tant to the effects of minority carriers. 

543210
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FIGURE 2b.4 Measured effect of 

changing guard-ring reverse bias 

voltage on structure in Figure 2b.3. 
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A P P E N D I X

 

2c

 

TRANSISTOR NOISE

 

U

 

ltimately, the efficacy of our synthetic systems in dealing with real-world input will be

determined in part by their raw detection capabilities. Those detection capabilities will in turn

depend on intrinsic circuit noise. In this appendix, we show measurements of transistor noise. We

give a very phenomenological treatment, because our aim is to know the scale and behavior of real

transistor noise, not to reproduce an already vast literature. We regard this treatment as a current

reference for noise parameters for a commonly-used fabrication process. With this knowledge,

designers will have a greater capability of designing circuits that are electrically quiet.

This appendix is organized as follows. We start with a measurement of noise in isolated tran-

sistors. We discuss the characteristics of this flicker noise. We then discuss the physical origin of

flicker noise in the briefest possible terms. We discuss how the noise is affected by bias-current

level, and measure it. We conclude this appendix with a derivation of a physically-intuitive model

of the other noise sources—shot and thermal. This model, and the measurement of flicker noise,

are used in Chapter 2.

 

MEASURED TRANSISTOR NOISE

 

Figure 2c.1 shows noise signals from single n- and p-channel MOSFETs, measured with the

setup in Figure 2c.2. The time recordings of the transistor current in part (a) of the figure show that

the current is bursty, consisting of long-lasting steps and a rapidly-fluctuating background. This

type of noise signal is called 

 

flicker noise. 

 

The power per unit frequency in the noise signal goes

like the reciprocal of the frequency, leading to the name 

 

1/

 

f

 

 noise

 

 Figure 2c.1b).
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In MOSFETs, flicker noise is usually the dominant source of noise for low frequency opera-

tion, outweighing white spectral sources like thermal or shot noise, so we will focus our discus-

sion on it. (However, the results in Chapter 2 suggest there are clearly important exceptions.) A

good way to think of 1/

 

f

 

 noise is that it is a 

 

noise source with constant power per log frequency. 

 

For

example, there is as much power in the 1 Hz frequency band from 1 Hz to 2 Hz as there is in the

1 kHz band from 1000 Hz to 2000 Hz. The reason for this behavior is that, if we integrate 1/

 

f

 

, we

get log

 

f

 

. Hence the noise power is dependent only on the bandwidth measured in log units,

whether those units be e-folds, octaves, or decades.

p-channel transistors are often quieter than are n-channel devices. For the measurements in

Figure 2c.1, the p-fet is quieter than the n-fet by a ratio of approximately 15 dB, or an amplitude

ratio of about 6. This is not always true; Eric Vittoz has told us that in the SACMOS process, n- and
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Transistor noise 

properties. The data were 
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p-channel devices are about equally noisy. Other researchers have reported p-fets that are 100

times quieter than equivalent n-fets [2].

It makes sense to measure the noise in the dimensionless units 

 

∆

 

i/I

 

, where 

 

∆

 

i

 

 is the noise cur-

rent and 

 

I

 

 is the steady-state bias current. (In other words, the mean-square variation in 

 

i

 

 is 

 

∆

 

i

 

2

 

.)

This fractional noise current is a sensible parameter for subthreshold transistor operation. In sub-

threshold, the current is exponential in the terminal voltages, and hence 

 

∆

 

i/I

 

 is equivalent to a ter-

minal noise voltage. The flicker noise power in a small bandwidth 

 

∆

 

f

 

 is

 

, (1)

Vg
Vd

HP 3582A
Spectrum
Analyzer

Computer

TL074

R

Vd

R

r

FIGURE 2c.2 The setup for transistor noise measurements. Only the shaded transistor is on-chip. 

The transistor and the current-sensing amplifier are battery powered and are enclosed in a 

completely shielded box, and all connectors are shielded to cover any open loops. These 

precautions are necessary, since even a single small exposed connector severely corrupts the 

measurement, due to the electromagnetically noisy character of our laboratory. The bias voltages are 

supplied by 1 kΩ potentiometers, and are low-pass filtered with 100 µF capacitors. The J-fet input 

TL074 opamp has equivalent input noise of 14 nV/√Hz = -157 dBV/√Hz. This input noise corresponds 

to a thermal noise resistance of about 10 kΩ – completely negligible compared to the range of 

feedback resistors we used. In measuring currents smaller than 100 nA we used the “T” feedback-

resistor configuration to make the effective feedback resistance up to 100 MΩ. For larger currents we 

used a single feedback resistor. In all the results we checked that the thermal noise due to the 

feedback resistor was negligible.

∆i
2

I
2

--------
K
f
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K

 

 is the single 

 

dimensionless

 

 constant that describes the noise, and is the noise power in one e-fold

bandwidth. Note that the noise power is 2

 

K

 

 in one e

 

2

 

-fold bandwidth. From the data in Figure 2c.1,

we compute that the constant K has the values shown in Table 2.1 for the n- and p-fet. In general, 

 

K

 

is a function of the process, the transistor type and geometry, and the operating point. We can

apply Equation 1 to find the variability of the current in a given frequency band. It is well-known

that 

 

K

 

 is usually inversely proportional to the transistor area (see [2] for good measurements). 

 

As a digression, let us see if the time recordings in Figure 2c.1 make sense, by computing the

expected peak-to-peak (P-P) fluctuation in the current using our phenomenological theory, and

comparing it with the time recordings. From Equation 1, we can compute the mean-square frac-

tional-current noise power, for any given log bandwidth, by integrating the power over the ratio of

frequencies in the band. For a bandwidth ratio of 

 

e, 

 

the mean square fluctuation is just 

 

K

 

. The digi-

tal oscilloscope traces contain 

 

N

 

=200 points each. We were careful to match the input signal band-

width to the digital sampling rate to avoid aliasing. Hence, the oscilloscope traces span the

frequency range 1/2 (the Nyquist frequency) to 1/

 

N

 

, in sampling units—a log bandwidth of log

 

N

 

/2.

Statistically, 99% of the fluctuations of a signal will occur within 5 times the root-mean-square

(RMS) fluctuation. Combining these observations, we expect to see fractional current fluctuations

for the n-fet on the order of 

, (2)

in close agreement with the time recording. The data for the p-fet agrees in a similar way. Any sig-

nal that produces a current fluctuation smaller than the P-P noise variation of the current would be

indistinguishable from a spurious noise signal, in the absence of special coding techniques.

 

It is obvious from the measurements in Figure 2c.1 that transistor noise is overwhelmingly

flicker, under the tested experimental conditions. In Chapter 2, however, we saw a counterexam-

ple, where shot and thermal noise clearly dominate flicker noise. In this appendix, we show mea-

n-fet p-fet

2.6x10-9 8.3x10-11

TABLE 2.1  The constant K that describes the 1/f fractional current noise power per e-fold 

bandwidth in a 6 µm by 6 µm transistor operating at a bias current of 2 µA.

∆i
I

-----
P-P

5 K
N
2
----log 0.06  % ≈ ≈



 

APPENDIX 2c

 

TRANSISTOR NOISE  95

 

surements only of flicker noise, with the caveat that flicker noise only dominates under conditions

when the effective number of charges is large enough. The photoreceptor circuit of Chapter 2 is a

notable counterexample, typical of many subthreshold circuits, where the white noise sources

dominate.

 

THE SHORT STORY ON FLICKER NOISE

 

An intuitive, but physically correct explanation for flicker noise goes as follows.

 

†

 

 Flicker noise

is caused by traps inside the gate oxide. The traps capture and emit carriers from the channel, via

quantum-mechanical tunneling. When a trap is occupied by a charge, the channel current is

affected. The traps are all within a few angstroms of the channel–oxide junction, so, on the aver-

age, the effect of each trapped charge is the same. The less mobile charge is in the channel, the

larger the fractional effect of a charge on the mobile concentration of carriers. The time constant of

a trap is exponential in its distance from the channel. A single trap causes a bump in the noise-

power spectrum, measured as power per log frequency, at the average transition frequency of the

trap. If the traps are uniformly distributed in the volume of the oxide, then the power spectrum of

the flicker noise has uniform power per log frequency, due to the combination of the time constant

distribution, and the characteristics of a single trap noise spectrum. The noise spectrum of flicker

noise hence arises from the quantum-mechanical nature of the trapping and detrapping mecha-

nism. More complete accounts can be found in the literature [1][7][8].

 

Flicker noise as a function of bias current

 
It is interesting to understand how the bias-current level affects flicker noise. The physics of

the problem is simple and intuitive if approached in the right way. The trapped charges in the

oxide affect the current in the channel in very different ways in the weak- and strong-inversion

operating regimes. In weak inversion, the effect of a trapped charge is to modulate the channel

surface potential, on the average, by a fixed 

 

voltage

 

. Boltzman statistical mechanics means that this

voltage modulates the amount of mobile charge in the channel by a constant 

 

fractional

 

 amount. In

 

† At one point, a fuller explanation of the physics underlying flicker noise, including discussion of the many physi-

cal assumptions, had ballooned to over 50 pages! This discussion is beyond the scope of this thesis, was never cleaned 

up sufficiently, and was long on ideas but short on data, so I decided not to include it.
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strong inversion, the effect of a trapped charge is simply a removal of the charge from conduction

through the channel. Hence, in strong inversion, the trapping affects channel charge by a constant

 

amount

 

 of charge. In the intermediate moderate-inversion region, we expect a smooth transition

between the two behaviors. 

The implications for the current flowing through the transistor are as follows. In weak inver-

sion, the constant fractional variation in the mobile charge means that the fractional current noise,

, is a constant, independent of the bias current 

 

I.

 

 In strong inversion, the constant variation in

the amount of mobile charge means that the current noise  is a constant, and hence the frac-

tional current noise goes as .

We can see these relationships in the measured fractional current noise shown in Figure 2c.4,

which shows the noise power as a function of bias current. Figure 2c.4 shows separate measure-

ments of drain current versus gate voltage, to determine the weak, moderate, and strong inversion

regions of operation. 

The amount of flicker-noise power in the subthreshold region is an interesting parameter that

is useful for understanding and calculating the effects of flicker noise in real circuits. The data in

Figure 2c.4 come from a square-geometry, 6-

 

µ

 

m by 6-

 

µ

 

m n-fet. The amount of fractional-current

flicker-noise power is 

 

K

 

 per e-fold bandwidth. From Figure 2c.4, the subthreshold value of 

 

K

 

 is

between 10

 

-7

 

 and 10

 

-8

 

. Intuitively, one e-fold bandwidth has a variability of between 10

 

-4

 

 and

3x10

 

-3

 

, or between 0.01 % and 0.03%. In a p-fet of the same size, 

 

K

 

 is about 36 times smaller, or

between 10

 

-9

 

 and 10

 

-8

 

. Since we tested only a single chip, we do not know how variable 

 

K

 

 is

between processes, runs, or even chips.

The measurement of flicker noise versus current confirms results from the literature [4]. Reim-

bold derived the above theory much more formally, using electrostatic theory. His derivation is

correct, given the unstated assumption that the channel can be modeled by a uniform sheet

charge. The effect of a trapped charge on the channel current depends critically on the 

 

local

 

 surface

potential of the channel under the trapped charge. Random fluctuations in the fixed ion concentra-

tion modulate the surface potential by more than a thermal voltage (computations not shown

here). A single trapped charge can modulate the surface potential by a thermal voltage for a dis-

tance of tens of angstroms. Hence, the subthreshold transistor channel is energetically a hilly ter-

rain, and the functional pathways for carriers are defined by the percolation of carriers through

the terrain. The assumption of uniform sheet charge accounts for the observed results, perhaps by

∆i I⁄

∆i

1 I⁄
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some kind of averaging, but future studies should take the real statistics of the surface-potential

terrain into account.  

A CHARGE-DOMAIN VIEW OF NOISE

 

Carver Mead, inspired by the work of Al Rose [5], figured out a simple and beautiful way to

think about shot and thermal noise. We describe it here, so that we can use it to understand the

noise properties of the photoreceptor circuits. The idea is simply based on the trick that if we think

about 

 

charge

 

, or equivalently, the 

 

number

 

 of charges, then noise theory becomes very intuitive. 

 From this viewpoint, each of the white-noise sources—shot and thermal—cause a fluctuation

in the 

 

charge

 

 sitting on an electrical node. This electrical node has a capacitance 

 

C

 

 that determines

Fractional-current
 noise power K
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FIGURE 2c.3 Fractional-current noise power as a function of drain current, for a 6 µm by 6 µm 

n-channel transistor. Each curve shows the noise power in approximately one e-fold bandwidth. 

The curves are labeled by the center frequency in Hz of the frequency band. The line segments 

show slopes of 0, -1, and -2 on a logarithmic scale. The drain–source voltage is about 100 mV, so 

the current is not in saturation. Below threshold, the fractional noise power is approximately a 

constant, independent of the current. Above threshold, the noise power drops as the square of the 

current, i.e., the noise amplitude drops inversely with the current. 
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the voltage going with a given amount of charge. Consider thermal effects first. If 

 

C

 

 is coupled to a

thermal bath, then the basic equipartition law of statistical mechanics says that each independent

degree of freedom of the capacitor has average energy 

 

kT

 

/2. There is only a single degree of free-

dom, measured equivalently by capacitor voltage 

 

V 

 

or charge 

 

Q

 

. Hence,

 

(3)

 

where  means the mean-square fluctuation of  away from its mean value. Now consider shot

noise. Suppose there is some electrical event or signal that places  charges on  C  , on the average.

If each charge is an independent event, by counting statistics, the variability in this number is .

We can express this fact in terms of the charge on 

 

C

 

 as

 

(4)

 

where 

 

q

 

 is one charge unit, i.e., one electron, and 

 

Q

 

 is the amount of charge. Combining Equation 3

and Equation 4 and rewriting, we obtain the final result

 

(5)
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FIGURE 2c.4 Measurements of threshold operating point for the transistor in Figure 2c.3. (a) 

Transistor current measured on logarithmic scale as function of gate-source voltage. VTh1 shows 

lower estimate of threshold voltage, based on deviation from linearity. (a) Transistor current on 

linear scale. Higher estimate of threshold voltage VTh2 is given by intercept of linear fit to current.

C∆V
2

2
--------------- ∆Q

2

2C
----------- kT

2
------= =

∆x
2

x

N

N

∆N
2 ∆Q

2

q
2

----------- N= Q
q
----= =

∆Q
2

qC V
kT
q

------+ 
 =



APPENDIX 2c TRANSISTOR NOISE  99

where V means the voltage change on C corresponding to the mean number N of charges placed

on or removed from C during the time of observation. This intuitive expression is easy to remem-

ber, because it makes sense (at least from a physicist’s perspective). 

Equation 5 expresses the mean-square variation in the charge. It does not say what is the

power spectrum of that fluctuation, only what is the integral of the power spectrum over all fre-

quencies. However, it is well known that thermal and shot noise each have a white power spec-

trum out to well beyond normal circuit operating frequencies. Thermal noise is limited by

quantum mechanics to frequencies lower than the photon frequency corresponding to the thermal

energy, or about 1013 Hz at room temperature. Shot noise is limited to the cutoff frequency corre-

sponding to the impulse response to a single charge in the device. In real circuits, the power spec-

trum is limited by an effective RC time constant, as we saw in Chapter 2. 

Note that truly floating capacitors, like floating-gate structures, do not obey the law just

derived, because they are not thermally or otherwise coupled to a source of charge. (Technically, I

suppose, the law does apply, as long as we let the RC time be a million years or so.)

Let us conclude this section by deriving the well-known but nonintuitive Johnson-noise

expression for thermal noise in a resistor, using Equation 5. Figure 2c.5 shows the RC circuit. The

mean-square charge fluctuation on C is given by Equation 5. This mean-square fluctuation is

spread over a bandwidth B given by 

(6)

where the factor of 1/4 is the usual equivalent-bandwidth correction for a first-order low-pass fil-

ter. The charge fluctuations on C produce currents in R, and these currents in turn produce voltage

fluctuations across R. It is easiest to go the other route. The RC circuit forms a complete loop, so

R

C
V

FIGURE 2c.5 RC circuit used in analysis of 

thermal noise. V is the thermal noise voltage 

computed in the text.

B
1
4
--- 1
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the voltage fluctuations on C are the same as on R. Hence, from , Equation 5, and

Equation 6, the total mean-square voltage fluctuation on R is given by 

(7)

which is the well-known result.

SUMMARY

We showed measurements of transistor noise. We found that flicker noise is dominant in iso-

lated transistors. We also reproduced the known result that flicker noise is a constant in subthresh-

old, and decreases inversely proportional to current above-threshold. We gave a very brief

description of the source of flicker noise, leaving the full description for interested readers to find

in the literature. We derived an intuitive expression for the variability of the charge on a capacitor

due to shot and thermal noise. 
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3

 

BUMP CIRCUITS

 

†

 

I

 

n this chapter, we describe two small analog circuits that compute generalized measures of the

similarity of voltage inputs. The similarity outputs from the circuits, given as currents, become

large when the input voltages are close to each other. One of the circuits computes only this simi-

larity output. The other circuit computes the similarity output as well as a dissimilarity measure;

each of its dissimilarity outputs becomes large only when the corresponding input is sufficiently

larger than the other input. The dissimilarity outputs can be summed together or left separate;

when left separate, they resemble generalized rectifier outputs. The output characteristics of these

circuits may be useful in the construction of classifier networks based on the idea of radial basis

functions. Using the same circuits, we also describe a transconductance amplifier with increased

linear range compared with the usual 5-transistor simple transconductance amplifier. Investiga-

tion of these circuits uncovered an interesting across-channel-transistor effect that makes transis-

tors behave weaker than their geometrical layout. We discuss data suggesting that this effect is

due to fringing fields across the channel, perpendicular to the flow of current.

 

† This work has been published in part as T. Delbrück, ““Bump” circuits for computing similarity and dissimilarity 

of analog voltages,” in 

 

Proc. of International Joint Conference on Neural Networks,

 

 vol. 1, pp. I-475--479, 1991. These 

circuits have been patented as U.S. Patent 5,099,156.
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One of the fundamental nonlinear operations is measurement of the similarity of quantities. In

neural-network theory, classes of networks based on units that measure the similarity between

input vectors and stored vectors are called 

 

radial-basis-function 

 

(

 

RBF

 

)

 

 

 

networks, in contrast to

conventional neural networks whose units bisect the space by hyperplanes. RBF networks have

been found to be good for classification tasks where the data is clustered in the input space — like

character recognition [4]. They are not so good for problems that have an overlaid slow variation

in some parameter, because it takes many RBFs to represent this variation.

In the brain, there are both radial and threshold units. Most receptive fields are radial basis

functions, whose input vector can consist of spatial location, spatial frequency, direction of move-

ment, color, etc. What distinguishes these receptive fields is their localization in parameter space.

In contrast, threshold neurons show a monotonic response to some stimulus parameter, like pho-

toreceptors, or motoneurons. 

This discussion suggests that a useful thing would be a circuit primitive that computes a mea-

sure of the similarity, or distance, between inputs. In this chapter, we discuss a class of such cir-

cuits—

 

bump 

 

circuits — and at the end show a number of example systems that use the bump

circuits as simple RBF’s.

 

A SIMPLE CURRENT-CORRELATING CIRCUIT

 

Carver Mead recognized that in subthreshold operation, the circuit in Figure 3.1 computes an

interesting generalized measure of the correlation of the two input currents I

 

1

 

 and I

 

2

 

. We will refer

to this circuit as the 

 

simple current-correlator

 

. Intuitively, the series-connected transistors act as a

sort of analog logical AND combination. If either of the gate voltages on these series-connected

transistors is low, then the output current is shut off; conversely, if both of the input voltages are

high, then the output current is large. In the intermediate regions, the circuit computes a kind of

product of the input currents.

This configuration of series connected transistors has been exploited for a long time because it

computes a fundamental nonlinear interaction. For example, RF modulators sometimes use this

 

split-gate

 

 configuration to multiply, or mix, a carrier signal and a modulation signal. Pairs of

series-connected transistors are available commercially.

We will analyze the simple current-correlator in the subthreshold operating region, where the

transistor current is exponential in the terminal voltages. To compute the mathematical form of the
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response of the simple current correlator, we use the transistor law for subthreshold

operation [13]:

 

(1)

 

where 

 

I

 

ds

 

 

 

is the current from drain to source, 

 

W/L 

 

is the effective strength of the transistor, 

 

V

 

g

 

 is the

gate voltage, 

 

V

 

s

 

 

 

is the source voltage, and 

 

V

 

d

 

 is the drain voltage. All these voltages are in units of

 

kT/q

 

, the thermal voltage, and are measured relative to the bulk potential. The factor 

accounts for the back-gate, or body, effect. All pre-exponential parameters have been absorbed

into 

 

I

 

0

 

W/L

 

. 

For the rest of this chapter, we will refer to the effective

 

 W/L

 

 ratio for a transistor as the 

 

strength

 

of the transistor. For circuit configurations like the simple current-correlator, we will refer to the

strength 

 

ratio

 

 between the strength of the transistors in the middle leg to the strength of the tran-

sistors in the outer legs. This parameter is given by

 

. (2)

 

The quantity 

 

S

 

 is an important circuit parameter for the simple current-correlator as well as the

later circuits.

FIGURE 3.1 figThe simple current-

correlator. S is the strength ratio 

between the transistors in the middle 

leg to the transistors in the outer legs. I 

is only large when both I1 and I2 are 

large.
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To compute the output current 

 

I

 

, we assume that the top transistor Q

 

2

 

 in Figure 3.1 is satu-

rated, and that the currents through Q

 

1

 

 and Q

 

2

 

 are identical. Using (1), we obtain, after a little

algebra,

 

 . (3)

 

As long as the transistors are operating in subthreshold, the circuit operation is symmetric in

the two input currents, despite the apparent asymmetry in the stacking order. Above threshold,

the function is more complicated and is no longer symmetric in the input currents.

This simple current-correlator circuit computes a 

 

self-normalized

 

 correlation. The output cur-

rent is proportional to the product of the two input currents, divided by the sum of the inputs. All

of the other circuits in this chapter rely on the simple current-correlator.

We can extend the simple current-correlator to more than a pair of inputs. The output current

for 

 

n

 

 input currents (a stack of 

 

n

 

 series-connected transistors) is

 

. (4)

 

The 

 

n

 

-input current correlator computes the parallel combination of the 

 

n

 

 input currents. The

maximum number of inputs is large, because the only requirement for correct circuit operation is

that the top transistor in the correlator be saturated. However, the output current scales as 1/

 

n

 

.

 

SIMPLE BUMP CIRCUIT

 

The first bump circuit, which we will refer to as the 

 

simple bump circuit

 

, is shown in

Figure 3.2a. The input is the differential voltage 

 

∆

 

V = V

 

1

 

 – V

 

2

 

; the output, plotted versus 

 

∆

 

V 

 

in

Figure 3.2b, is the current 

 

I

 

out

 

. We can see that 

 

I

 

out 

 

becomes large only when the inputs are close

together.

Intuitively, the simple bump circuit operates as follows. The currents 

 

I

 

1

 

 and 

 

I

 

2

 

 through the two

legs of the differential pair are comparable only when the differential input 

 

∆

 

V

 

 is near zero. When

 

∆

 

V

 

 is larger than a few units of 

 

kT/q

 

, the current in one of the two legs shuts off. The transistors Q

 

1-

I Se
V s– e

V1
e
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e
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4

 

 form the simple current correlator shown in Figure 3.1. Thus, if  

 

∆

 

V

 

 is large, 

 

I

 

out

 

 

 

is zero. If 

 

∆

 

V = 0

 

,

 

Iout takes on its maximum value.

To analyze the simple bump circuit, we assume that there is a bias current Ib set by the bias

voltage Vb, that transistors Q3 and Q4 are S times stronger than are Q1 and Q2, and that the output

transistor Q3 is saturated.

FIGURE 3.2 The simple bump circuit and response. (a) Circuit. The similarity output is Iout . The 

transistors Q1-4 are the simple current-correlator. (b) The output current from the circuit in (a) as a 

function of the differential input voltage. The solid curve is a fit of the form in Equation 6. The double 

arrow shows the width of the bump, measured at 1/e below the maximum.
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To compute the mathematical form of the response for the simple bump circuit, we use the fact

that each differential tail current I1 or I2 is a Fermi function of ∆V — for example,

. (5)

Using this result in Equation 3 and simplifying, we obtain

 , (6)

which forms a bell-shaped curve centered on ∆V = 0, with maximum height SIb/4. Equation 6 rep-

resents a particular measure of the similarity of the two signals V1 and V2. It happens that 

is the derivative of , the transfer characteristic of a transconductance amplifier operating in

subthreshold. Experimental results from this circuit are shown in Figure 3.2b, along with a fit of

the form Equation 6. 

Results for different bias currents are shown in Figure 3.3, where we can see that the form of

the response is invariant under subthreshold biasing condition. Above threshold, the width of the

bump grows and becomes somewhat unsymmetrical. The direction of the above-threshold asym-

metry is such that the maximum output current occurs when I1 is slightly larger than I2. By dupli-

cating the correlating transistors with swapped connections, we could symmetrize the response

above threshold.

We can compute the width, in voltage units, of the simple bump circuit response by finding

the differential input voltage at which the output decreases to some fraction of its maximum

value, say 1/e of its maximum. The full 1/e width of the simple bump circuit, measured around the

origin, is

(7)

in units of kT/q, or approximately 160 mV, assuming κ = 0.7 and room temperature. We note here

the important point that the width of the simple bump response is independent of the S transistor

strength ratio.

By including four additional transistors in the simple bump circuit in Figure 3.2a, we can add

a wide-range transconductance output [13] that computes I1 – I2. The new circuit takes a differen-
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tial voltage and produce both a transconductance and a bump output. Because the addition is

obvious, we do not show it here.

Mass Sivilotti noticed that it is easy to build a simple bump circuit with more than a pair of

inputs, in analogy with the multiinput current correlator, whose behavior is described by

Equation 4 [14].

BUMP-ANTIBUMP CIRCUIT

Figure 3.4a shows the bump-antibump circuit. This circuit is more flexible than the simple

bump circuit because there are three outputs: I1, I2, and Imid, shown in Figure 3.4b. Output Imid is

the bump output. Outputs I1 and I2 behave like rectifier outputs, becoming large only when the

corresponding input is sufficiently larger than the other input. If I1 and I2 are combined, they form

the antibump output—the complement of the bump output.

Intuitively, we can understand the operation of this circuit as follows. The three currents must

sum to the bias current Ib; hence, the voltage Vc follows the higher of V1 or V2. The series-con-

FIGURE 3.3 Simple 

bump circuit output as 

function of differential 

input, for various bias 

voltages. In these 

measurements, the input 

to V1 was held constant at 

approximately 2V, and V2 

was swept around V1. 

The double arrow shows 

the width of the bump, 

measured at 1/e below the 

maximum.
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FIGURE 3.4  (a) The bump-antibump circuit. (b) Output characteristics of bump-antibump 

circuit. The plots show data points along with theoretical fits of the form given in the text. The curve 

pointed to by the arrow shows the fit that would result from using the S ratio 5.33 derived from the 

drawn layout geometry, before any process correction. The two theoretical curves shown for Imid 

are the result of computing the fit using the best numerical fit to the entire curve (S=22.4), or using 

the ratio of maximum to minimum current in I1+I2 (S=28). The two numerically fit curves are virtually 

indistinguishable and clearly different that the theoretical curve derived from the layout geometry. 

The MOSIS fabrication service supplied width and length reduction parameters for this run of the 

order of 0.5µm. Using these parameters, we compute an S ratio of 6.6, still far short of the observed 

behavior. The curve labeled Sum is I1+I2+Imid. The slope on the Sum curve is due to the drain 

conductance of the bias transistor.
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nected transistors Q1 and Q2 form the core of the same analog current correlator that is used in the

simple current-correlator and in the simple bump circuit. When ∆V = 0, there is current through all

three legs of the circuit. When |∆V| increases, the common-node voltage Vc starts to follow the

higher of V1 or V2. This action shuts off Imid, because one of the transistors Q1 or Q2 shuts off—the

one whose gate is connected to the lower of V1 or V2. Both V1 and V2 can rise together and Imid

does not increase, because the common-node voltage Vc rises along with V1 and V2.

Using the basic transistor law (Equation 1) the input-output relation for the simple current-

correlator (Equation 5) and Kirchoff’s current law applied to the common node,

, (8)

we can compute the current Imid: 

. (9)

It is interesting that this expression is identical to the input-output relation for the simple

bump circuit (Equation 6), except for the 1 added to the denominator. 

We can now observe the effect of S, the transistor strength ratio, on the circuit behavior. The

width of the bump, measured in input voltage units, depends on this ratio. S controls the fraction

of the bias current Ib that is supplied by Imid when ∆V = 0. By examining the denominator of

Equation 9, we can see that the width of the bump scales approximately as logS, when S >> 1.

Using the same definition for the width of the response as we used for the simple bump circuit, we

obtain

(10)

in the limit of large S. The units for ∆V in this expression are, as usual, kT/q. For S = 8.4, the width

of the output is the same as the width of the simple bump circuit output, 160 mV.

Figure 3.4(b) shows measured representative operating curves for this circuit. We can see that

the theoretical form for Imid fits the data quite well, with one important exception. This exception

is a discrepancy between the measured and expected value for S, the ratio of transistor strengths

between the middle and the outer legs of the circuit. This effect is also seen in bump circuits fabri-

cated on a different chip, as shown in Figure 3.5. The bump-antibump circuits acts as though the S

Ib I1 I2 Imid+ +=

Imid

Ib

1
4
S
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ratio is much larger than it has any right to be, given the drawn layout of the circuit. This effect is

fortuitous because it means that the designer who wants to use these bump circuits need not use

inconvenient and bulky layout in order to achieve a large width and size for the bump response,

which has generally been the desired profile for most designs to date. Starting on page 117, we

examine this discrepancy in detail. From a practical point of view, designers can examine the mea-

sured data in Figure 3.5, which shows operating curves from eight bump-antibump circuits with

different S ratios and layout sizes, to determine the correct layout to use for a particular applica-

tion.

Bump-antibump circuit bias behavior

Figure 3.6 shows the response of the bump output of the bump-antibump circuit for different

bias currents. Below threshold, the width of the bump is a constant, independent of the bias cur-

rent. Above threshold, the bump first widens, and then eventually becomes asymmetric with

respect to ∆V. The direction of the asymmetry is the same as for the simple bump circuit; the max-

imum current appears when the Q2 gate voltage is slightly higher than the Q1 gate voltage. To

symmetrize the response for the above threshold operating region, we can add two more transis-

tors to the correlation portion of the circuit with interchanged gate connections. This addition is

obvious so we will not show it here.

BUMP TRANSCONDUCTANCE AMPLIFIER

By adding a current mirror to the bump-antibump circuit we can produce an output consist-

ing of the difference current Iout = I1 – I2 (Figure 3.7). We will refer here to the resulting circuit as

the bump amplifier. The output from a number of these bump amplifiers is shown in Figure 3.8,

where they are compared with the theoretical output from a simple transconductance amplifier

[13]. We can see that there is a flattened region in the center of the response curve that is due to the

current flowing through the center leg of the circuit. The circuit in Figure 3.7 differs from a

transconductance amplifier only in the addition of the two correlating transistors.

The rationale for the bump amplifier came from our observations that voltage offsets and cur-

rent mismatches often dominate the behavior of system-level chips, swamping out the desired

functionality. We designed the bump amplifier to produce a transconductance element that would
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FIGURE 3.5 Antibump outputs from 8 bump-antibump circuits with different geometries. The 

solid curves show the theoretical fits derived from Equation 9. The numbers beside each curve are 

the actual and expected S ratios for the circuit. The different bump circuits in each set of graphs all 

had transistors of the same width in the outer legs, and transistors of the same length in the middle 

leg. For top set of curves, minimum transistor dimension was 6 µm, correlating transistors had 

widths 6, 12, 24, and 48 µm, and outer transistors had lengths 6, 12, 24, and 48 µm. For bottom set 

of curves, all transistor dimensions were halved. The discrepancy between measured and 

expected S values are larger for the circuits with smaller dimensions. We fit these curves by 

minimizing the total squared error, using a single common Ib and κ,. 

0

0.2

0.4

0.6

0.8

1 x10-8

-0.6 -0.4 -0.2 0 0.2 0.4 0.6

0

0.2

0.4

0.6

0.8

1 x10-8

-0.6 -0.4 -0.2 0 0.2 0.4 0.6

Ib = 9.4 x 10-9 A

κ = 0.64

131/64

30/16

6.3/4

.91/1

574/64101/16

16/4

1.2/1

I1+I2

  (A)

 Large Geometry  (λ  =  6  µm)

Small Geometry  (λ  =  3 µm)

effective

drawn

S  ratio

V1 – V2 (V)

I1+I2

  (A)

V1 – V2 (V)

effective

drawn

S  ratio



112  BUMP TRANSCONDUCTANCE AMPLIFIER

ignore small voltage offsets of the input voltage, while retaining a monotonic saturating output

characteristic for larger inputs.

FIGURE 3.6 Effect of bias level on bump-antibump bump output. The curves plot the output 

current Imid as a function of the differential input voltage V2 – V1. In this measurement, V1 was held 

constant and V2 was swept around V1. The different curves are for different bias voltages. Up to a 

bias voltage of 0.55 V, the curves are simply shifted on a semi-logarithmic axis, indicating that the 

circuit is operating in the subthreshold region. The bias transistor on this bump circuit is very 

strong, so the behavior goes above-threshold for a relatively small bias voltage. When the circuit 

goes above threshold, the bump widens out and eventually becomes asymmetrical.
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The response of the bump amplifier can be easily computed in the same manner as used for

the bump-antibump circuit. The result of this computation is 

. (11)

For S = 0 (middle leg absent), this expression reduces to the familiar form for a transconductance

amplifier:

. (12)

Figure 3.8 shows the measured responses of bump amplifiers with different values of S, along

with fits of the form Equation 11. As for the bump-antibump circuit, the fitted value for S is much

larger than the drawn values.

Dick Lyon has observed that the bump amplifier may be used as a transconductance amplifier

with an increased linear input-range, compared with the simple transconductance amplifier (per-

sonal communication). This device may be useful in filter circuits in which one amplifier must sat-
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FIGURE 3.8 Responses of bump amplifiers of various S ratios. Dotted curves are data, solid 

curves show fits of the form Equation 11, and thick curves show theoretical simple 

transconductance amplifier response. Numbers next to curves show fitted and intended S values 

for curves. For top set of curves, minimum transistor dimension was 6 µm, correlating transistors 

had widths 6, 12, 24, and 48 µm, and outer transistors had lengths 6, 12, 24, and 48 µm. For 

bottom set of curves, all transistor dimensions were halved. Effects of offsets are visible on some 

of the curves, and these offsets occur primarily on the side of the response where the output 

current is mirrored.
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urate at a larger voltage than another. It may also be useful in circuits that must decrease power

consumption in the middle of the operating range. By choosing a certain value of S, we can make

the response of the bump amplifier maximally linear. To find the desired intermediate value of S,

we can minimize the “acceleration” of I at ∆V = 0, by setting the third derivative of I with respect

to ∆V to zero, and solving for S. It turns out that the desired value of S is 2, independent of κ. By

examining Figure 3.8, we can see that small variations in S do not greatly affect the linearity of the

response. For example, the curve with an S ratio of 6 is difficult to distinguish from a straight line

passing through the origin.

The input range of this modified amplifier is larger than that of a simple transconductance

amplifier. We can think of the expanded range as arising from an adaptive bias current. For small

input, the effective differential-pair bias current is small, because part of the total bias current Ib is

supplied by Imid, and hence is stolen from the differential pair. For larger input, Imid becomes

smaller, and the effective differential-pair bias current becomes larger, increasing the linear input

range. We can compute the increase in the linear range by doing a Taylor expansion of

Equation 11, centered around ∆V = 0, using the value S = 2 computed earlier for the optimally lin-

ear case:

. (13)

A Taylor expansion of the simple transconductance amplifier response is

. (14)

From these expansions, we can see that the bump amplifier has a transconductance that is 2/3 that

of the simple transconductance amplifier for the same saturation current. Also, the term of order

∆V3 has vanished, leaving only a residual of order ∆V5. Figure 3.9 shows a theoretical plot com-

paring the bump amplifier and the simple transconductance amplifier responses.
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APPLICATIONS OF BUMP CIRCUITS

 

Table 3.1 lists examples of applications of bump and antibump circuits in systems. In several

cases, we can think of part of the system behavior as a specialized RBF network. The systems in

Table 3.1 fall into three categories: 

 

1. Systems that use antibump circuits to compute the distance away from a reference signal — 

generally in a generalized computation of the power in a signal.

2.  Systems that use bump circuits to classify signals into categories.

3. Systems that require a modified transfer characteristic. 

 

None of these example networks incorporate long-term learning. This development awaits inven-

tion of efficient storage and learning circuits. 
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ELECTROSTATICS OF THE SUBTHRESHOLD 
TRANSISTOR CHANNEL

 

Analysis of the bump-antibump response curves for different 

 

S

 

 ratios tells us that the circuits

show a larger 
 

S
 

 ratio than we expect from the drawn layout (Figure 3.5). Either short wide transis-

tors are stronger, or long narrow transistors are weaker, than we expect from the drawn layout.

This effect is large, and therefore of practical importance.

The transistor strength discrepancy is interesting from the device-physics perspective, because

it points out that a transistor is really three-dimensional. We think mostly about the physics along

the channel of a transistor (e.g. the Early effect), or the physics vertically through the channel (e.g.

the body effect). Only rarely do we consider the physics 

 

across

 

 the channel of the transistor,

although this physics is important in determining the strength of the transistor for subthreshold

operation.

Name Author(s) Description

Motion chip. Delbrück (this thesis) 
[3] 

Antibump circuit used to measure energy in delay line 
activity, by computing distance of delay line voltage 
from reference level.

Stereopsis Mahowald [12] Bump circuit used in conversion of value encoding 
(voltage) to place encoding (localized current).

Bump fuse Liu & Harris [10] Antibump circuit used to measure voltage difference to 
break resistive fuse at a controllable threshold.

Spike classifier Kerns & Watts [5] Bump circuit used to classify spike height.

Focus Tobi Delbrück [3] Antibump circuit used to measure energy in spatial pat-
tern, by comparing image to smoothed reference 
image.

Herroult-Jutten 
network

Cohen and Andreou[2] Bump amplifier configuration used in Gilbert multiplier 
to approximate a cubic term.

Cochlea Lyon et al. [11] Bump amplifier used to stabilize filter circuit.

TABLE 3.1  Applications of bump circuits.

Image Com-
pression

Tawel [15] Simple bump circuits used to classify pixel blocks for 
vector quantization.

Gradient 
Descent

Kirk, et al.[7][8] 4-input bump circuit used as target function for on-chip 
gradient descent implementation.
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Electrostatics across and along the channel

 

Figure 3.10 shows a conceptual

 

†

 

 model of the three-dimensional electrostatics around a MOS

transistor channel. Part (a) of the figure shows a mesh plot of the surface potential in and around a

transistor channel. The source-drain regions are at the lowest potential. The bulk covered with

thick oxide is at the highest surface potential. The channel is at an intermediate potential. Part (b)

of the figure conceptually shows what happens to the potential across the channel of the transistor,

perpendicular to the flow of current, for different transistor widths. The fringing field causes a

bowl-shaped potential across the channel. In subthreshold, the concentration of carriers is expo-

nential in the potential, and hence the effective width of the channel is smaller than the drawn

width. This effect is larger for channels with smaller width, both because the fractional effect of a

fixed width is larger, and because the bottom of the surface potential starts to lift off its wide-chan-

nel minimum. Dave Kewley (personal communication, [6]) has designed devices that rely on this

effect to modulate the flow of current, through the explicit use of side gates on the transistor. 

For digital circuits, the resulting small shift of threshold voltage is not important. Because the

threshold voltage is only affected slightly, the literature has not emphasized this across-channel

effect (but see [1][9][16]). For subthreshold operation, however, the threshold voltage has an expo-

nential effect on 

 

I

 

0

 

, the pre-exponential factor for the subthreshold transistor law, and hence can

have a large effect there.

We distinguish the across-channel effect just discussed from the usual dimensional effects. It is

well-known that the physical 

 

length

 

 of a transistor channel is smaller than the drawn layout,

because lateral diffusion of the source-drain implants causes the implant to extend under the gate

region. The typical distance is about a quarter micron in the 2 

 

µ

 

m process used in these chips. The

length is further reduced by the finite width of the depletion regions surrounding the source and

drain. Modulation of the drain depletion region by drain voltage results in the Early effect. It is

also well-known that the physical 

 

width

 

 of a transistor is smaller than the drawn layout, because

the process of field oxide growth eats under the masking nitride, causing 

 

bird beaks

 

. These bird

beaks make the oxide thicker, in regions where the drawn geometry indicates thin oxide. The

thickened oxide effectively makes the channel narrower. The bird beaks are typically on the order

 

† By conceptual, we mean that the potentials are what we expect, based on the geometry of the transistor and expe-

rience with similar structures. We have not explicitly computed these potentials starting from electrostatic theory.
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of an eighth to a quarter micron wide. These two effects are schematically illustrated in

Figure 3.11.

We shall present three pieces of evidence regarding the transistor strength discrepancy that

indicate an effect that is dominated by an across-channel electrostatic field, and that is not simply

modeled by the dimensional reductions just discussed.

 

1. Data from the bump-antibump circuits tells us the scale of the effect is much larger than can be 

accounted for by the usual dimensional reductions. This data, however, does not disambiguate 

along-channel and across-channel effects.

2. Data about threshold voltages for various sizes of transistors tells us that the effect is mainly

seen in narrow transistors, rather than in short transistors.

FIGURE 3.10 Conceptual 

plots of surface potential in and 

around transistor channel. 

(a) Three-dimensional 

transistor channel. Axes labels 

show orientation with respect to 

channel. 

(b) Potential across channel, 

for different drawn channel 

widths. For wide channels, the 

effective width is smaller than the 

drawn width. For narrow 

channels, the energy barrier is 

raised over the wide-channel 

value.

Channel

Source-Drain

Source-Drain
Thick Oxide

Smaller
drawn
width

Surface
potential

Distance across channel

(a)

(b)

kT/q

Weff ∆Vsurface
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3. Data that we measured from various sizes of transistors confirms the dominance of the effect in

narrow transistors, and shows that the effect depends on the transistor operating regime. In

other words, the transistor size, relative to other transistors, is a function of whether the transis-

tor operates in weak, moderate, or strong inversion.

 

To support our conclusions, we will discuss these three items.

 
Bump circuit data

 
Figure 3.12 shows the relation between the intended 

 
S

 
 ratio and the actual value measured by

fitting the antibump response curves in Figure 3.5. To understand these data, we will model the

effect of the width and length reductions on the strength of the transistor. Hence, we will 

 

pretend

 

that the effects are only due to a dimensional reduction in the size of the transistor channel. This

analysis will be sufficient for phenomenological understanding, and later we will discuss the

physics underlying the behavior, and the validity of the assumption that a simple dimensional

reduction can account for the observed behavior.

We can make a simple model for the effect of width and length reductions on 

 

S

 

. The effect of

 

length

 

 reductions are significant only on the 

 

short

 

 transistors in the circuit, namely, the transistors

in the middle leg. Similarly, the effect of 

 

width

 

 reductions are significant only in the 

 

narrow

 

 transis-

tors in the circuit, namely, the transistors in the outer legs of the circuit. Hence, our simple model

Poly

Field
oxide

Gate oxide

Bird beaks

Top View End view

Diffusion

Lateral diffusion

Side view

FIGURE 3.11 Lateral diffusion 

and oxide encroachment effects in 

transistor fabrication. We show three 

views of a transistor: from the top, a 

cross-section along the channel, and 

a cross-section across the channel.
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includes only those geometrical reductions shown in Figure 3.13. In the limit of large

 

 S

 

, the effec-

tive 

 

S

 

 is related to the drawn 

 

S

 

 by

 

. (15)

 

Equation 15 does 

 

not

 

 include the effect of the width and length reductions on the long dimensions

of the transistors, because these effects are only significant for small 

 

S

 

, and including these effects

makes the expression much uglier. If we 

 

include

 

 these effects, we obtain the fitted curves in

100 101 102

100

101

102

103

Sdrawn

Seff

λ=6 µm

λ=3 µm

∆W+∆L = 2.7 µm

FIGURE 3.12 The 

relation between S 

intended by the layout 

geometry and the 

measured S. These 

data were derived from 

the curves in Figure 3.5. 

The top data are from 

the bump circuits with 

minimum dimension 

3 µm, while the bottom 

data are from the circuits 

with minimum dimension 

6 µm. The solid lines 

represent a fit to these data assuming that the discrepancy is due to a width reduction ∆W and a 

length reduction ∆L in all the transistors. The result of the fit show that ∆W+∆L is approximately 

2.7µm.

Seff

Sdrawn

1 ∆W
W

--------- ∆L
L

-------––
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Figure 3.12, which are accurate fits even for small S. The slopes of these fitted curves, along with

the drawn dimensions of the transistors, lets us conclude that 

(16)

The data indicate an effect that is much larger than we would expect from the half micron scale for

the size of the bird beaks and lateral diffusion. In four of the bump circuits, the small transistor

dimensions are only 3 µm, so Equation 16 is a substantial effect. The circuits that gave us the data

in Figure 3.12 confound possible length and width variations, because we varied both length and

width equally in the layout. As a result, we cannot say what are the relative influences of width

and length effects. 

MOSIS test parameters

MOSIS, the fabrication service, supplies parameter test results with every processing run.

From these tests, we can obtain more clues as to the nature of the strength effect. The tests include

measurements of the threshold voltages for different sizes of transistors. The threshold voltage is a

direct measure of the channel energy barrier. There are many different flavors of threshold voltage,

but all simply measure the gate voltage that makes the mobile carrier concentration “equivalent”

to the space-charge density. The exact meaning of equivalent defines the particular variant of

threshold voltage. A higher threshold voltage directly translates into a higher channel potential.

Each kT/qκ in threshold voltage means that at a given subthreshold gate voltage, the carrier con-

centration is e-fold smaller. The preexponential constant I0 is simply a measure of the channel car-

L – ∆L

W-∆W

Outer legs

Middle leg
Transistor
channels

FIGURE 3.13  Geometrical model of 

length and width reductions in bump circuits. 

Rectangles show transistor channels.

∆W ∆L 2.7µm≈+
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rier concentration at the arbitrary gate and source voltage of zero volts. Hence, a higher threshold

voltage translates into an exponentially smaller I0.

 The threshold voltage measurements are shown in Table 3.2 for the run that produced the

chip that resulted in the data in Figure 3.5 and Figure 3.12. We can see that the threshold voltage

for the narrowest transistor (3 µm wide by 2 µm long) is 94 mV higher than the threshold voltage

for a wide transistor of the same length (18 µm wide by 2 µm long). A larger threshold voltage

translates to a weaker transistor, for subthreshold operation. A threshold shift of 94 mV means

that the current, at a given subthreshold gate bias voltage, is about  times

smaller. Hence, the narrow transistor is about 15 times weaker than the layout would predict

given identical threshold voltages. If we wanted to account for the threshold voltage shift by

assuming a geometrical reduction in the width of the transistor, we would need to assume a width

reduction of 2.8 µm, because then the effective width would be 0.2 µm, 15 times smaller than the

drawn width of 3 µm.

In contrast, the threshold voltage for the long wide transistor (50 µm by 50 µm) is only 26 mV

larger than the threshold voltage for the short wide transistor (18 µm wide by 2 µm long). This

translates to a length reduction of about 1 µm, using the same reasoning as before. In summary,

this data shows that most of the effect of subthreshold geometrical correction can be accounted for

by an effective reduction in the width of the transistor.

Our own transistor measurements

We investigated this question directly, using a test chip supplied by Bhusan Gupta. The test

chip has a number of different sizes of transistor. We measured the drain currents as a function of

gate voltage, holding the source voltage at the substrate potential. 

The results of these measurements are shown in Figure 3.14. The transistor strengths are

roughly proportional to the W/L ratio. However, there is a systematic bias-level effect that is not

explained by a constant geometrical factor. The effect is strongest in the subthreshold operating

region and becomes smaller, approaching a constant level, for above-threshold operation. Com-

W/L VTh

3/2 .905

18/2 .811

50/50 .837

TABLE 3.2  Threshold voltage behavior vs. transistor size, from MOSIS parameters.

e
κ 94mV( ) VT⁄

15≈
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paring the effect for the 4 wide by 20 long transistor with the 20 wide by 20 long transistor, we see

that the 4 wide transistor is about 0.5 times a strong as drawn geometry would predict, for sub-

threshold operation. For above-threshold operation, the effect reduces to a factor of about 0.8. The

width reduction needed to explain this effect makes a corresponding variation from 2 µm in sub-

threshold to about 0.8 µm above-threshold. In contrast, by comparing the 30 wide by 6 long tran-

sistor with the 20 wide by 20 long transistor, we see again that the length effect is smaller and

much more constant.

30x6

20x20
4x20

4x50

20x20

4x20

4x50

4x4

30x6

4x4

W x L

W x L

10 -11
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10 -9

10 -8

10 -7

10 -6

10 -5

10 -4

0.5 1 1.5

Vgs
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0

0.5

1

1.5

10-9 10-8 10-7 10-6 10-5

Ids for 20x20 transistor

(L/W)Ids
Ids,20x20

FIGURE 3.14 Effect of 

transistor sizing on transistor 

strength. (a) shows the drain 

current as a function of the 

gate-source voltage, for 

various transistor sizes. 

(b) shows the ratio of the 

transistor current, normalized 

by the W/L ratio for the 

transistor, to the current in the 

20 x 20 transistor. These curves 

are plotted vs. the current in the 

20 x 20 transistor. If the 

transistor current scaled 

exactly like the transistor W/L 

ratio, then all the curves in (b) 

would be identical, i.e., unity. 

For all these data, the source of 

the transistor was grounded, 

i.e., held at the bulk potential.

(a)

(b)
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The overall size of the effect that we see in these measurements is comparable to the measured

bump circuit effects and the MOSIS parameters. For example, the largest effect we see in our mea-

sured transistor data comes from a 4 µm-wide transistor, where the strength is half what the

drawn W/L ratio predicts. This discrepancy can be accounted for by an effective width reduction

of 2 µm.

We can summarize the transistor strength effects in terms of a model where the subthreshold

channel potential has a bowl-like shape across the channel. The radius of curvature of the edges of

the bowl, in subthreshold, is on the order of a micron by a thermal voltage. In other words, about a

micron from the channel edge the channel potential is about a thermal voltage higher than the

middle of the channel. For wide channels, the effect appears as an effective width reduction. For

narrow channels, the effect appears as an increase in the threshold voltage, or a decrease in I0. 

SUMMARY

We have seen how to build simple circuits consisting of less than 7 transistors that compute

powerful similarity and dissimilarity measures. The simple current correlator correlates analog

currents, producing a self-normalized output current. The simple bump circuit computes the sim-

ilarity between voltage inputs, producing a current output. The bump-antibump circuit computes

a bump output current—the similarity output—and antibump output currents—the dissimilarity

outputs. In addition, for the bump-antibump circuit, the drawn layout controls the width of the

bump. The same transistor configuration lets us make amplifiers with a wider input range. A dis-

crepancy between measured and expected transistor strength forced us to look at the physics

underlying subthreshold behavior, and we investigated an important effect that makes transistors

act much weaker than their drawn layout, in subthreshold operation. 
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C H A P T E R

 

4

 

SILICON RETINA WITH 

VELOCITY-TUNED PIXELS

 

I

 

n this chapter, we discuss a two-dimensional silicon retina that computes a complete set of local

direction-selective outputs

 

.

 

†

 

  The chip motion computation uses unidirectional delay lines as

tuned filters for moving edges. Photoreceptors detect local changes in image intensity, and the out-

puts from these photoreceptors are coupled into the delay line, where they propagate with a par-

ticular speed in one direction. If the velocity of the moving edges matches that of the delay line,

then the signal on the delay line is reinforced. The output of each pixel is the power in the delay

line signal, computed within each pixel. This power computation provides the essential nonlinear-

ity for velocity-selectivity. The delay line architecture differs from the usual pairwise correlation

models in that motion information is aggregated over an extended spatiotemporal range. As a

result, the detectors are sensitive to motion over a wide range of spatial frequencies. 

I have designed and tested functional one- and two-dimensional silicon retinas with direction-

selective, velocity-tuned pixels. A velocity-selective detector requires only a single delay element

 

† A brief abstract reporting preliminary results appeared as T. Delbrück, “A silicon network for motion discrimina-

tion that uses spatiotemporal interpolation,” 

 

Soc. of Neuroscience Abstracts,

 

 no. 143.8, p. 344, 1991. 
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and nonlinearity for each tuned velocity, and is sensitive to both light and dark contrasts. The use

of adaptive photoreceptors and compact circuits makes for a well-conditioned input signal and

small circuit offsets, resulting in robust operation. All circuits work in subthreshold, resulting in

low power consumption. Pixels with three hexagonal directions of motion selectivity are approxi-

mately (225 

 

µ

 

m)

 

2

 

 area in a 2-

 

µ

 

m CMOS technology, and consume less than 5 

 

µ

 

W of power. 

 

ANALOG HARDWARE MOTION COMPUTATION

 

In this introduction, I will place the new chip in the context of previous approaches to analog-

hardware visual motion computation. Essentially, there are two approaches: Those that use spa-

tiotemporal image 

 

gradients

 

, and those that use spatiotemporal image 

 

correlation.

 

 Hardware sys-

tems that utilize each approach have been previously built. The chip reported here falls into the

second category.

Tanner and Mead built the first analog two-dimensional optical-flow chip [35][36][30]. The

Tanner chip computes a 

 

single

 

 motion vector for the 

 

global

 

 two-dimensional optical flow, using a

gradient-based scheme (for references, see [28]). The motion vector is computed cooperatively by

a network of circuits, each circuit using local spatiotemporal derivative information. The circuits

reach a consensus on the global image motion vector, using the overall constraint that the total

derivative of the image intensity is zero. This constraint allows the chip to solve the aperture prob-

lem, which arises because a 

 

local

 

 measurement cannot detect motion 

 

along

 

 an edge [28]. 

The two-dimensional direction-selective chip built by Benson and Delbrück [5] performs a dif-

ferent and much simpler computation that is based on biological studies. The pixel outputs

respond selectively to local rightward motion, and the motion computation is feedforward, rather

than cooperative. The architecture is based on the idea of null-inhibition direction selectivity,

developed by Barlow and Levick [4] to explain the direction selective responses found in rabbit

retinas. In a null-inhibition model, the pixel output is inhibited by edges coming from the null-

direction. In the preferred direction, the pixel output in response to an edge is not inhibited,

because the inhibition arrives after the excitation. 

I distinguish the 

 

value-

 

encoded global velocity-vector output of the Tanner chip, from the

 

place-

 

encoded, direction-selective, velocity-tuned outputs of the Benson–Delbrück chip. The com-

putations are qualitatively different, because one encodes the pattern velocity as a vector with

magnitude and direction, and the other encodes the motion of features by the location of active
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outputs. The Tanner chip does a higher-level computation, integrating spatiotemporal image

information from the entire moving image in a cooperative calculation, whereas the Benson–Del-

brück chip simply responds selectively to rightward versus leftward motion. 

The operation of the Tanner chip is not robust, perhaps because of the demands of the mathe-

matically sophisticated motion algorithm it implements. High-contrast images, with sharp edges,

are required if the chip is to produce a direction-selective output, and the precision of the velocity

measurement is poor. The reason for this nonideal performance is the combination of inherent sus-

ceptibility of gradient-based schemes to temporal and spatial noise, low-sensitivity receptors, and

large circuits with poor offset characteristics. The strongest signals are derived from places in the

image with sharp gradients and high contrasts, but gradient-based schemes require images with

smoothly varying contrast if they are to obtain reliable estimates of spatial and temporal deriva-

tives. The performance of the chip is compromised severely by these conflicting requirements.

The operation of the Benson–Delbrück chip is robust in comparison with that of the Tanner

chip, because the Benson–Delbrück chip, unlike the Tanner chip, responds correctly to real input

scenes of moderate contrast. There are several reasons for this performance difference. The algo-

rithm is much simpler, the circuits are more compact and hence less offset prone, and a well-condi-

tioned input is generated by the use of adaptive photoreceptors. However, this comparison is

arguably pointless, given the major differences in computation performed by the two chips. 

The null-inhibition architecture has the advantage of a large degree of direction-selectivity

and hence, inherently robust operation. The disadvantage is that it is difficult to produce a

response-versus-speed tuning that is other than a simple lowpass determined by the pixel spac-

ing, so construction of a set of detectors tuned to different speeds is not straightforward. More-

over, this architecture does not deal with the aperture problem, and, in fact, knows nothing of

global motion constraints.

The chip described here has place-encoded outputs that encode information about compo-

nents of local edge motion along the detector directions, like the Benson–Delbrück chip. It is also

like the Benson–Delbrück chip in that the motion computation does not deal with solving the

aperture problem. It is like the Tanner chip in that the computation integrates information over an

extended spatiotemporal region. Our chip is the first functional analog device that computes a full

set of local direction-selective outputs in two dimensions. It is also the first reported chip that uses

correlation-based 

 

analog

 

 computation to produce direction-selective, velocity-tuned outputs. (Ref-
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erence [22] reports a correlation-based one-dimensional motion circuit that correlates digital

pulses, produced by image intensity changes, in analog time.) 

I omit discussion of other analog motion chips that have been fabricated only as one-dimen-

sional circuits [22][23]. For the most part these architectures cannot be fabricated practically in a

two-dimensional architecture, because they are not parsimonious with wire. I also omit discussion

of analog change-detecting circuits [8][13], digital motion circuits [2], and discrete-component cor-

relation-detector systems [16][32].

The remainder of this chapter is organized as follows. We start with a heuristic description of

correlation motion detectors, and of the delay line motion architecture in one and two dimensions.

We then describe a mathematical model of the circuit operation in the time and frequency

domains, and investigate the model to understand the limiting behavior, and the differences

between the new model and previous pairwise correlation detectors. Starting on page 148, we

describe the circuits used in the chip. Starting on page 150, we discuss qualitative and semiquanti-

tative measurements on the two-dimensional motion chip, and quantitative measurement on the

one-dimensional chip. The chapter concludes with a short discussion of future directions of this

work and a summary of the results.

 

CORRELATION-BASED MOTION DETECTORS

 

The simplest correlation-based motion detector is shown in Figure 4.1(a). A pair of spatially

separated, feature-detecting cells feeds into a nonlinearity that detects coincidence of the two

inputs. One of the inputs to the nonlinearity is delayed. When the motion is matched to the detec-

tor spatial separation and delay, the output becomes large. The nonlinearity, although often for-

mulated as a multiplicative operation, can be any operation that detects 

 

coincidence

 

 of the inputs.

Hence, the correlation detector may linearly combine the spatiotemporally separated inputs, and

then use a threshold element, or any other expansive (faster-than-linear) nonlinearity. 

The correlation detector was conceived by Hassenstein and Reichardt during experiments on

a beetle visual system [18]. Their model, and later modifications worked out through experiments

on the fly visual system, are more complicated than the model in Figure 4.1(a) [33]. The major

elaboration is the addition of a complementary direction selectivity. The output from the Hassen-

stein-Reichardt model is the difference between two outputs tuned to complementary directions.

This differencing operation removes the common-mode signal. 
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Extension of the simple correlation detector

 

My motion architecture extends the pairwise correlation model in Figure 4.1(a), by using a

unidirectional

 

 delay line

 

 as a tuned filter for a particular velocity, as shown in Figure 4.1(b). The

input to the delay line comes from photoreceptors that respond to local intensity change. The pho-

toreceptor outputs are coupled capacitively into the delay line. The delay line is composed of low-

pass filters. An edge passing over a photoreceptor creates a traveling signal in the delay line that

spreads and decays with time. If the velocity of the edge is matched to that of the delay line, the

FIGURE 4.1  Correlation-based motion-detectors. (a) Pairwise correlation detector. 

Nondirectional feature-detecting cells feed into an output nonlinear element that measures 

coincidence between the spatiotemporally separated inputs.The exact nature of the nonlinearity is 

not important, as long as it is expansive. (b) Extended correlation detector. Nondirectional cells (P) 

couple activity into a unidirectional delay line with delay τ per stage. The delay line signal (Dn) is 

large when the image motion is matched to the delay line speed. The expansive output 

nonlinearities (N) compute a velocity selective signal Mn that is monotonic in the magnitude of the 

delay line signal. 
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successive inputs to the delay line pile up in synchrony. If the input velocity is not matched to the

delay line velocity, the successive inputs arrive in asynchrony and do not pile up. 

It is well known that the time-averaged output of a linear system cannot be direction or speed

dependent. In a linear system, we can alter the time order of the input without changing the time-

averaged output, because the response to a sum of inputs is the same as the sum of the responses

to each input individually. Hence, the 

 

average

 

 signal on our delay line is not velocity selective. The

 

amplitude

 

 of the signal clearly 

 

is

 

 velocity selective. Measuring amplitude is a nonlinear operation.

We can use any nonlinearity that measures some metric of the amplitude of the delay line signal,

and the result will be direction and speed selective. On my chip, I use a bump circuit, which com-

putes an approximate squaring function of the delay line signal. Hence, the nonlinearity approxi-

mately measures the filter output power. 

The nonlinear operation is an even function of its input, so the delay line activities caused by

edges of light and dark contrasts are both detected. A single nonlinearity, and a single delay line,

are sufficient to compute a direction-selective, velocity-tuned response for either sign of image

contrast. 

The delay line architecture is robust against noise, because a particular output integrates infor-

mation from an extended spatiotemporal range of the moving image. This feature is shared with

the human visual system [31].

 

Two-dimensional architecture

 

In the two-dimensional chip, I use a hexagonal architecture that encodes any possible direc-

tion of motion using three directions (Figure 4.2). Each pixel computes the response to three prin-

cipal directions of motion. Since the three directions are nonorthogonal, any direction can be

represented by weighted combinations of the three 

 

nonnegative

 

 outputs. This basis set may be

familiar from the representation of color space by a set of three primary colors. In an orthogonal

architecture, we would need four principal directions, each with nonnegative output, to represent

an arbitrary direction of motion, or, equivalently, two bidirectional outputs. 

Each pixel contains a single photoreceptor, three delay elements, and three output nonlineari-

ties. The three outputs are scanned out and are displayed on a monitor as three different colors,

through use of a scanning frame, as described in [29]. The Reichardt detector uses differencing of

complementary directions to reduce common-mode responses. In the two-dimensional motion
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chip, I use an analogous scheme to increase the contrast between the three channels of output that

is computed serially by the video driver circuits. This linear differencing operation does not do

any additional information processing, so I will not discuss it further.

The aperture problem arises in any two-dimensional motion computation. A local edge-based

measurement can measure only the component of edge motion orthogonal to an edge, and cannot

measure motion along the edge. Another and more general way of stating this fact is that local

measurements 

 

constrain

 

 the estimate of the actual pattern movement. An array of detectors mea-

sures a set of motion vectors, each member of which is 

 

consistent

 

 with the movement of the pattern

as a whole. The different detectors, however, may disagree in their assumptions about the compo-

nent of motion 

 

along

 

 their local edges. The global motion vector is the vector that most closely

agrees with the set of constraints imposed by the local measurements. The Tanner chip inge-

niously solves the constraint problem in a cooperative manner. 

The delay line motion architecture does no global computation to reconcile local measure-

ments, so the best that it can do, in principle, is the computation of the local motion vectors. In the

present architecture, these quantities are computed such that they are consistent with the observed

motion, but there is no built-in assumption that the measured motion is only orthogonal to the

edge. The nonintuitive feature is that the motion that is consistent with the observed set of outputs

may not be orthogonal to the edges. The reason is that a detector is sensitive to only spatiotempo-

ral correlation along its preferred direction. An edge moving at a speed 

 

S

 

 in a direction oblique to

FIGURE 4.2 Two-dimensional 

architecture of the motion chip. Pixels are 

arranged in a hexagonal array. Each pixel 

contains a single photoreceptor, three delay 

elements, and three output nonlinearities. 

The delay lines run in the three principal 

directions shown by the arrows in the delay 

elements.

Delay Photoreceptor
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the preferred direction, with angle 

 

θ

 

, causes apparent motion along the preferred direction with

speed  (Figure 4.3). 
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To understand the properties of our model, and to derive results that can be verified experi-

mentally, we shall analyze the one-dimensional motion circuit in both the time and frequency

domains. The time-domain analysis is more intuitive. The frequency-domain analysis is more use-

ful for comparison with measurement, and for understanding the response of the system to varia-

tions in stimulus parameters, such as velocity and spatial frequency. The nonlinearity is a simple

feedforward operation done on the delay line signal, so our analysis will concentrate on the linear

delay line. Some of the symbols used in this section are shown in Figure 4.1

 

Time-domain analysis

 

We shall compute the delay line response to a single moving bright edge. To do this calcula-

tion, we compute the transfer function from photoreceptor to delay line, and the transfer function

of an 

 

n

 

-stage delay line. Combining these two transfer functions, we obtain the complete transfer

function between the input and the delay line output 

 

n

 

 stages later. Using the transfer function, we

compute the step response. The response to a moving edge is a sum over the temporally shifted

step responses produced by the edge at successive receptors.

S θcos⁄

θ

S

λ

FIGURE 4.3 Apparent motion and wavelength 

effects. A grating pattern with wavelength λ, moving at 

speed S and angle θ over motion detector with preferred 

direction to the right causes an apparent motion along 

the array at the increased speed S/cosθ. The apparent 

wavelength seen by the array is also increased to 

λ/cosθ. The “apparent” motion can equally well be caused by true motion to the right at velocity 

S/cosθ of edges that are oriented at angle θ; there is no way, in principle, that the local 

measurement can distinguish the two.
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The photoreceptor outputs are coupled capacitively into the follower-integrator delay line sec-

tion. Hence, the transfer function from receptor to delay line is the single high-pass filter

 

(1)

 

where 

 

s

 

 is the Laplace transform variable and 

 

τ 

 

is the time constant of each first-order section [30].

(It may be helpful to refer to the circuit diagram in Figure 4.9).The delay line—a chain of 

 

n

 

 first-

order, buffered, low-pass filters—has the transfer function

 

(2)

 

We obtain the transfer function from photoreceptor input 0 to delay line output 

 

n

 

 by multiplying

 

H

 

n

 

 and 

 

H

 

in

 

. By computing the inverse Laplace transform, we find that the time response at the 

 

n

 

th

delay line tap to a bright intensity step at the first photoreceptor at time

 

 t

 

 = 0 is

 

(3)

 

for

 

 t

 

  > 0

 

.

 

 For 

 

n

 

  = 0, this function is a step-increase from 0 to 1, followed by a decaying exponential.

For , this function is an initially-linear increase from 0, followed by the same decaying expo-

nential. In general, (3) represents a wave packet that travels along the delay line, one stage per

time 

 

τ

 

. Asymptotic analysis shows that as 

 

n

 

 grows large, the response approaches a Gaussian

shape with constant area. The width of the Gaussian broadens as , and the height decreases as

. Note that the stimulus is a 

 

step

 

-input at the photoreceptor that is high-pass filtered by the

capacitive coupling to the delay line. 

A motion stimulus causes a succession of inputs to the delay line, where the time delay 

between excitation of successive stages is

 

 (4)

 

where  is the spatial separation between detectors, and  is the velocity of the moving pattern.

Since the delay line is a linear system, the response to a moving bright edge is the superposition of

the responses to the edge passing over all the contributing inputs. We define 

 

R

 

n

 

(

 

t

 

) to be the delay

Hin s( ) τs
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--------------=

Hn s( ) 1
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------------------------=

rn t( ) 1
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----- t
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  n
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line response at tap n, in response to a moving bright edge that passes over the first input at time

t = 0. It is easy to compute Rn(t): 

(5)

We have assumed that either the delay line or the motion starts at tap 0. Figure 4.4(a, c), show a

graphical representation of the linear delay line response to a bright bar moving over the delay line

at the optimum velocity and at one half of the optimum velocity. The bright edge causes positive

activity, and the dark edge causes negative activity. Both signs of edge-contrast information travel

along the delay line with a fixed speed and direction, though the activity has opposite polarity for

the two edges. When the edge motion is matched to the speed of the delay line, the activity on the

delay line piles up maximally. We can see how, in this linear system, the integrated response is

unaffected by the stimulus velocity, even though the activity has larger peak magnitude when the

motion is matched to the delay line speed. The longer the motion continues, the larger the peak

activity. Saturating nonlinearities eventually limit the response of the delay line. 

Antibump output nonlinearity

From Chapter 3, we know that the antibump output-nonlinearity-circuit used in the motion

chips computes the function

(6)

where Ib is the bias current, x is the input voltage, in units of approximately , and

 is a geometrical layout parameter.† The output is a current. The shape of this function is

†  The parameter w is the same as S in Chapter 3; the name is changed here to avoid confusion with the S used here 

to mean the speed of the moving pattern.
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FIGURE 4.4

 

Theoretical response of delay line to moving bar for two velocities. A bright bar of 

width 6 pixels, traveling to the right over the delay line, passes over the first tap at time 

 

t 

 

= 0. The 

mathematical form of the delay line response to the moving bar at the 

 

n

 

th tap is 

, where 

 

R 

 

is the response to a single bright edge, computed in the text 

as (5), and 

 

S

 

 is the speed in pixels/time. Each trace shows the response at a particular tap as a 

function of time. Tap number is shown to right of trace. The linear delay line signals 

 

B

 

n

 

(

 

t

 

) are shown 

in 

 

(a)

 

 and

 

 (c)

 

, and the result of passing the linear delay line signal through the antibump nonlinearity 

(Figure 4.5), , is shown in 

 

(b)

 

 and 

 

(d)

 

. In (a) and (b), the edge travels at the natural speed 

of the delay line. In (c) and (d), the edge travels at one-half the speed of the delay line. When the 

bar motion is matched to the delay line speed, the successive inputs pile up, in response either to 

the bright or the dark edge. The nonlinearity rectifies 
 

Bn(t), so both edge contrasts appear as a 

positive output. When the motion is not matched, the successive inputs arrive in asynchrony with 

the delay line signal, and the resulting output is smaller.
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shown in Figure 4.5. The output is parabolic for small input, and saturates at the adjustable bias

current. The width of the valley region in subthreshold is determined by layout geometry. The val-

ley width can be increased by using an above-threshold bias current. 

The output from the motion circuit is the nonlinearity (6) applied to the signal on the delay

line. In response to the moving edge signal Rn(t) on the delay line, the velocity-tuned outputs are

. Figure 4.4(c, d) show the response to the same moving bright bar after the nonlinearity

is applied. We can see how the nonlinearity makes both the peak and integrated responses

strongly velocity selective, and also how the even characteristic of the nonlinearity results in

equivalent detection of both bright and dark edges.

Frequency-domain analysis

In the frequency domain, the stimulus is a one-dimensional sinusoidal variation in contrast,

with wavelength λ and velocity S (Figure 4.6). If the velocity is constant, then each input to the

motion array is a simple sinusoidal function of time with the same temporal frequency,

(7)

at each input. The signal at a particular tap of the delay line is a sum over all the contributing

inputs. Each input is first phase shifted by the spatial separation, and then phase shifted again by

the filtering in the low-pass delay line stages. The delay line signal is a pure sinusoidal function of

FIGURE 4.5 The antibump output 

nonlinearity (6). The input is a differential 

voltage x shown in natural input units, and 

the output is a current, shown here 

normalized to 1.

0 7
x   (kT/2qκ)

N(x)

-7

1

N Rn t( )( )

ω 2πS
λ
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time, with the same temporal frequency at each tap, multiplied by the transfer function for that

tap.

The pattern phase shift of the input signal between each pixel, due to the pixel spacing and the

sinusoidal spatial variation of image contrast, is

 (8)

Each stage of the delay line is separated by a low-pass filter, with transfer function

(9)

Each input is a single high-pass filter, with transfer function

(10)

FIGURE 4.6 Sinusoidal grating pattern moving over motion array. The grating moves at speed 

S. Pixel locations are shown as arrows. The pattern has wavelength λ, and the pixel spacing is L. 

The temporal frequency at each pixel is . The pattern phase shift between pixels is 

.

ω 2πS λ⁄=

φ 2πL λ⁄=

S

λ

L

ϕ 2πL
λ

----------=

1
iωτ 1+
------------------

iωτ
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We obtain the complete transfer function for tap n by summing the inputs from taps 0 through n,

resulting in 

(11)

where we have factored out the high-pass filter common to each stage. The summation in (11) is a

geometric series, so we can write the transfer function explicitly for an arbitrary number of stages:

(12)

This expression represents a phasor that rotates about the complex origin at a frequency ω. The

physically measurable part of the expression is the projection of (12) onto any axis in the complex

plane, and is much more complicated than is (12). 

The average signal on the delay line in response to a sinusoidal input pattern is zero, regard-

less of the velocity. The length of the phasor, however, is strongly direction and velocity selective.

To obtain a response that is tuned for velocity requires a nonlinear operation that measures the

length—on some metric—of the phasor. The delay line signal is fed into the antibump nonlinear-

ity, which computes a squaring operation for small input signals. In explicit mathematical form,

the time-dependent velocity-tuned output is

, (13)

where N is the antibump nonlinearity in (6). Hence, the operation in (13) is proportional to the

squared absolute transfer function, for low-contrast stimuli.

We can learn about the behavior of the system by studying the amplitude of the linear transfer

function (12)—that is, the length of the phasor. We shall examine the case of a seven-input system.

In Figure 4.7, I have plotted the phasor at the seventh tap, H6(ω), in response to the motion of a

sinusoidal pattern in the preferred and null directions. The speed of the motion, in each case, is

near the optimum speed for the preferred direction. Each phasor is shown as a number of adjoin-
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ing line segments; each of these components is the contribution of one pixel input to the complete

phasor. 

When the grating moves in the preferred direction at the optimum speed, the phasor is as long

as it can be, given an input pattern of a given amplitude and wavelength, because the components

all point in nearly the same direction. They all point in the same direction because, for each input,

the total pattern-phase-shift and the total low-pass-filtering-phase-shift match. There is also an

overall rotation of the entire phasor, due to the high-pass filtering at each input to the delay line. 

 In contrast, when the pattern moves in the null direction, the phasors sum destructively, and

the resultant phasor curls up on itself. The complete phasor is short, no matter how many inputs

are combined, because the components always approximately cancel one another. The length of

the phasor, as a function of the speed of the motion, has wiggles, corresponding to the periodic

behavior of the destructive cancellation. These wiggles can be seen in the experimental data

shown in Figure 4.15 and Figure 4.17.

Many of the correlation-based direction-selective models in the literature correspond to a two-

input (n = 1) version of this system. Hence, it is interesting to compare the case of a two-input sys-

tem with an system that is effectively infinitely long. We shall first derive the mathematical behav-

ior for each system, and then contrast the two systems.

FIGURE 4.7 Phasor summation properties for a seven-stage system. H6(2πS/λ) is plotted on the 

complex plane. The symbols are defined in Figure 4.6. The contributions of individual taps are 

shown as component line segments; taps 1 and 7 are labeled. The optimum velocity is near L/τ = 1. 

S = 1.6

7  taps ,  λ = 10,  τ = 1,  L = 1

S = -1.25

Null Preferred
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Long system

The explicit form of the transfer function for an infinite number of stages is given by (12) with

:

(14)

(Note that this transfer function includes the high-pass input to the delay-line.) By examining the

behavior of the n-dependent term in the numerator of (12), we can determine that this limiting

form is accurate as long as the following condition holds:

(15)

This restriction seems severe, but examination of the measured tuning curves shows that, in prac-

tice, there are only scale differences in the responses after the first few taps. We shall examine the

behavior of (14) to understand how it is affected by spatial wavelength. 

Since the numerator of (14) is 1, we can find the maximum value of the response by minimiz-

ing the absolute value of the denominator. This simple computation reveals that the maximum

value of occurs at

 (16)

corresponding to the speed

. (17)

For long wavelengths,  is small, and we find the peak tuning occurs at the frequency

(18)

corresponding to the speed

(19)

which is reassuring, since this optimum speed corresponds with the intuitive idea that optimum

motion is motion matched to the delay-line speed. The optimum speed is invariant with wave-
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length, for wavelengths longer than a few pixel spacings. This result is also surprising, because

correlation models do not generally display this invariance. 

We can see how this behavior comes about by examining the limiting case of a long wave-

length. As we increase the wavelength λ, we decrease the pattern phase shift ϕ between pixels. (The

pattern phase shift is the phase shift of the input, between adjacent pixels, just due to the wave-

length of the pattern). The response maximum does not move, because the decrease in ϕ is com-

pensated by a decrease in low-pass phase lag due to decreased frequency ω in the low-pass filter. 

The first-order, low-pass phase lag cannot become greater than 90 ˚. Eventually, as we

decrease wavelength, the pattern phase shift decreases faster than does the low-pass phase lag. To

compensate, the pattern must move faster to obtain an increased phase lag from the low-pass fil-

ter. Hence, the shorter the wavelength, the higher the optimum speed. In fact, when λ = 2L, the

optimum velocity approaches infinity. This limit corresponds to the Nyquist sampling criterion—

the spatial frequency pattern is sampled twice per cycle by the array. The trend toward higher

optimum speed with shorter wavelength is visible in the experimentally measured velocity tuning

curves in Figure 4.17.

At the optimum velocity, in the limit λ >> L, the squared magnitude of the transfer function

takes the value

(20)

Hence, the squared magnitude of the response at the optimum speed goes as the square of the

wavelength, independent of the optimum speed. At low speeds, ω << 1/τ, and the squared mag-

nitude of the transfer function is given by

(21)

Hence, for low speeds, the squared magnitude of the response is proportional to the square of the

speed and invariant to wavelength. (The apparently conflicting results in (19), (20) and (21) are

actually not conflicting, because the assumption that leads to (21) breaks down at Smax.)
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Two-input system

As stated earlier, the two-input system is similar to existing correlation-based direction-selec-

tive detectors. Let us now consider the behavior of a two-input system in the same way we just

did for the effectively-infinite delay line system. For two inputs, (12) becomes

(22)

We will form a particular instantiation of the pairwise Reichardt-type correlation detector by tak-

ing the difference between the squared magnitude of two pairwise detectors tuned to opposite

directions, resulting in the following expression.

(23)

We can think of this detector as the difference between two time-averaged pairwise detectors, like

the one shown in Figure 4.1(a), with opposite direction selectivities. The common-mode terms

have canceled. The tuning is separable into a temporal and a spatial product. Hence, we can

immediately deduce that the optimum response occurs at a particular temporal frequency, and not

at a particular velocity. The pairwise detector is not a velocity-selective filter, but rather is a tempo-

ral-frequency–selective filter whose response is modulated by the geometrical interference term

, familiar from the fly literature (see, for example, [7]). We can find the optimum temporal fre-

quency ωmax for the two-input system in the same way that we found Smax for the infinite delay

line. Independent of wavelength, the maximum of (23) occurs at the temporal frequency

 (24)

For low speeds, the temporal frequency is small compared with 1/τ, and we compute the response

(23) as approximately

. (25)

Hence, the response to slow motion depends on the wavelength through the  term, and is

cubic in the speed. 

Figure 4.8 compares the theoretical transfer function amplitudes for the two-input system and

the long system cases. Note that in this figure, we compare  with , rather than with the

Reichardt detector in (23). In the two-input system, the optimum speed is proportional to wave-

length (in accordance with Equation 24), but the amplitude of the response at the optimum speed
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is relatively invariant to wavelength. In the long system, the optimum speed and the low-speed

response are invariant to wavelength, but the amplitude of the response at the optimum speed is

proportional to wavelength. We can also see these characteristics in the measured tuning curves

shown in Figure 4.17. Table 4.1 lists these theoretical results. In summary, the delay-line architec-

ture differs from the pairwise detectors in that it is sensitive to stimuli with low as well as high

spatial frequencies. The pairwise detector, because of the locality of the computation, cannot be

very selective for motion of patterns with long wavelengths. The delay-line detector, in contrast,

aggregates information over a spatial range corresponding to an arbitrarily-long wavelength, and

hence can retain direction and speed selectivity even for long-wavelength patterns. 

Pairwise detector: Delay-line detector: 

Location of 
optimum 
response

 (for )

TABLE 4.1  Comparison between pairwise Reichardt-type detector and delay-line detector. 

Symbols are defined in Figure 4.6. 

FIGURE 4.8

Theoretical plots of the 

magnitude of the transfer 

function for (a) two-stage 

system, compared with 

(b) infinite delay line, for 

various wavelength stimuli, 

shown next to curves. 
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THE MOTION CIRCUIT

The circuit for a single stage of the motion circuit is shown in Figure 4.9. The output from an

adaptive, high-gain, logarithmic photoreceptor circuit is coupled capacitively into a delay line

stage. The delay line consists of a line of buffered, first-order, low-pass filters, implemented on the

chips with follower integrators. The output nonlinearity is implemented with an antibump circuit.

The adaptive photoreceptor is essential for the robust operation of the circuit, because it pro-

vides well-conditioned input to the delay line over a wide range of lighting conditions. The recep-

tor circuit has been reported previously [10][13][27] and is described in detail in Chapter 2.† In

brief outline, the operation of the photoreceptor circuit goes as follows. The input leg of the recep-

tor, consisting of the phototransistor and the source-follower feedback transistor, forms a signal

voltage that is logarithmic in the intensity. The feedback circuit amplifies the logarithmic signal,

and centers the operating point of the output signal around the history of the signal. The time-

averaged output signal is stored on the feedback capacitor and serves as the reference around

which the response is computed. The pair of diode-connected transistors act as a resistor-like

adaptive element with monotonic I-V characteristic. The use of adaptation makes for a receptor

with simultaneous high sensitivity and wide dynamic range. 

The output from the adaptive photoreceptor connects to the input of a source-follower ampli-

fier that buffers the output of the receptor. Different directions of selectivity use separate buffers

that share the common photoreceptor input. The source follower isolates different directions in the

† Note that the circuit shown in Figure 4.9 does not use the latest-and-greatest receptor. For accuracy, I have shown 

the receptor actually used on the motion chip, but the results of Chapter 2 should be used as a reference for building new 

circuits using these photoreceptors.

Low-speed 
response  (for )

Response at 
optimum 
speed

∝
∝  (for )

Pairwise detector: Delay-line detector: 

TABLE 4.1  Comparison between pairwise Reichardt-type detector and delay-line detector. 

Symbols are defined in Figure 4.6. 
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case of a motion network with more than a single direction of selectivity. A separate source-fol-

lower is used for each direction. The source-follower output can follow a decreasing input signal

only as fast as the bias current can discharge the output. It can follow increasing signals at an arbi-

trary rate, determined by the input voltage. By biasing the follower strongly (i.e., turning up Vb),

we ensure that the source-follower output can follow accurately both increasing and decreasing

outputs from the photoreceptor. 

The follower-integrator uses a simple five-transistor transconductance amplifier [30]. These

simple transconductance amplifiers suffer from systematic offset of several mV, due to Early-effect

drain conductance in the differential pair and in the current mirror. Over a 25-stage delay line, the

offset can be more than 100 mV. Since we compute the output of the pixel relative to a fixed refer-

ence voltage Vref that is the input to the first stage of the delay line, this offset is important. We set

Vref near Vdd, so that the differential pair and the current mirror are both balanced. The speed of

FIGURE 4.9

Circuitry for a single stage 

of the motion circuit. An 

adaptive photoreceptor, 

with a contrast-sensitive 

gain of about 1 V/decade, 

feeds into a source-

follower buffer, whose 

output couples 

capacitively into the 

follower integrator. The 

velocity-selective output 

From previous
stage

To next stage

Photoreceptor

Buffer

Delay element

Antibump
expansive

non-linearity

Output
current

Vref

Vpu

Vb
τ

Q

current is computed by the antibump expansive-nonlinearity circuit. When the delay line signal is 

pushed away from its equilibrium point (Vref) by activity on the delay line, the output current 

increases, because the center leg of the antibump circuit is turned off. For additional directions of 

selectivity, only the Buffer, Delay element, and Antibump nonlinearity must be duplicated—all 

directions share the same photoreceptor input.
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the delay line, and hence of the velocity tuning, is set by the bias τ of the transconductance ampli-

fier.

The voltage on the delay line connects to the input of an antibump circuit [11]. The other input

to the antibump circuit connects to the reference voltage Vref. If any activity on the delay line

pushes the voltage away from Vref, either in the positive (bright-edge) or in the negative (dark-

edge) direction, the output current becomes larger, thus computing the power-like measurement

of the linear delay line signal. Details of the antibump circuit operation are given in Chapter 3. In

brief, the antibump circuit works because the center leg of the circuit, consisting of the series-con-

nected transistors marked with Q in Figure 4.9, turns off when the differential input voltage is suf-

ficiently large, forcing the bias current to flow through the outer legs of the circuit.

The delay line architecture for this circuit was inspired by an earlier architecture for sound

synthesis of visual images [30]. The SeeHear chip sees an image, through use of on-chip photode-

tectors, and converts the image into an auditory equivalent of the visual image. This SeeHear chip

used the same scheme of photodetector signals coupling into linear delay lines. The delay lines

serve to synthesize the interaurel delay cues that drive the auditory-localization system in the

brain. 

The layout for one pixel from the two-dimensional motion chip is shown in Figure 4.10. Most

of the pixel area is covered with wire and capacitance, rather than with transistor. The amount of

interpixel wiring is minimal compared with the amount of wire used for routing bias signals into

the pixel or routing outputs from the pixel. The architecture is efficient, because these input and

output signals are essential and occupy most of the pixel area.

EXPERIMENTAL RESULTS

In this section, I present experimental results from a two-dimensional motion chip with the

hexagonal architecture, and from a one-dimensional motion chip with two opposing delay lines. 

Results from two-dimensional motion circuit

Figure 4.11 shows the real-time scanned output from the two-dimensional motion circuit in

response to two moving patterns. Part (a) shows the response to a drifting square-wave grating.

The buildup of activity away from the edge of the array in part (a) of the figure is evident as an

increasing saturation of the color of the output. The longer the motion is visible to the array, the
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larger the response. Part (b) shows the response of the chip to a rotating spiral pattern that pro-

duces the illusion of expansive optical flow. The chip computes a pseudolocal flow field. Motion

that is not in a principal direction appears as a combination of the colors corresponding to the

principal directions.

This chip consists of a 26 by 26 hexagonally arranged array of pixels. The power consumption

of the core of the chip (all the analog computation done by the pixels) is 1.5 mW (dark) to 8 mW

(light), depending on the brightness of the illumination, and hence on the raw pixel photocurrent.

Hence, the power consumption of the analog computation, independent of photocurrent, is 1.5

mW, or 2.2 µW/pixel. About 80 % of this power is supplied to the antibump circuit, which I run at

above-threshold bias to widen the transfer characteristic. The rest of the chip—consisting of the

scanning frame, the clock driver, and the on-chip video amplifiers [29]—uses another 26 mW. The

size of each pixel is 224 by 225 µm; the entire chip fits on a 6.8-by 6.9-mm die and is fabricated in a

2-µm, double poly, n-well process available through MOSIS, the DARPA fabrication service [9].

Figure 4.12 shows the directional tuning for the pixels in the two-dimensional chip. These

plots show the average angular tuning for each of the directions represented by a pixel, for three

different movement speeds. The responses are plotted in polar coordinates, and the distance from

RB

CNF

P100 µm

FIGURE 4.10 Layout of pixel of two-

dimensional motion circuit with hexagonal 

architecture. Pixel has one photoreceptor, 

three follower integrators, and three antibump 

nonlinearities. Lines indicate circuit 

components. Keys: F = follower, 

N = antibump nonlinearity, C = capacitor, 

B = buffer, P = phototransistor, 

R = photoreceptor. Scale bar shows 

dimensions. Pixel area is 224 by 225 µm. This 

pixel is arranged in the hexagonal 

architecture shown in Figure 4.2. 
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FIGURE 4.11 Color photographs showing the video output of the two-dimensional motion chip 

to motion (a) of a square-wave grating pattern in a single principal direction (arrow), and (b) of a 

rotating spiral pattern that produces illusory expansive optical flow (arrows). The outputs of the 

chip encode motion downward as blue, motion upward and to the right as red, and motion upward 

and to the left as green. Encoding of intermediate directions is evident as mixing of the primary 

colors. The dynamic nature of the output of the chip makes direct photography difficult, so we 

produced these pictures by video taping the output from the color monitor, and then photographing 

the freeze-framed screen of the video-tape monitor.

(a) (b)



CHAPTER 4 SILICON RETINA WITH VELOCITY-TUNED PIXELS  153

the origin is the magnitude of the average response. For speeds at or higher than the optimum

velocity, the relative values of three outputs unambiguously determine the direction of the normal

component of edge velocity. However, for speeds lower than the optimum, motion of a grating in

a direction oblique to the detector orientation excites a detector more than motion at the same

speed along the detector, resulting in responses with two peaks. This characteristic is an aspect of

the aperture effect, since the delay-line detectors correlate image information along only the detec-

tor orientation. 

Quantitative results from a one-dimensional motion circuit

I collected quantitative data primarily from a one-dimensional version of the motion circuit

with two directions of selectivity. Figure 4.13 shows the response from two taps of the one-dimen-

sional circuit in response to a moving sinusoidal pattern. The buildup of direction selectivity is

evident in the difference between the response of the early and late taps. A systematic asymmetry

is evident in the lack of frequency doubling, except for the largest response. I am not certain of the

origin of the asymmetry, although I suspect either the source-follower buffer or the photoreceptor.

Figure 4.14 shows velocity-tuning curves for a number of taps from the same one-dimensional

motion circuit, in response to the same moving pattern. The velocity tuning becomes sharper and

more direction selective for later taps, although it appears that the tuning begins to approach a

limiting form after about tap 15. The tuning curves shown in Figure 4.14 are measurements of the

peak-to-peak output voltage from the circuit. The theoretical form of this measurement can be

computed from (13), plus the transfer function of the logarithmic current-sense amplifier used in

the scanning frame [29]. In Figure 4.15, I show fits to the data in Figure 4.14. Only the tap number

was varied among the theoretical curves; all other parameters (wavelength, spatial frequency, time

constant, antibump circuit parameters, logarithmic current-sense amplifier parameters) were kept

constant.The quality of the fits is remarkable, considering that the input to the system was from a

grating pattern printed on a piece of paper. 

A number of nonlinearities have been ignored in the analysis. The effect of saturating nonlin-

earities can be seen in Figure 4.16, which compares the velocity tuning for low- and high-contrast

grating patterns. The high-contrast grating pattern saturates the differential inputs in the follower

integrators or in the antibump nonlinearity, causing a shift of the peak response toward a lower

velocity, and a widening of the peak. 
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FIGURE 4.12 Directional-tuning of pixel in 

two-dimensional chip, for different stimulus 

speeds. Stimulus is sinusoidal grating pattern 

with wavelength approximately 10 pixel spacings. 

Each polar plot shows the response, measured 

as average video output voltage, of the three 

outputs from a pixel near the center of the chip. 

Each curve is labeled with an arrow showing the 

orientation of the delay line. I normalized each 

polar curve to the same maximum to adjust for 

monitor brightness corrections in the video 

circuits. The scatter in the points shows the noise 

in the 2 second averages. The solid curves are 

Bezier curves fitted by eye to the data points. 

The stimuli in (a), (b), and (c) differ only in 

grating speed. In (a) the grating moves at the 

optimum speed, in (b), at half optimum speed, 

and in (c), at twice optimum speed. In (b), the 

apparent motion effect from Figure 4.3 is evident 

as doubly peaked responses that are roughly 

perpendicular to orientation of delay line. In (c), 

the response does not display the same doubly-

peaked effect, because oblique motion is faster 

than orthogonal motion, so oblique motion excites 

pixel less than does true motion. 
(c) S = 2 Smax

(a) S = Smax

(b) S = Smax/2
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Figure 4.17 shows the velocity tuning of several taps of the network for different wavelength

stimuli. For the late taps, the peak response occurs at a constant speed, relatively invariant to

wavelength. For tap 1, the optimum velocity is a strong function of wavelength. For all the taps,

the primary effect of varying the wavelength of the stimulus is a simple scaling of the amplitude

of the response with wavelength. The speed of the optimum response shifts toward higher speeds

as the wavelength is decreased. All these effects are consistent with the theoretical analysis pre-

sented earlier. The scaling of tap 1 response amplitude with wavelength, however, is inconsistent.

I think that this result is due to a defocused image, which decreases the effective modulation

depth of the image more for shorter wavelengths, and hence results in a smaller response for

shorter wavelength.

FIGURE 4.13 Measured response from two taps of a one-dimensional motion circuit with both 

directions of sensitivity (see upper left). The stimulus is a moving low-contrast grating pattern. The 

motion network had a total of 21 taps. I simultaneously recorded tap 2 in one direction and tap 18 in 

the other direction (numbering starts at zero, as in the text), and I plot the output voltage from the 

logarithmic current-sense amplifier. The grating initially moved in the tap 2 preferred direction and in 

the tap 18 null direction; it then changed direction. After a slight latency, the response from tap 18 

became much larger than that of tap 2. The lack of frequency doubling, except in the largest 

signals (arrows), arises from a systematic offset of unknown origin.
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FIGURE 4.14 The velocity tuning for 

a number of taps of a one-dimensional 

motion circuit. Plotted are the peak-to-

peak outputs from the logarithmic 

current-sense amplifier  fed from the 

antibump nonlinearity at each tap. The 

tap number is shown next to each curve. 

The gain of the logarithmic sense 

amplifier is approximately 100 mV per 

decade of current. Circuit offsets are 

visible as an inversion of the expected 

order between taps 6 and 9.
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FIGURE 4.16 Effect of saturating nonlinearities on motion-circuit response. The data in the top 

curve were collected with the use of a high-contrast (≈ 50 %) grating; those in the lower curve were 

collected with the use of a low-contrast (≈ 10 %) grating.
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DISCUSSION

The inspiration for the spatiotemporal integration properties of the chip’s motion architecture

came from psychophysical observations of human motion perception [31]. I am aware that cortex

is far more complex than my simple model. The important thing to point out, however, is that the

robust functioning of the chip is at least partially due to the spatiotemporal aggregation, while I

know of at least three other attempts to build functional analog correlation detectors that have

only marginal performance. The spatiotemporal aggregation in the chip also has the consequence

that it allows the computation to see motion over a wide range of spatial frequencies, as opposed

to the short spatial scales that a pairwise detector is capable of discriminating.

A given combination of the three pixel outputs can correspond to a range of possible pattern

velocities of the actual scene. This characteristic is an expression of the aperture effect, and is true

for any local motion detector. The three spatiotemporal correlations computed in each pixel are

FIGURE 4.15 Velocity tuning with 

theoretical fits. Each plot shows 

measured velocity-tuning data as 

squares, with theoretical fits as solid 

curves. Response plotted is the peak-

to-peak output voltage from a 

logarithmic current-sense amplifier 

that senses the antibump output 

current. Theoretical curves are 

derived from (14), plus the transfer 

function for the sense amplifier. The 

tap number is shown at the top of 

each curve and corresponds to the 

numbering used in the theory. Note 

the vertical scale—the response 
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grows with tap number, as in Figure 4.14. Arrows point out wiggles in null direction response that 

are fitted by theory. All parameters in the model are identical for each theoretical curve, except for 

the tap number.
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valid computations in the sense that the information they report is consistent with a possible

motion of a one-dimensional pattern. It can turn out that the output is not consistent with a

motion orthogonal to the edge, as seen in Figure 4.12(b). However, there is absolutely no reason

why motion must be orthogonal to an edge. At first sight, the apparent-motion effect suggests

why cortical direction-selective cells are orientation tuned to edges orthogonal to the preferred

direction, and why fly motion-sensitive cells are sensitive to the temporal frequency more than to

image speed [14][20]. The argument goes that, in cortex, the orientation tuning removes the ambi-

guity about edge motion by ensuring that the computation measures only those motion compo-

nents that are orthogonal to the edge. The same argument may be made in flies [19][39]. However,

I believe that it is not settled whether these arguments are computationally valid or only opportu-

nistically based on particular aspects of experimental observations.

FIGURE 4.17 Effect of changing the stimulus wavelength. Each plot shows the measured output 

of a particular tap of the one-dimensional motion chip as a function of the stimulus velocity, in 

response to a moving sinusoidal grating pattern. In each graph, four plots are shown, one for each 

wavelength of the stimulus. The numbers on each plot show the wavelength, in pixels, of the grating.
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The receptive field of the delay line motion detector resembles a simplified Adelson-Bergen

spatiotemporal energy model [1]. Different spatial locations in the receptive field have different

time delays to get to the output of the detector. The spatial receptive field is a long, skinny, rectan-

gle starting at the location of the pixel and extending back along the delay line. The antibump out-

put nonlinearity is similar to the squaring nonlinearity used in the Adelson-Bergen detectors. My

detectors share receptive field with each other, through the common shared signal on the delay

line.

One approach to performing full computation of the image motion is to plaster the input

space with tuning curves. In cortex, there are spatial- and temporal-frequency tuned neurons with

many different tuning curves [3]. The ensemble of broadly tuned, imprecise responses, that covers

the whole space of inputs, can be combined to form a precise estimate of optical flow

[17][21][24][37]. In comparison with some models of cortical motion computation, the number of

velocity tunings in my motion chip is tiny—only three curves are used to cover the entire space of

inputs. Models of cortex often plaster the space with dozens or hundreds of different tuning

curves. Can we build systems with even tens of tuning curves? Not on one chip! This approach

would require a number of motion chips because of the large number of required tuning curves.

The problem of integrating multiple massively parallel analog chips is now being addressed [26].

It would be good to automatically adjust the tuning of the motion detector to match the input

image, in analogy with other adaptive sensory processing like the automatic gain control used in

the photoreceptors. This strategy would use the available dynamic range more fully, and the adap-

tation state itself would give information about the image motion. Biological studies suggest that

animals with cortex do not adjust the tuning curves, while insects do. (However, people have not

looked very hard in cortex for short–time-scale adaptive behaviors.) The fly visual system has only

a few tens of visual output neurons. These direction-selective, velocity-tuned neurons, which inte-

grate information from the entire visual field, adjust their tuning curves in response to the scene

velocity [6][25][34][38]. The adjustment takes the form of a variable time constant that is shorter

for higher image velocities or temporal frequencies (which it is—velocity [34] or frequency [6]—is

under contention). This scheme is attractive from a chip designer’s point of view, because it poten-

tially allows a single velocity-tuned unit to cover a large dynamic range and still retain high sensi-

tivity, in a manner analogous to the adaptive photoreceptor circuits used in the pixels. 
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SUMMARY

I have described the first functional two-dimensional analog VLSI implementation of a motion

detector based on the 35-year-old Hassenstein–Reichardt correlation detector. The delay line

extension to the usual pairwise correlation model has the novel functional property that it inte-

grates information over an extended spatiotemporal region. The functionality of this chip is part

of an accumulating body of evidence that we will eventually build complete, functional, neuro-

morphic visual systems.
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C H A P T E R

 

5

 

LESSONS

 

W

 

hat are the lessons from this thesis? There are general lessons and specific lessons. The gen-

eral lessons are quite simple and obvious, but often overlooked. They concern the construction of

 

functional

 

 analog VLSI systems. In no particular order, I call them 

 

GIGO

 

, 

 

KISS

 

, and 

 

AGGSIG

 

. I

will come back to them in a moment. The specific lessons are the tricks of the trade, “the real

stuff.” I mean of course things like the bump circuits, the physical structures like the adaptive ele-

ments, the noise analysis, the fact that photodiodes are good and phototransistors not useful, and

so forth. These tricks are already listed in the introductions and summaries of each chapter. Let me

discuss here only the general lessons.

Engineers recognize the first acronym above as 

 

Garbage In, Garbage Out

 

. The motion chip

would not, could not, work without the well conditioned input from the carefully designed pho-

toreceptors. Yet all too often, we see people designing systems that assume that the input is going

to be perfect. We can never do this, of course, but the better the input, the easier the subsequent

computation. We must strive to generate the best possible input for our computational system.

Takeo Kanade coined the second acronym. It stands for 

 

Keep it Simple, Keep it Stupid.

 

 The

design of the motion chip is very simple and quite minimal. The number of components is small,

and hence the offsets, the pixel area, and the amount of wire are minimized. The design of circuits

with many components is easy—what is hard is eliminating components without eliminating

 



 

168  

 

functionality. These statements are truisms, but designers, especially beginners, must apply a lit-

mus test of this sort or they will be sorely disappointed at the results of their efforts.

The third acronym comes from the working title of a chapter in Carver Mead’s book, 

 

Analog

VLSI and Neural Systems

 

. It stands for 

 

Aggregation of Signals

 

. Mead, inspired by biological neural

structures, suggests that it is natural to build circuits that aggregate signals, and that such circuits

can be used to do efficient computation. For example, the resistive network in the outer plexiform

layer of the retina, used in Mahowald’s silicon retinas, computes a smoothed version of the input

image that is used as a grey-level reference. Another example is found in the moment-computa-

tion chips built by Steve DeWeerth, which use follower aggregation to compute the location of the

center of mass of a pattern. Yet another example is the motion chip built by John Tanner, which

uses global wires to aggregate information about local motion over the entire field. The example in

this thesis is the motion chip, where the delay line aggregates local information about image deriv-

atives over space and time to make a robust estimate, with wide dynamic range, of motion energy.

These functional examples show by example that this AGGSIG trick is good, and I am sure it will

be used extensively in the future.
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his thesis was typeset on a Macintosh using Framemaker (version 3.0). Figures were drawn

mostly with Canvas 3.0, or modified from graphs generated from Matlab 3.5 and CricketGraph.

The design and format of this thesis is emulated from Carver Mead’s book 

 

Analog VLSI and Neural

Systems, 

 

largely designed by Calvin Jackson The body font is Palatino 10 point, and the figure cap-

tion font is Helvetica Light 9 point.

I collected all the data in the thesis using a Macintosh running Matlab 3.5, driving a National

Instruments GPIB controller card, via driver code supplied by National Instruments and module

interface code supplied with Matlab. The integration of National Instruments drivers and Matlab

was done by Dan Naar of Apple Computer. The controller card controlled various GPIB instru-

ments, including a Keithley 617 electrometer, a Keithley 230 voltage source, a Hewlett Packard

spectrum analyzer, and a Tektronics 2430A digital oscilloscope.

The chips are fabricated through the MOSIS facility, which is run by DARPA as a multiproject,

shared-cost fabrication service. Chip designs are submitted in CIF (Caltech Intermediate Format)

via e-mail to MOSIS (e-mail address: mosis@mosis.edu). Typical chip cost is $500 for TinyChip

Projects (2 mm by 2 mm square in 2 

 

µ

 

m feature-size technology), and $5000 for 7 mm by 7 mm

projects. The chips are designed using Tanner Research’s layout tool L-Edit (Tanner Research, sup-

port@tanner.com, (818) 792–3000). Design connectivity is verified versus schematically entered

layout, using the Tanner Research’s 

 

lvs

 

 program or Mass Sivilotti’s 

 

netcomp

 

 program. The schemat-

ics are generated using 

 

analog

 

, a digital/analog simulation/schematic entry program written by

John Lazzaro and Dave Gillespie. 

 

analog

 

 (and other Caltech tools) are freeware available via anon-

ymous ftp from the internet host 

 

hobiecat.pcmp.caltech.edu.

 

 

 



 

170  



 

171

 

PUBLISHED WORK

 

F

 

or reference, here is a complete bibliography of my published work.

 

1. T. Delbrück, (1993).  Silicon retina with correlation-based, velocity-tuned pixels,   

 

IEEE Transactions 
on Neural Networks,

 

 (in press).

2. T. Delbrück, (1991), A silicon network for motion discrimination that uses spatio-temporal interpola-
tion,  

 

Society of Neuroscience Abstracts 

 

143.8 (page 344).

3. T. Delbrück and C.A. Mead, (1991), Silicon adaptive  photoreceptor array  that computes temporal 
intensity derivatives, in T.S. Jay Jayadev (ed.) 

 

Proc. SPIE, Infrared Sensors: Detectors, Electronics, and 
Signal Processing.,

 

 vol. 1541, pp 92–99.

4. C.A. Mead and T. Delbrück, (1991),   Scanners for visualizing activity of analog VLSI circuitry. 

 

 Analog 
Integrated Circuits and Signal Processing,

 

  vol. 1.,  pp. 93-106. (Extended version as Caltech Computa-
tion and Neural Systems Memo Number 11.)

5. R. G. Benson and T. Delbrück, (1991). Direction-selective silicon retina that uses null inhibition, in D.S. 
Touretzky, Ed. 

 

Advances in Neural Information Processing Systems 4

 

. pp. 756–763.

6. T. Delbrück, (1991), “Bump”Circuits for Computing Similarity and Dissimilarity of Analog Voltages. 
Proceedings of International Joint Conference on Neural Networks, July 8-12, 1991, Seattle Washing-
ton, pp. I-475–479.  (Extended version as Caltech Computation and Neural Systems Memo Number 
10.)

7. J.M. Fox, D.C. Van Essen, and T. Delbrück, (1991), Modulation of classical receptive field responses by 
moving texture backgrounds in monkey striate cortex: spatial and temporal interactions, in 

 

Analysis and 
Modeling of Neural Systems 1,

 

 Frank H. Eeckman, (ed.) Kluwer Academic Publishers.

8. J.M. Fox, T. Delbrück, J.L. Gallant, C.H. Anderson,  and D.C. Van Essen, (1990), Modulation of classi-
cal receptive field responses by moving texture backgrounds in monkey striate cortex: spatial and tem-
poral interactions, 

 

Society of Neuroscience Abstracts

 

 523.5 (page 1270).

9. T. Delbrück, (1989), A chip that focuses an image on itself, in C. Mead and M. Ismail (eds.) 

 

Analog 
VLSI implementation of neural systems,

 

 Kluwer Academic Publishers:Boston, pp 170–188.

10. M. Mahowald and T. Delbrück, (1989),   Cooperative stereo matching using static and dynamic image 
features, in C. Mead and M. Ismail (eds.) 

 

Analog VLSI Implementation of Neural Systems,

 

 Kluwer Aca-
demic Publishers: Boston, pp. 213–238.

11. T. Delbrück and C.A. Mead, (1988), An electronic photoreceptor sensitive to small changes in intensity. 
in D.S. Touretsky (ed.) 

 

Advances in Neural Information Processing Systems 1,

 

 Morgan Kaufman: San 
Mateo, pp. 720–727.



 

172

 

12. M. Mahowald and T. Delbrück, (1988),  An analog VLSI implementation of the Marr-Poggio stereo cor-
respondence algorithm, 

 

Abstracts of the first annual INNS meeting,

 

 Boston 1988, Neural Networks, vol. 
1, supplement 1, p. 392.



 

173

 

INDEX

 

Numerics

 

1/f noise, see noise, flicker
555 nm

 

 

 

33
60 Hz

 

 

 

41

 

, 

 

70

 

A

 

absolute detection limit of receptor

 

 

 

42
absolute illumination limit of receptor

 

 

 

40
absorption length of light

 

 

 

64

 

, 

 

65
adaptation, mechanism in biological receptor

 

 

 

58
adaptive element

 

 

 

9

 

, 

 

15

 

, 

 

17

 

–

 

25
bipolar mechanism in

 

 

 

20
compressive

 

 

 

15

 

, 

 

23

 

–

 

25
expansive

 

 

 

15

 

, 

 

18

 

–

 

23
leakage currents in

 

 

 

18
offset voltage

 

 

 

21
offset voltage in

 

 

 

19
undriven node in

 

 

 

18
well transistor used in

 

 

 

19
Adelson-Bergen motion energy detector

 

 

 

159
AGGSIG (Aggregation of Signals)

 

 

 

167
Andreou, Andreas

 

 

 

117
angular tuning of motion chip pixel

 

 

 

151
anonymous ftp of CAD tools

 

 

 

169
aperture problem

 

 

 

130

 

, 

 

135

 

, 

 

153

 

, 

 

157
apparent motion effect

 

 

 

136

 

, 

 

154
area efficiency of layout

 

 

 

150
artificial lighting

 

 

 

13

 

, 

 

38
autofocus chip

 

 

 

117

 

B

 

back-gate effect

 

 

 

103
bandwidth

linear

 

 

 

31
log

 

 

 

31

 

, 

 

46
Barlow and Levick

 

 

 

130
base capacitance

 

 

 

38
Benson, Ron

 

 

 

130
Benson–Delbrück chip

 

 

 

130

 

, 

 

131
BiCMOS process

 

 

 

24
bipolar current gain

 

 

 

76
BiCMOS process, photodetectors can construct in

 

 

 

67
biological receptor

 

 

 

57

 

–

 

60
bipolar transistor

current gain

 

 

 

76
bird beaks

 

 

 

118

 

, 

 

120

 

, 

 

122
birds, color vision in

 

 

 

83
bit-error rate

 

 

 

1
blackbody radiation

 

 

 

70

Boahen, Buster

 

 

 

61

 

, 

 

160
body effect

 

 

 

103
brain information processing, conceptual model

 

 

 

11
bump circuit

 

 

 

101

 

–

 

125
as fuse

 

 

 

117
bump amplifier

 

 

 

110

 

–

 

115
bump-antibump

 

 

 

107

 

–

 

110
current correlator, see current correlator
dissimilarity output

 

 

 

101
similarity output

 

 

 

101
simple

 

 

 

104

 

–

 

107
simple bump circuit with multiple inputs

 

 

 

107
bump-antibump circuit, used in motion chip

 

 

 

134

 

, 

 

138

 

, 

 

149

 

C

 

CAD tools used

 

 

 

169
CAD tools, anonymous ftp of

 

 

 

169
calcium concentration

 

 

 

58
capacitive divider

 

 

 

12

 

, 

 

14

 

, 

 

28

 

, 

 

31
"carriers go home"

 

 

 

63
cascode transistor

speedup effect in receptor

 

 

 

40
used in receptor

 

 

 

13
CCD detector

 

 

 

8

 

, 

 

10

 

, 

 

41

 

, 

 

51
degradation by carrier diffusion

 

 

 

64
dynamic range

 

 

 

8
signal to noise ratio

 

 

 

8
chip fabrication, cost of

 

 

 

169
chopper

 

 

 

69
circuit

adaptive element (conceptual)

 

 

 

15
adaptive receptor (conceptual)

 

 

 

12
adaptive receptor, for analysis

 

 

 

29
bump amplifier

 

 

 

113
bump-antibump

 

 

 

108
compressive adaptive element, new

 

 

 

26
compressive adaptive element, old

 

 25
current correlator 103
expansive adaptive element, new 20
expansive adaptive elements, old 18
motion chip pixel 149
simple bump 105
simple logarithmic receptors 35

clarity of hindsight 46
classifier network 101, 116
CMOS process, photodetectors can construct in 66
Cohen, Marc 117
color vision, in birds 83



174  INDEX

correlation detector 132
current correlator 102–104

n-input 104
current gain 75
cyclic GMP 58

D

Darlington-connected 60
Dash and Newman 65, 81
dBV (unit) 92
deep junction 73
delay line, used in motion chip 133
density of states 64
DeWeerth, Steve 168
diffusion coefficient 77
diffusion equation 77, 85
diffusion length 85
diffusion-limited volume 73
Dupré, Lyn 160
dynamic range, increase by speedup 16

E

Early effect, effect on long delay line 149
effective noise bandwidth 45
Egelhaaf, Martin 160
electrostatics of transistor channel 117–125
encoding, value vs. place 117
equipartition law of statistical mechanics 98

F

feedback circuit
advantage of active 16
closed-loop gain 14
open-loop gain 31
total loop gain 14, 35
total loop gain in 16
voltage gain 13

feedback circuit, noise in 42
flicker noise in receptor, see receptor, flicker noise
flicker noise, see noise, flicker
fluorescent lighting 77
fly brain 1, 9
focus chip 117
follower-integrator, used in motion chip 149
frame grabber 8
Franceschini, Nicolai 160
fringing field, effect on transistor channel 101, 118
Fuortes-Hodgkin model 60
fuse circuit, see bump circuit, as fuse

G

generation rate 77
GIGO (Garbage In, Garbage Out) 167
Gillespie, Dave 169
Goodman, Rod 160
gradient descent 117
gradient-based schemes, problems with 131
guard structure 86–89

bias voltage effect 89
used in receptor, see receptor, use of guard 18

Gupta, Bhusan 123, 126

H

Harris, John 117, 125
hexagonal architecture 134
human vision 9
human visual system, spatiotemporal aggregation in 134
hysteretic element, see adaptive element, expansive

I

illumination (unit) 33
integration time 45
intensity units 33
inverting amplifier 29
inverting amplifier, used in receptor feedback circuit 13
irradiance (unit) 33

J

Jackson, Calvin 169
Johnson noise, see noise, Johnson
junction-limited volume 73

K

K, flicker noise parameter 94
Kanede, Takeo 167
Kerns, Doug 82, 117, 125
Kewley, Dave 118, 125
Kirk, Dave 117
KISS (Keep It Simple, Keep It Stupid) 167

L

lateral diffusion 118, 120
layout

area efficiency of 150
motion chip pixel 150
of receptor 30

Lazzaro, John 169
leakage currents in adaptive element 18
learning, as adaptive process 11
lens, effect on irradiance of receptor 34
Linvill lumped model 77
Liu, ShihChii 117, 160
lock-in amplifier, see synchronous detector
logarithmic current-sense amplifier, used in motion chip 

153
logarithmic detector 12
logarithmic detector, idea behind 7
logarithmic photoreceptor, see receptor, logarithmic
luminance (unit) 33
lux (unit) 33
lux and irradiance, conversion between 33
Lyon, Dick 113, 117, 125

M

Mahowald, Misha 10, 23, 117, 160, 168
Mann 10
MDS (minimum detectable signal) 50
Mead, Carver 1, 10, 11, 61, 97, 125, 130, 160, 168



INDEX  175

Miller capacitance 30, 33, 40
Miller effect 13
minimum detectable signal (MDS) 50
minority carrier

diffusion length 80, 85–90
effect on adaptive element 17
effect on receptor response speed 33, 38
random walk 64

monochromator 68
moonlight 42
MOSIS iii, 92, 151, 169
motion circuit analysis

frequency domain 140–147
time domain 136–140

motion detector, pairwise 146
motion detector, two-input 146
mouthful 13

N

Naar, Dan 169
Nakayama, Ken 160
neuromorphic system 1
neutral density filters 16
noise 91–100

charge-domain view 97–100
flicker 91–97
flicker noise parameter K, 94
flicker, as function of bias current 95–97
flicker, p-fets quieter than n-fets 92
in base–emitter junction of phototransistor 56
Johnson 99
receptor, see receptor, noise
shot and thermal 97–100
white, in receptor 42

O

offset voltage in adaptive elements 21
optical flow 130, 159
orientation tuning, possible usefulness of in motion detec-

tor 158
overglass, effect on UV adaptation 82
oxide encroachment, see bird beaks

P

parasitic phototransistor 67
Perez, Frank 83
photodetector

diffusion-limited 68
volume-limited 68

photodetector, absolute current level 77
photometer 71
photopic visibility 74
PIN photodiode 41
Planck’s constant 70
platinum-black 70
power computation, using bump circuit 116
power consumption 40, 115

of motion chip 151
preexponential constant, as measure of threshold voltage 

122

primary colors 65

Q

quantum chromodynamics 1
quantum efficiency

definition 68
discussed 73–76
effect on receptor noise 41
effect on receptor speed 38
measured, plot of 74
peak 73
theoretical 80–82

R

radial basis function (RBF) 101, 102, 116
radiance (unit) 33
RBF, see radial basis function
receptive field, as RBF 102
receptor

absolute detection limit 42
absolute illumination limit 40
AC gain, see receptor, transient gain
adaptation 14–16
adaptation time constant 27
adaptation, long time scales 13
adaptation, short time scales 13
cutoff frequency 31
DC gain, see receptor, steady-state gain
detection performance affected by geometry 51–54
dynamic range discussion 7
effect of base capacitance 38
effect of dark current on low-frequency gain 27
effect of finite minority carrier lifetime 33, 38
flicker noise 46–48
gain-bandwidth product 35–36, 60
layout 30
logarithmic, technological context 10
lumped capacitance of photodetector 28
natural time constants in 30
noise 9, 42–49
noise effect of geometry 51–54
noise in feedback circuit 56–57
noise, comparison between photodiode and phototrans-

istor 54–56
noise, effect of quantum efficiency 41
power consumption tradeoff 36
response asymmetry 23
response time of biological 60
second-order behavior 36–38
signal to noise ratio 44, 51, 56
source-follower logarithmic receptor 47
speedup 36, 58
speedup obtained by active feedback 16
steady-state gain of 26
time-constant control 58–60
transfer function 31
transient gain 12, 25
undriven node in 18
use of cascode 40
use of guard structures 18
use of vertical bipolar transistor 40



176  INDEX

white noise in 42
receptor, biological, see biological receptor
receptor, used in motion chip 148
Reichardt detector 132

differencing 132, 134
Reichardt, Werner 132, 160
resistor, impracticality of making in CMOS process 9, 14, 

15
rod-cone border 42
Rose, Al 97

S

S (speed) 135
S (strength ratio) 103
Sarpeshkar, Rahul 160
scene reflectivity 12
SeeHear chip 10, 150
semiconductor junction, used as photodetector 63
shallow junction 73
shot noise, see noise, shot and thermal
signal to noise ratio (definition) 8
silicon retina 10
sinh() 18
Sivilotti, Mass 107, 169
SNR (definition) 8
source-follower buffer, used in motion chip 149
source-follower logarithmic receptor, see receptor, 

source-follower logarithmic receptor
spatiotemporal aggregation 157
spatiotemporal aggregation, used in motion chip 129, 147
spectral noise density 52
spectral response 9
speedup of receptor, see receptor, speedup
split-gate configuration 102
stereopsis 117
Suarez, Humbert 160
surface recombination center 79
synchronous detector 70

T

Tanner chip 130
Tanner, John 130, 168
Tawel, R. 117
thermal noise, see noise, shot and thermal
thermal voltage (VT) 103
thermocouple 69
threshold voltage 122
threshold voltage, measurement of used in flicker noise 

analysis 98
transistor law for subthreshold operation 103
trapping, effect on flicker noise 95
tungsten lamp 69
tunneling, quantum mechanical, effect on flicker noise 95

V

Van Essen, David 61
vector quantization 117
velocity tuning of null inhibition scheme 131
velocity tuning, adaptation of 159
vertical bipolar transistor 40

vertical bipolar transistor, used as adaptive element 24
video output of motion chip 152
Vittoz, Eric 92

W

Watts, Lloyd 117
well transistor, used as adaptive element 19
white noise in receptor 42
white noise, see noise, shot and thermal
width effect in transistor, see electrostatics of transistor 

channel


