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ABSTRACT

Technlques for the precision measurement of X-ray lines
using the two-crystal spectrometer are discussed, and then
applied to measurement of the L X-ray spectra of the trans-
uranic elements uranium, neptunium, plutonium and americium.

In all, 52 emission lines and 4 LITI absorption edges were

ct

measured, all of them with higher precision than has hereto-

=

fore been obtained and many of them for the first time. Using
these data, the binding energies of the electrons for these
atoms were computed. The EII”LZII level splitting was com-
puted and compared with theory and it was found that current
theory is not sufficient to account guantitatively for the
observed data. Certaln features of the emission line widths
are discussed and given gualitative explanations in terms of
the Coster-Kronig transition LII“LIIIMV and hyperfine struc-
ture., The observed hyperfine structure is due to the large
magnetic moment of Npgg? which leads to increased widths of
certaln of the Np lines. It is believed that this is the

first experimental observation of hyperfine structure in

L-ray spectra.
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PART I

INTRODUCTION

A-Ray spectra have for some time been one of our im-
portant sources of information regarding atomic processes
and energy levels, and considerable effort has been directed
toward the precision measurement of the emission and absorp-
tion spectra of the elements. The purpose of the present
investigation was to improve, if possible, the technigues
used in these measurements as applied to the two-crystal
spectrometer, to develop methods whereby tThis instrument
could be used when only small amounts of the element being
gtudied could be obtained and, finally, To apply these tech-

nigues in the investigation of spectra which have not pre-

gQ

1

viously been measured with high precision.

This research was undertaken as a continuation of the
work of Shacklett and DuMond (1,2), who were mainly interested
in the LII“LIII energy level difference of heavy elements and
the effects of nuclear size and quantum electrodynamics on
this splitting. These problems.are reviewed in Parts V-B
and V-C of this report, together with some revisions to take
into account the new data of the present investigation as
well as recent work of other investigations.

In all, some 52 emission lines and 4 absorption edges
were measured in this research, all of them with higher pre-
cigion than has heretofore been attained and many of them for

the first time. Many of these lines were extremely weak, and



only by taking every precaution to ensure stability of the
apparatus were the measurements possible at all,

The transuranic elements were chogen for this work mainly
because of the avallability of these elements in sulitable form
for the first Time,

The availability of a commercial, sealed-off U Target
X-ray tube permitted the study of the U spectrum using the
high intensity of the characteristic spectrum. It was im-
possible to obtain other transuranic elements in sultable
form for the target of such a tube, and so the other spectra

-

were investigated using fluorescent radiation excited by a
W target tube, The 5g source of metallic Pu used by Shacklett
made possible the first precision measurement of this spectrum
using the technigues developed in the work of Shacklett and
DuMond. When 1t became known that samples of Np and Am could
be made avallable in milligram amounts, the technigues for
using these samples were developed, and the fluorescent emis-
sion spectra of these elements, as well as the absorption
spectra of all four elements, were studlied using 50 mg samples
of the elements in oxide form.

The transuranic region 1s particulsrly interesting,
gince the atomic electrons of these elements are expected to
be significantly affected by the size of the nucleus. Further-
more, the strong fields surrcunding these nuclel are expected
to introduce gignificant changes due to effects predicted by

guantum electrodynamics. It 1s shown in Part V that theory

is not sufficiently well developed to explain all of the
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observed deviations, and so the present work must serve not
to verify theoretical predictions, but to point out areas
wherein the theory 1s incomplete and might be improved.

The data of this investigation will also be of value
to nuclear spectroscopists, who have previously been forced
to rely upon extrapolated values for the binding energies of
the electrons in these atoms. These values are important in
correcting the results of conversion electron measurements,
and are computed in this report using the experimental data,
together with a few extrapolations of small differences as
desecribed in Part V-A,

Part IT of this report is a brief resume of the theory
of the two-crystal spectrometer, with special emphasis on the
properties of this instrument which lead to its high accuracy
and resolving power, together with a discussion of the cor-
rections needed in order to compensate for imperfections in
the instrument.

In Part III the experimental apparatus is described,
again with speclal attention to the features and adjustments
which ensure the full use of the capabilities of the instru-
ment,

Part IV is a description of the experimental technigues
used in the actual measurements, together with a presentation
of the experimental results.

Finally, Part V is a discussion of the results with a

comparison of them with the applicable theory.
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PART II
RESUME OF THE THEORY OF THE TWO-CRYSTAL SPECTROMETER

The principal instrument used in this investigation was
the precision two-crystal, or double, spectrometer designed
and built by DuMond and Marlow (3). The most important com-
ponents of this instrument are two calcite crystals whieh
rotate about axes passing through the crystal face parallel
to each other and to the reflecting (cleavage) planes of the
crystals. The intensity of the X-ray beam after being suc-
cessively reflected (usually in the same order) from each of
the two crystals is measured ag a function of the dihedral
angle between the crystal faces. Obviously the intensity
of the primary source of X-rayvs must be either monitored or
maintained constant. This arrangement can be shown to give
an extremely high resclving power, the spectrometer trans-
mission window being the same order of magnitude in angular
width as the crystal diffraction pattern itself, practically
independent of any auxiliary slits used to define the beam
to be studied. Thus, the two-crystal spectrometer closely
approximates the highest resolving power possible in any
spectrometer using crystals as the only dispersive element.

The two-crystal spectrometer has been used extensively
to study the reflecting properties of crystals since about
1817, and has become a most important tool in the study of
L~-ray spectra. Its resolving power is high enough to permit

a detalled study of the shape of spectral lines, and all of
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our data concerning the width of X-ray lines have been ob-
tained with this instrument. The high resolving power 1is
obtained at the sacrifice of luminosity, and for this reason
the instrument has not been used extensively to investigate
all lines of complex spectra. Most investigators prefer
photographic, single crystal instruments in which the primary
source intensity need not be monitored and the wavelengths of
numerous lines can be simultaneocusly measured more easily
though perhaps less accurately.

The theory of X-ray reflection by crystals has been
treated by numerous authors, and a few of them have extended
the theory to successive reflections by two crystals. Most
of this work is consolidated and presented in the textbook
of Compton and Allison (4). These authors have, however,
given somewhat more emphasis to the use of the instrument
in the study of the reflecting properties of crystals than
to the problem of precision wavelength measurements.
Shacklett (2) has considered this latter problem in consider-
able detail, and his thesils is probably the best reference
available for this work. Since,6 the analytical detalils are
contained in the literature, only a brief resume will be in-
cluded here in order to rationalize the various corrections
which must be applied to the cobserved data before it can be
made physically significant.

Since the single crystal diffraction pattern determines
the window of the instrument, its theory will be briefly re-

viewed., This will be followed by a simplified discussion
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the two-crystal instrument, which will finally be expanded
to include the perturbations and imperfections of the actual

spectrometer as used in the laboratory.

A, X-Ray Reflection from a Single Crystal

If a plane, polarized, monochromatic beam of radiation
is dncident upon the surface of a crystal whose atomic re-
flecting planes are parallel to the crystal surface, the ratiloc
of reflected to incident intensity, as derived by Prins (5),

is given by*

(D+1B) £ 2

I4) = (2.1)

/2
2184 + {(1~1@/g>2 - umimmg} 4

1f the electric vector of the incident radiation is parallel
to the reflecting planes. The quantities appearing in this
expression are defined as follows: the variable.f 1s propor-
tional to the difference between The angle of reflection !V
(as measured from the plane of the crystal) and the corrected

Bragg angle © and is given by

4= (V-9 sgn?@ (2.2)

where g=ﬂ:y,is the unit difference of the refractive index.

"The corrected Bragg angle,” ©, ig the Bragg angle which has

*#
The notation 1g that of Compton and Allison.
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been corrected for index of refraction effects, namely

2 -] *
. ~=1in na=§ 7+
== 7 M? -
A Sin 2@ Ll ) 2)2 } (2"3}
n
where d = actual grating space of The crystal

n = order of reflection

A

Coming back to equation 2.1, the guantity B is given by

it

wavelength of incident radiatlion.

B = (M4, (2.4)

where gj is the linear absorption coefficient for the

crystal, and finally

D+iB = (§+1B)F/Z (2.5)

where 7Z represents the number of electrons in the unit cell
of the crystal and F 1s the crystal structure factor, defined
as the ratlio of the amplitude scattered by The unit cell in
the direction © to the amplitude scattered by a single, free
electron in the same direction. Thus F takes into considera-
tion the phase differences of the waves scattered from the
various electrong of the unit cell, and is a function of

and ©. F/Z ig always less than or egual to unity, and for

the cleavage planes of calcite at )==O°708 Angstrom units,

3

.7{_
o In this eguation & can be shown to be proportional to
N s 80 that the index of refraction correction 1s independent
of A\



F/Z = 0.516. Z = 100 for these planes.

If the absorption is negligible (B=0), equation 2.1

Yoo

reduces to the form first derived by Darwin (6), namely

2
(1) F/Z (2.6)

N

where the sign of the radical is taken to be the same as

that of IQ, This expression is much easlier to work with

than equation 2.1, and is in many cases sufficiently adequate
to demonstrate the important features of the diffraction pat-
tern. ID(f) is shown in figure 1 for calcite at A= 0.708
Angstroms. A scale of V’“go expressed in seconds of arc is
pvlaced immediately below the f axis, where @O is the uncor-
rected Bragg angle. The effect of the index of refraction
term in eguation 2.3 can be clearly seen, in the separation
between the two points ¥ = 9, and Y= o,

An important feature of this pattern is the small angular
region of width A-Q==2F/Z over which the crystal reflects all
of the inclident radiation. Another feature is the steepness
of the sides, the width at half-maximum being only about
6 percent greater than the region of total reflection. The

rea under the wings, in fact, can be shown to be l/& of the

total area. It is also interesting to note that because of
the strong constructive Iinterference in the direction of the
reflected beam at the Bragg angle, the radiation does not

penetrate as far into the crystal as at other angles. In



728)

C ALCITE
A =0.707 A°

=6,
=&
|

0.5~

CORREGCTED BRAGG ANGCLE VY

5 10

Y-, (sec)

Figure 1. Darwin diffraction pattern as given by
eguation 2.6.
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fact, 1t can be shown that the intensity of the inclident
radiation decays with an "extinction" coefficient which may
be orders of magnitude larger than the usual linear absorp-
tion coefficient. Furthermore, the extinction coefficient
can be shown to be directly proportional to P.

Since the number of crystal planes contributing sig-

nificantly to the reflection is roughly inversely propor-

ot

ot

o the extinction ccefficlent, and hence inversely

3
S

lonal
proportional to F, the width of the totally reflecting por-
tion of the diffraction pattern (egual to 2F/Z) is roughly
laversely proportional to the number of crystal planes con-
tributing to the reflection. Thisg is exactly analogous to
the dependence of the resolving power of an optical grating
on the number of participating lines.

The effect of the absorption terms in equation 2.1 is
shown in figure 2, taken from reference 7. The mosgt im-
portant change 1s that the diffraction pattern 1s now asym-
metric, a fact which will be shown to introduce a small
error into the measurement of any spectral line. The longest
wavelength studied in the present investigation was about
one angstrom, 8o that the absorption can almost, but not
guilte, be ignored. Another interesting feature of figure 2
is that the maximum reflection 1s no longer 100 percent, as
would be expected merely from the fact that part of the in-
cident beam is lost in the absorption processes,

All of the above 1is based on the assumption that the

incident beam is polarized with 1ts electric vector parallel



To NO ABSORPTION
,j /{//\:.703 Iy

A=154 &
S

'—‘00

A=2.29 A

Figure 2. Diffraction pattern of calcite for vari-
ous wavelengths as given by equation 2.1
(taken from reference 7).
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to the crystal reflecting planes (o~ - polarization). Another
possibility is that the electric vector lies in the "plane

of incidence," defined by the incoming ray and the normal

to the reflecting planes. This is called 77 -polarization.

It 1s evident that only the component of the incident elec-
tric vector perpendicular to the reflected beam will produce
radiation in that direction. Therefore F/Z must be replaced
by (F/Z)CGSQQG wherever it appears in equations 2.1 and 2.0,

The effect of introducing this term is shown in figure 3,

48]

taken from reference 8,

Completely unpolarized radiation can be resolved into
these two components, each with an iIntensity equal to half
the total intensity of the incident beam. Therefore, the
diffraction pattern for unpolarized radiatlion would be

givel’i by"
(ﬂ\ = 23 i (v@:} + m;? Iﬂ} ( ? rﬂ)
I =% ga_ b ini . - @f
;h;s iD alu@ ShQWﬂ iﬂ figufe - @

B. The Two-Crystal Spectrometer

As previougly stated, the two-crystal spectrometer
congists of two crystals which rotate about axes which are
parallel to each other and to the reflecting planes of the

#
crystals. 1In order to reach the detector, a beam must be

%
This treatment is restricted to first order reflection,
since multiple orders were not used in this Iinvestigation.
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Figure 3., Effect of polarization on the diffraction
pattern of caleite at A = 2.3 A° (taken from
reference 8).
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reflected by each crystal in turn, and thus must be incident
upon each crystal at or near the Bragg angle. Actually, the
important consideration is that 1t must leave the first
crystal (usually referred to as crystal A) and arrive at

the second (crystal B) at this angle. Thus, the only factor
which determines whether a beam will be able to pass through
the instrument is the dihedral angle between the two sets

of crystal planes.

Regtricting attention to first order reflection, tThere
are evidently two relative positions of the crystals which
satisfy this condition, namely when the crystal planes are
parallel (this is called the parallel position), and when the
dihedral angle is 180°-20 (the antiparallel position). These
positions are illustrated in figure 4. DuMond (9) has in-
vented a graphical method of 1llustrating the operation of
this instrument in these two positions. The ratio of re-
flected to incident intensity for a single crystal is re-
garded as a function of incident angle and wavelength.
Rather than resorting to a three-dimensicnal graph, this
may be illustrated by a two-dimensional graph whose "trans-
parency’" is given by the single crystal diffraction pattern.
In other words, the graph 1ls practically transparent near
the locus lzréﬁsin@ and nearly opague elsewhere. If we now
imagine a light, whose intensity is proportional to the in-

nsity of the radiation Incldent upon the crystal face

e

.,f{;
(again as a function of wavelength and angle), placed behind

this graph, then the ftotal Transmitted light intenslity is
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DET.

g (8) PARALLEL
3 POSITION
2
-
ted
O
9
e
2
0
) —e (A} ANTIPARALLEL

POSITION

Figure 4. Basic arrangement of the two-crystal spectrom-
eter showing crystal B in the parallel and in the
antiparallel positions.
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proportional to the total X-ray intensity reflected by the
crystal., Such a diagram is illustrated in figure 5,

A second crystal may be included in This demonstration
by placing its transparency diagram over the first so that
their angular scales overlap indicating the angle at which
radlation reflected from crystal A 1s Incident upon crystal B.
Now the light can only pass through areas where both diagrams
are tTransparent. For The antiparallel position, 1t can be
seen from figure U4a that QA + @B is constant for a fixed di-
hedral angle. Thus, the two Transparency diagrams must be

superimposed with thelr angular scales oppositely directed, as

shown in figure 6a. The "window"” of the two-crystal spectrom-
eter is the small region where the two transparency regions
overlap. Ag the dihedral angle, B, 1ls changed (by sliding

one transparency diagram relative to the other) this window

moves up and down the wavelength scale thus exploring the

23

spectral distribution of the heterogeneocus incident radi-
ation. The appropriate shape of the window ig the response
that would be obtained as a function of 8 for monochromatic
incident radiation. From figure 6a it can be seen that
this will be slightly asymmetrical, due to the asymmetry

in the Prins diffraction pattern. The window has been
analyzed by Allison (10) by performing numerically the ap-

(o}

propriate integrations, and his result for )\: 1.54 A is
shown in figure 7. The asymmetry of this curve is not pro-

nounced, even at this wavelength, as can be seen by com-
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Pigure 7. Antiparallel,"monochromatic” curve as obtained by
Allison for 1.537 A. The dashed curve is a witch having
the same half-width. The axis of symmetry of the wiltch
is shown at B = - £ .
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paring it with the symmetrical witch with the same width at
#

half maximum whose center is displaced by an angular dis-

placement € towards negative B from the point satisfying

the Bragg law. Shacklett (2} has shown that &€ is given
2B ; g

approximately by
£ = 0.2 ’ seconds (Ain £, (2.8)

This will be seen to introduce a correction into the pre-
cislon measurement of wavelength using this instrument. The
width of this wilindow will be discussed shortly.

If the incident radiation is that of a symmetrical spec-
tral line, which several investigators (11} have shown in
particular cases to be well approximated out to a few halfl-
widths by the shape of a witch, The output of the spectrom-

eter as a function of dihedral angle may be computed by

)

olding the monochromatic profile into the curve of incident
radiation vs dihedral angle. This may be done convenilently
by the method cutlined in Appendix A, wherein the mono-
chromatic profile 1is approximated by a witch, chosen to
have the same asymptotic behavior at large values of B, plus
a correctlon function which hasg significant values only
near B = 0. The folding procesgss may then be accomplished in

two parts, the major contribution coming from the fold of the

,:(,,
The witeh, or Cauchy distribution, sometimes also

h

called a "Lorentzian," has the formula
24 2v-1

v o= (1+x%/a%)7% .

34
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two witches which may be done analytically, and the second
coming from the fold of the correction function into the
gpectral line. This latter fold must be done by numericsal
integration which, fortunately, need extend over a small
region about the center of the monochromatic profile. Such
calculations show that the spectrometer output, under these
conditions and for apectral lines whose widths at halfl maxi-
mum height are at least three times as large as the cor-
responding width of the monochromatic window, may be accurately
approximated out to about two half-widths by a witch whose cen-
ter 1s displaced toward smaller Bragg angles by an approxi-
mate amount & from the value computed from the Bragg law for
the central wavelength of the spectral line. The width at
half maximum helight of this output curve is represented by
figure &, where the difference, l&%%ﬁ between tThe widths of
the output curve and the spectral line, normalized to the
width, Wmﬁ a2t half maximum helght of the monochromatic curve,
ig plotted as a function of the width, woﬁ of the output
curve, again normalized to wmg
In analyzing the parallel position, using the trans-
parency diagrams, it is apparent from figure La that for
fixed crystals the difference between @A and @B mugt be con-

stant. Therefore, the two transparency diagrams must be

superimposed with their angular scales going the same way,

E—.Jw

as in figure 6b.
It is apparent from the diagram that the profile (as

a function of B) of the spectrometer output in this position
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ig the fold into itselfl of the crystal diffraction pattern

and 1s not affected by the shape of the line comprising the
incident radiation. Indeed, it can be shown that, for the

symmetrical diffraction pattern of Darwin in the case of

negligible absorption, the profile of this "parallel rocking

[l

curve™ is identical to that of the two-crystal monochromatic

response curve in the anti-parallel position. The parallel
response, furthermore is symmetrical, independent of the

absorption, as can be seen by considering the transparency
diagram,

The width of the parallel rocking curve for perfect
calcite crystals has been calculated by Allison for seversal
wavelengths, with the result shown in figure 10, Part III.
On the same graph are shown some of the values actually
meagured in this experiment and the work of Shacklett which
preceded it. It can be seen that the experimental values
are gsomewhat higher than the theoretical. This is probably
fortunate, since 1t improves the luminosity of the instru-
ment without reducing the resolving power below a usable
value, |

In actual practice, the dihedral angle is changed, and

4

thus the response curves examined, by rotating crystal B with

£

crystal A held fixed. Typical response curves, showing the

various features described above, are shown in figures 13, 14

5; Part IV. The angular rotation between the centers

!-.,,.S

d

-

a

of symmetry of the two curves is thus 180°+20, where © is
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the Bragg angle of the central wavelength of the spectral
1ine. To this value of & must be added several corrections,

which will be described in the next section.

C. Perturbations and Corrections to the Response Curves

In order to achleve the highest accuracy with the two-
crystal spectromelter, 1t is necessary to investigate several
perturbations of the ideal insgtrument described in the
previous section. Fortunately, These are all guite small
in the spectral region covered by this investigation, =o
that they can be treated separately in applying the appro-
priate corrections,.

The largest and most obvious correction is that due to
the effect of temperature on the crystal spacing. The usual
practice is to correct all measured Bragg angles to their

value at 18°C and this may be done by applying the correction
Ao, = + 2,10(T-18°)tan® seconds, (2.9)

calculated from the Bragg law and the coefficlent of thermal

3%
on of calcite.

odo
b

axpans
Another correction 1s due To the displacement of the

line caused by the asymmetry of the Prins diffraction pat-

tern, as discussed in the previous section. This may be

compensated for by applying to the observed Bragg angle a

o
(i3 -
5 £

Compton and Allison, op. cit., p. 682.



correction given by
A6, =& = 0.1¥ seconds (Ain £) . (2.10)

In the discussion of section II-B it was implicitly

assumed that the incident radiation consists of rays lying
in a plane perpendicular to the {(mutually parallel) axes of
rotation of the crvstals, and that the crystal planes are
parallel to said axes of rotation. In actual practice it
is fairly easy in a well-designed spectrometer to get the
axes of rotation parallel and vertical within about 10 to
15 seconds of arc. It is somewhat more difficult to get the
crystal reflecting planes parallel to the axes of rotation.
The angle which incoming rays may make with a horizontal
plane (the so-called angle of vertical divergence) and
8till be accepted after two successive crystal reflections
by the detector, is limited by the slifs used to define the
beam and the geometrical distribution of the source. In

n

fde

many cases i€ is Impractical To accept the sacrifice
intensity resulting from limiting this vertical divergence
angle to extremely low values. Furthermore, 1t is fairly
ocbvious that the dihedral angle formed by the reflecting
planes of the two crystals which will permit a vertically
divergent ray to be reflected from crystal A and be incident
upon crystal B at the Bragg angle is different from the cor-
responding dihedral angle for a horizontal ray. This intro-

duces a further correction Term, which will now be considered.
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In Appendix B it 1is shown that successive Bragg reflec-

tion from the two crystals is possible only 1f the angle
P

o2

of figure 4 is, to second order,

2
2, §1-8,-46,51n70 . 2 .c2.. 2

B, = 20+@ tane+g [ —535 ] + tano[2§,§,-§,"+28s1n"0]

(2.11)
for the antiparallel position, or
(§-+8,)
1Tep e 2

Bo =TT+ sose P - 5an@(§1+S2) (2.12)

in the parallel case. In these expressions @ is the angle of
vertical divergence, gl and 82 are the angles between a hori-
zontal plane and unit normals to the reflecting planes of
cryatal A and crystal B, respsctively, and 52 = 512 e Sgge

If the incident radiation 1s distributed symmetrically with
respect to ﬁ around @ = 0, the terms in equations 2.11 and
2.12 which are linear in @ will contribute no net displace-
ment of the center of an observed line profile in either
position. They will, however, Ercaden the spectrometer
window in both positions, and this can be used to align the
crystals as discussed in section ITI-A. The terms which are
quadratic in the §'s will displace, but not broaden, the
profiles in both positions. The st are usually made as

ble in aligning the spectrometer, and

;,..h

close To zero as poss

any residual misalignment will introduce a corresponding
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uncertainty in the Bragg angle which may be estimated by the

iA@ml §£m2<3 + b sin,g@) (2.13)

which 1s obtained from equaﬁidms 2.11 and 2.12 by assuming
that [S.El and IS.EI are both less Than some maximum uUn-
certainty, Eme
The remaining correction term Iin eguation 2.11, namely
ﬁgtangﬁ is more troublesome. 1Its effect is both To broaden
and displace the antiparallel profile, assuming again a con-
tinuous distribution of intensity with @. To analyze the
effect accurately, it is necessary to find the sum of a
number of antiparallel windows as shown in figure 7, each
displaced by ﬁgtan@ and with an appropriate intensity for
its value of @, and then to fold the resulting window into
the spectral line to be analyzed. Shacklett (2) has derived
the appropriate integrals and evaluated them numerically
using an electronic digital computer. The results of his

work indicate that for a uniform source the line is dig-

placed by an amount

2

A@V = tan@ , (2.14)

m
12
where ﬁﬁ ig the maximum angle of vertical divergence, and
that for the lines investigated in the present work the

increase in width is less than 1/2 percent.
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In addition to the corrections already discussed, the
absorption of the beam as it traverses the spectrometer will
introduce a displacement due to the fact that the absorption
coefficient 1s a function of wavelength. Assuming a cubic
dependence of absorption with wavelength, Shacklett has
estimated the shift to be

de, = 0.6 ux (%

5 tan® seconds (2.15)

where @ i1s the linear absorption coefficient of an absorber
of length x which 1s placed in the beam, A is the wavelength
of the center of the line in angstroms, and a is the half-
width at half maximum in milliangstroms.

In the present instance, the air path of the spectrom-
eter and the various windows, such as the beryllium cover
for the Nal crystal, contribute a ux of about 1.0 at 1.0 A°.
To this must be added an estimate of the self absorption in
the source. For plutonium, where the incident and fluorescent
radlation are on the same side of the source, as shown in
Figure 11 of Part III, Shacklett has estimated ux to be less
than 2.5. For the uranium target tube, it is about 0.3,
and for the americium and neptunium fluorescent sources,
mounted as shown in figure 12 of Part III, it is less
than 1.5. This latter value is the absorption coefficient
actually measured at the longest wavelength encountered

using these sources. Tan@ for this wavelength is about 0.15
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s approximately a constant egqual to 0.2 for nmost

&._1&

the most pessimistic case encountered in this

0.06 seconds. (2.16)

borderline of being significant, and

Shacklettis estimate of ux for the Pu source is considered

4

tic enough so that this correction can be neglected

ressimi

for the purposes of the pregent investigation.
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PART III
DESCRIPTION OF EXPERIMENTAL APPARATUS

The major components of experimental apparatus used in
this investigation were the two-crystal spectrometer, the
X-ray detector and the X-ray source. Each of these will be
described In some detall together with some of the tech-
nigues used to ensure the highest accuracy in the measure-
ment of spectral linesg. Since this work is a continuation
of the work begun by R. S. Shacklett in the same laboratory,
much of the material contained in Parts III-A and III-B can
be foumd in references 1 and 2, and is included here in the
interest of unity and completeness., However, some of this
work, particularly the method of aligning the crystal planes,

is believed to be unique in the present research.

A. The Two-Crystal Spectrometer

The spectrometer used in this work was designed and
built by DuMond and Marlow and 1s described in complete
detall in reference 3. The instrument is unique in that it
couples high precision with a high degree of versatility.
It is provided with four independent rotations which may be
coupled together or used separately. In addition to the two
rotating crystal tables, provision is made for rotation of
the entire instrument about the axis of crystal A and for
the rotation of the detector arm about the axis of crystal B.

These permlt the central ray To be automatically kent near
y K
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the center of the crystals as the Bragg angle 1s varied over
rather large angles. The crystal tables are provided with
mechanisms for adjusting the tilt of the crystals and for
translating the crystals in order To place The crystal face
directly above the axis of rotation. One of the crystal
axes may be made vertical by tThe use of leveling screws pro-
vided on the basge of the inglrument, and the second axis may
then be made parallel to 1t by an independent adjustment.
The entire instrument may then be transiated, without dis-
turbing any of the previous adjustments, 1n order to alliow
the center of crystal A to intersect the center of the X-ray
bean.,

The precision worm wheels upon which the crystal tables
are mounted have been specially lapped and optlcally cali-
brated using technigues invented by Professor DulMond. The
error curve is shown in figure 9. These wheels are driven
by worm gears matched to the wheels. The gear ratio is
such that one revolution of the worm produces a 1° rotation
of the crystal table. Attached to the worm gear is a five
inch diameter control wheel, the rim of which 1s divided into
divisions representing 10" of arc rotation of the crystal
table. The position of this wheel can be read to 17 by
using a vernier provided on the instrument or, as in the
present work, to a fraction of a second by using a low power
microscope mounted on the instrument housing. Backlash is
eliminated by welghts hung from a cord passing around the

preclgion worm wheels,
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The crystals were rather large (2-3/4" x 2-3/L7 x 1')
specimens of calcite originally split from a single crystal,
with the two faces of the cleavage plane used as the reflect-
ing faces of the two crystals. The crystals were ground and
polished to remove the cleavage steps on the reflecting sur-
faces, and then etched to remove the debris left by the grind-
ing process. In this way, the widths of the parallel rocking
curves obtained with these crystals were made comparable to
those obtained by other investigators and those predicted
for perfect crystals, as shown in figure 10.

A brief description of the procedure followed in align-
ing the instrument will next be given. In the course of this
experiment this procedure was carried out on three different
occasions: first, by Shacklett and the present author just
prior to Shacklett's investigation, then again when Shacklett's
work was completed and prior to the present work, and finally
when the eguipment was moved from one room to another about
half-way through thils experiment. The lines of uranium and
plutonium were measured before this move, and the americium
and neptunium lines and all the edges were done in the new
location.

In aligning the instrument, the axis of crystal B is
first made vertical by adjusting the leveling screws on the
base of the instrument. The verticality of the axis is
easily checked by placing a precision spirit level on the
crystal table and rotating the table by 180°. Any change

in the position of the bubble indicates the angle to be
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corrected. By this method, it was possible to bring this
axis to within 15 seconds of arc of a vertical position.
Crystal table A 1s next aligned in the same manner using
the independent adjustment inside the instrument dust cover.
Fortunately, The two axes remained parallel from the time of
the first alignment mentioned above, so that it was not
necessary to remove the dust cover for subseguent adjustments.

A surveying level was used for the alignment of the crys-
tals. It was placed on a line roughly perpendicular to a
line between the centers of the two crystals and in the same
horizontal plane about 4 meters from the spectrometer. The
position of the reflecting face of the crystal relative to
the axis of rotation was observed by placing the crystal face
parallel to the line of sight from the level, adjusting the
level so that the vertical crosshair and the crystal face
coincided, and then rotating the crystal by 180°, The
crystal was translated by an amount given by half the dig-
placement of the face as observed in the telescope, the
telescope readjusted onto this new position, and the pro-
cedure repeated until no displacement could be observed.

For the angular alignment of the crystals, a meter stick
was placed in a vertical position next to the telescope. A
thin layer of silver had previously been deposited on the
back side of the crystals, and these mirrored surfaces were
visible through holes in the crystal mountings. Thus, the
angular position of the crystals could be monitored by ob-

serving the meter stick as reflected by the crystals to the



telescope. The height of the line of sight was observed by
looking directly at the meter stick with the telescope.
Next, a series of runs was made over both the parallel and
antiparallel profiles of a convenient spectral line, in
this case MoKo, (0 = 6°431), varying the meter stick scale
reading as observed after reflection from crystal B by
rotating the crystal about a horigzontal axis. The widths
of these profiles were next measured and plotted as a func-
tion of the scale reading, and the reading corresponding

to the minimum width determined from the graph. These were
ffound to be separated by some 0.3 mm, the value for the
parallel profiles belng the higher of the two. From egua-
tions 2.11 and 2.12 it can be seen that the minimum width

for the parallel case occurs when
§,+8,=0 (3.1)

and for the antiparallel case when
5§, - &, - 48 sine = o, (3.2)

Putting in the appropriate value of gin€ and the difference
] A £

% -
between 5é for the two cases, the value of the scale read-

ing for 52 = 0 may be determined as well as a value for

*
Obtained from the difference between the two meter stick
readings corresponding to minimum profile width.
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gl = 0, Thus, both crystals may be aligned with an un-
certainty in the scale reading of less than 1 mm in 8m cor-
responding to a maximum misalignment of about 1.3 x J.O"LL
radians. Using this technique it was possible to reduce the
full width of the parallel rocking curve to 6.3 seconds and
that of the antiparallel to 24.5 seconds, compared to 7.0
gseconds and 25 seconds obtained by the usual method which
utilizes only the parallel position (2). Using equation 2.13
and the estimated maximum misalignment angle, the error due

to crystal misalignment of a measured spectral line can be

estimated with the result
,Zl@m' gé .01 (1 + 1.3 Singg) seconds. (3.3)

This 1s completely negligible for values of © used in the
present investigation (sino £ .2).

The temperature of the crystals was controlled in two
different ways. Before the instrument was moved, it was
possible to control the temperature of the entire room by
means of fairly large heaters controlled through a series
of relays by a Fenwal thermoswitch placed on the spectrom-
eter. It was found necessary to minimize temperatufe flue-
tuations from alr convection near the crystal faces which,
because of the small penetration distance of X-rays into the
crystals, can seriously modify the grating constant close
to the surface while a profile is being explored, and so an

aluminum cover with thin mylar windows was installed around
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the crystals. After moving the instrument to its new loca-
tlon, a few coils of resistance wire were placed around this
cover, These colls were heated in response to the thermo-
switch, which was then inserted inside the cover, and the
temperature of the air bath around the crystals measured by
a thermometer with its bulb inside the cover. Temperature

gradients inglde the air bath were prevented by inserting a

ot

small fan to mix the air thoroughly around the crystals.

The two methods of control were equally acceptable, each
reducing the temperature variation during a fairly long period
of time (several days) to less than + .3°C, and even smaller
variations during most runs. The second method has the ad-
vantage that the room in which the experiment is performed
may be kept at a fairly comfortable temperature, while the

room Temperature using the first method must be kept several

degrees higher Than normal to achieve effective control.

B. The X-Ray Detector

The X-ray detector consisted of a thin Nal crystal
mounted directly on the face of a photomultiplier tube in a
holder with a 1 mil beryllium Wimdow for the X-rays and a
glass window for the light output. The output of the
DuMont 6292 photomultiplier was fed into a pre-amplifier
mounted on the detector arm, the output pulses of which were
amplified by a high-gain linear amplifier and then discrimi-
nated by a pulse-height analyzer before reaching the scaler.

The main advantages of such a system are that it provides
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uniform response over the entire area of the detector, fairly
high efficiency in the spectral range under consideration,
and a comparatively low background. This latter feature is

due to the fact that both cosmic ray pulses and photo-tube

(o]

nolse are elimlnated by the pulse-height analyzer.

lized

i"h

E.._Ju

All of the electronic circults, including the stab

o
0]

o

high voltage supply for the photomultiplier, were powered
through a Sorensen regulator in order to minimize electronic
drift. The windéw of the pulse height analyzer was opened
as wide as possible without unduly increasing the background,
and 1ts position with respect to the height of the incoming
pulses was chosen so that any drift would have a minimum
effect. No run was begun until all the electronic equlpment
had been running continuously for several days, in order to
ensure thermal equilibrium of all components.,

In order to investigate the resolving time of this sys-
tem, the spectrometer was placed in the parallel position
near the peak of the profile. The intensity was then varied
by changing the X-ray tube current while holding the voltage
fixed. In this way i1t was determined that the resolving
time was such that no correction is necessary for counting
rates less than about 9000 counts per minute, a value seldom
exceeded In this investigation. The counting rate was down
by about 2 percent at 12,000 counts per minute, assuming a
linear relationship between intensity and X-ray tube current,
as determined using the meters on the X-ray power supply.

The input window of the detector was fitted with hori-
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zontal and vertical slits used to define the geometrical ex-
tent of the beam. These were chosen in most instances %o
provide the highest intensity attainable with due respect
for crystal size, source dimensions, detector configuration,

and the other geometrical restraints of the apparatus.
P ey

C. The X-Ray Sources

Three source configurations were used in this investi-
gation., The plutonium source was the same used by Shacklett
(2}, the uranium lines were produced in a uranium target
X-ray tube, and the americium and neptunium sources were
specially prepared for this work.

The plutonium source was a 5.86 gram sample of plutonium
metal enclosed in a sealed aluminum sandwich with a thin
aluminum window on one slde. Thils was mounted at an angle
of 30° with the horizontal and irradiated by a high intensity
X-ray tube from a direction perpendicular to the plane of
the source. The resulting fluorescent radiation then passed
through this same window to the spectrometer, as shown in
figure 11, The entire assembly--source, holder and tube--
wag mounted in a shilelded box whose exit portal was pro-
vided with slits used to define the beam. This arrangement
provided a source which was found to be fairly uniform and
of sufficient intenslity To permit the measurement of twelve
L-lines of plutonium.

The study of the uranium spectrum was greatly enhanced

by the avallability of two excellently stable uranium target
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Figure 11. Source configuration for Pu.
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X-ray tubes which were produced for this laboratory by
Machlett Laboratories, Inc., and believed to be the only
such tubes in existence. The high intensity available from
this source permitted the measurement of twenty lines of
the uranium L-spectrum. The tube was placed in the source
box with 1its target 1n the same horizontal plane as the
center of the detector slit, and pointed directly into the
spectrometer. With this source, the slits defining the
vertical divergence of the beam could be placed close encugh
together so that the vertical divergence correction became
negligible. As will be described shortly, this permitted

a check on the accuracy of this correction for the entire
investigation.

Until recently the study of other transuranic elements
had been impractical because of the unavailability of sult-
able samples. A 1little research revealed that samples of
Am and Np could be obtained on loan from the AEC in oxide
form, but only in amounts considerably smaller than those
previously considered essential for work with this instru-
ment., A preliminary experiment .with U203 demonstrated that
satisfactory intensity could be obtained by placing 50 mg
of material between two piecesg of aluminum foil with about
a 3/4 in. diameter (the "sandwich' being held together with
Duco cement) and by placing this assembly directly on the
window of the high intensity Machlett tube. Thus, the
sample was irradiated from one gide and the fluorescent

radiation passed through the sample and out the other side
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to the spectrometer. The direct beam was directed away
from the spectrometer by turning the tube through an appro-
prilate angle. This arrangement is shown in figure 12.

After some negotiation, 50 mg samples of Np203’ Pugo3
and Am203 were obtained on loan and sent to the University of
California Radiation Laboratory in Berkeley, California.

Here they were encapsulated under the direction of Dr. J. (.
Wallman in small aluminum holders with 5 mil windows which
would permit them to be handled safely. These could be
placed qguickly and accurately 1in a holder which was fabri-
cated to it on the X-ray tube. This holder also provided
51lits to define the source size as seen by the spectrometer,
A special support was made for the X-ray tube itself. This
was designed to permit rotation of the tube about an axis
through the position of these sources, and thus to provide
a means of studying absorption edges as well as emission
spectra.

Pinhcle photographs of these sources showed them to be
distinetly non-uniform. This causes some uncertainty as
to the appropriate vertical divergence correctlon to be
applied as well as some decrease in intengity., The intensity
of the Np source was particularly poor, being only about half
that of the Am sample, which in turn was considerably weaker
than that from the large Pu sample used in measuring the Pu
spectrum. However, several lineg from each element could be
observed, and the small Pu sample, which was obtained with

the Am and Np and prepared In similar fashion, was used to



TO ~

P SR, ~

SPECTROMETER ™

Figure 12. Source configuration for small samples
(Np and Am),
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check the accuracy of these measurements and the appropriate-
ness of certain assumptions made in estimating the vertical
divergence correction, as described in Part IV.

The high intensity X-ray tube used to irradiate the
fluorescent samples was a Tungsten target, water-cooled
Machlett OEG-50T, which could run continuously at 50 KVP
full-wave rectified plate voltage and 50 ma current. All
X-ray tubes were powered by a Phillips water cooled dif-

raction unit it

'

ted with a current stabilizer provided by

5

the manufacturer. To achleve the greatest possible stability
of operation, the input of this unit was taken through a
2.5 KVA Sorensen regulator, which was designed to reduce
variations of the input voltage to less than 0.1%. With
this arrangement it was possible to reduce variations of

-

the source intensity to about 1% over a 24-hour period.
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PART IV
EXPERIMENTAL PROCEDURES AND RESULTS

A, Experimental Measurements

The entire spectrum of each element wasg scanned before
any precision measﬁrements were attempted. This was done
by locking all the controls of the spectrometer together
after the best position for each was found using the strongest
line of the spectrum, the Lalj in the antiparallel position.
This 1line could be located approximately by using estimates
of 1ts wavelength obtained by extrapolating existing data to
the higher atomic numbers. As discussed in Part III-A, the
spectrometer automatically maintains the appropriate geo-
metrical relatlionships between source, crystals, and detector--
once they have been achieved for one line~-when the spectrom-
eter 1s used in this fashion. In this way it was possible
to locate and identify all the lines of the spectrum with
sufficient intensity to be detected above the ever-present
background., Identification was achlieved by comparing the
observed lines with extrapolated data concerning wavelength,
intensgsity, and width.

Fach line was then taken in turn for a precision measure-
ment, The spectrometer was returned To the peak of the line,
a8 determined by the search run, where crystal A and the
table control were fixed. A preliminary run over the line

rotating only crystal B yielded more accurate data concern-

<O



ing its center and width. After setting crystal B at the

peak of the line, The table, detector arm and electronic
controls could be set to give the maximum peak line intensity.
With the information tThen available, it was possible to sched-
ule a step by step program of points over the line profile
moving crystal B 5 or 10 seconds of arc per step while hold-
ing crystal & fixed. The direction of rotation was chosen so
as to railse the weight provided for the elimination of back-
lash effects, and thus ensured a constant contact between the
gears of the spectrometer.

The time during which counts were accumulated was the
same for all the points and was calculated to yield about
6,000 counts at the peak of the line. t was considered
lmpractical to accumulate counts for more than one hour, and
so some of the wesker lines had somewhat fewer counts than
did the stronger ones. The required counts were obtalined in
a single run over the line profile in most instances, although
all the Pu lines except the PuLal were scanned sgeveral Times,
uging proportionately shorter accumulation times, and the
sum ol all runs used in reducling the data. Except for the
U lineg, most of these antiparaiiel runs were gquite long,
some taking as long as 30 hours or more., The 60 cycle line
frequency was used as a time base in controlling the counting
interval at each point.

The background was estimated by accumulating counts at
a point some five full line-widths from the center of the

line in a region uninfluenced by the presence of nelghboring
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lines, A small correction was made for the influence at
this point of'ﬁhe line under investigation (about 1% of the
peak line intensity). Thus, the background measurement in-
cluded all appropriate effects, including incoherent scat-
tering off the crystals and off the slit system. In some
instances, particularly in the case of weak lines in the
viecinity of stronger ones, the background effects of neigh-
boring lines could not be neglected, nor could it be assumed
constant over the line profile. These effects were estimated
for each experimental point from information regarding the
center, width, and intensity of neighboring lines. The
total estimated background was then subtracted from the
number of accumulated counts at each point before the data
were analyvzed.

Crysﬁal B was then moved to the parallel position, where
it was advanced over the profile in steps of one second of
arc, The intensity in this position was considerably greater
due to the fact that the spectrometer passes all wavelengths
at the parallel condition, and so sufficient counts could
be accumulated in one or two minutes at each point. The
centers of the parallel rocking curves were determined by
plotting the intensity as a function of the angular setting
of crystal B, connecting adjacent points by straight lines,
and finally by drawing horizontal chords across the profile
at different heights and finding the midpoints of these

chords. The angular positions of these central points at

different heights never differed from each other on one and
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the same profile by more than one tenth of a second of arc
for chords higher than one-quarter of the peak intensity.
Fach determination was repeated by making a second run over
the rocking curve and finding its center in the same manner.
In most cases the agreement between the two runs was within
the desgired precision. It was found, however, that a short
time had to be allowed between changing crystal B from the
antiparallel to the parallel position and the actual initi-
ation of the parallel run. If sufficlent time were not
allowed, the first run would show a center point at too low
an angle. On subsequent runs the central position would
oceur at a slightly higher angle, in & few cases as much
as six-tenths of a second above the first., This second
value was then reproducible within one-tenth of a second
of arc. It is believed that this shift, which was always
in the same direction, was due to a stabllizing in the
contact between the precision worm wheel and the worm gear
which drives it. In such cases, which occcurred guite in-
Tfrequently, only the stable value of the central position
was used in computing the Bragg angle. Figure 13 shows
a typical rocking curve, The width of the parallel rock-
ing curve was taken as the full width of the profile at
half maximum intensity.

The centers of the antiparallel curves were determined
by drawing a smooth curve through the experimental points
and again finding points midway between the two sides. For

most of the lines these points did not vary by more than
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Figure 13. A typical parallel rocking curve (the Pu L63)
showing the two runs over the curve.
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five-tenths of a second of arc from their mean. In a few
cases the spread was greater, and larger probable errors
have been assigned to these exceptions. Again, the width
was taken as the full width at half maximum intensity after
subtraction of fThe estimated background. The U Ly, line is
worthy of specilal note., The shape of this line indicates
that there may be a Weaker line of unknown origin on its
long wavelength side, perhaps 0.5 x-units or less away.
Thils together with its weakness and the presence of some
slight but unexplained background distortion made it impos-
sible to determine the center of this line with high pre-
cision. Figure 14 shows an example of one of the better
antiparallel curves (the U Lal)ﬁ while Figure 15 shows one
of the poorer ones (the Pu LBy ) .

As a check on the graphical procedure described above,
an analytical method of fitting a witch to the experimental
data was applied to some of the lines. The method used re-
quires estimation of the background and the peak intensity
of the line, both of which are available from the experi-
mental data, and then treats the line center and width as
variables in a least-squares adjustment to the experimental
data. The points are weighted according to their statisti-
cal uncertainty and their effect on the location of the center
of the line. Appropriate formulae are derived in Appendix C.
This analytical method yielded results in all cases which
agreed, within the limits of probable error, with those ob-

fained by the graphical method. For this reason, the
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graphical method was used for most of the lines, since it
required considerably less computation and produced results
of comparable reproducibility.

At least two independent determinations of the Bragg

angle and width were made for each of the lines, and the re-

}.,Jv

roducibllity of these measurements was another verification

e’

The accuracy of the methods of analysis used in reducing

@)
[

the data.

The absorption edges were examined in similar fashion,
keeping crystal A fixed while examining the parallel and
antiparallel profiles. Two runs were taken over the anti-
parallel curve--one with the source in place and a second
with the source removed. This second run was necessitated
by the fact that the X-ray tube output was not constant
over the range 1involved. The ratilo of the intensities with
and without the sbsorbers was then computed and plotted as
a function of the angular position of crystal B. The
"center' of the edge was taken as the point halfway between
the maximum and minimum values of thils curve, and the width
was taken as the width between positions of 1/4 and 3/4 of

total jump. Figure 16 shows a typical absorption curve.

ot
5
6]

Unfortunately, the absorption discontinuity was so small
compared to the total fTransmitted intensity that the statis-
tics of the experimental points were very poor. As a resulst,
none of the structure usually associated with such edges could
be observed and, perhaps more important, the center of the

profile could not be located with precision comparable to
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that attained for the spectral lines. Furthermore, the

LI and LII edges could not be observed at all. Since the
distribution of the absorbing material was found to be non-
uniform, resulting in an uncertainty in the amount of mate-
rial actually in the absorbed beam, no attempt was made to

compute absolute absorptlon coefficients.

B, Corrections

The angular positions of the centers of the parallel
and antiparallel curves were first corrected for the errors
in the worm wheel as described in Part III. The difference
between the two corrected positions gives then 180° + 20,
where € 1s the Bragg angle of the line under consideration.
The resulting Bragg angle was then corrected for vertical
divergence, the effect of temperature on the grating con-
stant of the crystal, and the effect of crystal diffraction
pattern asymmetry.

The vertical dilvergence correction for the uniform Pu

source was given in equation 2.14, namely
Ao = - - tane . (4.1)

The formula 1s expected to be different for a point
source, such as the focus of the U target X-ray tube. By
taking several runs over the U L51 with different maximum
angles of vertical divergence, including one so small that

ﬁﬁg tan®, and hence the correction itselfl, was less than
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.01 seconds, 1t was determined that the aprropriate correc-
tlon would be

>
do = - -2 tane . (4. 2)

In most cases where this formula was used, the correction
was negligible due to the small angles of divergence pos-
sible with the intensity of the U target tube.

In the case of the Am and Np lines the correction was
more difficult since, as previously stated, the source dis-
tribution was found to be non-uniform, and the low intensity
necegsitated large angles of vertical divergence, An esti-
mate was obtained by placing a collimator between the
source and crystal A, and examining the antiparallel pro-
file of the Lal line both with and without the collimator.
The collimator spacing was sufficiently narrow that the cor-
rection could be neglected when 1t was placed in the beam,
and 8o the correction for this line was taken as the dif-
ference between the ceunters of the profiles with and without
the collimator. The divergence anglesfor other lines of
The same element were held constant so that the corrections
for them could be taken as linear functions of ftane, in
accordance with eguation 2.11. For Np the aprlied correc-

tion was
£

AQV = -10.3 tan® seconds (Np) , (4.3)



and for Am
A@v = -3,58 tant seconds (Am) . (L. 4

In order to check the accuracy of these corrections,

I 33

the Fu L@i and Lﬁl were measured using both the "transmission
and "reflection source’ configurations (see figures 11 and 12,
Part III). Since the Fu transmission source was found to be
the most non-uniform of the entire group, the agreement of
these two measurements showed that the corrections as given
by the more complicated method leading to equations 4.3

and 4.4 are at least as good as that of equation 4.1 applied
to a uniform source.

This experiment also verified the equivalence of the
two systems of temperature controls, since the reflection
experiments were done prior to the change in location dis-
cussed in Part III and the transmission measurements were
done with the new temperature control after the spectrometer
had been realigned in the second laboratory. It was also
possible to check the accuracy of equation 4,1, since the
U LBl could be measured with negligible vertical divergence
{as described above) and also using the same source configu-
ration ag applied to Pu in this investigation. Again, the
two measurements agreed to within the standard deviations
of the two measurements (actually, within 0.1 second),
demonstrating the accuracy of eqguation 4.1 and hence egua-

tions 4.3 and 4.4,
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The Bragg angles were reduced to their values at 18°C

by applying the correction given by eguation 2.9, namely

Ao, = +2,1(t-18°)tand seconds, (4.5)

The shift of the observed lines due to crystal pattern

asymmetry was corrected by applying the correction
y

o
I
®
O
L

£ , 2
z&ga =5 = 3.67 sin“0 seconds,
which was obtalned by substituting the Bragg law into equa-
& 3 ° ) E
tion 2.10, using 2d = 6.058 A for the cleavage planes of
calcite.
Typical angle calculations are shown in Table I for

the U Lo, and the Pulf), lines.

1
Parratt (12) has shown that the positiocn and struc-

[oR
D

ture of absorption edges 1is dependent on the thickness of

the absorber. This ef

»

ect 1s apparently due to the tails
p

1y

of the monochromatic response curve of the spectrometer, and
has been estimated to be negligible for the thin samples

used in this investigation.

C. Errors
(a) The most important random error in determining the

Bragg angle of a spectral line ig the uncertainty of the

location of the center of the antiparallel curves1séaps

This uncertainty varies from about 0.2 to 5 seconds of arc,

usually being less than 0.5 second. Other statistical
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errors are list below, with their assigned uncertainties:

(b) Uncertainty in the location of the center of the
parallel curve, §0 % 0.1,

(¢) Uncertainty in the applied worm wheel correc tion,
o, %0.1",

(d) Uncertainty in the ambient temperature of the re-
flecting crystals, resulting in an uncertainty in the
temperature correction, SQtETOQOB”

(e) Uncertainty in the applied correction for vertical
divergence, SQV 0.05",

(£) Uncertainty in the applied correction for crystal
diffraction pattern asymmetry (Darwin dynamical theory),
So < o.01".

c

Since the required Bragg angle was computed by sub-
tracting the parallel and antiparallel readings after the
worm wheel correction had been applied, and by dividing the
result minus 180° by two before applying the other correc-~
tlonsg, the uncertainty in the Bragg angle 1is

1/2

§op, = S@p1 + 8cap, %12 o “/ur2 80, %+ 80 2 §o 71" .

Since two independent measurements of each line are aver-

I’

aged to obtain the final Bragg angl its uncertainty is
& L“)

o, /

1/20 ( §6B)% + ( §eB,)?]

i

1/2
= 1/2[7/2(5@p2+ Sgap )+ &6 Fr2 80,212 S0 212 5@62]i/
1/2



if one assumes that the same uncertainty is assigned to the

.

position of the centers of the line profiles in the two cases.

D. Results

The corrected Bragg angles are shown in Table II. The
angles for UL@Q and PuLag were measured in Shacklettts
work (1) and are included for completeness. The wavelengths
given in the table were calculated by using the effective
first order grating space 2d; = 6058, 09 + 0.03 x-units,
This value was obtained by defining, for the purposes of

.L,

this work, one x-unit asg such that the Mo Kal lines central

o

wavelength is A =] 707 .84G60 x-units. This line was measured

in the calibration of our crystals and its Bragg angle was

found to Dbe
9 = 6°%2135,9" + 0.1

The uncertainty in the measurement of this line was included
as an additional Independent uncertainty in the calculation
o' the wavelengths of the various lines. This choice for
the wavelength of MoKa1 is discussed further in the Appendix
to the paper included here as Appendix D.

The widths of the lines are also included in Table II.
These values were obtalned from the experimental data by

subtracting from the observed widths an amount determined

by figure 8 in order to correct for the effect of the

b3
See HReference 1.
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monochromatic profile of the spectrometer. The width of
the monochromatic profile at half maximum height was taken
as The same as the parallel rocking curves, since these were
shown in Part IV-B to be identlcal in The case of negligible
absorption, a condition which is closely approached in the
work of this Iinvestigation.

The transition energies and widths are given in units
of the Rydberg, and the transitions 1n terms of Kev using
consgtants from the least-gguares analysis of Cohen and

Dulond (13), namely: Ag/As = 1.002039 and R = 109737.309 cm +.*

.}(.

The constant Ag/hs is at present being redetermined in
t least two laboratories and the entire data of the least
guares analysis of 1855 cited in reference 13 are sgubject to
revision because of more refined subsequent work so that a
more accurate least-square analyslis will probably be forth-
coming in tThe near future. The changes from the 1955 values
are expected to be of the order of no more than a few parts
per hundred thousand at most.

4
5



DISCUSSION OF EXPERIMENTAL RESULTS

A, Electron Binding Energiles
Using the data of table II it is possible to compute
the binding energies of electrons in the various shells and

sub~-shells of these atoms. The results, converted to electron

o}

volts using the constant E A, = 12372.44 + 0.16 K.V. x unilts
(14}, are shown in table III. Since the Lypp edge 1s the
only level measured directly, all binding energies computed
with thes data must be interpreted as the energy necessary

to remove an electron from its inner shell %to the energy
level corresponding to the final state of the electron in-
volved in the LEII absorption edge. This last may differ
slightly with the physical state and state of chemical com-
bination of the atom with other atoms. Thus, each energy is
in the present instance referred to a common level, which
may or may not, however, correspond to the so-called Ferml
level. As a matter of fact, this common level may not even
be avallable as a possible final state for an electron re-
moved from another shell. This is evidenced by the fact that
meagured spectral lines do not always correspond exactly %o
the differences between experimental absorption edges (14).
This discrepancy apparently is caused by the symmetry proper-
ties of the valance electron states surrounding an atom.
Transitions between an inner level and an unoccupied outer

level or band must satisfy the same selection rules as for
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Electron binding energies of U, Np, Pu and Am
Uncertainties are + 1 ev
Values in parenthesesg are

derived from estimated splittings as discussed in the

text, and are bellieved significant to + 3 ev.

Level U Np Pu Am
Ly 21,757 (22,414} (23,095) (23,792)
L1 20,9048 21,596 22,263 22,943
Lirt 17,167 17,606 18,053 18,503
My 5,549 5,724 5,914 6,114
Mg 5,183 (5,354) (5,540) (5,730)
Mirq 4,303 (4,422) (4,555) (4,687)
My 3,728 3,847 3,969 L,092
My 3,552 3,666 3,774 3,886
Ny 1,401 (1,490) 1,555 1,617
Nrp 1,273 (1,318) (1,371) (1,429)
II1T 1,045 (1,076) (1,114) (1,154)
Niy 781 812 846 879
Ny 739 768 798 827
0; 3222 (340) (360) (378)
071 260 (275) -(292) (309)
Orpr 195+h (196) (202) (207)
Ory 106 108+2 113 116
0 97 98 103 105
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transitions between inner levels, Thus, the final states
available to an s-electron, for example, may be quite dif-
ferent from those for a p- or d-electron. Parratt (15) has
suggested that the electron states involved in transitions
very close to the absorption edge are those of the ionized
atom caused by the removal of the electron involved in the
transition. Thus, these are states which do not even exist
in the normal, un-ionized atom. All of this introduces an
uncertainty, of the order of a few electron volts, into the
zero point of energy for levels computed by the present
method.

Nordling and HagstrSm (16) have measured the binding
energies of the LIII’ LII to Lv inclusive and NI to NV
inclusive levels of uranium using the photo electron method,
in which the energy of the photo electron ejected by a photon
of known energy 1is measured. After correcting for the work
function of the source, this method yields binding energies
referred to the Fermi level. Their results agree with those
of the present investigation within experimental error
(about 1 ev),

Chemical bonds are known to affect measured values of
absorption edges, again due to changes in the energy levels
available to the ejected electron. Changes as large as
10-20 ev have been observed. Again, the agreement of the
pregent regults with those of Nordling and Hagstrdm, who
used a metallic U source, suggest that the oxides used in

this investigation do not ghift the levels by more than 1 ev.
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Using the transitions included in table II it is pos-
sible To compute binding energies for all the levels listed
in table III, but only for the case of uranium. Indeed,
even this would not be possible if it were not for the
presence of the forbidden (for dipole transitions) line
159 which, together with the Lalj permits the calculation
of the LI level, and hence of all levels for which there is
a Ttransition involving LIQ

Since the L59 and several other lines were not measur-
able in the other spectra, the other levels for these ele-
ments had to be estimated. These estimated values are in-
cluded in table III enclosed in parentheses. Fortunately,
at least two sub-levels in each major shell (L, M, N, 0)
could be computed directly, so that the values for the
other sub-shells could be estimated by using well known
splitting formulas based on the Dirac relativistic eigen-
values for the hydrogen atom.

The binding energy of an electron in a hydrogen-like
atom, as derived using the Dirac equation (17), may be

written in terms of the Rydberg as

2)-1/2
v _2 {1 ( oz ) 1 (5.1)
R 232? nwk'FQE &222 o

G

where n is the principal quantum number and k = j+1/2, J

being the usual total angular momentum guantum number, It
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has been found% that the energy levels of more complicated
atoms may be estimated from this formula if Z is replaced
by an effective nuclear charge Z-s, where s represents the
screening effects of The other electrons in the atom and
is, in general, different for each sub-level of the atom
but a very slowly varying function of Z. Since the binding
energy depends only on J and not on A » 1t can be seen
that the energy difference between adjacent levels with the
same J must be due to the difference in the screening
constant, s, for the two levels. Indeed, it can be shown
that, to first order, the difference in the square roots of

the energy of such a "screening doublet" ig given by

y‘V ?Vf ST-g
}?{- = ?Q‘:ﬂ’- : "“"“"“"““““n em— ® {5°2§

This formula was used to compute the splitting of the fol-

lowing levels using values of s'-g obtained from existing

data (18): MIMMIIj MIXI&MEVE NI»N113 klzimNivﬁ OI“QIE and
OITI“OTV° In each case 1t was found that for Z > 80, s'-s

can be considered to be a constant within the required pre-
cision.,

The splitting of spin-doublets {levels with the same A
but different j) cannot be accurately represented by expan-

sions of equation 5.1, and so the entire expression must be

3
Compton and Allison, op. cit., p. 583.
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used. It has been found, however, that satisfactory agree-
ment with experiment may be obtained by assigning, for
splitting computations only, the same screening constant

to the two levels involved. In practice, the splitting

was computed as a functlon of Z using equation 5.1 with

8 = 0. The result was plotted on ftranslucent graph paper
using a suitable scale. This was then placed over a second
graph on which the presently available data were plotted,

4

and the ordinates of the two graphs moved with respect to
one another until the two curves coincided. The theoretical
curve was then used to extrapolate the experimental data.
This technigue was used for the MII”MIII splitting in Np and
the NII"NIII splitting of Np, Pu and Am. A spliftting con-
stant of 8.04 for Mpp-Mppp and 17.5 for Nyo-Nppp was found
to glve satisfactory agreement with the experimental data.
The OIE O”II splitting was estimated from a Moseley plotb.
None of the splitting estimates discussed above are be-
lieved to introduce errors of greater than 1 sv. Since the

IT levels were measured to an accuracy of 1 ev, it

J,.

N

8
believed that all energles obtained directly from appropri-
ate emission lines are accurate to + 1 ev, and that those
obtalned by using one or more splitting estimates, are
accurate to about + 3 ev,

It is interesting to compare the present results with
values obtained by extrapolating previousgly available re-
sults to higher atomic numbers using the Moseley extrapo-

lation (19). 1In general the values are within 20 ev of one
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ancther, although occasional discrepanciles as high as 40 ev
can be found,

3. Cohen (20) has recently attempted a relativistic
self-consistent calculation of the wave functions and
eigenvalues for heavy atoms. His results for uranium agree
with the present experimental values only to about 1 part

in 200, the computed values being consistently lower than

the experimental ones.

B. The Theory of the LTI_LIII Energy Level Difference

The LII”LTEI energy level difference has attracted con-
siderable attention for some time. Binge (21) suggested
that eguation 5.1 could be used to evaluate the constant
o =e"/(Me). For this splitting the equation becomes the

well known Sommerfeld formula

1/2
ay . }-?5724»@222 -~ [2+2)1-0"27] = % s(az) . (5.3)
(@4

o

As discussed in Part V-4, satisfactory agreement with theory
could be obtained only by introduclng a screening constant s
defined 1In such a way that the ievel splitting is given by
Sla(z-s)]. It was found that the value of the screening con-
stant calculated from the experiments was about 3.5 for the
heaviest atoms and did not vary appreciably with atomic num-
ber above Z = 60, However, the value of s and its 2 depend=
ence were found to be altered when different values of o were

used in the computations.
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Christy and Keller (22) pointed out
which acts on an electron in a heavy atom 1s certainly not
a pure coulomb field, and that this circumstance could not

be corrected for by introducing an uncalculable screening
constant into a formula derived assuming a coulomb field,
Furthermore, they pointed out, an increase in nuclear charge
itself produces distortions in the wave functions of the
electrons, and not Jjust a change of scale as in the non-
relativistic theory even in the case of a pure coulomb

field. Thus, the screening constant approach could not be
expected to be ugeful in obtalning a value of o from experi-
mental data.

In order to correct the Sommerfeld formula for the
effects of the other electrons in an atom, Christy and Keller
estimated These effects by a perturbation computation using
Dirac wave functions for a coulomb fleld of charge Ze as
the unperturbed wave functions. Thelr computation included
electrons in the K-, L~ and M-shells and the result can be
expressed in the form

4

= S(@Z)-Ea‘gz?)f{cxz)»2(0,0178)c¢ ZO4+B7S = ;ﬁ(az}%zg; (5.4)

AV _ 2
R -2

where f(aZ) can be obtained from table II of their paper

a small constant to be determined from experimental
data., F{aZ) is estimated by Chrisgty and Keller to be

to better than 1%, and Shacklett (1,2) has shown

that 1t can be computed with precision consistent with its
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estimated accuracy by Lagrange interpolation of log
2_2)1/2

expressed as a funection of 1-(l-a . The interpolation

formula, as derived by Shacklett, is

log[10£(az)] C, + 1x+ch 03v3+ QX‘ (5.5
with
r = §.70LF00 x "0”1
uo“'* @[:’/L;u/ul LU
¢, = 6.83439 x 107>
C, = 2.648 x 1077
-7
C. =5.26 x 107
3
e
¢y = 1.09 x 10
and with

i.m

Although the value of a obtained from the Ly, -Ly,o dl
[ S N

precise to affect the presently
sccepted value from The highly precise atomic beam measure-
ments of Triebwasser, Dayhoff, and Lamb on deuterium (23),
the Christy-Keller correctlons have served as a valuable
approximation to be compared with experimental data, as
will be discussed shortly.

Since the 2@1/2 and 2p3/2 electronic wave functions dif
fer in thelr behavior in the vicinity of the nucleus, the

be expected to affect tThese wave

functions in different amounts, and thus to alffect the

R—
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Lyp-Lypp energy difference. Schawlow and Townes (24} have
wde

considered this effect and computed its contribution to the
splitting. Thelr purpose was to estimate the nuclear

4

ing X-ray data with the Christy-

L

radius by comparing exis
Keller formulas discussed above, and by choosing a nuclear
radlus which could account for the observed discrepancies,
For R = TOAlfg, where R 1s the nuclear radius and A the
atomic mass number, Schawlow and Townes concluded that

r = (2.1 + 0.2) x 10773

cm, which 1s to be compared with
1.2 x 10 7~ cm obtained from other experi-
ments (25). In an attempt to improve the X-ray data which

this seemingly anomalous result,

ot

was used to arrive a
Shacklett initiated the research described in references 1
and 2. Using the same assumptions as Schawlow and Townes,
Shacklett arrived at the value r_ = 1.08 x 10713 em using
his values of tThe LII"LIII difference as computed from

the Lag and Lﬁl lines of six elements from Z = 74 to Z = 9L,
However, other factors affecting ﬁhis‘spiitting have been

vointed out so that even this value of L cannoct be con-~

[N

pe

dered significant. The work of Schawlow and Townes is
sufficiently comprehengive so that an estimate of the con-
tribution to the EII"LIEI splitting caused by finite nuclear
size may be obtained from their paper. Shacklett hag shown

ral

that the result may be written in the form
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where, for r_ = 1.2 x 10713 em, D = 0.54 x 10_4 and b =
0.0878, 1In this expression, hd¥ 1s the splitting without
nuclear size and 4E is the contribution caused by nuclear
size,

Three corrections from guantum electrodynamics con-
tribute to the splitting, and must be included bhefore com-
parison with experiment is meaningful. The first of these is
due to the anomolous magnetic moment of the electron., If
Mg i1s the electron moment and Bo the Bohr magneton the

wl

theory (26) until recently has given
= T 7o %
ue/uo = (1 + 5 2.973 =5 ). (5.7)

This has recently been corrected by Petermann (27), by
Sommerfield (28) and finally also by Kroll to yield a value
some 14 ppm larger than this value. Using ot = 137.037,

we have
;.Le/g,LO = 1.001159 . (5.8)

Now the splitting of the Epl/2 and 2p3/2 levels may be
thought of as being due to two effects (neglecting for the
moment the small correétions due to nuclear size and the
other quantum electrodynamical effects), (1) the magnetic
interaction between the anomolous electron magnetic moment,
L, and the orbital magnetic moment, resulting in a splitting

proportional to 2u; (2) the Thomas precession resulting in
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a splitting proportional to ~khg (the Bohr magneton without
anomolous correction). Thus, the theoretical splitting

values must be multiplied by a factor
2u /by - 1 = 1,002318 . (5.9)

The second correction from guantum electrodynamics is
due to the effect of vacuum polarization. Wichmann and
Kroll (29) have made an accurate determination of this con-
tribution to the LII—LIII splitting, and present the re-
sults as Sp(l) in table I of their paper. Shacklett found
that the fraction Sp(l)/TATVR) could be represented ac-
curately by the formula

§0(1) Jav/m) = vec(2-60) | (5.10)
with V = 1.73 x 10“2’L and ¢ = 0.0462,

The last known correction is due to the sgo-called
"Lamb Shift." Unfortunately, this contribution has not
yet been evaluated for the region of interest, due mainly to
the difficulty in the computations for oZ 2~ 1. It is, how=-

ever, expected to cause a decrease in the splitting.

C. The LII"LXII Energy Level Difference-~-Comparison of
Theory with Experiment
The measured values of the fine structure gplitting as

found from the data of table II are shown in table IV. The



-871 -~

TABLE IV. Experimental values of the fine structure splitting

Relative error

Element AY/R (ppm)
o 98.275 + 0.004 + 37
78Pt 125.599 + 0.008 + 64
83B1 168.511 + 0.007 + b2
g0Th 219,364 + 0,009 + 34
92U 277.936 + 0.006 + 17
931D 293.305 + 0.012 + 41
oy Pu 309.435 + 0,012 + 39

Am 326.335 + 0.019 + 58

95 o -
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values obtained by Shacklett (1,2) for Z = 74, 78, 83 and 90
are also included, since the present investigation is a con-
Tinuvation of his work. The values for W, Pt, Bi, Th, Np

and Pu were obtained from a single pair of spectral lines

in each spectrum, namely the L51~La2 difference. The value
for U was derived from four pairs, namely the Lﬁl~La2,
L71~L§153 L75~L56 and the Im-Ly differences, each value
being weilghted inversely as its probable error. The Am
difference was obtained from the LB -La, and the Lyi“Lng
differences,

Values involved in the computation of the splitting are
shown in table V. Included in the table are values of
#(az), computed using equations 5.3, 5.4 and 5.5 and cor-
rected for the anomoclous moment, together with AE/A Ay
and Spnvxbvvﬁ), each expressed in terms of relative parts
per million., Now, The only calculable term in the theoreti-
cal value of the fine structure not included in table V is
the term BZ2 in equation 5.4, If B is now adjusted Dby a
1east~sqﬁares adjustment to minimize the differences be-
tween theory aﬂd‘experiment using only the data in table IV
it is found that B = 4.671 x 10"&. Using this value of B,
the remaining discrepancies between theory and experiment
may be computed, with the results shown in figure 17. In
drawing any conclusions from such a computation, it must
be remembered that the gquantity f(aZ) in equation 5.4 is
only considered to be accurate within 1%. The solid curves

of figure 17 are roughly the values which would have been
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Theoretical values entering into the computation
of the fine structure splitting.

number (Ryabetes) et SRS
Th 95.651 -184 +330
78 122,689 - 264 +396
83 165, 224 -409 +500
90 2l5,588 -750 +689
92 274,066 -890 +760
93 289.377 -980 +790
ol 305,447 -1060 +830
95 322.330 ~-1160 +870
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Figpure 17, Deviation between theory and experiment using
only the data of Shacklett and Merrill, The solid
curves A and B are roughly the values which would
have been obtalned if f were 1/2% higher or lower,
regpectively.
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obtained if f were changed by + 1/2% — + 1/2% for curve A
and - 1/2% for curve B. It appears from figure 17 asg if
there were an additional term needed in the theory which

plitting for high

w0

would cause a relative decrease in the
atomic numbers, which at least may qualitatively be due to
the Lamb shift. The magnitude of this term, however, is
highly uncertain, due to the uncertainties in f(aZ).

All of the above consgliderations do not take into ac-

count fthe work of other investigators. Bergvall and

Hagstrdm (30) have recently concluded a measurement of the

atomic level energiles in the rare earth elements using the

photo electron method. Thelr results for the EII“LTIT dif-
o PR S S

ference are claimed to be accurate within + 0805%9 Hor

the elements included in their study (Z = 57 to 71) the
effects of nuclear sigze, vacuum polarization and TLamb shift
should be negligible, so that the splitting should be given
accurately by equation 5.4, corrected only for the effect

of the anomolous electron moment. Thus we should be able

fe

to adjust the Christy-Keller formula to agree with the data
in this range. and then fto use this value of B to gain a
meaningful estimate of these other corrections using the
data of the present investigation.

It was found, however, that an adjustment of the
Christy-Keller formula to thelr experimental data was pos-
sible only within + 0.3% on the assumption of a constant
value of B. By calculating the value of B needed to give

exact agreement between ftheory and experiment for each
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element, they arrived at the results shown in figure 18, where

L

nvestigation, uncorrected for

fte

the results of the present

vacuum polarization or nuclear size, are included. From

figure 18 it is tempting to assume that B varies linearly
with Z, the deviation from this rule for high Z being due

to the neglected correction terms due to vacuum polariza-

tion, nuclear size, and Lamb shift. Fitting the data of

fort
j~do

figure 18 for Z <f73 with a straight ne, welghting each

point proportional to Z7, yields

vl
B = (2.85 + 0,028z2) x 107", (5.11)

This 1s the straight line plotted on figure 18. If these
values of B are then used in equation 5.4, the resulting
deviatlions between theory and experiment are shown in
figure 18,

It was found that the data of Bergvall and Hagstrém
could be represented, within the limits of experimental
error, by assuming a constant B, and an error in f{aZ) of
~-2.5%. This was discovered by adding to egquation 5.4 a term

Cing P and B by least squares.
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The value of B obtained in this manner was 3.69 x 10 ' and
be .025. There was very little latitude
n the choice of 8 if B were not allowed to be a Ffunction

off Z. For example, B = .01l3 gave a root mean square devi-

ation between theory and experiment some two Times as large

[

as the experimental errors. Figure 10 also shows the results
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-TH =
3000—  EXP-T (PPM) T
EXP N
+ 0
e
o
2000 *
o
7 + B= 3.69x 107f*
B =0.025
000
+ o B=(2.85+0,0282) x10"*
o
A )
75 80 85 90 95

Figure 19. Deviations bvetween theory and experiment using
extrapolations from the data of Bergvall and Hagstrdm,
Note that the experimental values are consgistently

below the theoretical.
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Both sets of data shown in I
larger deviations than WGre obtalined using th
urements alone, and demonstrate that there are stlll devi-
ations between theory and experiment which are of
of 0.1% to 0.3%, and which hopefully could be removed or

least reduced by further refinements of the theory.
Rice Institute hopes to
attempt such a theoretical refinement in the near future,

vosslbly with the help of the new electronic digital com-

puter at present under construction there,



Theoretical estimates of X-ray line widths have been
accomplished for only a very few transitions in isolated
atoms, none of which are included in the present investiga-
tion. Such calculations are extremely tedious, since the
width of a particular state depends upon the totsl transi-
tlon probabillity involving the state, including both radi-
ative and non-radiative transitions. The line width is then
the resultant of the widths of the two states involved in
the transition.

However, some features of the experimental widths in-
cluded in table II are worthy of speclal note. These will
be described in the following materlal. Qualitative expla-
nations will be offered which could account for the observed
features. These, however, should be regarded only as tenta-
tive suggestions pending a more complete theoretical treat-
ment of the problem.

In addition to the data included in table II, the
author had at his disposal the experimental data of
Shacklett (2}, from which the line widths of the L@l and ng
lines of W, Pt, Bi and Th were obtained. These data, to-
gether with the widths of the same lines taken from table II,
are shown 1in figure 20, where QXV/R}l/g is plotted as &
funcetion of atomic number for thege two lines. Note that
the Lag widths lle, wilthin experimental accuracy, on a

stralght line. The Lﬁl widths, however, are best represented
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by a broken line, the slope

&

for 4 >»90 being considerably
greater than the slope for T{ Z2<90. Finally, note that
the Np LB, line is considerably broader than one would ex-

ect by interpolation of nearby values. All of these dif-

e

ferences between the behavior of these lines must be due %o
ifferences in the le and &III levels, since the final
state involved in the two transitions is in both cases the
same, namely the MIV level.
The dramatic increase in the width of the Lﬁl line
relative to the L&Q for high atomic number may be explained

by considering Auger transitions of the Coster-Kronig type;

)‘\

tha in which, for example, an L?T excited

o
w

.t ls, transitio

state decays to an LTTI exclted state with the emission of
J S

C/‘

an electron from the MM, level <L1”"“°L211 V)@ The result,

in this example, 1s the game as if an MV electron had dropped
to the LII level with the resulting energy being absorbed by
an electron in the LIII shell, Such transitions furnish an
additional mode of decay for the excited atom, and thus

they will increase the transition probablility, and hence

the width, of the state and will be observed as an increase
in width of any line involving this state. Coster-Kronig
transitions are energetically possible only for cerbtain

s

>lements. The transition Lw._@LwIiivg for example, is pos-

’l}

]

gible only 1f the LT“LIII energy difference l1ls greater than
the binding energy of an MV electron in the ionized atom,

which can be egtimated by assuming it To be equal to the
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binding energy of the MV electron in the atom of atomic
number Z4+1.

If energy calculations are made, it is found that the
transgition LII°LIZIMV is energetically possible only for
Z <430 or Z%»90. Outside the range 30 Z <90 therefore the

possibility of this Coster-Kronig transition would cause an

Suto

ncreage 1n width for lineg involving the &II level and, in

1 - <
nus ¥~

(o

varticular, would increase the width of the LB, and
plain the sgudden increase in slope of the Lﬁj width curve
of figure 20. This explanation is enhanced by the observa-

T

e
D

t the increase of the Lﬁl width seems to be qu
abrupt, indicating that something new is added to the situ-
ation at about Z = 90, A more gradual change would be ex-

pected 1f the observed increase were due, for example,
the finite nuclear size or to distortions of the electronic

wave functions from increased nuclear charge.

3

This does not account, however, for the extremely large
value of the Np Lﬁl width, This same result 1s obtalined
from other lines involving the ﬂII level, as shown in fig-
ure 21. In each case the data may be represented by a

b

smooth curve except for the case of Np. In each case, the

¥

For large atomic numbers, S1/2 and pl/g level wave
k

functions behave more and more alike. Now the Esﬁ/q level
od
e

is considerably broader than the 2p mainly due to th

1/2°
effects of Auger transiltions. Thus, we would expect the

LEI level to become broader, relative to the L. as Z in-

1T’
creases. This should, however, be more gradual than ob-

served in the present research.
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Figure 21. Widths of three lines involving the LEI
level as a function of atomle nunber.
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deviation between the smooth curve and the Np result is sev-
eral times the estimated experimental error. Furthermore,

this result is not obtained for lines involving the LIWE level,

Q?w

for which the Np results lie on the smooth curve nassed

through the other points. Unfortunately, the experimental
uncertalntlies in the widths of lines involving the Ly level
are soc large as to mask any deviations of comparable magnitude.

. .

A possible explanation of this phenomenon is that the

C/}

additional width of the Np lines 1s due to hyperfine split-
ting of the Lll level, caused by the interaction of the elec-
tron magnetic moment with the nuclear magnetic moment. The

. A s . . . 237 .
Np sample used in this investigation was mainly Np 37 which
has a nuclear magnetic moment of about 6.0 nuclear magnetons
; , . 238 ., v 239 L
(31). The other samples were mainly U 3 with u=0, Pu”™” with

oI )
w=0,4 (31), and An® with u=1.4 (32}, Thus the Np moment is

considerably larger than that of its immediate neighbors in

Unfortunately, a theoretical treatment of hyperfine
splitting for relativistic atomic electrons is not available.
%
Nonrelativistic theory yields the following value for the

for £ # 0 and j< I,

(42

maximum splitting of hyperfine level

N2 A4+1) ., 1 301 . /
E = 2a M8 Taar U ﬁ) ag ;§ Ry . (5.12)
}:) J

relativistic hydrogen-like wave functions are used to esti-

Bethe and Salpeter, loc. clt., png. 110.
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]
mate the expectation value of 1/r”, a rough value of the

-

expected splitting may be obtained. For

4

the 2p | N
3/2 (Lyrr)
level the integratlon is straightforward and yields AE =
.016 Ry, assuming I = 5/2 and g = 12/5. The corresponding
value for the Qpl/? (LII) level is, however, divergent, due

g

to the behavior of the wave function near the origin. If the

nuclear radius is used as the lower integration 1limit, the
computation yields AE = 0.74 Ry. This latter value was com-
puted by integrating the "large" component of the wave func-

e

tion analytically and the "small' component numerically. It
-——-—'f‘)

is interesting to note that the contribution to 1/r° of the

o
"x

m

21l component is about 80% of the total value.

In view of the uncertainties in the theoretical estimates,

the agreement with the data of this investigation is most re-
markable. The calculated splitting for the T T level 1 too

ted and none 1is observed. The calculated

m
&
‘._.i
_.,.J
o}
o’
D
ﬁ.l
D
[
D
[

tting for the LIE level 1s about six times the observed
value, but 4/5 of this comes from the small component of
the relativistic wave function. It 1s expected that the parts

of eguation 5.12 which are derived from expected values of

o

angular momentum and spin operators should be meodified to treat

2 Fal 4.0 3 A,

ically the relativistic wave functions, and that

4

this modification would be especially significant for the con-
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APPENDIX A

THE EFFECT OF THE MONOCHROMATIC ANTIPARALLEL PROFILE ON THE

DSERVED WIDTHS OF SPECTRAL LINES

Neglecting the effects of vertical divergence and crystal
misalignment, the monochromatic profile of the two-crystal

P

spectrometer in the antiparallel position can be shown to be

P(t) = I(L) I (t-4)al (A-1)

o TGP

where I(§) is the single crystal diffraction vattern given by
. . , 5in20 : T/ :
equation 2.1 and t = (B-20) g - For t© 27 F/7 we may write

approximately

P(t)= I(g)T(t)ad + JI(e)1(g)ad = 21(%) J T(U)Yad (n-2)
- - 2
using the fact that I(d) is roughly a constant over the range
that I(t-A2) has appreciable area, and vice versa. Now
‘f I{#)ok 1is a constant equal to 4/3 for the Darwin pattern,

1

bsorption., Furthermore, I(t)zfiw§ under the
w 2t
game assumptions, where a = = 2 . Thus we may write

which neglects a

J

o (0) o o (2-3)

o

3t

for t>7a.
In order to analyze the effects of the monochromatic

profille on a spectral line, it 1s convenient to divide P(%)



into two parts, namely
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Pt
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i
g
P

it

is a "witch" chosen to have the same

asymptotic behavior as P(t) for large values of t. That is
%Mg '“1
Wity = A(1 + 5 ) (A=5)
W
where

Aw™ = 3 a .

AP(t) is the difference between P{%t) and W(t) and will have

gignificant values only

around © = O, The constants A and w may be chosen

S

within a relatively small region

within

s
3

the restriction of equation A-6, to make P(%t) as small as

i

possible even in this region.

&L

Assuming a spectral line iIn the form of a witch, namely

The spectrometer output
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where L¥*(x) is the witch L(\) expressed in terms of angular
variables, namely
x° 7L
L*(x) = B* [1 + =5 ] (A-9)

%3
Pt
.y
oyt
i
%\:“\
=
—
ot
H
,
2o
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=
p—
[GN
5
+
[&v]
N
<
1
b4
g
g
&
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@
Pt
i
E_J
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o

The first integral in eguation A-10 may be done exactly,
and the second may be adequately estimated by a numerical

integration which need only extend over the region in which

A P(t-x) is significant, Thus

s f e [ b?\f r JCQ ml 2 B% """" N 3, I 3
E(t) = A?%ibgf)il + sl = P{t-x) Ax, (A-11)
o (o+w) 14 X
L2
b

The advantage of this method over a complete numerical

integration is that the main contributions may be done

exactly, including the tails of all functions, and the less

for a correction term.

the values of P{t) for g 2.1

precise numerical work usged only

D

.

In the present analysis,
were taken from reference 7. E(t) was evaluated, using

equation A-11 for several different values of b. The pro-

cedure was checked by using three different choices of



A and w, and two values of Ax, namely 0.1 and 0.05. The

= P2

full widths at half maximum height of these profiles were

1

measured, with results as shown in figure 8 of Part II. In
5

A he

this figure the difference between the widths at half maxi-
mum of the observed profile and the spectral line, A,
expressed in terms of the width of the monochromatic pro-
is plotted as a function of the width of the

agaln normalized to Wme
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THE EFFECT OF HORIZONTAL AND VERTICAL DIVERGENCE AND IMPERFECT

CRYSTAL ALIGNMENTl

Agsume monochromatlc incoming radiation of wavelength A

'-

which is to be reflected in the first order by identical per-

[0

fect crystals. In figure B-1, AB and CD are traces on the

d Bragg reflectors mounted

’D
.—-f
L.fa
N
9

horizontal plane of two ide

v

80 that the angle B8 may be varied. The vector r 1s the unit

vector along the incoming ray, R the unit vector in the direc-
tion of thils ray after the first reflection. The vectors

o

0, and n, are the unit vectors normal to the two reflecting
planes., In the figure, only the projections of vectors and
angles in the horizontal x-v plane are shown. The x axils

4

makes the angle © with AB and the line EF makes The angle ©
with CD, where @ is the agg angle corresponding to ) .
The angle a is the angle between the horizontal projection
of r and the x-axis (the measure of horizontal divergence).
The angle € is the angle between R and EF. Angles not
shown in the figure are as follows: the angle @ between r

and 1ts horizontal projection (the measure of vertical di-

vergence ) and the angles 51 and 82 between n; and n, and
thelr horizontal projections.

If d is the effective crystal spacing, the conditions

Lo s
This approach was suggested by work done by M.
Shwarzchild in reference 33.
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Substituting thesgse values in eguation B-15 with The help of

1 or the dihedral angles at

T i IDSUNE o Ly - 4 HE
eguation B-17 we get, Iinally,

=

iy

which successive refllection can occur,

S—

cose -

§,-8§--118,81n"0
,1[ Yot i

B, = 20+@ tane+y +tan@[QSlggwégg%Egdsin”@}

t
i
:
3
P

Bo =TT+ —Z=p™ 7 - tan9{51+82)‘ . (

f
-
O
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APPENDIX C

LEAST SQUARES ANALYSIS OF EXPERIMENTAL LINE PROFILES

ile. In actual practice, the spectrometer 1s set

at an angular position, @ij where a number of counts, say
}jj are accumulated. It is assumed that the bhackground, B

peak intensity, P, are known and that the profile

and the
in actuality a witch as observed experimentally, namely of

The form

A ™ {m
Cj = = kD {(C~
. y [
0 -0,
- C :L)
Lot { i
where A = P-B, 9 18 the central angle and a is the half-

width at half maximum intensity. Using eguation C-1 1T

would be possible to estimate the central angle lor each

,_1.

€. using an arbitrary value of a. That is
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welght w,, the welghted mean for the central angle would be
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for A/yi:: L.,6 (ti:: 1.9). Thus, the important experimental
points are within two half-widths of the center, and voints
farther out on the profile do not contribute significantly

to our estimate of the central angle.
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APPENDIX D

In the original copy of this theslis the pages indicated

above contain the text of a published article:

"Precision Measurement of the L X-Ray Spectra of
P

Uranium and Plutonium:

by John J. Merrill and Jesse W. M. DuMond

The Physical Review, vol. 110, No. 1, pp. 79-84 (1958)



PHYSICAL REVIEW

VOLUME 1160,

NUMBER 1 APRIL 1, 1958

Precision Measurement of the L X-Ray Spectra of Uranium and Plutonium*

Joux J. MErrILL} anD JessE W. M. DuMonn
California Institute of Technology, Pasadena, California
(Received November 20, 1957)

Twenty uranium L x-ray transitions have been measured using a commercial, sealed off, uranium target
x-ray tube. Twelve plutonium L x-ray transitions have been measured in conventional x-ray fluorescence
from a 5.86-g sample. All lines were measured with high precision using the two-crystal spectrometer, and
corrected for the effects of temperature on the grating space of calcite, the effects of vertical divergence, and
the effects of crystal diffraction pattern asymmetry. The wavelengths corresponding to these transitions are
given in terms of the x-unit (where the latter is so defined that the wavelength of the Mo K line is 707.8490
x-units) with relative errors of less than 15 ppm (parts per million) in the case of U, and less than 30 ppm

in the case of Pu.

I INTRODUCTION

HE precision of recent measurements of the L
spectrum of plutonium has been limited by the
low available source intensities. Thus, Cauchois,
Manescu, and Le Berquier! studied this spectrum using
10 mg of Pu, and Rogosa and Peed? used approximately
200 mg. The low intensities available from these
samples using conventional x-ray fluorescence would
not permit the use of the 2-crystal spectrometer. Both
of these investigations were performed with curved
crystal transmission spectrometers of the Cauchois
type, an instrument with significantly less resolving
power. The availability in this laboratory of a fairly
large (5.860 g) sample of Pu permitted the measure-
ment of this spectrum using the two-crystal spec-
trometer. Twelve lines have been measured, with
relative errors of less than 30 ppm (parts per million).
Similarly, the most recent investigation of the L
spectrum of U was performed by using a Cauchois type
photographic spectrometer.® Again, the availability of a
commercial, sealed-off x-ray tube with a uranium target
has permitted us to use the two-crystal spectrometer,
Twenty lines of this spectrum have been measured,
with relative errors in most cases less than 15 ppm.

II. EXPERIMENTAL

The two-crystal spectrometer used in these investi-
gations was designed by one of us and, together with
the procedure for preparing and calibrating its precision
worm wheels for the angular measurements, is described
in some detail elsewhere.* The adjustment and cali-
bration of the instrument for these measurements, as
well as the scintillation crystal x-ray detector, have also
been described in a previous article.® The same article
describes the Pu source and its excitation.

* Work supported by U. S. Atomic Energy Commission.

t Howard Hughes Fellow. .

I Cauchois, Manescu, and Le Berquier, Compt. rend. 239,
1780 (1954).

2 G. L. Rogosa and W. F. Peed, Phys. Rev. 101, 591 (1956).

3H. Claéson, Z. Physik 101, 499 (1936).

¢J. W. M. DuMond and 'D. Marlow, Rev. Sci. Instr. 8, 112
(1937).

8 R. L. Shacklett and J. W. M. DuMond, Phys. Rev. 106, 501
(1957).
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The U radiation was obtained from a Machlett
Type A-2 Uranium Target X-Ray Tube,® while the
fluorescent Pu lines were excited by radiation from an
OEG-50T high-intensity tungsten target x-ray tube.
X-ray tube power was obtained from a Phillips water-
cooled diffraction unit. The primary voltage of this
unit was regulated by an electronic Sorenson regulator,
and the x-ray tube current was stabilized by an elec-
tronic stabilizer added to the diffraction unit, Neither
primary voltage nor tube current varied by more than
0.19%, during the course of a measurement.

In the present investigation, two independent
determinations of the Bragg angle were made for each
of the lines. Measurements were made in the usual way
with crystal number 1 fixed by advancing crystal
number 2 one second of arc at a time over the parallel
rocking curve and five or ten seconds at a time over
the antiparallel curve. At each setting the x-ray
intensity would be determined by accumulating counts
over a sufficient time interval to obtain good counting
statistics. The time interval was the same for all points
on a given curve, and was controlled by the 60-cycle
power-line frequency.

For all the Pu lines except the Pu La the intensity
was too low to get the desired number of counts at the
peak (about 6000) in just one run over the line. There-
fore, several runs were necessary in order to make the
time per run of reasonable length. For example, a
total of thirty hours were required for the seven runs
over the Pu Lg; line. The precision claimed for locating
the center of a weak line in this manner is justified
by the agreement between the two independent
measurements, which was always of comparable

8 We are much indebted to the Machlett Laboratories, Inc.,
and especially to their engineer, Mr. T. H. Rogers, for their
courtesy, patience, and cooperation in producing for us, without
additional charge for development, two excellently stable uranium
target x-ray tubes, probably the only such in existence. We are
also much indebted to Robert A. Noland and D. E. Walker,
metallurgists of the Argonne National Laboratory, and to the
administration of that laboratory, for furnishing us with the
normal uranium target disks appropriately bonded to the Machlett
Laboratories’ copper backings for incorporation into the Machlett
tube structure.
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SPECTROMETER SETTING

Fic. 1. A typical parallel rocking curve (the Pu Lgs), showing
the two runs over the curve.

magnitude. The temperature’ was thermostatically
maintained at a constant value to within one or two-
tenths of a degree during the course of each series of
runs.

The centers of the parallel rocking curves were
determined by drawing horizontal chords across the
profile between the observed points at different heights
and finding the midpoints of these chords. These central
points at different heights never differed from each
other on one and the same profile by more than one
tenth of a second of arc. Each determination was
repeated by making a second run over the rocking
curve and finding its center in the same manner. In
most cases the agreement between the two runs was
within the desired precision. It was found, however,
that a short time had to be allowed between changing
crystal number two from the antiparallel to the parallel
position and the actual initiation of the parallel run.
If sufficient time were not allowed, the first run would
show a center point at too low an angle. On subsequent
runs the central position would occur at a slightly higher
angle, in a few cases as much as six-tenths of a second
above the first. This second value was then reproducible

7 As in the article of reference 5, this temperature was read on a
thermometer immersed in an oil-filled well in good thermal
contact with an aluminum heat shield which completely covered
both crystals. This shield was provided with thin Mylar windows
for entry and exit of the x-ray beam and it served the important
purpose of minimizing air convection near the reflecting surfaces
of the calcite crystals. The layer of the crystal surface participating
in selective x-ray reflection is so thin that convective heating and
cooling of crystal planes near the surface can prove quite trouble-
some, particularly in the parallel rocking curve case.

MERRILL AND ]J.

W. M. DuMOND

within one-tenth of a second of arc. It is believed that
this shift, which was always in the same direction, was
due to a stabilizing in the contact between the precision
worm wheel and the worm gear which drives it. In
such cases, which occurred quite infrequently, only the
stable value of the central position was used in com-
puting the Bragg angle. Figure 1 shows a typical
rocking curve.

The centers of the antiparallel curves were deter-
mined by drawing a smooth curve through the experi-
mental points and again finding points midway between
the two sides. For most of the lines these points did not
vary by more than five-tenths of a second of arc from
their mean. In a few cases the spread was greater, and
larger probable errors have been assigned to these
exceptions. The U Ly4 line is worthy of special note.
The shape of this line indicates that there may be a
weaker line of unknown origin on its long wavelength
side, perhaps 0.5 x-units or less away. This together
with its weakness and the presence of some slight but
unexplained background distortion made it impossible
to determine the center of this line with high precision.
Figure 2 shows an example of one of the better anti-
parallel curves (the U Le;), while Fig. 3 shows one of
the poorer ones (the Pu Lgy).

III. CORRECTIONS

The angular positions of the centers of the parallel
and anti-parallel curves were first corrected for the
errors in the worm wheel as described elsewhere.* The
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T1G. 2. A typical good antiparallel curve (the U La,).
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TasiE I. Typical Bragg angle calculations for U Lay and Pu Lgq lines.

‘Worm-wheel

i 20 B i
Run Parallel position Antiparallel position cor_{(zcet‘:on (uncorrected) Al AGy-+e/2 [} {g(igre%?gd%
(a) U Lax
1 204° 17 14,15” 97° 1’ 54.9"+0.1" —6.15" 17° 157 13,17 2.8" 8° 37" 39.35"
2 97° 1/23.7" 204° 16’ 43.0"+0.1" —0.15" 17° 15" 13.15" 2.7 8° 37/ 39.23"
(b) Pu Lg,
1 2092° 207 28.8" 98° 58’ 46.5""+-0.8" —6.36" 13° 21" 35.9” +1.54" 6° 40’ 49.5"
2 98° 56’ 9.1 292° 17 53.1"4:0.8" —6.36" 13°21/ 37.6" +1.50" 6° 40’ 50.3"

difference between the two corrected positions gives
then 180°4-26, where § is the Bragg angle of the line
under consideration. The resulting Bragg angle was
then corrected for vertical divergence, the effect of
temperature on the grating constant of the crystal, and
the effect of crystal diffraction pattern asymmetry.
The vertical divergence correction is given by

AG,= —(1/12)¢,, tand, 1

where ¢, is the maximum angle of vertical divergence.
This formula was developed in a previous paper.®
The Bragg angles were all reduced to their values at
18°C by applying the correction, A8,, given by the
following working formula in seconds of arc:

AG;=+2.1(1—18°) tand. )

The shift of the observed lines due to crystal pattern
asymmetry was corrected by applying the correction

1e=0.2\2 second (\ in A). 3

This correction is also justified elsewhere.®
Typical angle calculations are shown in Table I for
the U La; and Pu Lg, lines.

IV. ERRORS

(a) The most important random error in determining
the Bragg angle of a spectral line is the uncertainty of
the location of the center of the antiparallel curve,
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F16. 3. A typical antiparallel curve of a
weaker line (the Pu Lgy).

08.p. This uncertainty varies from about 0.2 to 5
seconds of arc, usually being less than 0.5 second.
Other statistical errors are listed below, with their
assigned uncertainties:
(b) Uncertainty in the location of the center of the
parallel curve, 8§,220.1",
(¢) Uncertainty in
correction, 86,220.1".

(d) Uncertainty in the ambient temperature of the
reflecting crystals, resulting in an uncertainty in the
temperature correction, 69,220.05".

(e) Uncertainty in the applied correction for vertical
divergence, 68,<0.05".

(f) Uncertainty in the applied correction for crystal
diffraction pattern asymmetry (Darwin dynamical
theory), 86, <0.01".

the applied worm wheel

Since the required Bragg angle was computed by
subtracting the parallel and antiparallel readings after
the worm wheel correction had been applied, and by
dividing the result minus 180° by two before applying
the other corrections, the uncertainty in the Bragg
angle is

3651 [ (300230 ap4-200,2) /4 260.2450,2+ 0.4,

Since two independent measurements of each line are
averaged to obtain the final Bragg angle, its uncertainty
is ,

503 = %I: (60B1)2+ (5082)21%
=3[5(80,2-00,,%)+ 00,24 250 2+ 280,24+ 280, 2 ]}
=3280,,2+0.040 %,

if one assumes that the same uncertainty is assigned to
the position of the centers of the line profiles in the
two cases.

V. RESULTS

The corrected Bragg angles are shown in Table IT,
where the angles for U Las, Pu Lss, and Pu Ls, are
included for completeness. These lines were measured
in a previous study® and were not remeasured. The
U Lg; line was remeasured, however, since the higher
intensity made possible by the U target permitted the
use of extremely small angles of vertical divergence. The
vertical divergence correction was made quite negligible
in this way, and the formula and method of correction
used by R. L. Shacklett and one of us® could thus be
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TasLE II. Experimental results.

X-ray line Transition Bragg angle {(calcite) Wavelength (x-units) Previous results
Uranium Clagson®
Lay Linn—Mvy 8237/ 39.3" £0.1" 908.782+0.007 908.69
Lag® Lin— My 8°44’29.0” +0.2” 920.676--0.008 920.56
g Ly —Myy 6°48' 414" 4+0.1” 718.5094-0.007 718.54
Lgs Lin—Nv 7° 829.3" +0.15" 753.140-£0.008 753.14
Lgs Li —Mmx 6°43" 9.6 +0.3” 708.832-+0.011 708.81
Ls, L1 —Mu 7° 4740.17 4027 746.46040.008 746.39
Lgs Lin—0rv, Ov 6° 52’ 18.56"" 0.1 724.8144-0.007 724,84
Lge Liy—Ny 7°2743.3" +£0.27 786.75940.008 786.78
Lgy Liy—Nv1, Nyu 6° 59’ 18.7" 4+0.3” 737.091+0.011 737.07
Lgy Liyy—01 6° 577 49.8"" 2 734.5004:0.060 734.64
Lgy L —Mvy 6° 26" 28.4" +0.1” 679.6200.007 679.6
L, Ly — M, 7°37/16.1" 304" 803.436+0.013 803.59
Ly Lyg— My 10° 7/28.3" 0.5 1064.94140.016 1064.89
Ly Lty — Nty 5948 443" +0.1" 613.503:£0.007 613.50
L Ly —~Nu 5943/ 19,1 +40.2” 604.000£0.008 603.99
Ly L1 —Nm 5°39'31.7" +0.1” 597.3544-0.007 597.30
Ly Ly —Omx 5°26" 6.0 3" 573.8014-0.090 573.90
Ly Ly —On 5°27 5.0 402" 575.526=£0.008 575.45
Lys Lyt — Ny 6° 0'35.6" 30.15"" 637.2834£0.008 634.23
Lyg Lyt ~ Oy 5°37/24.3"7 +£0.1” 593.6300.007 593.61
Plutonium Cauchois ef al.¢ Rogosa and Peedd
Loy Liy—Mu 8°13723.7" 02" 866.492:£0.008 866.8 866.524-0.18
Lok Lyr—Myy 8°20716.2" +0.1” 878.4800.007 878.4 878.5240.25
Lgb Ly —Myy 6° 24’ 3547 £0.2” 676.321£0.008 676.5 676.4540.22
Lgs Ly~ Ny 6° 47’ 50.8"" +0.2" 717.0344-0.008 717.0 717.1540.22
Lg, Ly — M 6° 19’ 27.4" 0.7 667.3324:0.021 667.5040.29
L8 Ly — M 6° 40’ 49.9” +0.5" 704.75740.016 704.934+0.20
Lss Lyiy—Orv, Ov 6° 31’ 58.9” +0.2” 689.265-:0.008 689.41+0.19
Lgg Lir—Nt 7° 6" 394" 0.5 749.9374-0.016
Ly Ly —Nyy 5°2819.3"” +0.15" 577.698-+0.008 577.8740.22
L,y Ly —N 5°23739.37 40.5 569.5114£0.016
Lys Ly —Nur 5°19’ 51.6" +0.2"" 562.84740.008
Lg Ly —Orv 5917 25.5" +0.6" 558.580-:0.018

= See reference 3. b See reference 5. © See reference 1.

checked. The difference between the two determinations
was less than one-tenth of a second of arc (6 ppm).

The wavelengths given in Table II were calculated
from the Bragg law by using the effective first order
grating space 2d;=6058.09-£0.03 x-units. This value
was obtained by defining, for the purposes of this
article, one x-unit® as such that the Mo Kq; line’s
central wavelength is A=707.8490 x-units. This line
was measured in the calibration of our crystals,® and
its Bragg angle was found to be

6=6°42' 35.9”+0.1".
The uncertainty in the measurement of this line was
included as an additional independent uncertainty in
the calculation of the wavelengths of the various lines.

The results of the most recent previous measurements
of these spectra are included for comparison in Table II.

V1. CONCLUSION

The L spectrum of Pu has been measured by using
conventional x-ray fluorescence with relative errors of

8 Tt seems to us preferable, when highest precision is involved,
to base the definition of the x-unit on e well-known, oft-measured,
and lighly reproducible x-ray emission line (such as Mo Ka)
rather than on the grating constant of calcite. We have no test
whereby the grating space of a sample of calcite can be proven to
have the standard value other than by measuring such a line with
it. The defining wavelength here tentatively selected is discussed
in the appendix.

d See reference 2.

less than 30 ppm. The L spectrum of U has been
investigated using the direct beam from a U-target
x-ray tube, with relative errors in most cases of less
than 15 ppm. The high intensity available from this
source permitted measurements to be made with small
angles of vertical divergence, so that the formulas and
methods of correcting for the errors introduced by
larger divergences could be verified. The results agree
with those of previous work in the same laboratory to
one-tenth of a second of arc.

APPENDIX I. DEFINITION OF THE x-UNIT
AS USED IN THIS ARTICLE

Relative to each other the wavelengths of x-ray spectrum lines,
as measured by the high precision methods employing crystal
diffraction, are known in many cases with a precision from a part
in 10¢ to a part in 10%. Somewhat over 5000 of these lines have been
observed in the spectral region (from about 0.1 to 400 angstrom
units) characteristic of different electronic transitions in atoms of
the atomic table from Li to U. These lines constitute therefore a
very reliable and reproducible set of fixed points in our scale of
lengths in this region of length magnitudes. Unfortunately the
unit in terms of which we express these wavelengths is, even today,
not known in absolute value (e.g., in angstroms) with as much
accuracy as the accuracy with which the x-ray line wavelengths
can be measured relative to each other. The unit, in terms of
which they are expressed, known as the x-unit, was originally
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chosen by Siegbahn® with the intention that one x-unit would
be as closely as possible equal to a milliangstrom. To do this,
Siegbahn and others endeavored to calculate the grating constants
in angstroms of the crystals they used, such as rock salt or calcite,
employing a value of the Avogadro number, N, the bulk density
of the crystal, p, the molecular weight of the molecule of which
the crystal was composed, M, and a constant, ¢, depending upon
the geometry of its unit cell. They took for the Avogadro number,
N, a value computed by dividing the electrochemically deter-
mined Faraday, F, by the electronic charge, ¢=4.774X10™%
esu as determined by Millikan using his famous ‘‘oil drop”
method. By such methods the “effective” value in first order
reflection of the grating constant of the cleavage planes of calcite
at 18°C came to be accepted as

dis” =3029.04 x-units,

The true grating space (after correction for refractive index)
corresponding to this was

dis’=3029.494 x-units.

When at a later date, however, a method was developed for
measuring certain soft x-ray lines with artificially ruled gratings,
calibrated using known optical wavelengths, it was found that a
discrepancy existed between the ‘‘grating scale” of x-ray wave-
lengths and the “crystal scale” of Siegbahn. Many hypotheses for
this discrepancy were carefully examined and rejected one by
one®® until it was shown that the principal source of the dis-
crepancy came from the fact that Millikan’s oil drop value of e
was in error chiefly by reason of his having used an erroneous
value of the viscosity of air in his calculations. In fact, the dis-
crepancy indicated that the value of ¢ was more nearly 4.802X 10
esu.

Thus Siegbahn’s “x-unit” (in terms of which the calcite grating
constant has the value given above), 45 nof exactly a milliangstrom
as he intended. In Sieghahn’s calculation of d, other numerical
factors, more accurately known today, also require small revisions.
In view of these errors it has come to be regarded as preferable to
treat Sieghahn’s system of measure for x-ray wavelengths as a
purely arbitrary system. It is fortunate that Siegbahn very wisely
chose to call his unit by a distinctive name, the x-unit. We there-
fore can no longer take one x-unit as equal to a milliangstrom, but
because of the much greater relative accuracy with which the x-ray
line wavelengths are known relative to each other we continue to
express them in terms of x-units. It has become customary, on the
contrary, to define the x-unit as such a unit that the “effective”
grating space of calcite for first order reflection at 18°C is

dis”’ =3029.04 x-units.

The true experimental datum of observation is, of course, the
angle, 6, at which an x-ray line of wavelength, A x-units, is reflected
from the cleavage planes of a calcite crystal in the first order at
18°C and this will be related to A expressed in x-units by the
Bragg equation:

A==2dys"" sing.

The ratio of the x-unit to the milliangstrom unit, A=X,/A,, is
probably somewhere between 1.00202 and 1.00204. With the
improvement in the level of precision with which most of the
constants and conversion factors of physics are now known, it is
highly desirable to improve our knowledge of A As a first step

9 Manne Sieghahn, Spekiroskopie der Roentgenstrahlen (Verlag
Julius Springer, Berlin, 1931).

10 For a brief account of the history in this connection, see the
article by E. R. Cohen and J. W. M. DuMond, in Handbuch der
Physik (Springer-Verlag, Berlin, 1957), Vol. 35, p. 1.

'Work on A has been of two kinds, (1) measurements of the
absolute angles of incidence and diffraction of x-ray lines using
plane gratings of which the best example is the work of J. A.
Bearden and (2) comparisons of soft x-ray line positions, recorded
with a grazing incidence concave grating vacuum spectrometer,
with the positions of calibrating spark line spectra from one-

in this direction the authors of this paper believe that the definition
of the x-unit as it is presently accepted, based on the grating
constant of calcite, should be abandoned in favor of a more
reliably reproducible definition in terms of a well-known x-ray
line. Different samples of calcite from different parts of the world
have been shown by J. A. Bearden® to reflect one and the same
x-ray line at slightly different Bragg angles in the first order, for
example, ranging over a variation of some 0.3 second of arc and
in the fourth order, 0.7 second of arc. If calcite were taken as the
conventional standard to define the x-unit it would therefore
strictly be necessary for the International Bureau of Weights and
Measures at Stvres to keep in a desiccator under extremely
carefully controlled conditions one standard calcite crystal, or
perhaps a pair of them for use in a two-crystal spectrometer,
against which all other crystals for use by x-ray spectroscopists
could be compared. Such a cumbersome procedure is clearly not
in the spirit of modern physics where every effort is made to relate
our standards to the most fundamentally reproducible natural
units or constants obtainable. Just as the meter is, for the most
accurate purposes, defined in terms of the wavelength of a spectral
line in the optical region so the x-unit should be also defined in
terms of an x-ray line. For this purpose we must select an x-ray
line whose wavelength can readily and precisely be compared, by
crystal diffraction or other methods, with the wavelengths of most
of the other some 5000 x-ray lines (using single or successive
multiple steps of comparison).

For this standard reference line we tentatively propose the
Mo K« line because of the great care and attention which has
already been given to its study. There is every reason to believe
that a wavelength definition based on this line can be consider-
ably more reproducible’® than any definition in terms of a crystal
grating constant. What then shall we adopt as the conventional
numerical value in x-units of the Mo Ko; line wavelength for the
purpose of more precisely defining the x-unit? It is clearly desirable
to improve the precision of our definition without shifting the
magnitude of the unit outside the general range of uncertainty
or irreproducibility within which it was formerly defined in terms
of the calcite grating constant and in fact it would perhaps be
desirahle and most convenient to fix it in accord with the most
representative value among many samples of calcite if such a
dominant value could be established. All this must be done by a
general conventional agreement which as yet does not exist. To
tie down the precision results of the present article in the most
definite possible way we therefore adopt, for the purpose of defining
what we mean in this paper by the term one “x-unit,” the con-
vention that the central wavelength value of the Mo Ko line

electron hydrogen-like atoms whose wavelengths can be theo-
retically computed from our very precise knowledge of the
Rydberg constant. The best example of the latter method de-
veloped in Sweden has undoubtedly been the work of Folke
Tyrén in his dissertation, 1940. Tyrén’s results are, unfortunately,
now rendered invalid by the fact that the discovery of the Lamb
shift in 1950 necessitates that all his calibrating wavelengths be
recomputed. It seems likely that the discrepancy between Tyrén’s
A=1.00199 and the higher average value arrived at by J. A.
Bearden, A=1.00203, is to be explained in this way. J. W. M.
DuMond and E. R. Cohen, Phys. Rev. 103, 1583 (1956); J. W. M.
DuMond and E. R. Cohen, in Handbuch der Physik (Springer-
Verlag, Berlin, 1957), Vol. 35, pp. 10-16. Folke Tyrén, dis-
sertation, Uppsala, 1940 (unpublished); J. A. Bearden, Phys. Rev.
37, 1210 (1931); 48, 385 (1935). W. E. Lamb, Jr., and R. C.
Retherford, Phys. Rev. 79, 549 (1950).

2 7 A. Bearden, Phys. Rev. 38, 2089 (1931).

13That the wavelengths of x-ray lines can be very slightly
shifted by effects of chemical combination has been known for
many years. In the case of the Mo Ke1 line from a pure metallic
molybdenum target in a well-evacuated outgassed and perman-
ently sealed off tube however there is no evidence to show any
relative irreproducibility comparable to the small fluctuations
in crystal grating constants. The line wavelength is almost surely
reproducible to =10 ppm.
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profile (determined by means of the median points of chords!
across it as explained in this paper) shall be 707.8490 “x-units.”
Should a later change in the convention modify this number it
will be a simple matter for anyone to modify all our observed
tabular wavelengths herein reported by the same proportional
amount to suit the change in definition of the unit. We are aware,
of course, that the conventional number we have here adopted
for Mo Kai differs slightly from the value in x-units (707.831)
frequently quoted and tabulated for this line. The difference is in
fact 25.4 parts per million. Our primary reason for our particular
numerical choice is because it is consistent with assighing the
conventional value of the effective grating space in the first order,
dy=3029.040 x-units to the pair of calcite crystals we have used
in this research. Since our particular pair of crystals might well
be exceptional rather than representative, this alone is insufficient
justification for such a choice, however. '

The value of the wavelength of the Mo Ke line defined in this
article, namely 707.8490 x-units, is however also consistent with
the conventional first order grating space of calcite, d,=3029.04
x-units, and the Bragg angle as found by other investigators in
first order reflections using the two-crystal spectrometer. When
the vertical divergence correction of Williams® (whose validity
Shacklett’s careful work® has completely verified) is applied, the
resultant Bragg angle as obtained by Compton'é from the natural
cleavage planes of calcite is

8:=6° 42’ 35.9;".

Tu,” using the same formula for the vertical divergence correction,
obtained the value

61=6° 42/ 35.5"0.1"
from a natural cleavage face, and a value
6;=6° 42’ 36.0"+0.1"
after he had polished and etched the faces of his crystals.

4 We are well aware that there is no unanimity of convention as
to what feature of the spectral profile of an x-ray line to take as
‘“the” wavelength., The maximum point, the center of gravity
or “centroid,” the point of intersection of the tangents to the
two points of inflection of the profile, and the common position
of the median points of horizontal chords, have all been used or
proposed. In the case of nearly all the x-ray lines determined with
photographic spectrometers, a cross hair in the microscope of a
comparator is simply made, by a subjective judgment, to divide
the blackened image of the line as nearly in two as can be esti-
mated. We believe that this latter process comes nearer to deter-
mining the median point of horizontal chords than to any of the
other procedures. There is a real difficulty with adopting the
“centroid” of the profile as a definition. This stems from the fact
that the line profile both according to theory and observation
[the work of Archer Hoyt, Phys. Rev. 40,477 (1932) Jis a “witch,”
e, T =A[14 (A—Xo)2/W2], wherein W is the half-width at
half maximum height, In a strict mathematical sense this profile
has no centroid since all its moments from the first on up diverge.
In a practical sense this means that the exact position of the center
of gravity is extremely sensitive to our choice of the positions
where we chop off the tails of the curve on either side of the
maximum for the purpose of determining the center of gravity.
To symmetrize these positions appropriately we have to “beg the
question” and use some other criterion than the centroid.

We believe that the best choice of convention to fix “the”
wavelength of a line will be the one which yields the most re-
producible definition. It is our impression that the chord median
point method does this. Of course, if the line is not symmetric,
the method fails to give a definite answer without further detailed
specification of the procedure, but this is true of any of the other
proposals too.

15 . H. Williams, Phys. Rev. 40, 636 (1932).

16 A, H. Compton, Rev. Sci. Instr. 2, 365 (1931).

17Y. Tu, Phys. Rev. 40, 662 (1932).
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Bearden,* using an incorrect formula for the vertical divergence
correction, obtained various values ranging from

6:=06°42'353" to 6,=6°42356"
from four different samples of calcite, which he obtained from
different parts of the world. Williams’ formula for the vertical
divergence correction would raise this value slightly. The result
of the present investigators and Shacklett’ is
6:=6° 42’ 35.9”+0.2".
The value chosen for the present definition of the x-unit is
0,=6° 42’ 36.0".

The authors recognize that this is an arbitrary definition. It was
made in this manner because it agrees with work done in this
laboratory and with the work of other investigators using similar
methods (Le., the two-crystal spectrometer in the first order).

Other investigations!s16.18-2 have yielded different values for
this wavelength. These results are indicated in Table ITI. It is

TasrE II1. Results of other investigations.

Method A (z-units) Investigator
Bragg ionization
spectrometer 707.862  Allison and Armstrong®
Photographic tube
spectrometer 707.833  Larssonb
Double crystal spectrometer
(fourth order) 707.843  Williams,® Comptond

Double crystal spectrometer

(fourth order) 707.833

Bearden®

4 See reference 16.
@ See reference 18.

@ See reference 19,
b See reference 20.
¢ See reference 15.

the discrepancy in these results, as well as the differences in the
Bragg angle as measured by Bearden® using different samples of
calcite, which has prompted the present authors to propose a
definition of the x-unit in terms of a spectral line, rather than one
based on the grating space of calcite.

From an examination of such work as that of Larsson and
others by photographic methods and a comparison with the
two-crystal spectrometer method in which precise angular
measurements of crystal rotation are alone involved and the
spectral profile of the line is quantitatively delineated by statistical
counting of photons with a very definitely calculable statistical
precision, we feel that more reliability can certainly be attached
to the two-crystal spectrometer results than to the photographic
results. The “tube spectrometer” work of Larsson, in which the
cross hair of a micrometer comparator is simply centered by
subjective estimation on the photographically recorded line image
(see Plate 18 of the Larsson article for comparison with the line
profile in our Fig. 2, for example), is nevertheless the basis for the
tabular value, 707.831 x-units, given in the Cauchois-Hulubei
tables. The estimated standard deviation of the mean value,
{Ad)av, of Larsson’s seven comparator measurements (the first
seven in his Table II, our reference 20) computed by accepted
statistical formulas from the squares of the deviations of his
individual measurements from their mean is ==0.246 second of arc
corresponding to about =10 ppm uncertainty in the Bragg angle
and in the wavelength. It is by no means the intention of the
authors to make a final decision in this definition, and the wave-
lengths given in Table IT may easily be modified when by general
agreement such a definition is adopted.

18 J. A, Bearden, Phys. Rev. 38, 1389 (1931).
5. K. Allison and A, H. Armstrong, Phys. Rev. 26, 701 (1925).
 A. Larson, Phil. Mag. 3, 1136 (1927).
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