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Abstract

Power processing at high frequencies often involves the use of resonant conversion
techniques. .Most of these techniques require the use of a variable switching frequency to
prdvide control over the output voltage or current. In many applications this variable
switching frequency is not tolerable and another method of regulation is required. A novel
device called a magnetic regulator can be used in conjunction with a resonant DC-to-DC
~ converter to provide regulation of the output voltage or current at a fixed switching fre-
quency. This device resembles an ordinary transformer except with an additional winding

which provides control over the input-output conversion ratio.

Prior to the use of the magnetic regulator, suitable resonant DC-to-DC converters are
identified and partitioned into a resonant inverter which converts the incoming DC energy
into high frequency AC energy and into a rectifier circuit which converts the AC back to
DC. The candidate invertcrs used include the Class E and Class D Zero-Voltage-
Switched circuits. Since the rectifier circuit must be compatible with the choice of the

inverter, the design details of such a rectifier are presented.

The magnetic regulator is modeled using the reluctance concept exposing the true
nature of the regulation mechanism. The control current changes the permeability of a

portion of the core of the device which results in a current-controlled leakage inductance.

The magnetic regulator may be inserted into the forward power path of a resonant
DC-to-DC converter. In the process, it is possible to integrate the resonant inductor and a
matching inductor into the basic structure of the magnetic regulator. The result is a high

frequency, resonant converter with only one or two magnetic components which can be
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controlled by a low-level control signal without resorting to a variable switching fre-

quency.

‘The inclusion of a variable inductance poses special problems in the design and model-
ing of the control loop which regulates this family of converters. The small-signal model
of the magnetic regulator iS derived and verified with experimental results. This model is
then inc’orpox:atcd into a model for the DC-to-DC converter. The converter model is pre-
sehted with three levels of complexity beginning with a very simple model which exposes
the contribﬁtion of the maghetic regulator to the overall response of the converter. The
model is further refined to include a bilateral model for a resonant rectifier with a final

‘bilateral model for the inverter.

The model of the complete DC-to-DC converter is compared against simulated data
from the computer program SPICE and also against measured data on a typical converter.
The model is shown to contain low frequency dynamics dominated by the input and out-
put filters on the converter, and high frequency dynamics associated with the resonant cir-
cuit elements. The models developed are continuous-time average models which are

conveniently represented using equivalent circuits.
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Chapter 1

Introduction

Motivation for the Research

The field of power electronics is concerned with the art and science of converting elec-
trical energy from one form to another, emphasizing the minimization of the power lost by
the proéessing circuitry. The minimization of the volume, weight, and cost of this pro-
cessing circuitry are also important factors which have driven the development of many
different approaches to the problem. One industry in particular has motivated the search
for better circuits and methods of power conversion, and that is aerospace. The need for
electronic systems to operate in airborne environments has driven the power processing

circuitry to ever-increasing levels of sophistication.

~ One application of airborne electronics which motivated the developments described in
this thesis is that of the airborne radar. A typical radar consists of a transmitter and a
" receiver along with various signal and data processing functions. The radar transmitter
has very stringent requirements for signal purity which translate into ripple and noise
) requiréments on the transmitter’s power processing circuitry. Most aircraft radar t;ansmit—
ters cmplby vacuum tube microwave devices such as magnetrons, klystrons and traveling
wave tubes (TWT’s). These devices have been used because of their ability to produce
large amounts of microwave energy. The TWT is popular because of its inherent wide

bandwidth in addition to its high power.

- In order to operate, the TWT requires several bias voltages which range up to 100 kV

in some high power systems. A more common requirement would be 20 kV. This high
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voltage is produced by a high voltage power supply (HVPS) which often is a significant

portion of the entire radar in relation to its weight, volume and cost. Additionally, the

" . HVPS is frequently the least reliable subassembly in the entire radar. These facts have

drivep.power supply designers to search for better methods of generating and regulating
high voitages. Significant gains in this area have been made possible by the advent of the
high-frequency switching power supply. In most power processing applications, the
switching fre(iuency is a free parameter which the designer can manipulate to optimize the

design. Unfortunately, this is usually not the case in the radar HVPS.

Ina rédar the TWT acts as a modulator, converting any signals on the bias electrodes
into modulation of the amplitude and phase of the transmitted signal. Any power supply
for these bias voltages will produce some residual ripple as a result of the power conver-
sion process. This ripple will modulate the microwave carrier signal with sidebands
which are spaced above and below the carrier signal by the frequency of the ripple. Many
modern radar designs use the doppler shift of the target to determine the velocity of the
target. In these systems, the receiver is effectively a spectrum analyzer which scans for
any signals near the microwave carrier frequency. The typical velocities of airborne tar-
gets place the doppler-shifted return signals from the radar between zero and several kilo-

hertz. If the ripple out of the high voltage power supply has frequency components in this
range, ‘the receiver may mistake these signals for real target returns. One technique that is
-used to combat this problem is to synchronize the switching frequency of the HVPS to the
pulse repetition frequency of the radar. This will place any modulation of the transmitted
signal by the power supply coincident with the pulse spectrum of the radar and causing it
to be irrelevant. This means that a HVPS fora radar. may require a specific switching fre-
quency. To accommodate modern radar requirements, HVPS’s capable of greater than 1
MHz switching frequency are necessary. The only practical way to operate a HVPS at this

frequency is to use one of the resonant topologies [1]. The great difficulty with this



,appr‘o’achv is that most resonant converters operate by using a variable switching frequency,
becoming 'unsuitable for this application. This dilemma motivated the invention of a
device which can provide regulation over the output voltage or current in a resonant con-
verter at a fixed switching frequency. This device together with its application to resonant
power processing is treated in the following chapters in the general context of the
DC-to-DC converter. The high voltage aspects of this problem are discussed in an exam-

ple applicatio;l of this technique of power processing.

Organization of the Thesis
The following chapters are broadly divided into two parts. Part I deals with the devel-
opment of the resonant DC-to-DC converter and its steady-state operation. Chapter 2
begins with a discussion of several types of converters all of which regulate the output
variables by using a variable switching frequency. The design and operating characteris-
tics of these converters is presented for the case of steady-state operation. The magnetic
regulator is introdueed and analyzed in Chapter 3. The analysis reveals that the magnetic
regulator is similar to a conventional transformer with a leakage inductance that is propor-
tional to the current in an auxilimy control winding. In Chapter 4 the magnetic regulator is
- combined with the DC-to-DC converters developed in Chapter 2 to yield a new, efficient

method of pfocessing power at a fixed switching frequency.

Before a practical power supply can be built, a method for the regulation of the output
voltage must be designed. This regulation requires that a dynamic model of the power
supply be used to design a suitable compensation network which will render the
’closed-loop feedback system stable. Part II of this thesis focuses on this problem in the
case of the resonant converter with a magnetic regulator. Since the magnetic regulator is
new, Chapter 5 is devoted exclusively to developing a model for this device in a carefully

controlled experiment.
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The complete model of the resonant power supply with the magnetic regulator is com-
plex, so the dévelopment of this model follows several steps. In Chapter 6, the resonant
inverter and the rectifier circuit are modeled very simply and the magnetic regulator is
included into the model. This chapter makes several restrictive assumptions about the
inverter and rectifier which are not well satisfied in practice. This investigation is useful
to gain insight into the operation of the complete power supply. Chapters 7 and 8 relax
theseassumpt‘ions resulting in more complete and realistic models for the power supply.
In Chapter 7 the inverter switches are treated as a stiff voltage source with the focus on a
complete rectifier model. This model predicts some of the behavior of the complete
power supply, but the inverter model precludes the calculation of the input impedance or
the input-output transfer function. Chapter 8 completes the model development of the
inverter and provides predictions of the dynamic performance of the input impedance, out-
put impedance, control-to-output and input-output transfer functions. In each of the chap-
tcrs,/the model predictions are compared to experimental data from one of the applications

discussed in Chapter 4.

During the course of the model developments, intermediate results were often checked
by using the circuit simulation program SPICE. Several of the quantities predicted by the
’models are inaccessible or difficult to measure in the practical hardware. In these cases as
well as others, the computer simulation proved to be a valuable tool to confirm the validity
“of the analytical models. Often computer modeling is considered only when a very com-
plex design must be evaluated prior to entering production. The work here illustrates how

computer modeling can play a significant role in the analytical stages of a circuit’s design.

Nonetheless, in the use of computer modeling, it is very important to maintain a healthy
skepticism regarding the results. The computer program will only account for the effects
explicitly included in the model and even then can actually produce incorrect results. Itis

common that a complex computer model will not converge to a solution. In this case the



user knows not to trust the answer because none exists. Itis also possible for the computer
to return msuits which look reasonable at first glance, but are incorrect. Modern simula-
tion programs often fool the user into thinking ;he answers are absolute by hiding the error
contrpls inside obscure menus which the novice user never sees. These error controls
place limits on the numerical errors associated with the circuit simulation, and an inappro-

priate choice of values of these error controls can make a solution invalid.

Power supplies pose a difficult problem for SPICE since the time constants associated
with the mddel are widely separated. It is not unusual for a power supply simulation to
have output filter dynamics with time constants less than 100 Hz, but at the same time the
switching transistors may have dynamics in the 100’s of MHz. Through the course of the
thesis, the models in which SPICE can be useful are demonstrated as are the places where

the computer model is inappropriate.

While computer simulations are helpful tools, the final result of the thesis is an analyti-
cal model of the DC-to-DC converter with the magnetic regulator as the control element.
The solution of thié model is difficult using hand computations; therefore, a computer is
used to plot the final results. The model is based on equivalent circuits which reduce all

the nonlinearities to voltage and current sources, so the usual methods of circuit analysis
can be used to work out the conseduences of the models. While a specific topology is
used in the model development, the nature of the model readily accommodates modifica-

tions to the basic circuitry.






Part 1

The Steady-State Solution






Chapter 2

Resonant DC-to-DC Converters of Conventional

Design

Introduction
This chapter will introduce a family of switching DC-to-DC converters that are suitable
for operation at high switching frequencies (> 500 kHz). The motivation for operation at

such high switching frequencies comes from several factors:

1. The energy-storage capacitances are smaller in value, volume, and mass at
higher switching frequencies. The magnetic components are also smaller
in value but may not be smaller in mass or volume due to large core losses

and skin effects in the conductors.

2. The switching noise in some applications can be more readily tolerated if it
is known to occur at a specific frequency such as the frequency of a master
clock in a digital communications system. Often this master clock fre-

quency is higher than the optimal switching frequency of the power supply.

3. Resonant operation may make certain kinds of switching devices practical
for the main switch since it is possible to arrange zero switch current at

turn-off. Devices such as SCR’s fit into this category..

4. In converters with high conversion ratios, the parasitics associated with the

main transformer may force the circuit to operate as a resonant converter
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even if the intended design is non-resonant (this often occurs in high volt-

age designs).

5. Capacitively-coupled voltage multipliers can replace high voltage trans-
"formers in high voltage power supplies thus greatly reducing cost, weight,

and volume and increasing reliability.

For these reasons, the high-frequency resonant DC-to-DC converter is of considerable

interest,

One approach to the problem of the high-frequency resonant converter is to use a
quasi-resonant converter, derived from a parent pulse-width-modulated converter (PWM).
These converters are especially attractive since the parasitics associated with the switch-
ing elements may be absorbed into the natural topology of the circuit. This approach has

been explored thoroughly by other authors [2].

A second family of high-frequency converters are the full resonant converters such as
the parallel and series resonant converters [3]. These converters can operate efficiently
whcn faced with the non-idealities associated with high voltage transformers [4] and
therefore satisfy one of the requirements of interest; however, neither the series resonant
nor the parallel resonant converter account for the possibility of parasitic capacitance in
parallel with the main power switch. Since the high frequencies discussed here almost
always necessitate the use of power MOSFET switches which have very large shunt
capacitancés, any tbpology which does not inherently account for the shunt capacitance
may be subject to large switching losses and inefficiency. (If the voltage across the switch
is not zero at the instant the switch closes, the shunt capacitance will be dissipated in the
switch according to CV2ﬂ2 where f is the switching frequency.‘ At high switching fre-

quencies, this loss is intolerable.)
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“The family of converters that are of interest in this work are those which use a suitable
zero—voltage—sx&itched (ZVS) DC-t0-AC inverter such as the Class E [5] or Class D ZVS
" [6] circuit together with a suitable rectifier [7] or [8]. The elements of a suitable rectifier
will be explained below. In this family of converters it is convenient to separate the prob-
lem into that of the inverter and that of the rectifier. In this way, a large number of
DC-to-DC converters can be synthesized using various inverters and rectifiers in combi-
nation. This (;hapter will reference several key relationships for the Class E converter
from the literature and then use similar methods to develop those same relationships for

the Class D ZVS converter. These latter relationships have not been previously published.

~ After the development of the inverter circuits, the resonant rectifier will be addressed.
First, the conditions for any rectifier to be compatible with its source of energy will be dis-
cussed briefly. The bridge rectifier with a capacitive input filter will then be examined
and its salient features identified. Finally, the inverter and rectifier will be combined into
a complete DC-to-DC converter and the steady-state operating conditions will be estab-
lished. This step is a prelude to both the development of the new fixed-frequency
DC-to-DC converter in Chapter 4 and the dynamic model of this family of resonant con-

verters in Part IT of the thesis.

2.1 The Resonant Inverter

The inverter portion of the circuit is responsible for the conversion of the input DC
power into high-frequency AC power which can then be used by the rectifier circuit
directly or transformed to lower or higher voltage using a transformer. This conversion is
necessary since it is impossible to regulate DC power withouf power loss in dissipative
elements. By using reactive elements in an AC circuit, it is possible to regulate power

flow without the use of dissipative elements.
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2.1.1 The Class E Circuit

One circuit well suited to this application is the Class E circuit shown in Fig. 2.1. This
circuit was originally invented as a high efﬁciéncy alternative to the Class C RF power
ampliﬁer [5]. Since the circuit was intended for use in RF applications, the circuit is capa-

ble of efficient operation well into the megahertz region.

Circuit Description

The Class E circuit operafcs in ZVS mode if the components Cy, Cy, L1, and the drive
to MOSFET Q; are properly chosen. The drive duty cycle may be other than 50%, but
this is the most common choice. The inductor Lgppc is chosen to be large compared to the
other impedances in the circuit and therefore can be modeled as a constant-current input

source. The value for C, must be selected to be larger than the shunt capacitance of MOS-

V9
|in
L rec
' C1 L1
I (P00
la lsw e
é It § RL
507 Du'ty Cyclé - +
C2 VA
Drive Signal ~ Ve -4

Figure 2.1: The Basic Class E Inverter. This circuit can operate at high efficiency
because the main power switch closes when V,, is zero. The input drive
may have a duty cycle other than 50%.
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FET_svwitch Q1 in parallel with antiparallel diode D, since C, represents the total capaci-
tance at V.. (The capacitance of the MOSFET and diode in Fig. 2.1 has been absorbed
into'C,.) The choice of the tank components, C; and L;, is a trade-off between low har-
monic distortion on the tank current and high voltage stresses on the components. The
resonant frequency of C; and L, is chosen to be below the switching frequency of Oy, and
the resonant frequency of C; in series with C, ( = C; ) together with L, is chosen to be
above the swit‘ching frequency. If fl = «/6—1—51- and f2 = JEST , the tank current rings at
a frequencyfl when Q; or Dy is on, and at a frequency f, when both are off. If C; is much
larger than C|, then f and f, are nearly the same and the current in the tank current closely
resembles a true sine wave. On the other hand, if C; is larger than C5, the two frequencies
are substantially different, and the waveform in the tank circuit is distorted. This will have
consequences in the rectifier circuit which will be described below. Since the inverter will
be designed for a specific power level, the choice of the value for C; will not change the
current in it and therefore the larger its value, the lower will be its peak voltage stress. The
applied voltage stress on the tank circuit components and the distortion of the tank current
are the major trade-offs that must be made in this inverter’s design. A quantitative design
procedure for the Class E inverter may be found in [5]. The waveforms in an idealized
Class E inverter are shown in Fig. 2.2. These waveforms occur if the tank current /, is
assumed to be a sine wave. The voltage across the switch, V,, rises when Q; turns off
then reiufns to zero at which point the diode Dy conducts. The MOSFET turns on again

while the current I is either negative or zero thus achieving zero-voltage-switching.

The waveforms in an actual converter can be significantly different from those shown
in Fig. 2.2. Figure 2.3 is an example of the waveforms obtained in actual practice. The
waveforms shown are from a SPICE simulation which accounts for the non-sinusoidal

current that results when the true inverter topology is used. Even though the actual wave-
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Figure 2.2: Waveforms in an Idealized Class E Inverter. The assumption that the
tank current (/,) is a sine wave makes the analysis of this circuit tracta-
ble.
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Figure 2.3: Waveforms in a Nonideal Class E Inverter. This SPICE simulation
accounts for the true nature of the inverter tank current, /;.



16

forms in the Class E circuit are distorted, the assumption of a sinusoidal tank current is

analytically useful.

Analysis

Oﬁe of the important limitations of the Class E inverter is that the voltage applied to the
switch is much larger than the DC input voltage. Since the input voltage is connected to
the switch through an inductor, the average voltage applied to the switch must equal the
DC input voltage. Therefore, if the switch duty cycle is small, the peak voltage applied to

the switch is large. An approximate formula for the maximum switch voltage is [9]:

L65V,, -

VMAX = T (2.1)

In a typical case, the switch duty cycle is 35% which implies that the maximum voltage
applied to the switch is 4.7 times the DC input voltage. This fact limits the Class E

inverter to low voltage, low power applications.

The design of the Class E inverter amounts to selecting the proper components to
achieve ZVS for a given load. This problem has been solved in many papers, and one
“which is particularly useful is [9]. The prdblem is solved by defining a normalized load
impedance, z'y = zy/X ¢, as shown in Fig. 2.1 and then plotting the locus of z’y, which
results in ZVS operation. This analysis will not be done here but a similar analysis for the
Class D ZVS inverter will be presented in the next section. The region in the é’y plane
which results in lossless switching is shown in Fig. 2.8 (b). The use of this plot will be

deferred until after the resonant rectifier load is discussed.
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Figure 2.4: Basic Class D ZVS Inverter. The drives for Q; and Q, are interlaced with
some dead time.

2.1.2 The Push-Pull Circuit

The Class E inverter examined in the previous section has a serious disadvantage: the
voltage applied to the power switch is many times larger than the DC input voltage. This
resuictg the use of this topology to low voltage and low power applications. An alterna-

-tive topology which has better switch utilization is the Class D ZVS circuit. A typical
example of this topology is shown in Fig. 2.4. In this circuit the voltage across the power

switches never exceeds the power supply rails (i.e., each switch will see 2V, maximum).

Circuit Description

The Class D ZVS circuit consists of two MOSFET switches and two antiparallel diodes
arranged in a totem pole configuration driving a resonant circuit with a shunt capacitor at
the input. The purpose of the capacitor is to account for -the output capacitance of the
MOSFETs and the junction capacitance of the diodes. The MOSFETS are driven with a

non-overlapping drive signal which alternately turns on each switch for some duty cycle
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.which must be less that 50%. Figure 2.5 shows the basic waveforms associated with Fig.
2.4. The waveform Vj,, shows the voltage across the capacitor C;. At time &, O is
turned on just as the voltage across Q; is appmaching zero. The voltage remains near zero
as long as Q is on. When Q) is turned off, the current in the tank circuit charges capacitor
C, toward the lower supply rail. (The voltage across C; was equal to the upper supply rail
while O, was on.) The voltage on C, must be at the lower supply rail prior to the turn-on
of 0, to achievé the zero-voltage-switching condition. Normally, the antiparallel diode
D, will conduct briefly before Q, is switched on. At the moment when Q5 closes (73), the
voltage across Q, will be zero since Vy,, = -V, as shown in the fig 2.5. The narrowband
nature of C; and L; will select out the fundamental of the waveform V,. In most
high-frequency applications the transition time of V,, is substantial, so the drive duty
cycle to each of the switches is well below 50%, typically around 25%. Note the phase
shift between the current in the tank circuit, /,, and the voltage into the tank circuit, Vj,,,.
The voltage is leading the current which implies the impedance looking into the tank cir-
cuit and the load is inductive. This is one of the necessary conditions for ZVS. Only cer-
tain values of the load impedance can be tolerated. The possible failures of the circuit to
operate in the ZVS mode are illustrated in Fig. 2.6. If the tank current is too small or has
too much phase lag, then the voltage across C, will not charge to the opposite rail before
the closure of the power switch (Fig. 2.6 (2)). The jump in this waveform is indicative of
large switching loss. If the current is large enough to charge C, but leads the prof)er phase
angle by t00 much, then the current in the diode reverses and the voltage across the switch
pulls away from the supply rail. When the switch closes, C, will discharge into the switch

again resulting in switching loss and inefficiency.

Analysis
The design of the Class D inverter amounts to choosing values for the components Cy,

C,, and L that will result in the ZVS mode of operation for a given load impedance. The
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Figure 2.5: Basic Waveforms in the Class D ZVS Inverter. The load components and
the drives are chosen so that the voltage across either switch is zero at
turn-on (times # and #3).
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Figure 2.6: Class D ZVS Inverter Waveforms. The waveform V,,, is shown in proper
ZVS mode (a). In (b) the tank current is insufficient to charge C, to the
opposite supply rail. In (c) the tank current has too much phase lead ahead
of the switch drives.
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impedance z, in Fig. 2.4 must be chosen to provide the proper magnitude and phase for the
tank current. The analysis of this circuit closely parallels that in [9], which solved the

same problem for the Class E circuit.

The first condition for lossless switching is for the current into capacitor C 5 to charge it
from one supply rail to the opposite supply rail. (Refer to Fig. 2.7 for the waveforms and
notation used in the following analysis.) The charge required to do this is illustrated in the

figure by the shaded area under the /. curve. Lossless switching will occur if:
2

Asz 2 2Vg (rising edge)
AVSW < —2Vg (falling edge)

Because of the symmetry of the circuit, either condition is equivalent so consider the fall-

ing edge:

nD+T
1
AV = ——onr I (0)do 2.2
ac, [ re® 2.2)

sw
D

where o is the angular frequency of the drive signal. The tank current/, is

, = isin(0-9) 2.3)

“Carrying out the integration and simplifying the result gives

i
_ t :
Asz = a)_CZ[COS (rkD+T -9¢) —cos (D —9)] (2.4
For the common case of D = 0.5, (i.e., each switch on for 25% of the total switching cycle)

2.4 becomes
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Figure 2.7: Waveforms used in the Analysis of the Class D ZVS Converter. The
switches refer to the parallel combination of a MOSFET and antiparallel
diode.
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i
AV = —L [~ sin (T ~¢) — sin¢] (2.5)

sw
mC2

At the boundary of ZVS, AV = —2nghich implies

2V oC

= sin (I'—¢) + sin¢ (2.6)
i
'

The next step is to calculate zy in Fig. 2.4. A clever method used in [9] is to calculate

the fundamental of the current in C, and then calculate the voltage across C; from the

result. The impedance z is equal to the fundamental of the voltage across C; divided by

the current in the tank circuit, /,, The fundamental of the current in C; is

2n
1 _jo
Lp=~ J'Icz(e)e a9
0
2.7
D+ n+nD+T
1 1
= - j (~1)d0+— | (-1)as
nD n+nD
‘Equations 2.3 and 2.7 give:
JO-mD L )
-]tF= (T(l—e )+7 l‘ 2.8)

The fundamental of the capacitor voltage can now be obtained easily by using

Ve = =X 1. The fundamental of the tank current is
2 5 IF
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2n
1 .
Ip==[isin(6-¢)e” do
" .9)
= —jie
The normalized impedance 2’ is:
1% 2 (¢ —=D)
V4 C .
P A .1-[Jr+i’-l—2-——(e ’2F—1)} (2.10)
X c, X CzI F &
In the special case of D = 0.5, this simplifies to,
o
7, = {Jr—é— ' -1 )} 2.11)

To map the region of lossless operation, the acceptable values for ¢ and I" must be
determined. One condition for lossless operation is that the voltage across C; transitions
from +V to -V, before the switch closes. Thisis equivalentto 0 <I"< g It is necessary
to maintain positive of zero forward current in the diodes prior to the switch closure. This
- will occur so long as ¢ =2 0. These condiﬁons define the boundary of the ZVS region in
the 2’y plane. To trace the locus of the boundary, set I' = /2 and sweep ¢ from zero
» upward and set ¢ = zero and sweep I across its range. The resulting region is plotted in
Fig.2.8 (a) together witﬁ a similar region corresponding to the Class E circuit from [9] in
Fig. 2.8 (b). It is clear from the figures that only inductive loads will provide lossless

switching in either the Class E or Class D ZVS inverter.
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Figure 2.8: Region of Lossless Operation of the Class D ZVS Inverter (a) and the
Class E Inverter (b). The points plotted in (a) correspond to the wave-
forms shown in Fig. 2.6. Points (b) and (c) are outside the lossless region
and therefore have large switching losses. The point (a) is inside the
region and has no switching loss.

2.2 The Resonant Rectifier

Rectifier circuits are some of the most common circuits in all of power electronics and
‘the most often neglected. This section is concerned with the conditions necessary for a
rectifier and its source to be “compatible.” What compatibility means in this context is
that the rectifier and the source function together without causing any impulsive voltages
or currents. The reason this compatibility is desirable is that the presence of impulsive
voltages or currents inevitably leads to power loss and electromagnetic interference. The
former problem is due to the fact that an impulse has an average to RMS ratio which

approaches zero as the width of the pulse approaches zero. In the mathematical limit, this
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means that the power loss in the interconnections of a circuit which contains impulses will
consﬁmc all the available power, with none left for the load. This point is best illustrated
with a simpie éxample. Consider tfle RC circuit in Fig. 2.9. The resistance R represents a
small parasitic resistance in the branch of a circuit with an impulsive current which feeds a
capacitor filter and resistive load R;. The current source at the input provides rectangular
pulses of current whose amplitude is /o/D and whose width is DT. T, is the period of the
current pulse train. This input current has an average value of / independent of the value
of D. Therefore, if the capacitor is large, the output voltage will be mostly DC equal to
R;ly. The output power into the load is P = I(Z)RL. The input pulse train is assumed to
be very narrow so that the input voltage to the circuit is much larger than the output volt-
age. In this case the input power is P; = (IO/D) 2.R-D. The efficiency of this circuit
ism= Po/ Pi = (DR L) /R. As the duty cycle goes to zero, the efficiency of this circuit
also goes to zero for any finite ratio of the load resistance to the parasitic resistance. In
actual practice this means that circuits with impulsive currents will have poor efficiency

even with good components.

The best example of an incompatible circuit is the most familiar rectifier circuit, the

capacitive input rectifier used in 60 Hz applications. In these circuits, the action of the

\ JM oo %é v.

[
T

g |

Figure 2.9: Current Impulse Applied to an RC Filter. The presence of R, no matter
how small, makes the efficiency of this circuit low.
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-~ capacitor causes the currents in the input rectifier diodes to flow in narrow pulses with
conduction océurring at the top of the input voltage waveform. The main problem here is
_ the lack of ébrAnpaﬁbility; the capaéitively—filtercd rectifier circuit requires a current drive
to be efficient. Likewise, the inductively-filtcfed rectifier requires a voltage drive to be
efﬁciént Figures 2.10 and 2.11 are examples of compatible and incompatible combina-
tions of rectifiers and sources. Any combination which results in an impulse of either

voltage or current is considered incompatible.

The reason that the capacitive input filter works in 60 Hz applications is that modern
diodes are designed with large peak current handling capabilities and the parasitic resis-
tances in real circuits will limit the peak current delivered to the rectifier. Finite filter
capacitance also acts to limit the width of the impulse so that some reasonable efficiency
can be maintained. However, this approach fails when high frequencies are used. The
diode switching losses become excessive, and consequently the diode junction tempera-
ture also becomes excessive. The appropriate design technique is to choose a rectifier
topology which is inherently compatible with the source of energy. The sine wave invert-
ers described in this chapter all function as current sources of sine waves, so the
capacitive-input rectifier is the topology of choice. Several candidate rectifiers can be
used, but the common bridge rectifier will be analyzed below. The analysis will follow

[9] closely. (The voltage doubler circuit was analyzed in this reference.)

22.1 Resonant Bridge Rectifier Analysis

As discussed above, the bridge rectifier circuit is inherently compatible with the reso-
nant inverters\discbussed in this chapter. However, this compatibility is somewhat limited
when the locus of acceptable loads for the Class D ZVS or Class E circuit is considered as

in Fig. 2.8. It is clear from the figure that only certain loads can be tolerated if the ZVS
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Figure 2.10: Examples of Capacitive-Input Rectifiers. The upper example is the

: familiar case for many 60 Hz applications. In this case, the rectifier and
source are incompatible. The rectifier and source are compatible in the
lower example.
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Figure 2.11: Examples of Inductive-Input Rectifiers. The upper example is com-
monly used for many 60 Hz applications. In this case, the rectifier and
source are compatible. The rectifier and source are incompatible in the
lower example.
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condition is to be maintained. In particular, if the load resistance on the output of the
bridge rectifier is removed, the input impedance to the rectifier becomes infinite which is
- well outside the range of acceptable loads. The input impedance to the rectifier is clearly

a quantity of interest since it will determine if the overall circuit can function efficiently.

Rectifier Input Impedance Analysis

The inbut irnpedanée to a bridge rectifier such as in Fig. 2.10 cannot be defined in gen-
eral tcﬁns since the circuit is nonlinear. However, in a resonant DC-to-DC converter, the
high impedance of the tank circuit at frequencies other than resonance means that the
behavior of the load on the inverter is only important near the resonant frequency. The
sWitching frequency of the inverter is sufficiently close to the resonant frequency of the
tank circuit that the switching frequency alone may be considered in the analysis of the
load. Therefore, the input impedance to the rectifier can be defined as the ratio of the fun-
damental of the input voltage to the fundamental of the input current. If the input current
is assumed to be a sine wave of amplitude /), then the input voltage will be a bipolar
square wave, switching between +V,, and -V, where V,, is the DC output voltage (the for-
ward voltage drops of the diodes have been neglected). Since the average input current
must equal the average output current, the current into the DC load resistance is (2/x) 1.
The DC output voltage is therefore (2/n) IpR;. The fundamental of a square wave with
peak value V, is (4/m) Vo. The equivalent AC input impedance to the bridge rectifier is

Vfundamental _ _8_ R
AC I 2
0 14

N
i

(2.12)

This impedance is purely real which means that the bridge rectifier cannot be used
alone as a load on either of the inverters discussed above unless some inductance is placed

in series. This is equivalent to saying that the inverter switching frequency must be above
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-the resonant frequency of the tank circuit since at resonance the inductive and capacitive
reactances in thc tank circuit cancel each other out. Above resonance, some of the induc-
tive reactancc w111 remain which can move the load impedance into the allowable region

in the z-plane.

Further examination of Fig. 2.8 shows that even with series inductance, there is a very
limited range of load resistances that will operate acceptably on the inverter. This prob-
lem was solve(i in [9] by placing an inductor in paralle] with the input to the rectifier. This
adds a “pre-load” to the rectifier so that the load impedance does not go to infinity as the
output load is removed. In addition, the inductor modifies the current into the rectifier so
that the current rises slowly at first (while the diodes are experiencing reverse recovery)
and then rises more quickly later in the cycle. The rectifier circuit that will be analyzed is

shown in Fig. 2.12. Figure 2.13 shows the basic waveforms in this circuit. The input cur-

—>
It | + ldfi,,
<T> Il—m¢ Vin < ) — Vs
| B CL =% % R
i

Figure 2.12: Schematic Diagram of the Resonant Rectifier Circuit. The inductor
across the input acts as an impedance matching component.

rent to the rectifier is

It = itcose 2.13)

The current in inductor L,, is (refer to Fig. 2.13)
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Figure 2.13: Basic Waveforms Associated with the Resonant Rectifier in Fig. 2.12.
This example has relatively little load current compared to the current in
L .

m
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2 .
I, = it(r—t)(e—(pd) sing, (2.14)

m

‘The average current out of the diode bridge is

b
2%

gy =3 ] U= )d0 (2.15)

T
—5—(9-1

The equations 2.13 and 2.14 simplify this to
i

2,
= 1—tttcos¢d (2.16)

dav

The average current out of the diode bridge equals the current into the load resistor, so

VO
I = — 2.17)
d,
ay RL
Therefore, the amplitude of the tank current is given by
14
o 1 2.18)

i
t
2R, cos,

From the figure, it is clear that the input voltage is a bipolar square wave with a peak
amplitude of V,,. The fundamental of such a waveform is (4/r) V,, with a phase shift of @.
The input current from 2.18 together with the input voltage fuhdamental define the input

impedance,
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fvoej(p“ g o
_ T _ 9 JPq
Z;, = — = 5 COSP ¢ R, (2.19)
T o T

2RLcoscpd

The relationship between the voltage and current in an inductor is

_ d
vV, = mL’”ZiE ( Lm) (2.20)
which together with 2.14 gives
Yo 2 .
- = XLME sing, (2.21)

t

Equations 2.18 and 2.21 can be used together to solve for the phase angle,

Ry

tang, = — (2.22)
Lm

Equation 2.22 allows the input impedance to be normalized to the shunt inductive reac-

tance,

Z,

8 ' ‘
o Zsing & (2.23)
X 27
L, =
This can be further simplified by using the complex form of the sine function,
jes 04
sing, = =—"— (2.24)

2j
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which results in

z, - ;
= s (j —je” “’“) (2.25)
L, =« ‘

The above derivation is valid so long as the diodes remain in continuous conduction. If
the load resistance is large enough, there will be an interval when none of the diodes are
on. This is the ;iisconﬁnuous conduction mode. The boundary between discontinuous and
continuous cbnduction mode occurs when the inductor current slope and the input current
slope are equal at the point of tangency. The point of tangency is 6 = - g - ¢, If the

phase associated with the boundary between continuous and discontinuous conduction is

called @, then 2.13 and 2.14 give

Ly =2a,) (2.26)
i sin (— g - (pcr) =i (%)sin(pcr @2.27)
ipc, = tan”’ (g) (2.28)

A plot of the normalized input impedance is a portion of a circle in the normalized
z-plane for @ between zero and approximately 65° (see Fig. 2:14). The impedance fol-
lows an unknown path to the point 0 + j1 in the normalized z-plane which is the imped-

ance when the output load is completely removed.
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Figure 2.14: Normalized Input Impedance to the Resonant Bridge Rectifier. This plot
has the same shape as in the case of the voltage doubler [9] because of
the normalization. The load resistance that corresponds to the angle @ 4
changes so that ¢4 = nt/2 occurs for Ry = Xy ,,..

23 The Resonant DC-to-DC Converter

The resonant rectifier can now be combined with the inverter, and with a suitable
choice of components, it is possible for the inverter to operate in the ZVS mode for all val-
ues of load resistance. Since the ZVS region for either the Class E or the Class D ZVS
inverter is extremely small near the origin in the z-plane, some series inductance is neces-

sary between the inverter and the rectifier. This is equivalent to operating the switching
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the resonant frequency of the tank circuit. It is convenient to break the

: fréqucnci 'al;ove
| tank éircuit into an LC circuit which is resonant at the switching frequency plus whatever
. - residual inductance remains. This inductance is termed L, The design task is to choose
valués for L,,, L,,s and C, together with the tank circuit elements L; and C; that meet all
the dcsign goais. In the final implementation, L; and L,,; will be combined as a single

inductancg. A few of the trade-offs in the choices for these components are as follows:

1. - The smaller the value for L,,, the larger the range of R; thatresultsin ZVS
operation. At some value for L,,, all values of R; result in ZVS operation
(when Fg. 2.14 fits entirely inside Fig. 2.8). Low values of L,, result in
large circulating current in the tank circuit, even at no load. This is a trade-

off between efficiency and wide load range.

2. If the load can be restricted to some minimum value, then the entire z;,
curve is not traversed. This will result in less L,,; used to displace the z;,
curve vertically or a larger value for L,,. This is also an efficiency versus

load range trade-off.

3. Since the tank circuit elements are assumed to exactly cancel at the switch-
ing frequency, any values will work such that f = 1/2n JZI_C; . The
larger the characteristic impedance of these values, the larger the applied
voltage stress to the components. Itis not difficult to choose values for C;
that resuit_ in applied voltages beyond 600 V even at moderate power lev-
els. The lower the characteristic impedance, the larger the harmonic distor-
tion in the tank current. This problem can be particularly difficult in the
Class E circuit since it has even harmonics in its spectrum. Large even har-
monic \distortion can result in asymmetrical current flow in the diodes
which then causes increased power loss. The Class D ZVS inverter is less

sensitive in this regard due to the lack of even harmonic distortion. This is
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a trade-bff between component stress and efficiency (and potentially

harmonically-related noise).

4, The value for C, must be chosen to be larger than the shunt capacitance of
: the MOSFET(s) and the diode(s) in the power switch. The shunt capaci-

- tance of a MOSFET is both nonlinear and variable from unit-to-unit. This
means that C, should be several times larger than the switch capacitance to

- domina‘tr, the characteristics of the switch capacitance. Larger values of C;
result in greater harmonic distortion and the resulting problems with the

rectifier. This is a trade-off between the consistency of the inverter in man-

ufacturing and efficiency.

5. Larger Values of L, result in larger voltage stresses on the combination

(L,¢5 + L1) and lower output voltage for a given input supply voltage. This

is a trade-off between output voltage and load dynamic range.

This last trade-off is addressed in the next section.

2.3.1 Resonant DC-to-DC Power Supply Conversion Ratio

It is convenient to divide the converter into stages for the conversion ratio analysis.
Figure 2.15 shows a converter using a Class D ZVS inverter with a bridge rectifier. With
the circ‘uit partitioned as shown in the figure, the tank components are resonant at the
switching frequency and therefore represent a short circuit to the tank current. The resid-
ual inductance, L,,;, forms a voltage divider with the input impedance of the rectifier cir-

cuit. The voltage (fundamental) at the input to the rectifier is

Z,
in
vV, = m—vswf (2.29)
n res
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- where Vg, is the fundamental voltage at the output of the inverter switches. The output

volmge from the rectifier is
V ==V (2.30)

To complete this picture, it is necessary to calculate the fundamental of the voltage out
of the inQerters switches. This waveform is a bipolar quasi-trapezoidal waveform which
switches between +V, and -V,. The actual transitions are segments of sine waves but a
reasonably good approximation is to use straight lines as illustrated in Fig. 2.16. The fun-

damental of this waveform is

2n
1 _je
Vous = ;jvw(e)e a8 2.31)
0

Since V(8 — nt) =-V,,(0) and JE-™ = _J° , the integral simplifies to

Q, Drive

VAR
AN

Figure 2.16: Idealized Waveform for the Class D ZVS Inverter. The fundamental of
this waveform propagates through the resonant tank circuit to the recti-
fier.

Q, Drive

'Vg
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- j V_(8)e- 2.32)

(1

i0

Vo = E % ( J do+= jv /%40 (233)

el

This integral simplifies to
—i0 '
4 (e PP _ 1)

Vour = =5V, (2.34)

1

The magnitude of the fundamental varies from 1.15V, for 8; =m/2 to 1.27V, for 6; =0 so
a reasonable approximation is that Vg, = 1.2V,. The transfer ratio from the DC input

voltage to the DC output voltage can now be found from 2.29 and 2.30 to be

n12z

VO
_° " (2.35)
Vg T4 z,, + jo L

§ res

where z;, is given in 2.19.

2.3.2 Respnant DC-to-DC Converter Control

The circuit discussed so far is only a converter since the output is proportional to the
input. For practical application, it is necessary to control such a converter to regulate the
output voltage against variations in the input DC source and against changes in the load
and the converter itself. The conventional method to control a resonant converter of the

type discussed in this chapter is to vary the switching frequency. This will cause the con-
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,_ version ratio to change since the inductance L, is the residual inductance that remains in
the tank c1rcu1t after the capacitive reactance of the resonant capacitor has been subtracted
- 'from the 1nduct1vc reactance of the tank inductor. A typical frequency variation would be
plus or minus 10 - 15%. This variation in frequency is small compared to some other res-
onant tnpologies butis still unacceptable in some applications such as the power supply in
a radar transmitter. In this application it is necessary that the switching frequency of the
power supply remain fixed so that the switching ripple on the output also remains at a
fixed frequency. It is this consideration that motivated the invention of a controllable
transformer, named a magnetic regulator by the inventors [10]. In this device, which
resembles a two-winding transformer, the input-output conversion ratio can be modified
by the application of a DC control signal. This device is analyzed in the next chapter and
then applied to the DC-to-DC converter problem in Chapter 4.
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Chapter 3

Magnetic Regulator Modeling

Introducﬁon

In the area of high voltage power supply (HVPS) design, many significant improve-
ments have been made in recent years with respect to weight and size by utilizing high fre-
quency switching techniques. In areas where weight and size are at a premium such as
aircraft or mi.ssile radar, the switching frequencies have been driven above 300 kHz in
designs utilizing square wave switching techniques. Often the requirement to operate at
such high switching frequencies comes not from a consideration of the power supply’s
weight or volume, but from a system requirement to synchronize the switching frequency
of the power supply to a system clock, thus reducing the harmful effects caused by the
switching frequency and its many harmonics. In these supplies, the switching losses in
the semiconductors and particularly the high voltage diodes become excessive. The
designer then finds that the efﬁéiency (and therefore the internal device temperatures)
must be sacrificed to operate at these high frequencies. One way to alleviate some of the
problems associated with these high switching frequencies is to use one of the many reso-

nant switching tcchniqueS.

While resonant switching techniques allow higher frequency power supplies to operate
efficiently, conventional designs have several disadvantages. One of the major disadvan-
tages is the fact tﬁat regulation of the output voltage is accomplished by varying the
switching frequency. Obviously, a variable switching frequency cannot be synchronized

to a fixed system clock, so another mechanism is needed to accomplish the regulation.
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| Recenﬂy ua noirel dévice called a magnetic regulator (MR) was proposed in [10], in
which‘ control ‘over‘ a sinusoidal output voltage, at a fixed frequency, is possible in
. response to ’abcAontrolling current. This device appears at first glance to be a transformer
with’ an electronically-adjustable turns ratio. In fact, as shown below, the MR will func-
tion a_s. a transformer if the control current that drives it is fixed. Further, if one varies the
control current, the input to output conversion ratio is modified. Since the device is ide-
ally lossless (réal devices suffer from conductor loss in the windings and core loss in the
core), the MR can function as a kind of 'control valve' for sinusoidal power signals. This
suggests that a power supply with high efficiency could be constructed using an MR in a

similar way to the pass element in a linear power supply.

By embedding this device into a resonant DC-to-DC converter such as described in [9],
regulation of the output voltage is still possible but at a fixed switching frequency. A sim-

ple block diagram is shown in Fig. 3.1 to illustrate the idea.

While the converter described above works well, there is no theory available to

describe its operation. This chapter will take the MR as a separate device and develop an

Fixed Amplitude, Fixed Frequency Variable Am plitude, Fixed Frequency
Sine Waves —_— ' —_— Sine Waves

Magnetic Reguiator

Ve

¢
DC to AC Inverter %l Rectifier/ Filter | “* 3

1
' : —Reference Voltage

™

Figure 3.1: Block Diagram of a DC-to-DC Power Converter with Fixed Frequency
Regulation Using a Magnetic Regulator.
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( equivalent circuit model based ‘upon the actual physical structure of the magnetic device.
In the model, each of the components can be directly related back to physical properties of
- the dev1ce ThlS results in a circuit model which provides both an intuitive feel for the
device's operation and a quantitative model suitable for calculations. Once the modeling

method is established, another structure is introduced and its shortcomings identified.

This leads naturally to a new structure with significant advantages.

3.1 Physical Operation

The physical structure of one type of magnetic regulator is illustrated in Fig. 3.2. The
core is similar to an EI core except with four legs instead of three. The legs are numbered
one through four from left to right. A winding we shall call the primary or input winding
is wound around leg number three and another winding, the secondary, is wound around

leg number four. These windings can have different numbers of turns. Legs 1 and 2 each

airﬂ) k_
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Leg 1. Leg 2 Leg 3 Leg 4

Figure 3.2: Physical Structure of the Four-Leg Magnetic Regulator. The flux generated
by the input winding divides between paths 1 and 2 according to the reluc-
tance of each path. The reluctance of path 1 can be modified by the current
in the control winding.
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, ﬁ-a;}e wmdinés wb(\und é.round them with equal numbers of turns and then series-connected
ih sucﬁ a way that tﬁe flux produced by the primary will cancel in the series combination
. of these windihés. A DC current source is connected to the series combination of coils 1
and 2 and thereby controls the DC flux density in the left half of the structure. For this
reason,A these v&indings are referred to as the control windings. Leg 4 has a small inten-

tional air-gap.

If an AC soﬁrce is connected to the primary terminals, then the flux generated by the
primary winding will flow in leg 3 and then divide between the left and right paths accord-
ing to the reluctance associated with each path. If there is no DC current in the control
windings, the path to the left will have much lower reluctance than the path to the right
owing to the air-gap placed in leg 4. In this case very little flux will flow into leg 4 and
therefore very little AC voltage will be induced in the secondary windings. Further, there
will be no AC voltage developed at control winding terminals because of the series-oppos-

ing connection of the windings.

Now if a DC current large enough to saturate legs 1 and 2 is driven into the control
windings, the reluctance of the path to the left of the primary increases greatly forcing the
AC flux from the primary to 'steer' to the secondary leg through the air-gap. In this case
fhe voltage induced on the secondary will be equal to the primary voltage times the turns
ratio of the secondary to the primary, less the voltage lost due to the inevitable leakage of

some of the primary flux into the air surrounding the core.

The above describes the extremes of the control range. Between zero and maximum
control current, the permeability is varied continuously so that the conversion ratio is var-
ied continuously. In addition, the core material is usually soft ferrite which provides a
smooth variation in the conversion ratio. Regulation can then be easily obtained using lin-

ear feedback concepts. The next section will quantify the concepts developed above to
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calculate the flux distribution in the core and therefore the input-output behavior of the

device.

32  Modeling
3.2.1. The Reluctance Model

Since a knowledge of the flux distribution in the core of the MR is necessary to calcu-
late the terminal voltages, the first problem to attack is that of the magnetic circuit. A
method used on a very different problem in power electronics is directly applicable here.
In [11], the problem of the design of an integrated coupled inductor was solved by using
the reluctance concept to generate a magnetic equivalent circuit which then could be used
to design an appropriate inductor. The AC waveforms in [11] were square waves and the
operation of the power processing system was quite different; however, the reluctance

model used there applies equally well to this case.

To model a magnetic device using the reluctance concept, one first identifies the
important magnetic paths which make up the device. Each of these paths is assigned a
'magnetic resistance' or, more precisely, a reluctance. Each of the windings of the device
will appear as magnetic 'voltage sources’ whose voltage is equal to the ampere-turns prod-
uct. The unknown quantity is the magnetic ‘current’ which is the flux in the actual device.
The flux ié solved for using standard electric circuit analysis techniques. An equivalent
circuit for .the magnetic device which will model its terminal characteristics can be
directly obtained from the magnetic equivalent circuit. This is accomplished by recogniz-
ing that the inductance is inversely proportional to the reluctance and that terminal cur-
rents are proportional to the voltage sources in the magnetic equivalent circuit. Similarly,
the 'currents' (flux) in the magnetic equivalent circuit are proportional to the voltage in the

electric circuit. This implies that the electric circuit model can be derived from the mag-
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netic circuit model using duality, where the reluctances are replaced by inductances. To
properly account for the constants involved, each winding in the actual device appears in
. the electric equivalent circuit as an ideal transformer. A more complete description of this

method is described in [12].

Figure 3.3 illustrates the various reluctance elements that make up the MR superim-

e AAA AN AAA- AAA
| R4 R 14 R16
R1S ns$ R112 |
lr1 >3
L
R23 R7 Jm
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Figure 3.3: Reluctance Model for the Four-Leg Magnetic Regulator. Each reluctance
in this model corresponds to a physical element in the MR.

posed on the core geometry to emphasize the relationship between the elements in the
reluctance model and the actual physical structure. The diagrani is based upon the experi-
mental four-leg MR which was assembled from six pieces of ferrite material. While this
model is specific to the experimental device, it will be simplified in Fig. 3.4 to a more gen-
eral model which is common to all the MR's designed to date. The primary and secondary

windings are illustrated as magnetomotive force sources NI; and NI, respectively.
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Figure 3.4: Simplified Reluctance Model for the Four-Leg Magnetic Regulator.

Several of the reluctances in this case are physically identical which will simplify the
calculations considerably. Reluctances R1,R3, R6,R8, R11, and R13 represent the resid-
ual air-gap that inevitably results when separate pieces of ferrite are used. This gap is as
small as possible and is estimated to be 2.54 um (.0001 in). Reluctances R2, R7, and R12
are all the same being made from identical pieces of core material. Similarly, R4, RS, R9,
R10, R14, and R15 are identical ferrite paths. R16 and R17 represent the intentional air-
gap introduced into the structure for control purposes. Each gap is 190 um (0075 in).
Reluctance R18 is unique due to the geometry used for leg 4. This reluctance is neglected
as small in the final model. R19 and R20 are the leakage fluxes in air and therefore quite

large (but measurable).-

Figure 3.3 can be simplified to Fig. 3.4 by straightforward combinations of the ele-
ments in Fig. 3.3. Reluctance R, is the sum total of all of the flux which does not pass

through the intentional air-gaps. This is the total primary leakage flux. Rp, is the second-
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- ary leakage-flux path and is equal to R19. The coupling flux path is modeled by Ry,.

Reluctance R, is the combination of all the reluctances which carry the common flux of

. both the leakége and coupling paths. “The values are:

Rll = R20

(R9+R10+((R1+R2+R3+R4+R5)+(R6+R7+R8)))

2

R, =R11+R12+ R13
R,, = R14+ R15+ R16 + R17

The reluctance R, is usually quite small and would normally be neglected when com-
pared to other elements in the model. It will be shown in the measurements section, how-
ever, that this element will be required to properly account for the measured behavior.
Note that there is no DC source shown for the control winding mmf. The effect of the
control windings is to modulate the permeability of the control legs so the reluctances R2,
R4, R5 and R7 are functions of the control current from the general definition of the reluc-

tance:

S (3.2)

Where R is the reluctance of a bar of length /, cross-sectional area §, and permeability Y.

Since the permeability is a function of the control current, so is the reluctance. Note
that the flux paths through each of the control legs have substantially different reluctances
owing to the greater distance of leg 1 from the priméry (leg 3) than leg 2. This would
cause an AC voltage to appear across the series-opposing connection of the control wind-
ings. This is undesirable since the control current source is usually a transistor collector

which should not be reverse biased. To prevent the AC voltage from appearing across the
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control winding terminals, a capacitor is used which effectively shorts the AC voltage.
This places the con&ol windings in parallel thus forcing equal AC voltage on each. This
implies that'thc; flux through legs 1 and 2 are forced to be equal at a cost of some circulat-
ing éurrent in the control windings. Therefore, the voltage sources V1 and V2 in Fig. 3.3
are equal ih nﬁagnitude and opposite in polarity. Rj; is computed with this in mind in
(3.1). In computing R;; the dependent sources V1 and V2 are accounted for, so no AC

ampere-turns are needed to represent the control windings in the simplified model.

3.2.2. The Inductance Model

~ The next step in modeling the MR is to transform the equivalent magnetic circuit into a
circuit model for the inductances. By using the duality of the electric and magnetic fields
as described above, the equivalent electric circuit in Fig. 3.4 is transformed to that shown
in Fig. 3.5. The same subscripts are used in each figure with all the R's replaced by L's.

The L's are calculated as follows:

(3.3)

where N is chosen to be the number of turns on the primary winding. ( This choice is arbi-
trary; in general each mmf source is replaced by a pair of terminals and an ideai trans-
former whose turns ratio is N,:Ny, where N is a reference number of turns and Ny, is the
number of turns of the mmf source winding. Using N,=Ny, inserts a 1:1 transformer at the
primary terminals which is then neglected. This choice of N, amounts to referencing all

the inductances in the model to the primary.)

The model shown in Fig. 3.5 is very similar to the usual model of a two-winding trans-

former with the exception of the element L. As stated above, L, is actually present in a
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Figure 3.5: Inductance Model for the Four-Leg Magnetic Regulator. This circuit fol-
lows directly from Fig. 3.4.

conventional transformer, but is usually neglected. The most significant prediction from
the model is that the turns ratio of the ideal transformer is fixed as are the inductances,
exceptfor L;;. Ly is proportional to the permeability of the control legs and hence would
decrease with increasing control current. Measurements done below show this behavior

clearly.

3.3  Experimental Verification

An expén'mental magnetic regulator was constructed using the dimensions shown in
Table 3.1. The measurements were done using a computer-controlled network analyzer to
measure the AC quantities and a computer-controlled power supply to sweep the control
current during the measurement. The individual inductances must be extracted from the
data measured at the terminals of the device. Since the magnetic regulator is being treated

as a two port device, there are four parameters which can be determined from terminal
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Table 3.1: Dimensions of the Four-Leg Magnetic Regulator

Element Length (cm) Area (cm?) Reluctance (1/H)
Top, Bottom Bar 75.9 0.87 116 k

Legs 1,2,3 27.4 118 0.4k

Legd 274 0.87 126 k

Reéidual air-gap 0.00025 1.18 17.1k
Intentional air-gap 0.019 0.87 1.75M

measurements. Further, the magnetic regulator is a reciprocal device so only three of the
parameters are independent. Since the model for the magnetic regulator has four ele-
ments, they cannot be uniquely determined by terminal measurements alone. This means
only a three-inductor equivalent circuit can be uniquely specified by measurements and,
therefore, thé equivalent circuit of Fig. 3.6 can be used as a basis. The measurements are

LI L12
o——FFV 411A o

nf 3¢

N1:N2

Figure 3.6: Minimum-Inductance Equivalent Circuit for a Two-winding device.

of three types: 1) Input inductance with the secondary open (L1 gpep)- 2) Output induc-
tance with the primary open (Ly; ,pen)- 3) Secondary / primary ratio, driving the primary
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with the secondary open(Ry1 op,)- The model quantities in Fig. 3.6 can be obtained from

the measured quantities as in (3.4).

Ly = Ry1,0penli1,open
Ly = L11,0pen =Lt

le = LZZ,open - Lll (3.4)

The ideal transformer's turns ratio is obtained from the winding information and is

assumed to be 1:1 for simplicity in the present context.

| Figure 3.7 shows the measurements for the case where L is ignored as is described by
the above eqﬁations. From Fig. 3.7 it is apparent that the inductances L,, and Ly, are not
independent of control current as was postulated above. The reason for this behavior is
that the inductance L. was ignored. Even though this inductor cannot be directly mea-
sured from terminal measurements, its presence is very real and it disturbs the measure-
ments of the other inductances. To account for L., the approach taken was to calculate L,
from the geometry of the center leg and use that value as an input into the measurement
routine. If the value for L, is correct, and the proposed model is also correct, then the
inductances L,, and Ly, should become independent of control current at the same time.

The cquatioris for the magnetic regulator model parameters with L, included now become:

_ L.y l,open

x =
L. —1L Lopen

Ly = R21,opean

Ly=Ly—~Ly

le = bZZ,open - Lm "(Lll + LC) (3.5)
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Figure 3.7: Magnetic Regulator Inductances. These curves were extracted from mea-
surements and then calculated excluding inductor L.
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Using the dimensions of the center leg from Table 3.1, the reluctance of the center leg
is 92.4 k plus the air-gap reluctance of 34.2 k which gives a total value for R, of 126.6 k.
. The corresﬁon;iing inductance is 790 uH. Using this value for L, the other inductances
can be recalculated as shown in fig 3.8. As predicted, the same value that gave a flat curve

for L, also gave a flat curve for L. The fact that a single value for L. makes both L,, and

Lp, independent of control current is proof that the model is correct.

The relucta;lce concept also predicts values for the other elements in the model. The
value for Lllr takes on a range of values from the value for the zero-bias ferrite permeabil-
ity of approximately 2000, down to a value determined by the leakage fluxes in the air.
The air leakage flux can be estimated from the measured value for L. This value of
inductance yields a reluctance value for a winding on a single leg, R19, as suggested in
Fig. 3.3. This reluctance value, 27.9x10° 1/H, can then be divided by three to obtain a
rough value for R20 which is 9.3x100 1/H. This translates to an inductance of 10.8 pH.
This assumes that the saturated reluctance of R2 and R7 go to infinity which is of course
not realistic. Nevertheless, the predicted value could be taken as a lower bound on the
estimate for L;; at high control currents. The predicted values for the model elements are

summarized in Table 3.2

Table 3.2: Predicted Versus Measured Values for the Magnetic Regulator.

Element Predicted (UH) Measured (LH)

Ly . ' 283-10.8 ‘ 225-20

L, 26.8 28

Lp - 3.58

L, 790 | Provides flat L,, and Ly
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Figure 3.8: Extracted Inductance Values for the Four-Leg Magnetic Regulator after
Accounting for the Inductance L,.
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34 Other Magnetic Regulator Structures

The magn_eﬁc regulator discussed above is one of several possible st;'uctures for this
" -device. In [10], another possible structure is described which uses two E-I cores
side—by-Side. ‘The control windings are wound around one of the outer legs of each core
separately, then the two cores are placed side-by-side and the primary wound around the
center legs of both cores. Similarly, the secondary is wound around the unused outer legs

of both cores. Figure 3.9 shows two views of the device along with the path of the control

CONTRQL FLUX
controL /7 \\E /\\
o (lepHrel) [
__"i'< 2 RLOAD
)
(ES) N,
L~ S——" D N S
©
INPUT

) Figuré 3.9: Top View of the Three-Leg Magnetic Regulator, Showing the Core and
Winding Configuration and the Control Flux Path.

flux.
TIn this structure, the control legs are equidistant from the primary so there is no circu-

lating current in the control winding as was present in the four-leg magnetic regulator

described above. The reluctance model for this device is very similar to the previous case
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with one less leg. The magnetic circuit is shown in Fig. 3.10. Note the absence of the

AMA— ng
R3 R7

R1 < R5

R2§ IR12% N |
7| @ Jwe @b g

MNV— AMA—
R4 R8s

Figure 3.10: Reluctance Model for the Three-Leg Magnetic Regulator.

voltage sources in the control leg as compared to Fig. 3.3. This is due to the fact that the
flux divides equally between the two contfol legs naturally, without any circulating cur-
rent in the cdntrol windings. The complete reluctance model in Fig. 3.10 can be reduced
to the simplified model shown in Fig. 3.4 by straightforward circuit manipulations. In this
;:ase, however, Rj; is not'the only reluctance thatis a function of control current; ﬁis time
R, is also dependent upon the control current since the DC control flux travels through it.
The practical implication of this is that it is no longer possible to specify a single value for
L. and then extracf the other inductances with a measurement. Also, as shown in [13], the

core loss in ferrite which contains a DC bias is greater than that in unbiased ferrite. This
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L . . X L .
- - means that the core loss in the primary leg would be greater than that in the four-leg struc-

ture.
These two shortcomings were the motivation for a new structure described in detail in

[14]. I_n'this device, the core is a custom-made core which resembles an E-I core with a

longitudinal slot cut in one of the outer legs. A sketch of the device is shown in Fig. 3.11.
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Figure 3.11: The basic structure of an improved three-leg magnetic regulator

The windiﬁgs are wound as in the case of the three-leg magnetic regulator. The absence of
a central gap confines the DC control flux to just the control legs of the core. This elimi-
nates the variation of RCF and (therefore) L. so the inductance values can easily be extracted
from measurements as in the four-leg case. In addition, the DC flux occupies much less of
the total volume of the core as compared to the three-leg magnetic regulator, yielding

lower core losses. Therefore, this new device combines the best features of each of the



_devices from [10] without the undesirable features. A photograph of an experimental

model of the iniproved magnetic regulator is shown in Fig. 3.12.

Figure 3.12: Experimental Model of the Improved Magnetic Regulator. The com-
pleted device is on the right. One half of the core containing the primary
and secondary windings is on the left. The other half of the core contain-
ing the control windings is in the center. The windings on the latter two
core halves are for illustration purposes only. This model was designed
for a 10V, 1A power supply with 10kV primary-to-secondary isolation.

35 Cdnclusion

In this chapter a magnetic regulating device has been characterized which is capable of
operation within a resonant converter to regulate the output voltage at a fixed frequency.
The device resembles a transformer with an electronically-controlled leakage inductance.

An equivalent circuit for the device is developed which bothA qualitatively and quantita-
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tively describes the performance of the device. Measurements made on one particular

desigﬁ of the magnetic regulator verify the validity of the model.

The simplified reluctance model for the magnetic regulator presented in Fig. 3.4 con-
tains all the important elements needed to describe the behavior of the magnetic regulator
and also maintains a relationship between the equivalent circuit model and the physical
structure of the device. This model is simple enough to be included in a larger analysis of
the operation o}" a power processing system using the magnetic regulator as a regulating
element. Such an analysis could be used to design an appropriate compensation network

for the feedback loop in the system.

* The first magnetic regulator analyzed in this chapter has one disadvantage in that a cir-
culating current in the control windings exists in order that the AC voltage across the
winding is zero. A second structure was discussed which eliminates the circulating cur-
rent but at a cost of increased core loss and an equivalent circuit with two variable ele-
ments rather than one. The problems with these structures motivated the invention of a
new structure which captures the desirable features of the previous devices without the

disadvantages.
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Chapter 4

RegUlation of the Resonant DC-to-DC Converter
at Fixed Switching Frequency

Introduction

Chapter 2 pointed out several advantages to resonant DC-to-DC converters which
make them attractive in many applications. One serious drawback to a resonant converter
is the fact that output voltage control is accomplished through variation of the switching
frequency. There are applications where a high switching frequency is desirable, but a
variable switching frequency is unacceptable. The observation that the magnetic regulator
can control the amplitude of a sine wave in>response to a low-power control signal and to
do so with high efficiency suggests a means of designing a resonant power converter with-

out the disadvantage of a variable switching frequency.

4.1  The Magnetic Regulator as a Control Device

To achieve output-voltage regulation at a fixed switching frequency, the basic idea is to
insert thé magnetic regulator in the forward power path as shown in Fig. 4.1. Since spe-
cific impedémce cbnditions must be met at the interface between the inverter and the recti-
fier, it may be necessary to include matching components before and after the magnetic
regulator. This approach was first used by the inventors of the magnetic regulator [10]
before the true nature of the magnetic regulator was understood. While this approach
works, the goal in most power supply designs is to maximize efficiency while minimizing

volume and mass. The matching circuits in Fig. 4.1 must pass the full forward power of
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Figure 4.1: Resonant DC-tb—DC Converter Using a Magnetic Regulator for
Fixed-Frequency Control. Matching networks may be required to pre-
serve the compatibility between the rectifier and the inverter.

the converter; therefore, these components can be quite large and will inevitably resuit in
power loss. The magnetic regulator model developed in Chapter 3 provides the means to

simplify this topology to a minimum number of magnetic components.

4.1.1 Integration of the Magnetics into the Magnetic Regulator

The first step toward the simplification of Fig. 4.1 is to insert the equivalent circuit for

the magnetic regulator into the forward power path as in Fig. 4.2. The model shown for
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Figure 4.2: DC-t0-DC Converter with the Magnetic Regulator Equivalent Circuit
Inserted into the Power Path. The magnetic regulator equivalent circuit
also contains an ideal transformer which has been omitted for clarity.
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the magnétic’, regﬁétor is the general model. In nearly all practical cases the inductance L,
| is much larger'than\ all the other inductances in the circuit and can be neglected. The
. inductance L2 is usually much smaller than all the other inductances in the model and
could be replaced by a short circuit. In the case where L, is not negligible, it is still possi-
ble to éliminaté it with a simple transformation as outlined in Fig. 4.3. This transforma-
tion can be applied to L,, and L, which will reverse their order and add an ideal
transformer. The new series inductance can be absorbed into L;. If this transformation is
used, the results will be a new value for L, which is smaller than the original, an ideal
transformer with a turns ratio near one, and a slightly larger value for L. In either case,
the new fnodel for the converter is shown in Fig. 4.4. At this point it is clear that the
matching networks will be unnecessary if the inductances in the magnetic regulator can be
freely chosen. If the primary leakage inductance of the magnetic regulator can be
designed to be equal to the resonant inductor in the inverter, then no impedance matching

circuit is needed at the input of the magnetic regulator. Similarly, if the magnetizing

Z, Zy

1:n

(a) (b)
Z ZI+Z2
z, = z, =212, n=
2 1 2
1 2 Zl

Figure 4.3: Transformation from a Shunt-Series Impedance to a Series-Shunt Imped-
ance.
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Flgure 4 4: DC-t0-DC Converter Using a Simplified Magnetic Regulator Model. The
ideal transformer may have a turns ratio slightly different from the physi-
cal turns ratio of the magnetic regulator if the secondary leakage induc-

“tance L, is accounted for.

inductance of the magnetic regulator can be made equal to the shunt input inductor into

the rectifier, then no matching circuits are required at the output of the magnetic regulator.

The next question to answer is if the magnetic regulator inductances can be designed to
meet the necessary conditions. The magnetizing inductance of the magnetic regulator is
determined by the intentional air-gap placed in the core so this value can be chosen by the
designer. In most magnetic circuits, the leakage inductance is not well controlled. In the
magnetic regulator, the leakage inductance is actively controlled by the control current so
a feedback loop can be designed to maintain L; = Ly. In most instances, the feedback will
be designed to monitor the output voitage and adjust the control current to stabilize it. In
this topology, the regulation is aécomplished by changing the resonant tank circuit rather
that the frequency of the current in the tank. The final circuit for the converter is shown in
Fig. 4.5. This power supply topology is the subject of a patent application [15]. This con-

figuration has several advantages:

1. There is only one high-frequency magnetic component. This component
will usually be much more compact than the separate inductors used in the

conventional design.

2. In the conventional design, a significant amount of current flows in the

shunt inductor at the rectifier input. In the integrated design, this current



Figure 4.5: DC-to-DC Converter after Integrating the Resonant Inductor and Match-
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flows only in the primary and not in the secondary. This results in lower
loss in the conductors compared to a design using a normal transformer

with the shunt inductor on the secondary side.

The control signal is isolated from either the input or the output ground.
This allows the feedback circuits to be located exclusively at the output

ground with no violation of the primary-secondary isolation.

The circuit will operate normally even with a large leakage inductance in
the magnetic regulator. This allows a large physical separation between

the primary and secondary windings which provides high voltage isolation.

Multiple secondaries can be wound on the magnetic regulator if tight

cross-regulation is not required.

This dcsigri provides natural current limiting since some impedance will

always be present between the load and the inverter. (Thisis in contrast to
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the PWM converters where an output short will quickly destroy the semi-

conductors if some current limit is not built-in.)

Nonetheless, there are some disadvantages with this configuration. The main disad-
vantage is that the input voltage to the magnetic regulator terminals is very high since it is
the sum of the voltage into the rectifier plus the voltage across the resonant inductor. The
primary winding of the magnetic regulator will need many turns to keep the flux density in
the core at an a;cccptable level. The required number of turns may make the realization of
the desired hiagnetizing inductance difficult. In some cases, it may be necessary to add
the rectifier matching inductor externally. Choosing a low value for the resonant inductor
will minimize this problem. Under some circumstances it is possible for the magnetic reg-
ulator and its control current supply to oscillate open loop. This would appear to be
caused by ekcessive flux swing in the control legs of the magnetic regulator. If the flux
swing in the magnetic regulator is too large, the impedance looking into the control wind-
ing can have a negative real part. This effect imposes another design constraint on the

magnetic regulator. -

4.2  Applications

The best way to demonstrate the usefulness of this new power supply approach is to
design some useful prototype circuits. Two such designs will be pursued in this chapter.
‘The first application is a filament power supply for a traveling wave tube (TWT). In this
applicatioﬁ, 10 V are required at 1 A to heat the filament which is connected to the cathode
of the TWT. The cathode of the TWT is at a high negative voltage (-3000 V) which
requires a large input-output voltage isolation. This application takes advantage of the

large voltage isolation that is possible using the new power supply technique.

The second application is the high voltage power supply for the TWT cathode. This
supply must provide -2000 V to the cathode plus 1225 V with respect to the cathode for
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) / fﬁe TWT Vcoilect‘(ff. This supply must provide 150 W of total output power with the bulk
of thé power in the éollector supply. This application will illustrate the use of this power
. supply techﬁiqile in a high power énd high input voltage application. Additionally, the
abili.tyv to drive a voltage multiplier will be demonstrated. This is a significant departure
from tﬁe usuai application of the voltage multiplier to low-power applications such as
CRT displays. The fact that the voltage multiplier can produce significant output power in

a reasonable volume is a consequence of the high operating frequency of this design.

4.2.1 The Filament DC-to-DC Converter

The main requirements for the filament DC-to-DC converter are:
1. Input Voltage,20 to 32 V. |

2. Output Voltage, 10 V regulated within 5% @ 1 A.

3. Input-Output isolation, 3000 V

4. 1 MHz switching frequency. (This choice was arbitrary; the purpose here is
to demonstrate operation at some high switching frequency for reasons dis-

cussed in Chapter 1.)

The large input-output isolation voltage would normally dictate a transformer with a large
leakage inductance because of the physical separation between the primary and secondary.
The insulation is often solid encapsulating material to minimize this distance. Solid
encapsulated transformers are expensive to produce and often suffer reliability problems.
To avoid these problems, this example design will use high voltage wire for the secondary
winding. This \wire can withstand quite high voltages due to thick polyethylene insulation.
The thick insulation means that the secondary winding will have a poor fill factor and

large leakage inductance. The new power supply design will naturally incorporate the
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leakage in‘ductance, and the fill factor problem can be mitigated by using a minimum num-
ber of turns of secondary wire. . Since high voltage wire is used for the secondary winding,
- dtis mconvement to use the center-tapped full-wave rectifier circuit which would normally

be used in a low-voltage application such as this. Instead, a bridge rectifier circuit was

used. This choice sacrifices some efficiency for ease of manufacturing.

The low power and low input voltage in this application indicate that the Class E circuit
would be an appropriate inverter. This inverter is preferred over the Class D ZVS inverter
since it has ground-refexenced drive circuits for the power switch and uses only one active

switch. The topology has a basic input-output conversion ratio that is given by [9]:

v 2

out
Voo |z +jX |

4.1)

where

Z,= input impedance to the rectifier
X | = reactance of the tank circuit at fs

K = rectifier conversion factor = n/4

The upper bound on the conversion ratio is 1.25. Given that the minimum input volt-
age is 20 V, the maximum output voltage possible would be 25 V. This would require a
large value for X; to maintain regulation so a turns ratio in the magnetic regulator is indi-
cated. A turns ratio of 0.5 results in a maximum output voltage at a minimum input volt-

ageof 12.5V.

The Rectifier Design
The rectifier design involves the selection of appropriate diodes and the matching

inductor. The diodes used in this example are Schottky diodes to take advantage of their
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fast switching cﬁaractcristics ‘and also the low forward voltage drop. The magnetizing

inductance of the magnetic regulator serves the purpose of the matching inductor.

The magnetizing inductance is chosen so that under nominal load conditions, the input
impedahce to the regulator has a maximum real part as shown in fig. 2.14. This implies

that R, = X R; is slightly larger than the actual load resistance to account for the

. -
diode drops in the bridge rectifier. The effective load resistance is (10 V+2 Vpy/ 1 A =
11 Q. All calE:ulations will be done by reflecting the loads to the primary side of the mag-
netic regulator so the value used for R, is 44 Q. The design value for L,, is therefore

7.0 uH.

Thel nvertef Design

The first step in the inverter design is to select a value for the shunt capacitance of the
power switch. This capacitance must be larger than the internal capacitance of the MOS-
FET and diode used as the power switch. This capacitance is chosen to place the input
impedance of the rectifier inside the region of ZVS switching as shown in Fig. 2.8 (b).
The real part of the rectifier input impedance normalized to X c, must be less than 0.2 to
satisfy this condition. The imaginary part of the rectifier input impedance is not important
-since the resonant tank circuit will bc in seﬁes. The input impedance to the rectifier at the
nominal operating point is (4/7:2) (RL+XLm) = 17.8+j17.8 Q from Fig. 2.14. To
provide some design margin, the operating point in the normalized z,-plane in Fig. 2.8 (b)
-was chosen to be 0.18 + j0.25. By equating the real pzirt of the input impedance to the rec-

tifier and the desired value of z’y, the value of C; is found to be 1600 pF.

The next components to select are the resonant tank components. In Chapter 2 it was
noted that the choice of the resonant capacitor’s value is a trade-off between large distor-
tion of the tank current for large values of Cy versus high voltage-stress on the tank com-

ponents for small values of Cy. An initial choice of C; = 1600 pF caused an open-loop
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oscillation of the control current source due to the high voltage impressed on the magnetic
reguiator primary. The value of C; was then changed to 3900 pF which was stable open
- loop under 511 noperating conditions; For C = 3900 pF the resonant inductor is 6.5 pH. In
additipn to this inductance (which exactly cancels the reactance of the resonant capacitor),
there is additibnal inductance needed to move the load on the inverter into the ZVS region.
The normalized reactance z’y has an imaginary part of 0.25 at the desired operating point.

This translates to an inductance of 1.75 yuH. This inductance is added to the resonant

inductance for a total series inductance of 8.25 pH.

The tank current can be calculated from Equation 2.18 to be approximately 1.1 A. This
implies the peak voltage across the resonant capacitor is 45 V, and across the resonant
inductor the peak voltage is 57 V. Since the voltage into the rectifier is 22 V scaled to the
primary of the magnetic regulator, the voltage across the series combination of the series
inductance and the rectifier input is 78 V. This is the primary input voltage of the mag-

netic regulator.

Thg Magnetic Regulator Design

A reasonable number of tums»for the secondary winding of the magnetic regulator was
chosen to be two. The design example uses a switching frequency of 1 MHz which will
dictate an acceptable maximum flux swing consistent with reasonable core loss. The
value chosen was B, = 0.04 Tesla. This choice of maximum flux density was based
.upon the manufacmrer’s'data on core losses at 1 MHi. (In hindsight this ’choicev was too

high because the efficiency was lower than expected.)

The secondary number of turns, N, together with & maximum flux density, Beq, and a
known secondary voltage, V,,,,, determine the size of the secondary leg of the magnetic
regulator. The voltage waveform applied to the secondary is a square wave making the

appropriate relationship for the area of the secondary leg,
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A = — o4 4.2)
f 4Bpeastf s

| The resulting value for A 515 0.34 cm?. The voltage waveform applied to the primary wind-

ing is "approxifnatcly a sine wave so the appropriate formula for the area of the primary is

Vpeak

p Npoea 2T

4.3)

The primary leg of the magnetic regulator was designed for the initial value of C; there-
fore, the value of Vg4 used was 130 V. The actual value in the hardware using the latest
value for C; of 3900 pF and the corresponding input voltage of 78 V results in B,,q =
024 T.

The cross-sectional area of the control legs of the core is set equal to the primary leg so
that the control legs do not have excessive flux density if all of the primary flux should
steer to the control legs. The number of turns on the control legs of the core should be
large enough to reduce the required control current to a manageable value. There is one
item to note in the selection of the control turns. Each half of the control winding acts as a
transformer secondary to the magnetic regulator primary. The sum of the two control
windings is zero due to the series-opposed connection, but each coil can individually have
high vdltage since the control winding normally has a step-up ratio with respect to the pri-
mary. In the exémplc, the control windings were each chosen to have 21 turns on each
coil. The bias current in the control winding with this choice of control winding turns is
500 to 600 mA. The mdgnetic regulator built to these specifications is shown in the photo-
graph in Fig. 3.12. The measured parameters that go with this device are shown in Fig.

4.6.
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Figure 4.6: Measured Inductances of the Filament Power Supply’s Magnetic Regula-
tor. The designed values are 8.25 uH for L; and 7.0 uH for L,,,. Ly isa
parasitic element and therefore should ideally be zero. The small actual
value is easily accommodated in the filament supply’s design.
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) SPIC‘E Sirmulation and Measured Results of the Filament Power Supply

A useful todl in the design and evaluation of these resonant converters is the circuit
- simulation program SPICE. There are many effects in these converters that are simply too
difficult to calculate by hand. The simulation provides useful insight into the operation of
the real converter since various parasitic effects can be inserted into the model one at a
time. Once the dominant effects are identified, an analytical solution can be attempted
which accounts for these effects. Itis important in simulations of switching power supply
circuits to use the simplest equivalent circuit which will model the behavior desired. This
is because a transient analysis of the power supply must be done for many cycles of the
switching frequency in order that a steady-state condition is reached. The best approach is
to begin with a very simple equivalent circuit and add refinements until the simulated per-
formance is in acceptable agreement with the measured data. This process is not unlike
the design-analyze-iterate sequence advocated in [16] except that the analysis process has
an inner loop which is simulate-measure-iterate. This inner loop can save a significant
amount of time and labor, especially when the circuit under consideration is difficult to
fabricate or measure. As in hand analysis, it is not economical to put in the most detailed,
general model known for the circuit being simulated since the results in circuits like this
will take a fast workstation hours to complete if the solution converges atall. Even when
the results of such an analysis are completed, it is difficult to separate the effects caused by
the various elements in the model. In the beginning stages of a design, the simulation
must be done without comparisons to the actual hardware. Once the first prototypes are
fabricated, then the simulations can be compared with the measurements and refined as
necessary. The resulting simulation after refinements becomes a valuable tool in the anal-
ysis of the circuit. This approach will be used in Part II so a good steady-state simulation

is worthwhile at this point.
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The circuit é;fered into SPICE to solve for the steady-state condition is shown in Fig.
4.7. In this circuit; the MOSFET switch is treated as an ideal switch with a shunt capaci-
~ tance. All the diodes are ideal SPICE diodes which means that they have an exponential
v-i ﬁharacteristic but have no charge storage. ‘The magnetic regulator is modeled by the
equivé,lent tilﬁe-invariant inductances since the control current is assumed to be constant
for the steady-state solution. The losses of the tank circuit are included in this model as an
equivalent series resistance in the primary of the magnetic regulator equal to 1.5 Q. The
large values of the input inductor Lgg¢ and the output filter capacitor C;, cause the circuit
to have low-frequency dynamics. To reach an acceptable steady-state solution, the SPICE
transient analysis is run for 100 cycles of the switching frequency before the data are
saved. The SPICE simulation results are compared with measurements on the actual hard-
ware in Fig. 4.8. The results show close agreement between the simulation and the mea-
sured performance giving a high degree of confidence in the accuracy of the SPICE

model.

One undesirable effect that occurs in the filament DC-to-DC converter is the distortion
of the tank current due to the switching action of the inverter and the components chosen
to make up the tank circuit. Since the current in the tank circuit is not actually a symmet-

‘rical sine wave, the idealization of a sine wave tank current may be questioned. The Class
E inverter is a single-ended inverter that can have even harmonic distortion which is
_apparent in both the measured and simulated circuits. The consequence of this distortion
is an imbalance in ‘thc currents in the diode bridge which force a larger share of the aver-
age current through one pair of diodes. This leads to unwanted dissipation in two of the
bridge diodes and also to higher than expected output ripple. This disadvantage of the
Class E inverter is one of the motivating factors in the use of the Class D ZVS inverter cir-

cuit in higher power applications.
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Figure 4.8: Comparison Between Measured and Simulated Performance of the Fila-
ment DC-to-DC converter.
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. 4.2.2. The High Voltage Converter

Another application for the resonant DC-to-DC converter is in high voltage power sup-
‘ply design. One of the most significant challenges in the design of high voltage power
suppliés is that of the high voltage step-up tfansformer. This single component is usually
the most expensive, heaviest and costliest item in the entire high voltage power supply.
One time;honored method of eliminating this component is the voltage multiplier (VM)
circuit. This circuit uses only capacitors and diodes to achieve the necessary high voltage,
but in the past this circuit was restricted to low-power applications due to the high peak
current stresses imposed on the diodes and the large capacitance values required for the
capacitors. The former problem can be significantly reduced by supplying the VM circuit
with a current source rather than the more conventional voltage source. The theory of
operation of such a circuit has been recently published [17]. In addition, full-wave recti-
fier stages in the voltage multiplier further reduce the current requirements on the diodes.

This variation on the basic VM is the subject of a patent [18] and a patent application [19].

The problem of the capacitance values in a VM circuit is greatly reduced by the high
frequencies possible using the ZVS inverters as the power source. The capacitors in the
'VM that are nearest the source still have high AC currents in the improved designs, but the
low capacitance values required make the use of monolithic ceramic or mica capacitors

practical. These capacitor types have high current capabilities and low ESR losses.

The Capacitor Ladder High Voltage Converter

The improved voltage multiplier circuit described above can be synthesized by consid-
ering the characteristics of the normal bridge rectifier circuit. In the bridge rectifier the
input current has no DC component which allows series capacitors to be added in each
input line to the rectifier without changing the behavior of the circuit, as in Fig. 4.9. The

AC output shown in the figure can be used to drive another stage exactly like the first
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Figure 4.9: Bridge Rectifier with DC Isolation Between Input and Output. Since the
current into a bridge rectifier has no DC component, the coupling capaci-
tors do not alter the operation of the circuit if their reactance is made smail
compared to the other impedances in the circuit.

stage and so on. Since each stage has DC isolation between the input and the output
grounds, the individual stages can be connected in series to form a high DC output volt-
age. Anexample of this technique is shown in Fig. 4.10 for three stages. This circuit can
be a starting point to synthesize many other rectifier topologies. The only requirement for
fhe rectifier circuit used in each stage of the capacitive ladder is that the input current must
not have a DC component. The conventional VM circuit is a result if the rectifier used in
each stage is a voltage doubler and some redundant components are eliminated. The volt-
age multiplier circuit shown above has difficulty in sharing the current equally between
the stages as shown in [17]. One way to eliminate this problem is to insert a
common-mode choke into each stage of the rectifier. The DC current in these chokes does
not cause DC flux in the core because of the polarity of the windings, allowing these
chokes to be made very small. The chokes force the current into each stage to remain

sinusoidal, assuming that the input driving current is sinusoidal. It is possible to provide
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Figure 4.10: Three-Stage Capacitive Ladder Circuit. This circuit is a relative of the
conventional voltage multiplier. The input coupling capacitors resemble
a ladder which is the origin of the name of the circuit. This circuit has
been built with as many as 13 stages.
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intermediate output voltages from this circuit by connecting loads across the individual

| stages as requii'ed. If this is done, not all the stages will draw the same current from the
- source. Each stage will draw current proportional to the DC output current required from

each stage. The resulting high performance capacitive ladder circuit is shown in Fig. 4.11.

The In&erter Selection

Since the goal is to generate high output voltage, the most reasonable design approach
is to p.rovidev the highest output voltage from each stage as is possible, consistent with the
voltage ratings of the components. This requirement usually makes the use of the Class E
inverter unattractive for the main power source. In this example, the Class D ZVS inverter
iS much more appropriate becaus¢ of the lower voltage applied to the switching transis-
tors. In addition, the symmetrical nature of the Class D ZVS converter means the current

imbalance problem observed in the filament power supply is greatly reduced.

The design of the inverter closely parallels the inverter design in the filament supply
except that the load impedance on the inverter is chosen by using Fig. 2.8 (a). A working

model high voltage power supply was constructed to meet the following requirements:
1. DCinput Voltage: 75 V
2. Output Voltage: 2,000 V
3. Output Power: 150 W
4. Switching Frequency: 800 kHz
5. Number of High Voltage Converter Stages: 8

The resulting design is shown in Fig. 4.12.
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 Measured Performance

OsciHoscer data showing the converter in several operation modes are presented in
* . Fig. 4.13. The waveforms show the voltage across C, which is called Vi, and the tank
current which is called I7. The waveformin Fig. 4.13 (a) is the case for full output volt-
age of 2kV and full output current. Note that the current waveform has less even har-
monic distortion than the filament supply had. The voltage waveform shows the ZVS
condition, Fiéure 4.13 (b) is the same load as (a) but with the control current reduced to
produce a 1kV output voltage. This case still exhibits zero-voltage-switching. In Fig
4.13 (c), the load resistance was lowered well below the designed minimum value to dem-
onstrate the behavior of the inverter in an overload condition. The jumps in the Vy,,, wave-
form clearly show that ZVS is not achieved. This condition does not result in a

catastrophic failure of the inverter but the power dissipation in the MOSFET switches is

high.

4.3 Conclusion

In this chapter, two applications of the resonant DC-to-DC converter utilizing a mag-
netic regulator have been presented. The unique characteristics of this family of convert-
ers makes them attractive for many applications, particularly those involving high voltage

input-output isolation or high output voltage.

The theory of operation can be reduced to the case of the normal resonant DC-to-DC
converter circuit for any particular value of the control current by inserting the magnetic
regulator’s equivalent circuit. The problem that remains is the dynamic model of such a

system. The development of this model is the subject of Part IL.



85

“IOLdAU] SAZ (I SSer) 9y1 pue xappe-] sanioede) oy Suisn) A1ddng romog afeijop ySiH 1y amSig

=
ju1INY [0JJU0)
} J9IBAU| SAZ J SSDID
n>.|
= = et
X 91943 Anq x6Z
L T * N m - k7 ),
TN ; A ‘0
+ * .
< N 3 -«
L_ —0 ._._
, o, o #j249 Ana XSZ
T _ ‘a ,
o —_— v]
A+

>

sabois |ojo) B

It
N

Indyno a603I0A YBIH




86

Inverter Output Voltage, Vg, Tank Current, I ¢

50V 200 n5 2A 20058
- e Py

(a)
50V 20005 | 2A 20008
/ A /
\ | \ [ X -~
\ e D N 7 N
[ " N TTTING
(b)

(©

Figure 4.13: Waveforms From the High Voltage Power Supply. (a) The control cur-
rent is set to provide 2 kV output. This is the full output voltage condi-
tion. (b) The control is adjusted to provide 1 kV output. (c) The load is
heavier than the designed maximum so ZVS is not achieved.
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Part I1

The Dynamic Solution
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Chapter 5

The Envelope Problem

Introducﬁ'on .

In Part I the problem of the steady-state operation of the resonant DC-to-DC converter
was addressed. This chapter begins the study of the dynamic characteristics of such a
power system. In general, there are several functions which the designer will need to
know in ordér to meet the design objectives. The control-to-output response is usually the
first function of interest since it is the function which will be used to design a stable feed-
back loop. In the present case, the control port is the input current to the magnetic regula-
tor's control winding and the output port is the DC output voltage. Clearly, the dynamic
model of the magnetic regulator will be central to the feedback control problem. The
other functions of interest are the input impedance (important in the design of any input
filters), the output impedance (necessary to calculate the response to a step load change),
‘and the line rejection ratio. The input here is the DC power input, not the control port. All
these functions are used in the open-loop form since the closed-loop quantities are depen-
dent upon the details of the compensation network. Therefore, the latter three functions
donot depend upon the dynamic model of the magnetic regulator since they will be calcu-
lated with the control variable set to zero. In this chapter, the control-to-output transfer
function will be considered with the discussion of the other functions being deferred to

later chapters.

The magnetic regulator model developed in Part I will be the starting point for the

dynamic magnetic regulator model. It is useful to consider the regulation of the
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DC-to-DC qualitatively before any detailed calculations are carried out. Figure 5.1 illus-
tratc§ the DC-to-DC converter in its simplest form: a source of sine wave energy (the
. inverter) dl'ivi;lg a rectifier load thrbugh a series LC circuit. The L in this circuit may be a
disérete inductor as in a conventional convcrter, in which case the regulation must be
accorﬁplished by varying the driving frequency. In the present case, the L may be the pri-
mary leakage inductance of the magnetic regulator. Then the regulation is accomplished
by varying the value of the inductance thus changing the magnitude of the series imped-
ance in the forward power path. The magnetizing inductance of the magnetic regulator

has been absorbed into the rectifier block for the purposes of this discussion.

The tank current in Fig. 5.1 is approximated as a sine wave in the steady-state model
and a low-frequency modulated sine wave in the dynamic case. The tank current is the
'link' in this circuit between the inverter and the rectifier. If the tank current is known,
then the output voltage V, can be determined. Likewise, a knowledge of the tank current
will lead directly to the input current into the inverter. Since all the quantities of interest
represent low frequency averages of the high frequency voltage and currents internal to
the converter, it is the envelope of these internal signals that is important rather than the

details of the high frequency waveform.

il

—— e o e e O — —
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Inverter

Figure 5.1: The DC-to-DC Converter Partitioned to Simplify the Calculation of the
Tank Current.
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The central problem of the dynamic solution of the DC-to-DC converter is the determi-
nation of the tank current and specxﬁcally its envelope. The tank current is immediately
A avallable if the voltages Vi, and VR are known for the case of a linear, time-invariant
inductor in the tank circuit. To solve for the tank current in the case of the magnetic regu-
lator, 'a dynamic model for the L(¢) inductance is required. In the following chapters the
DC-to-DC converter model will be developed using progressively more accurate values
for V,, and Vg, coupled with the dynamic magnetic regulator model. Before undertaking

the general case, simple linear components will replace the inverter and the rectifier so the

dynamic model for the magnetic regulator can be separately derived and verified.

5.1  The L(t) Experiment
5.1.1 Verification of the L(f) Model

The magnetic regulator model derived in Part I contains a new type of circuit element:
a time-varying inductor. This element makes the usual methods of circuit analysis diffi-
cult to apply since the Laplace transform depends upon the circuit being time-invariant.
Special techniques are required to properly model the behavior of the magnetic regulator

'in an application like the sine wave HVPS.

Since the magnetic regulator is a new device with unknown properties, it would be best
to consmict a simple experiment to test the magnetic regulator under precisely controlled
conditions. The simplest possible circuit to do this is illustrated in Fig. 5.2. In this circuit,
V. supplies a high frequency AC sine wave and Ry is the generator's source impedance. 7,
supplies the control cuﬁent to the magnetic regulator's control winding. The objective in
this experiment is to vary the value of the DC control current and observe the behavior of
the output voltage. As noted above, the output voltage V,, would be controlled by the

magnitude of the tank current, which in turn is a function of the series impedance in the
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Figure 5.2: The Simplest Possible Test Circuit for the Magnetic Regulator. R; is the
generator's source impedance, Vis a fixed source of sine waves and I,,, is
an input current. The output of interest is the amplitude of V.
tank circuit branch. Since the magnetic regulator's inductance appears like a normal

inductance for a constant control current, one should expect the output voltage to be a

function of this inductance and the DC current in the control winding.

If the equivalent circuit for the magnetic regulator is now inserted into Fig. 5.2, as
‘shown in Fig. 5.3, the action of the control current is obvious at least for very low fre-
quency variation of the control current. The output voltage is the result of a voltage
»dividel; between the magnetizing inductance L,, and the variable primary leakage induc-
tance L. ;As the éontrol current is increased, L, decreases which causes the output voltage
to increase. In almost all practical cases, the inductor L, is so large that its effect can be
neglected. Further, since there is no output load, the secondary leakage inductance L, is

not important.

The problem with the simple L(¢) circuit as shown so far is that it is too simple; there

will be no frequency dependence in the control-to-output transfer function at least until the
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Figure 5.3: The Equivalent Circuit for the Simple L(f) Circuit After Inserting the
Model for the Magnetic Regulator Derived in Part I. The control current
consists of a large DC value, Iy, and a small AC perturbation i,. The
source V, is fixed in amplitude and relatively large (typically >10 VRMS).

control current modulation frequency gets very high. A more realistic test circuit is shown
in Fig. 5.4. In this case an external capacitor has been placed across the secondary of the
MR and the value chosen to resonate with the MR near the frequency of the input AC
source V.. Qualitatively, this circuit modulates the output by a somewhat different mech-
anism compared to the first circuit. The MR and capacitor combination can be thought of
as a narrow bandpass circuit where the center frequency can be tuned by the MR's control
-currcnt. If the AC soufcc frequency is near the bandpass center frequency, one would
expect that very small changes in the MR's control current would result in rapid changes in

the output signal amplitude.

A few more qualitative observations can be made about this circuit. Since increasing
the control current decreases the inductance in the MR, the resonant frequency of the net-

work should increase. If the AC input frequency is below the network's resonant fre-
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Figure 5.4: Prototype L(t) circuit. The addition of the capacitor C across V,, will intro-
duce a frequency dependence to the output-amplitude-to-control-current
transfer function.

quency, increasing the control current should decrease the output signal amplitude. This
means that the control to output characteristic is inverting. Similarly, if the input AC sig-

nal is above the network's resonant frequency, increasing the control current should

increase the output signal amplitude which is a non-inverting control characteristic.

If the control current is slowly varied sihusoidally around a DC value, then the output
signal will be a high frequency AC signal with a low frequency amplitude modulation.
Because of this apparent AM modulation, the terminology used to describe this circuit will
be borrowed from comhmicaﬁons theory. This AC input source will hereafter be
referred to as the carrier frequency input. As a more quantitative model is developed for
this circuit, we should expect to find that the output signal consists not only of the carrier
frequency, but alsd sidebands above and below the carrier by an amount equal to the mod-

ulation frequency.
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- 5.1.2 Meaning of the Frequency Response
Since the circuit under consideration contains several frequencies, the question arises
as to‘ what is meant by the frequency response. Consider a concrete example where the
cam'ef'frequericy is supplied by a signal generator at 100 kHz. The control current is mod-
ulated by a 100 Hz AC perturbation. The output from the MR would be expected to
contain a 1arge‘ signal at 100 kHz (the carrier) plus much smaller signals at 100.1 kHz (the
upper'sideband) and 99.9 kHz (the lower sideband) as a result of the AM modulation of
the carrier frequency. Normally the frequency response of a linear network would be the
quotient of two complex phasors which contain the magnitudé and phase information.
These phasofs each multiply a complex representation of the signal frequency usually of

the form exp(jwt). But in this case there are at least four frequencies to choose from.

The resolution of this dilemma comes from a consideration of the final application. In
the DC to DC converter, the output AC voltage will be rectified and filtered to provide DC
power to the load. This DC voltage will also be sampled by a feedback circuit, and the
result will be compared against a reference voltage to generate an error voltage. This error
voltage will be used to generate the control current, so it is the rectified and filtered MR
output voltage which will be of interest. A slightly more general approach will be used
here. The AC output voltage will be detected (rectified) by some non-linear circuit, which
is yet to be defined, and the resulting signal will have the carrier frequency and higher fre-
ducncics removed (filteréd). The exact details of the ﬁltcring are unimportant since a sim-
plifying assumption will be made that all frequencies near or above the carrier frequency
will be completely removed by the filter. Since in the practical case the carrier frequency
is usually an order of magnitude higher than the modulation frequency, this assumption is

well justified. Figure 5.5 graphically illustrates the process described above.
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Figure 5.5: The basic signals involved in the L(f) Experiment. The source signal is a
fixed amplitude, high frequency sine wave and the control input is a DC
signal with a small, low frequency modulation. This results in amplitude
modulation at the secondary terminals of the magnetic regulator. The out-
put of the magnetic regulator is rectified and filtered to produce a DC out-
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As illustrated in the figure, if the output from the detector is considered the system out-
put, and the input to the control winding is considered the system input, the frequency
.- response cén l;e unambiguously defined. Even though the magnetic regulator is not a lin-
ear, time-invariant circuit, the 'black box' containing the magnetic regulator and the rectifi-

ers and filter can be viewed externally as a linear circuit and thus this 'box’ can be included

in a linear feedback regulator.

5.1.3 The Small-Signal Model for the Magnetic Regulator

In Chapter 3 the model for the MR was shown to contain four inductors, three of which
are normal, linear inductors and one which is a current-controlled inductor. Since this
current-controlled inductor is the only unusual element, the model development will focus
on it first. Consider a single variable inductor whose inductance is dependent upon a con-
trol current I, (modulation). Further assume that the control current is a large DC value
with a smail AC perwrbation, I =1, +i . The inductor will be represented as
L) = kD CI M+kLim where the nonlinear relationship between the current and the

inductance has been linearized about the DC operating point. Equivalently, the inductance

can be represented as
L(t)=Lo+i4 (5.1

where L is a small AC perturbation in the inductance. The fundamental relationship for

the inductor voltage comes from Faraday's law,

d
E-dl=2([[B-da)
f at H (5.2)
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.- where c is a closed curve bounding the surface s. The surface integral on the right is equal
to the magnetic flux ¢. The voltage, v, on a coil of wire using » turns enclosing the flux @,
_can be evalﬁétéd with the line integral on the left where the curve c is chosen to coincide

with the wire. The voltage becomes

dt (5.3)

The usual relation for the voltage on an inductor is

v= L—d—l
dt (5.4)

From these two equations we can see that the inductance is

! (5.5)

Itis this definition of inductance that must be used if L is not a constant. The more gen-
eral form for the inductor voltage law, which accounts properly for a variable inductance

is then

d
v =—(Li)
dt (5.6)
The chain rule transforms this equation into
y= L(t)511+ i(t)ﬁ
dt dt (5.7

Note that the first term in this equation is still not the usual inductor voltage law since

the inductance is a function of time. Now inserting 5.1 into 5.7 we get



This equatién can be further simplified by observing that L = kLim to yield
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d(L,+1L)

L0 +Ld+(t) it

=L,— +L%+ (t)———

di d(L-)
by

d(i
v =L —
04t dt

(5.8)

(5.9)

This is the basic equation used to model the time-varying inductor. The first term is a

normal, fixed inductor whose value is the average value of the time-varying case and the

second term contains all the new effects caused by the time-varying inductance. A circuit

model for this device is shown in Fig. 5.6. All the unusual effects caused by the time-

varying inductance have been gathered together and included in the voltage source V.

This voltage source is similar to an AM modulator since a multiplication of signals takes

place.

O___)__fm\_i_%

Figure 5.6: Equivalent Circuit for an L(f). All the special effects caused by the time-
varying inductance have been collected into the dependent voltage source,

V,
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‘ . The complete model of the magnetic regulator can now be constructed as shown in Fig.

5.7. The time-varying inductance L;(f) has been replaced by an averaged inductance L,

. and the volté.ge source V.

V =k, —— (5.10)

The simple “prototype circuit described above can now be solved by inserting this

equivalent circuit in place of the magnetic regulator.
A

In equation 5.10, the current i is the total current flowing through the branch containing
the time-varying inductor. This current will include not only the carrier frequency compo-
nents, but also sidebands equally spaced above and below the carrier by integer multiples
of the carrier frequency. Since the goal of the present analysis is a small-signal model
suitable for a stability analysis, some simplifications can be made. With the modulation

assumed to be small, the sideband amplitudes will be much smaller than the carrier ampli-

tude.
Magnetic . .
Regulator LO | Vc(' m ") L2
o ' o o (0 " (P00,
o X 0 o o

Im

Figure 5.7: Schematic Symbol and Small-Signal Equivalent Circuit of the Magnetic
Regulator. The dependent voltage source V, accounts for the flux-steering
action in the magnetic regulator's core.
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Consider that the current i is composed of a carrier frequency signal and an upper and

lower sideband signal,y
i= ic +iLS'B +iUSB (5.11)
The equation for V, becomes,

d(i, - (i, +icp+iygp))

V =k
L
“ at (5.12)
Cod e e
=k Gy i g+ i, iygp)

where

lLS‘B = lc - lm

lysg =1 +1,

The signals at the upper and lower sidebands are assumed to be small, as is the modu-
lating current so the second and third terms will be neglected. The equation for V, is now

simplified to read,
od s
v, = kL——dt(zm- i) (5.13)

With this simplified form for V,, the calculation does not involve the simultaneous
solution of several equations as would be required in the general case since both i,, and i,

can be considered inputs.
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. 514 Calculation of the Predicted Response Using the Equivalent Circuit Method

The analysi§ of the MR circuit follows several stages. First, the 'operating point’ must
| be calculated which amounts to calculating the carrier-frequency current in the time-vary-
ing elément L'l (©). The AC current in L, can then be used to determine the amplitude of
the source V,. The source V, then drives the nanowbahd circuit of Fig. 5.8 (a) which fil-
ters and couples the signal to V,. Finally, V, is detected and the resulting low-frequency
envelope is presented at the output. The desired frequency response is the ratio of this

detection to the input current perturbation.

Lo o Val(imic) L2 Rz
AN . (TUT) )_E €LLD! AAA o
RS
6/ vc Lc Lm% ¢ T~ VC
* ]
(a) L(t) Circuit
Le
 —y Y} (T AMA o
Rs
vy (8)(~0) —> C = Vo
y Lm
O

(b) Bias solution

Figure 5.8: L(t) Experiment (a) Equivalent Circuit and (b) Circuit Used for the Oper-
ating Point Calculation.
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. A ‘
. Bias Point Calculation

The first step in the analysis is to determine the carrier frequency current in L;(f). For

" - this part the modulation is turned off by setting i,, = 0, so that L;(f) becomes the normal

inductor Ly. The current in L, is then determined from circuit analysis. The circuit of Fig.
5.8 includes one parasitic resistance which improves the agreement between measure-
ments and calculations. This one parasitic resistance, Ry, could be considered winding
resistance. This particular resistor was chosen to break up the undamped output L-C loop.
Although ofher parasitic elements are present, they would be expected to have less effect
since they would not be interrupting an undamped loop (a supposition supported by mea-

surements as seen below).

The carrier frequency current in L, is given by

V

i =2

Z, (5.14)

where V), is the Thevinin equivalent source voltage of V, driving R and L., and Z, is the

load impedance seen by the Thevinin source (see Fig 5.8 (b)). V), is given by

sL

<

y ™~ Ve

and

Z, = RJIL, +sL, +sLmII(sL2 +R, +L)
sC (5.16)

7 - Nis+N,s* + N,s* + N,s*
* (R +sL)[1+sR,C +5°(L, + L,)C]

(5.17)
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where
N, =(L +L+L,)R,
N,=LL +L,L+RRC(L +L,+L)
N, =RC[(Ly + L)L, +L,) + L,L,|+ R,CL (L, +L,)

N, =C[LL(L,+L,)+L,L,L]

For any given MR, this expression for Z, should be simplified, but the complete
expression is used here so that any numerical values for the inductances can be used.

There are several limiting cases which can be tested using this complete formula.

The value for i, is

V. 1 sL

Y c

i, = = . |4
¢ Z/(s) Z/(s) R +sL, ©

=G(s)-V, (5.18)
where we must use s = j_ to get the current at the carrier frequency.

AM Source Amplitude

Givcn the value of the carrier current in L, (¢), the value of the AM source V, can be cal-
culated from equation 5.13. Since this equation involves the derivative of a product of
functions (a clearly non-linear operation), the phasor form of t};c signals is not appropri-

ate. The true form of the signals must be used:
I, =i cos(wt+9,) | (5.19)

and



105

I, =i, cos(®,) (5.20)

The current /,, is considered an input so we are free to set its phase shift to zero. Now,

using equation 5.13 to evaluate V,, we find:

V.=k, -%[im cos(w t+¢, )i, cos((omt)]

73

| =kL%{i'"2i” [COS[(mc +03,,,)t+(Pc]+COS[(0)c —co,,,)t+(pc]]}

ii ‘
=k, 2<[-w, sin(8,) -, sin(Q,)
=y sin(6))] (5:21)
where
eI = ((‘oc _mm)t+(pc
0, =(o, +o, )t +0,
0), = O.)c - (’)m
0,=0,+0,
It is useful to observe that the above equation can be written as
V, = k"< Re[ joo,e™ + joo,e™
| 2 | (5.22)

The complex exponential above forms the basis of using complex notation once again.
From this point forward in the analysis, the circuit manipulations are done on linear, time-
invariant circuits so phasor notation is justified. The computations are carried out sepa-
rately for each frequency making it necessary to keep track of which frequency is being

considered. This means that while normal circuit analysis would use the single complex
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variable s, this case will involve three such complex variables, s, s,, and s, corresponding

to the carrier frequency, upper sideband frequency, and lower sideband frequency respec-

" tively. All three frequencies are present in the circuit simultaneously, but due to the lin-

earity. of the equivalent circuit, each frequency can be considered independently. With

this in mind, the source voltage will be written as

Va = kL lm'c (su +sl)
2 (5.23)

where i, is to be interpreted as the complex phasor carrier current with magnitude i, and
phase ¢@.. This expression is analogous to phasor notation in ordinary linear circuit analy-

sis. Consider the following example:
Vi () = Z,(8)i\ (s) - (5.29)

The real-world current is
i,(1) = Re[i, (joo)- €™ ] (5.25)

The real current is calculated by multiplying an implicit complex frequency factor by a
complex number which contains the magnitude and phase information about i; and then
taking the real part. The voltage is similarly calculated from the real part of a complex

product of i, and Z, multiplied by the same implicit complex frequency factor:
%(1)=Re[Z,(jo) i (jo)-¢*] (5.26)

By convention in nomal circuit analysis, the complex frequency factor and the real-
part function are omitted. The present situation is similar except that the implicit fre-

quency factor must be chosen to coincide with the particular signal of interest. If one
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wanted the signal at the lower sideband frequency, the implicit complex frequency factor

would be e{m'f.
Similarly, in the case of V,, in equation 5.13, if the lower sideband signal were of inter-

est, the actual result would be

vi(t)= Re[kL l"’zlc - Jjo, -ej‘°":| 527

Using linearity, the output voltage at each of the three frequencies can be determined.

Network Frequency Response
To determine the sideband components in the output, the transfer function from the
source V, to the output voltage V, is required. A convenient way to determine V,, is to first

determine i, as in Fig 5.9. Note that Z, is the same as previously calculated above.

+(9) (5.28)

Figure 5.9: AC Equivalent Circuit for the L(f) Experiment. This circuit solves for the
upper and lower sideband components in the output voltage V,,.
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V, can now be easily calculated from i;:

1 ' SLm
V =—. ‘i 5.29
° sC Lo+R 4L 1 (5:29)
SLm +s5 ) + 2 + E
sLm
vV, = 5 -1 (5.30)
1 +sR2C+s C (Lm+L2)
or simply,
Vo=2,-4 (5.31)
The result of combining equations 5.13, 5.28, and 5.31 is:
VO(S)=’Z'£'(—S—)'M'S'GI(SC)'VC
Z,(s) 2 (5.32)

In this equation s will be set to s, to evaluate the upper sideband component of V, and

to 5, to evaluate the lower sideband component. The total output voltage becomes
Vi = Vuss +Viss + Vo (5.33)
‘where

Viss = Vo(su)

Viss = Vo(sz)

V,. represents the carrier frequency component at the output given by:



s (5.34)

' - Output Detection

The total output voltage now resembles an amplitude modulated carrier signal with one
difference: the upper sideband is not the same as the lower sideband. This adds consider-
able complexity to the process of detection (analytically) since no simple trigonometric
Uaﬁsfonnaﬁon exists which can recover the low frequency envelope. To clarify this point
consider thé case of ordinary amplitude modulation:

V =A-[1+mcos(w,r+9¢,)]-cos(,) (5.35)

In this form the amplitude of the carrier without modulation would be A and the modu-
lation index would be m. The subscript m refers to modulation and the subscript ¢ refers
to the carrier. If m is small compared to one, this would look like a high frequency sine
wave with a low frequency envelope of modulation as in Fig. 5.5. Recovering the low fre-
quency modulation from this signal can be done by inspection; it is of magnitude m and
phase shift ¢,,. The phase shift is with respect to t = 0 and is easy to identify from this
-equation, but meaningless if one were obsérving the waveform on an oscilloscope. How-
ever, the phése shift is meaningful if there are several modulated waveforms that can be

compared.

One can expand equation 5.35 to view the component frequencies by using a simple

trigonometric identity:

1 1
cosxcosy =—cos(x + y)+—cos(x—y)
2 2 (5.36)

If we apply this identity to equation 5.35 we find:
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A

| mA
Ve = Acos(®,1) +—{cos[(0)c +0,)t+9,]+cof(0, -0, ) - (pm]}
2 (5.37)
This form shows that the sidebands are equal in magnitude with phases that are nega-
tives of one another. If one had a signal containing a carrier frequency and two equal side-
bands, the low frequency modulation could be easily recovered using this form. The
con_ditiori that the sidebands be equal in magnitude is a requirement for this simple method
and itisa condition that is not met in the L(¢) problem, indicating a more involved analysis

is in order.

- The process of detecting the low frequency modulation in the output voltage is per-
formed by a‘rectiﬁer circuit when the MR is used in its intended application, DC to DC
power conversion. Depending on the details of the rectifier, the low frequency output
from the rectifier is sensitive to either the peak or average of the rectified high frequency
signal. A bridge rectifier with a capacitive input filter is typical of a peak-responding
detector while the same bridge rectifier with an inductive input filter is sensitive to the
average value of the rectified waveform. Provided the modulation amplitude is small, the
difference between a peak-responding detector and an average responding detector would

be the peak-to-average ratio for a sine wave, which is 2/x.

The analytical equivalent of the rectification process is to first take the absolute value
of the AC output voltage then either sample the peak values of the resulting unipolar
waveform (in the case of the peak-responding rectifier) or average the waveform over
each half cycle. Either approach yields a sampled-data representation of the low fre-
quency modulation. If the solution to the L(¢f) circuit wére simply amplitude modulated,
either of these methods would be effective (although unnecessary since the trigonometric
identity could be used in that case), but due to the unbalanced sidebands in the solution,

there is phase modulation in addition to amplitude modulation. This causes the zero-
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crossing point to modulate around 27 thus making the absolute value difficult to calculate

analytically.

A different approach to the detection step is useful. A common method of detecting an
amplitude modulated signal in communications is to use a synchronous detector consist-
ing of a balanced mixer and a local oscillator tuned to the carrier frequency, as shown in

Fig. 5.10. The low pass filter (LPF) on the output of the mixer rejects the high frequency

. MIXER
Amplitude Modulated RF IF

Carrier Frequency > LPF \ |——> Moduiation Envelope
LO

Local Oscillator

(Tuned to the Carrier Frequency)

Figure 5.10: A Common Method used to Recover Low-Frequency Modulation from a
High-Frequency Carrier. The local oscillator is at the same frequency as
the carrier signal. For maximum signal out, the LO should also have the
same phase as the carrier.

products out of the mixer (primarily twice the carrier frequency) and passes the low fre-
quency modulation. This process will recover the same information as the other detectors
described above, but has the added advantage that the analytical equivalent process can be

-carried out even on a waveform such as is produced by the L(#) circuit.

The major drawback to using the synchronous detector is the requirement that the
phase shift of the local oscillator be adjusted to match the carrier frequency phase at the
input to the detector. (This procedure is not strictly necessary, but the signal strength is
maximized if the carrier frequency and the local oscillator frequency are in phase.) There
are receiver ciréuits which employ phase locked loops which will perform this function

automatically. Nevertheless, for the present purpose an easier approach is shown below.
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i} &e carrier frequency'itse(lf is used as the local oscillator to the mixer, then the phase
shift is autqméﬁcally équal to zero. This can also be thought of as taking the square of the
* modulating signal of interest. An x?detector is mlaﬁvely simple to fabricate in the labora-
tory. For this reason, the x? detector will be used both analytically and experimentally in

the L(#) experiment.

The analytigal equivalent of the x? detection process is first squaring the desired signal,
then applying a low pass filter to the result. The LPF function can be conveniently per-
formed by téking a Fourier series of the product and selecting the first harmonic (the DC
term would be the DC output of the rectifier circuit which is not needed for the
small-signal analysis). The resuit of the calculation is given below. Assume the signal is

in the form of the following equation:

Vo(t)=v, cos(@ t+Q,)+vyg cos[(o)c + 0, )1+ Oy ] + Vi cos[((oc -0, )i+ m]

(5.38)

This equation can also be considered to be in the complex form as in 5.39
V = Vco + VUSB + VLS'B (5.39)
Where

— jQ <
‘/co - vcoe
— ijSB
Vuss = Vuss€

—_ iPLss
Vise = Visge

Each term in this equation is a complex number representing the magnitude and phase

of each respective component frequency. The detector computation uses the upper and
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. lower sideband signals referenced to the carrier phase shift. The following equations

define the cha;actcristics of the dete_:ctor:

ReV, (S,,, ) = Re[Vusme (Su )] + Re[VLS‘BR (S, )] (5.40)

1V (s,,) = Im[Vase (5, )]~ Im[ Ve (5,)] (5.41)

where

Vo
VLSBR - VLSB \

sl =sc_sm =j(mc _(Dm)

The complex function V p (s)/ im (s) can now be plotted as a bode plot and used for
feedback loop design just as in a time-invariant network. Recall i, (s) is an input, so with-

out loss of generality it can be assumed to have magnitude 1 and phase 0.

5.1.5 Frequency Response Measurements of the MR

The simple L(f) circuit was measured using an actual MR employing the setup shown
in Fig. 5.11. The x% detector is shown in Fig. 5.12. 'fhe MR uSed in this case was one of
the three-leg structures as described in the original invention [10]. The capacitor was cho-
sen to resonate with the MR for a moderate value of control current. This enables mea-

surements to be made in two different operating regions. The dominant resonant peak in
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Figure 5.11: Experimental Setup for the L(f) Experiment. The output impedance from
the power amplifier is not a constant 50 €2, so a power attenuator is used
to buffer the magnetic regulator from the amplifier. The x2 circuit has a
high input impedance and therefore does not load the output of the mag-

netic regulator.

the network's input-output response can be above or below the amplifier's output fre-

quency.

Three-Leg Magnetic Regulator Measurement Resul(s
The equivalent circuit for the original three-leg MR contains two inductors that vary
with control current, L, and L,, as established in Chapter 3. Since L, is typically large in

value and in parallel with the source, its modulation effect is minimal on the G,, transfer

function and is ignored in the analysis.
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Figure 5.12: The x% Detector. The Motorola MC1495L is an analog multiplier. With
the inputs tied together, the output is x%. The output signal is differential
so a differential amplifier must be used to observe the output.

The measurements on the three-leg MR are shown in the next several figures. Figure
5.13 shows the results of a low control current. In this case, the natural frequency of the
network is below the carrier frequency. Figure 5.14 is a larger control current which
results in a network with a natural frequency close to, but still below the carrier frequency.
Figure 5.15 is a large control current. In this case the inductance Ly has been driven to a
—low value so that the nétwork frequency is now abdve the carrier frequency. Note the
change of the DC phase shift to 180°. Since the DC control current changes Ly, the large
signal resonant frequency is also changed. Note the qualitative differences between oper-
ation where the network resonant frequency @y is above the source frequency and where it
is below the source frequency. The prediction of the frequency response agrees well with
the measurement to frequencies up to half the carrier frequency. This establishes the mag-

netic regulator’s small-signal model which will be useful in the next chapter.
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Figure 5.13: Measured Results for a Control Current of 0.1 A. This control current
results in a network which resonates well below the carrier frequency.
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Figure 5.14: Measured Results for a Control Current of 0.2 A. This control current
results in a network which resonates closer to, but still below, the carrier
frequency. Note that as the network’s resonant frequency approaches the
carrier frequency, the apparent Q of the control-to-output response drops.
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Figure 5.15: Measured Results for a Control Current of 0.4 A. This control current
results in a network which resonates well above the carrier frequency.
Note the starting phase shift has changed 180° from the previous curves.
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Chapter 6

The Zero Order Model

Introduction -

In Chapter 5 the model for the magnetic regulator (MR) was established as well as the
overall problem of the DC-to-DC converter. The central problem in the dynamic model is
that of finding the tank current with its low frequency modulation. It was previously
pointed out that a knowledge of the tank current would lead to a complete solution of the
dynamic response of the system. In principle, the solution focuses on finding the current

in a very simple equivalent circuit such as in Fig. 6.1. In the figure, the voltage source V,

L1 \%

R1 C q

Tank Current

Figure 6.1: Equivalent Circuit for the DC-to-DC Converter. The central problem of the
dynamic model for the converter is the solution of the tank current. This
model expresses the nonlinear source and load circuits as independent volt-
age sources. The difficulty in this method is determining the sources Vj,,
and VR'
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the output of the inverter circuit and Vy is the voltage at the input to the

, ‘is;,bthe v’olltage at
rectifier circuit. The VOltage source V, represents the effect of the time-varying induc-
. tance in thé MR as established iﬁ Chapter 5. Since the circuit contains only linear,
time-invariant elements, the usual methods of Hnear circuit analysis are applicable. The
problérh in the present case will be to solve this equivalent circuit at the three frequencies
of interest: the carrier frequency, the upper sideband and the lower sideband (the latter two
frequencies aré the result of the slow modulation of the carrier frequency by a low fre-

quency control signal). Since the circuit is linear, the solution can be done separately for

each frequency and then the results simply added.

The only difficulty in this approach is the knowledge of the signals V,, and V. These
voltages are dependent upon the tank current and other external conditions such as the
load impedance and the source voltage, etc. In general these waveforms are far from sine
waves and so it will be necessary to determine the spectrum of each and use the respective

Fourier components in the solution at the carrier frequency and the sideband frequencies.

The model for the DC-to-DC converter will be developed using progressively more
sophisticated models for V,,, and V. The simplest possible model for the converter would
be to say that the V,, and V, sources are independent voltage sources which are unaffected

‘by the modulation on the tank current. In this case, these sources would be non-zero only
at the carrier frequency. The upper and lower sideband currents would only depend upon
‘the injection source, V,,"and the tank components, L;, C,, and R, as shown in Fig. 6.1.
This is obviously a crude approximation but it is useful to work out the consequences of
such a simplified model to aid in the understanding of the more sophisticated models that

result from more accurate accounting of the true signals.
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6.1 The Rectifier Model in its Simplest Form

The conversion of the tank current modulation to the output AC modulation is the first
" - element of the rectifier model: the forward conversion ratio. The 'rectifier’ portion of the
circuit for the present discussion is shown in Fig. 6.2 (a). The magnetizing inductance and
the ideal transformer action of the magnetic regulator are included in the rectifier circuits
because they are most easily accounted for in the rectifier model. The nonlinear behavior
of the bridge 1:ectiﬁcr and its effect on the waveform across the magnetizing inductance
will be absdrbed into the voltage source V. Figure 6.2 (b) depicts a simplified circuit
which will be the basis of the rectifier model development. The ideal transformer has

been moved to the output with a suitable change in the component values in the load.

When the large-signal, steady-state behavior of the converter is of interest, the model
for the rectifier will contain an independent voltage source that represents the voltage at
the input to the rectifier. The current that flows into the rectifier at the carrier frequency is
approximated as a sine wave, and this current will determine the DC output voltage, as

shown in equations derived below.

Once the DC operating point is known, the problem changes to the small-signal
response. In this case, the rectifier is assumed to be a stff source and therefore not depen-
dent upon any modulation of the input current. Since the modulation terms are all carried
in the sidebands above and below the carrier, the small-signal solution is only concerned
with finding the upper and lower sideband currents. Therefore, the zero-order rectifier
model has a short as its input. The conversion of the modulation on the AC carrier current
input to the mostly DC average current out of the rectifier is accomplished with a depen-
dent current source in the model. (This is analogous to the solution of circuits containing
bipolar transistors. The operating point is found using a large-signal model for the BJT

which has an independent voltage source V,, at the input. Once the operating point is
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Figure 6.2: The Schematic Equivalent Circuit for the Rectifier (a). The ideal
transformer is moved to the output by scaling the load components
and the output voltage.

found, the small-signal model for the BJT is used which replaces the voltage source with
an incremental impedance. In this example, the incremental impedance is being taken as

Zero.)

6.1.1 The Large-Signal Rectifier Equivalent Circuit

The equivalent circuit for the large-signal, steady-state case is illustrated in Fig. 6.4.
The dependent current source F(i) produces a DC current that is a function of the tank cur-
rent amplitude into the rectifier, and the voltage source Vy is a square wave at the carrier

frequency. The mathematical form for F(i) will be derived below.
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Figure 6.3: Steady-State Model for the Resonant Rectifier. The voltage source Vp is a
square wave that switches in synchronism with the input current to the diode
bridge. The output is a pulsating current which is represented here by its
‘average value.

6.1.2 The Smali-Signal Rectifier Equivalent Circuit

The cqﬁivalent circuit for the small-signal, dynamic case is illustrated in Fig. 6.4 along
with some representative waveforms. The dependent current source f(i) produces a low
frequency current that is d function of the modulatcd tank current into the rectifier. The
mathematical form for f(i) will be derived below. The current out of the rectifier circuit

will be proportional to the envelope of the input tank current for low modulation frequen-
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cies. At high modulation frequencies, the inductance L,, must be accounted for more

accurately than is done here; this will be pursued in the next chapter.

i f)

iy (D) f

Figure 6.4: The Zero-Order Model for the Resonant Rectifier. The input current is a
high frequency carrier signal modulated at low frequency. The output
contains only the low frequency modulation superimposed on the average
DC output current.

6.2 Control to Output Response

A circuit like the resonant DC-to-DC converter by itself is a rather poor power supply
since small changes in the resonant components will result in rather large changes in the
output voltage. In addition, the control current input is generally a very sensitive port with
small changes in the control resulting in large changés in the inductance L,;. For these rea-
sons and others, it is generally necessary to apply negative feedback to the converter to
make it a stable regulator. With negative feedback, the control system will adapt to

changing component values and conditions to assure a stable output quantity such as the
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DC output voltage. To design a feedback regulator, one must have a knowledge of the fre-

“quency response of the control-to-output transfer function. This function will determine

. the nature of the control system and the final performance achievable for the regulator.

In the case of the control-to-output response, the input DC voltage and the load are held
constant. An AC perturbation and a DC bias current is applied to the magnetic regulator's
control winding. This will result in signal injection into the tank circuit through the non-
linear leakage‘ inductance in the magnetic regulator. This generates signals at both the
upper and ldWer sideband frequencies which will excite the equivalent circuit (this action
is modeled by the ’voltagc source V, in the small-signal magnetic regulator model). Prior
to calculating the value of the magnetic regulator parameters, it is necessary to calculate

the steady-state operating point.

6.2.1 Determination of the Steady-State Tank Current

The calculation of the steady-state tank current, /, is the same as the calculation of the
steady-state operating point of the system which was solved in section 4.2, under the
assumption that the modulation is small signal and therefore does not disturb the

large-signal operating conditions of the converter.

The circuit that is the basis for the operating point calculation is shown in Fig. 6.2 (a).
;For the moment it is unimportant how the tank current /, is generated; we are only con-
cerned with finding its magnitude (and possibly phase) to calculate the value of the depen-
dent voltage source V, and the average inductance L, in the small-signal model for the
magnetic regulator. The magnetic regulator may be wound with a turns ratio between the
primary. and secondary which introduces an ideal transformer into the model with a 1:n
ratio. To simplify the calculations, this transformer will be moved to the output with suit-

able scaling of the load components and the output voltage. The load components become



C,=C.n*
, R
R =—F%

n 6.1)

The equation relating the output voltage from the rectifier to the tank current is found

using 2.20 and accounting for the 1:n ideal transformer at the output:

2 .,
Vo = ;"RL cos<pdlc (6.2)
where
_ R L'
= atan 6.3
% 2nf L, (63)

I, is the amplitude of the tank current and f, is the frequency of the tank (carrier) cur-
rent. Normally the output voltage is well known since it is the regulated quantity; in this
case, the tank current amplitude is given by 6.2. For the present analysis, the phase of the

tank current will be taken as the reference phase for the circuit.

6.2.2 Magnetic Regulator Equivalent Circuit Determination

In much the same way that the rectifier circuit was solved by first finding the operating
point and then inserting the small-signal model, the nonlinear magnetic regulator model is
first solved for its operating point, then the small-signal model parameters are determined

and used in the small-si gnal model.

The equivalent circuit for the magnetic regulator is shown in Fig. 6.5. The DC value of
the control current I,,is used in conjunction with measured data on the magnetic regulator

similar to that shown in Chapter 3 to obtain the element values for the small-signal model.
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The data extracted for the magnetic regulator used in the experimental model is shown in

Fig. 6.6, (a) to (d).

Ly(im ) Lo
.38 uH
1:n
C’ . 4
l—C Lm
330 uH 7.6 uH
o ¢ ’ 1:0.5

L
|m cwW

Figure 6.5: Equivalent Circuit of the Filament TWT Supply's Magnetic Regulator.
The element values are determined from measurements on the mag-
netic regulator made prior to installation in the DC-to-DC converter
and the DC value of the control current, /,,,.

The equivalent circuit in Fig. 6.5 can be simplified to the small-signal model shown in
Fig. 6.7. The inductor L, is large compared to the other elements and is omitted. The vari-
‘able inductor L, is replaced by its average value L, in series with the voltage source V,

which accounts for all the nonlinear effectsin L;.

The actual value for Ly can be analytically determined if the input and output voltages
are known. This method was developed in Chapter 2. Effectively, the series resonance
composed of CyLy is a 'pass element’' which can be adjusted to accomodate changing load

and line conditions. Given the input-output conversion ratio, the value of Ly can be deter-
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Figure 6.6: Measurement of the Key Parameters of the TWT Filament Magnetic Reg-
ulator (a) to (c). Curve (d) is derived from curve (a) by using a numerical
~derivative. Both (a) and (d) have expanded scales to more clearly show

the data near the intended operating point.

mined. 'The magnetic regulator data can then be used to determine the required control

current. The control current will determine the other elements in the model. An alterna-

tive is to measure the control current at the steady-state operating point and then look up

the value of Ly from measured data on the magnetic regulator.

The secondary leakage inductance L, can be eliminated by a simple transformation

which reverses the order of L,, and L,, and introduces an ideal transformer. This transfor-

mation will replace L,, and L, with the elements L', and L"; in the reverse order where
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Figure 6.7: Small-Signal Model for the Magnetic Regulator. Several elements from the
complete model in Fig. 6.5 have been eliminated. The small-signal quantities
are shown in lower-case letters.

2

L, =—m
ly+Llm (6.4)
Ly=L, "l/z (6.5)

The ideal transformer will have a turns ratio x where

(6.6)

L', is absorbed into Ly and the new value L', is used for the magnetizing inductance.
For simplicity, the prime will be dropped in all subsequent work. The 1:x transformer is

absorbed into the magnetic regulator’s ideal transformer. The control winding is explicitly
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shown with a linearized inductance which represents the inductance of the control wind-
ings at the operating point.
Now that the tank current is known, the dependent voltage source V, can be directly

calculated. This is an important feature of this model: the nonlinear characteristic of the

magnetic regulator reduces to a simple voltage source in the dynamic model.

6.2.3 Calcul;ntion of the Tank Current Modulation

The presence of the voltage source V, in the magnetic regulator model is the mecha-
nism by which controlled modulation of the tank current is accomplished. This source
§vill generate currents in the tank circuit loop at the carrier frequency plus the modulation
frequency (the upper sideband) and at the carrier frequency minus the modulation fre-

quency (the lower sideband).

The currents at the upper and lower sidebands will be different in general owing to the

frequency response of the tank components and V,, itself. We can calculate these currents

as follows:
iysg = Va(su)
zx(su) 6.7)
isp = Va(sL)
zx(SL ) (6.8)
Where

S, =j(mc+mm)

SL =j(mc - OJm)
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and
2,(s) = Ry +——+3L,
Gy
1 1 s s 2
= 1+ +
sCi| Quwp (o

1

1
0-Jé%
1A (6.9)
The voltage source V, is related to the control current through 6.10 and 6.11:
kL
Va(sL) = —z-—-sL-IC-Im (6.10)
kL
Va (su) = 5 S, IC I (6.11)

Since the control current modulation 7, is' an input, the phase of /,, can be taken as zero
~without loss of generality. I, is also taken as a reference, so its phase shift is zero. In later
models, the carrier frequency compbnent of the tank current will be a complex number
with a magnitude and phase. k; is a proportionality constant which is derived from the
“characteristics of the magnetic regulator. This parameter will be determined from mea-
surements on the magnetic regulator and the measured value of the control current at the
operating point of the converter. Alternatively, if the DC control current is not known, the
value of Ly can be determined from the operating point, then the DC control current can be
found from the magnetic regulator measurements. Due to the high sensitivity of the
inductance to the control current, these two methods may give somewhat different values

for L.
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6.2.4 Determination of the Output Voltage from the Tank Current

The task in this section is to convert the known tank current into the output voltage.
~ Along the way to the output voltage, the mathematical form for the functions F(i) and f(i)
in the rectifier equivalent circuit will be derived. Under the small-signal assumption, the
carrief frequency current will determine the DC output voltage. This computation will use
the largeQSignal model for the rectifier containing F(i) and the static model of the magnetic
regufator. The modulation of the tank current will determine the output AC perturbation.
The small-signal model of the rectifier containing f{i) together with the small-signal model

of the magnetic regulator, linearized about the operating point, solves the AC problem.

The calculation of the small-signal output voltage will follow two steps: first, the out-
put current from the rectifier will be determined as a function of the input AC current and
its modulation, then the output current will be averaged and applied to the output load
impedance. The implicit assumption is that the load will perform this averaging step due

to a low-pass frequency response characteristic.

The Large-Signal Forward Transfer Characteristic of the Rectifier

To derive the average current flowing into R'L and C’, , itis necessary to calculate the
‘current in inductor L,, (refer to Fig. 6.2 (b)). The input voltage to a rectifier circuit like
that of Fig. 6.2 (b) is a square wave, which switches between + (v, + Vf) /n and
—(V, + Vf) /n where Vp is the forward voltage drop of the diodes (approximately 1.4 V
for silicon diodes in a bridge rectifier). This will result in a triangular current in L,, which
will subtract from the sinusoidal input current. The resulting waveform is a slightly dis-
torted sine wave as illustrﬁted in Fig. 6.8 (b). The current that flows into the load is a rec-

tified version of i 1= i L This current is illustrated in Fig. 6.9 (b) together with one half

m

cycle of the input current iy (a). The average value of iy is calculated as follows (see [9]):
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Figure 6.8: Current Waveforms (a) and Voltage Waveform (b) Associated with the Rec-
tifier Circuit. The input current i is assumed to be a sine wave. The current
in inductor L,, will be triangular in response to the input voltage v;, which is
a square wave. The current which will be rectified and then fed to the load
is the difference between the input current and the inductor current.
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i.(8)=1.cos6

6.12)
, 2 .
th(6)=IC—(6—(pd)sm(pd
n \ (6.13)
1 94 :
id.av="— [i:(8)=iLm(8)d
+-04 (6.14)
i =EI cosQy
hav T me (6.15)

Equation 6.15 relates the average current out of the bridge rectifier diodes to the ampli-
tude of the input current for the large-signal case. Therefore, the large-signal forward

transfer characteristic of the rectifier is

F(I)=;2t-cos<pdl

I ‘ .
( 7? y (
' ic,av l/\
\ id,av

- Figure 6.9: Input Current Waveform to the Resonant Rectifier (a) and Output Current
Waveform (b). The model for the rectifier relates the amplitude (/) of the
input current (i) to the average value (iy 4,) of the output current i;. The
calculation accounts for the distortion of the i; waveform.

(6.16)

(a) (b)
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_The Small-Signal F orward Transfer Characteristic of the Rectifier
The same cQuation used in the large-signal diode model to relate the tank current to the
*average current into the load can be used to relate the envelope of the tank current to the

AC modulation of the rectifier output current.

The tank current is formed from 6.7 and 6.8 together with the steady-state tank current,
I.:

ir(8) =1 cos(w,t+@,)+ Ig cos(yt + @y ) + I cos(@ t+¢,) 6.17)

As in Chapter 5, this equation contains the high frequency carrier frequency plus low
frequency mbdulation, but in this form it is difficult to extract the modulation envelope
from this equation. Previously the rectifier circuit was replaced with an x? circuit to make
the envelope calculation easier. In this case the amplitude modulation can be extracted
using the same method: Calculate the low frequency output from an imaginary x? circuit
to reveal the amplitude modulation envelope, then use the envelope information to calcu-
late the average forward current through 6.15. The static quantity /. is replaced by the
modulation envelope of the rectifier's input current and the result is a low-frequency mod-
ulated output current. The extraction of the modulation envelope from the carrier current
by an x? ciréuit is illustrated in Fig. 6.10. The relationship between the average output

current of the rectifier and the tank current amplitude is shown in Fig. 6.9.

The low-frequency output of an x? circuit was derived in Chapter 5. The result is

Rei,,, (5,) = Religepp(s,)] +Relijgpe (s)] (6.18)

env

Imi = Im[ijgpp (s,)1-Im (i gpp (5,)] 6.19)

env (Sm)

where
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Figure 6.10: Nlustration Showing How an x2 Circuit Extracts the Envelope
From a Modulated Signal. The function f{¢) in (a) is the input
waveform with amplitude modulauon The absolute value of f(¢)
is shown in (b). The functlon f (9 is shown in (c). The peak-to-
peak modulation on f (t) is twice that on f, but the average of
f (¢t) has the same envelope as in (a) and (b).
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. ) —jo,
iysar (5) =iysp(S,)€
. ~i9,
i sr(85p) =ipsp(sy)e

) - jo,
iysg (8,) =Iygsp®
. _ JoL
ipsp(Sp) =11 gp¢

Notice that 6.18 and 6.19 can be written in the more compact notation:

ienv (sm) = iUSBR (Su) + iLSBR (SL) (6.20)

The current i,,(s,,) is the envelope of the current into the bridge rectifier. It is shown as
dependent upon the modulation frequency to emphasize that the high frequency compo-
nents have been removed and a low frequency perturbation remains. It should be empha-
sized that there is no actual x? circuit involved in the present analysis; it is simply a useful

mathematical trick to extract the modulation envelope from a complex input signal.

Envelope to Average Conversion
In the next step, the envelope of the input current must be converted to the average cur-

rent out of the rectifier to account for the current lost into the inductance L,, and the low-
pass charcacteristic of the load. This is graphically illustrated in Fig. 6.9. Mathematically
this conversion is accomplished using 6.15:

. 2.
=i

Ly ay (sm) = <lenv (sm) cosQ, (6.21)

Output Voltage Transfer Characteristic
The output voltage can now be calculated by linear circuit analysis as follows:
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RL'
Vo (Sm) = ld,av (Sm) TH—R";C—, (622)
m L 7L

6.2.5 Predicted Results

The equivalent circuit of the rectifier can now be combined with the magnetic regulator
model developed in Chapter 5. The resulting circuit will be the basis for the solution of
the DC-to-DC converter under the assumptions outlined above. The equivalent circuit for

the DC-to-DC converter including the zero-order rectifier model is illustrated in Fig. 6.11.

C1 [
—>
it °
v Vo (F . O] Re
sW @ % E R C\) f(lc) == § Vo
x o
| tim

Q

Figure 6.11: The Equivalent Circuit for the DC-to-DC Converter Using the Zero-Order
Rectifier Model.

The MR's small signal model is inserted into the model for the DC-to-DC converter as
‘shown in Fig. 6.12. In accordance with the zero order model, the inverter and rectifier are
shown as stiff voltage sources. Simplification of this circuit leads to the AC modulation
model shown in Fig. 6.13. Since the inverter and rectifier voltage sources are not modu-
lated, they appear as shorts in this model. For simplicity, the’ ideal transformer has been

moved to the output, with appropriate modifications to the load.
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Figure 6.12: The Small-Signal Equivalent Circuit for the TWT Filament Power Supply.
Note L,, is in parallel with an ideal voltage source and so can be eliminated.
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~ Figure 6.13: Final Small-Signal Model for the TWT Filament Supply. This model is
valid for the calculation of the sideband responses only; the sources Vg,
and V; would be included if the solution at the carrier frequency were
desired.

At this point, the tank circuit has no loss elements at all and so would have an infinite
Q, which is certainly unrealistic. A measurement of the impedance looking into the pri-
mary of the magnetic regulator with the control current adjusted to the operating point and

the secondary shorted was made to provide a realistic value for the series resistance in the
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tank circuit inductance. The resistance was found to be approximately 1.5 ohm. This

resistance is included in the calculation for z,(s) as R;.

' The Salient F eatures of the Tank Current Response
The overall small-signal control-to-output response of the DC-to-DC converter can

now be assembled from 6.20, 6.21, and 6.22:

Volsm) = I+_R;‘—,'T" 2 cos (Pd[iUSBR (s +5m) +irspR(sc ~Sm )]

' smRICp, T (6.23)

Apart from the constants in 6.23, the output voltage is seen to be the product of two
fransfer functions, one relating the average output current to the output voltage (i.e., the
load impedance) and the other reiating the envelope of the tank current to the upper and
lower sideband currents (the forward transfer characteristic of the rectifier). The former
transfer function is that of a simple pole at low frequencies and will be the dominant char-
acteristic up }to moderately high frequencies. This function is a familiar result and will not
be discussed further. The latter function will come into play at high frequencies and is the
interesting function since it has not been encountered before. To construct a picture of the
control-to-output response, we will focus on the envelope response, then at the end

include the dominant pole from the load impedance.

Consider once again the relationships for the tank current sidebands:

k
Va(su) - “Ql‘sulclm(sm)

() 1+l_s_u_+(.§&.)2
suCi| Q@ \@p

iUSB(sm) =

(6.24)
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k

L
vy G

"jLSB(S ) = .
" Zx(sL) 1 1SL SL 2
l+——+|—
s.Cy Qo, (o

The complex conjugate of 6.25 is required for the envelope. Since the complex vari-

(6.25)

able s is purely imaginary, its conjugate is -s. The result is

k

Va (—-SL) EL (_SL) IcIm (sm)
i (sm) = =
LSB z (=s;) L [ . (_SLJ (_SL JT
l+—=|— |+ |—
v —-sLC1 0 o, o,
‘ (6.26)
L 2
—2—Iclm (sC - sm) C1

ls -3 S =95 2
1__ C m+ c m
g a, o,

The lower sideband frequency s; has been explicitly shown as the difference between

the carrier frequency and the modulation frequency. Similarly, the upper sideband current

signal is
k 2
-flclm(sm)(sc+sm) G
2
1_{__l_sc+s,,, +(sc+sm)
Q0 o o)

Equations 6.26 and 6.27 combine to form the envelope of the tank current:

iUSB(sm) = [

(6.27)



142

k oy 2 k 2
"zlélclm(sm)(sc"'sm) G 7 "ill'lclm(sm)(sc_sm) G
2 2
1_'__l_sc+s,,, +(sc+sm) 1__1_sc—sm +(sc-sm)
Q o ol Q o o)

This equation must be manipulated to reveal its salient features clearly. The form in

leny (sm) = [

(6.28)

6.28 can be written as

: k N(sm)
’env(sm) = ’QLchm(sm)_D(_sm—)'
m (6.29)

In 6.29, the interesting part has been separated to the N(s,,) and D(s,,) factors to allow a
separate discussion of the poles and zeros of the response.

Poles of the Tank Current Envelope
The denominator polynomial D(s,,) contains the poles of the tank current envelope.

D(s,,) is formed when a common denominator in 6.28 is found. The poles occur when

D(s,,) =0.

2 2
D(s,)=|1+ 1s.+sp, +(sc+sm) 1- 15.-s, +(sc-—sm)
Q ag @9 Q ag @9

In the form in 6.30, it is clear that a pole will occur when s$.+5,=j0y Or S.-S,=jy.

(6.30)

>Which of these two conditions will occur depends on the operating point of the system,

since gy may be above or below ..

Zeros of the Tank Current Envelope
The numerator polynomial, N(s,,), controls the location of the zero in the tank current

envelope. The numerator polynomial is found to be
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A

: N(sm)=C1(Sc+Sm)2 1— 15.—8y, +| Se=5m +C1(sc-—sm)2 1+ 15,45, +| St Sm
Q g 0

(0T 0o o)

(6.31)
which simplifies to
2
2 2 2 _ 2)
1s, s;—s (sc Sm
N(s,) =G s2+s2 )| 1-——m e _m
m ( c m) Q sg‘+s,2n (s? +S,%,)0)(2)
(6.32)

While 6.32 is not in the standard factored pole-zero form, it is in a form that makes

identification of the zeros easy. Clearly, the zero in 6.32 will occur when

(s2-52)°

=-1
2 212
Se+S.,]0
¢ om/70 (6.33)

To solve 6.33 for s, involves solving a quadratic equation for si which results in

2 _ 2x+1iJ1+8x 2
m,zero — | 5 o
(6.34)
where
o
X= _f
Wp

The negative root in 6.34 is the solution of interest since ® «o. . Typically this

,2ero

zero will be well above the poles discussed above and will be in the right half plane. The

fact that a high frequency RHP quadratic double zero occurs in the control-to-output trans-
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fer function effectively sets an-upper limit on the bandwidth of the regulation loop. Ithas
been found experimentally that other considerations will be a stronger limiting condition

. onthe systérri Bandwidth, such as the sensitivity of the gain to the operating point.

63 Outpuf Impedance

The great advantage to the equivalent circuit model for the DC-to-DC converter is
quickly realized when calculating the output impedance. This function is normally of
interest to power system designers since it is used to find the output voltage's response to a
load change. However, in most practical power supplies the output impedance is domi-
nated by the large output capacitance used to filter and store energy for the output. To

avoid this pitfall the internal output impedance z'o (s) illustrated in Fig. 6.14 is used.

Ci ic
it ! ©
Y ' . CL| Re
SW @ % é VRC"\F #}f(lc) (———l = A
x . Q
lm-Hm Z’o Z,

_ Figure 6.14: Tlustration of the Internal Output Impedance z’,. The normal output
. impedance z, is dominated by the output filter capacitor Cy, starting at
relatively low frequency. The internal output impedance, 2’ ,, gives a

clearer picture of the characteristics of the converter.

The output impedance in the case of the zero-order rectifier model can, by inspection,
be determined to be infinity. This follows from the assumption that the tank current is

independent of the output load. Measurements done below will show that this is an unre-
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alistic model and further refinements will be necessary to properly model the behavior of

the resonant rectifier. It is precisely this flaw in the model which prompted the title

: "zcro-ordef.'; bhapwr 7 will develdp a more realistic model.

64  Measured Results
6.4.1 Circuit Description

An experimental DC-to-DC converter was constructed as power supply to the filament
of a Traveling Wave Tube (TWT). Figure 6.15 shows the schematic diagram of the power

stage and control current drive circuitry.

In this application, the isolation between the input and output grounds must be able to
withstand in excess of 4,000 V. This high voltage isolation is necessary since the TWT is
normally operated with an anode voltage near ground and a negative cathode voltage [20].
In a conventional PWM power supply this isolation causes many problems, mainly due to
the large leakage inductance in the power transformer. The Resonant DC-to-DC converter
uses the power transformer (i.e., the magnetic regulator) leakage inductance as a part of
the circuit and, in fact, actively controls its value to provide the output regulation. This

“makes the high leakage inductance associated with the primary-secondary isolation barrier

unimportant.

A second serious problem for standard PWM circuits is .transmitting the feedback
information from the output to the control circuits. Usually the output voltage must be sta-
bilized against variations in the ambient temperature, load resistance, input line voltage,
etc., so the output voltage must be sensed and fed Back to a feedback controller. When
there is a large differential between the input and output grounds, this feedback voltage is
difficult to arrange, usually requiring optical or AC-chopped coupling. The resonant

DC-t0-DC converter can be built so that the control circuits are all referenced to the sec-
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ondary ground, thus eliminating the need to cross the isolation barrier. This approach can

also have pitfalls in the case of a TWT filament supply.

One real-world inconvenience of the TWT is that it can arc between the cathode and
the tubé envelope (ground). This can be accurately modeled as a switch from the cathode
to ground with zero impedance and zero closing time. (The arc's actual impedance will be
much lower than the parasitic resistances in the circuit, and the arc occurs so rapidly, the
waveform chz;racteristics will be determined by the inductances and capacitances in the
circuit rather than the characteristics of the arc.) This will result in extremely large tran-
sient currents and voltages occurring in the circuit. If the control circuits are referenced to
the cathode potential, great care must be taken to avoid stray capacitance to ground from
any of the nodes in the circuit which would be damaged by large transient voltages. Often
even one or two picofarads is enough to cause a circuit failure in the inevitable arc. The
usual solution to this problem is to enclose all the electronics at the cathode ‘potential ina
Faraday cage. (A Faraday cage is a conducting enclosure designed to shield the contents
from external electric fields. It is based upon the fact that the electric field inside a con-

ducting enclosure is zero when the enclosure is immersed in an external electric field.)

In the experimental circuit used here, the mechanical complexity of the Faraday cage
was deemed unnecessary. Under the conditions of the laboratory, adequate regulation can
'be maintained with another approach. The approach used was to wind an auxiliary wind-
-ing in clqse proximity to the secondary winding (still preserving the high-voltage isola-
tion) and using this winding to provide a feedback voltage to the control circuits which are
then referenced to the input ground. The approach is adequate to accommodate input line
and most temperature changes but is rather poor in ﬁle case of load variations. Neverthe-
less, using a TWT filament, the load resistance is well-known and stable. A supply such
as this, intended for high production volumes, would almost certainly use the more robust

secondary-side regulator.
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| To tesf 'tl:le m(idels de\feloped in this chapter, the feedback control circuits are unimpor-
tant since only opén-lbop quantities are of interest. (For this reason some of the control
- circuits have béen omitted from Flg 6.15.) The control-to-output transfer function is mea-
suréd using the magnetic regulator control current as the input variable and the actual out-
put as the oﬁtput variable. In practice, the loop gain model would need to include a

transfer function from the output voltage to the sense voltage.

A more complete discussion of the elements in the experimental circuit may be found

in Chapter 4.

6.4.2 Control to Output Transfer Function Measurement

The experimental setup for measuring the control-to-output response is shown in Fig.
6.16. The network analyzer injects a test signal into the circuit which controls the mag-
netic regulator. Since an open-loop characteristic is desired, an external DC power supply
is adjusted to provide the proper input voltage to the voltage-to-current converter circuit
that controls the magnetic regulator. The AC perturbation is superimposed on this DC
voltage through the use of a series transformer. However, the desired measurement has

“the current into the control winding as the input variable so the current is sensed at the
control winding using a DC current probe. This measurement removes the dynamics of
the control circuit from the measurement. The output for the measurement comes from

the actual output voltage rather than the feedback as discussed above. The load is 10 Q

and the control current is adjusted manually until the output voltage is 10V.

The measured result from this experiment is shown in Fig. 6.17. The data becomes
rather noisy at the higher frequencies due to the low currents injected into the magnetic
regulator. The impedance looking into the magnetic regulator control winding is a rather

large (and variable) inductance owing to the fact that the control winding is many turns on
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Figure 6.17: Measured Results from the TWT Filament Power Supply. The input volt-
age is 20 V, the output voltage is 10 V and the control current is 606 mA.
The switching frequency of the power stage is 1 MHz.
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- an ungapped portion of the MR core. As the control current varies, the control winding

saturate the portion of the core that they are wound on causing the variable inductance in
_the MR model as well as the variable inductance seen looking into the control winding.

These_ two inductances are related but not the same value!

The highly nonlinear load that the control winding presents to the transistor current
source will cause open loop oscillation of the control current unless R20 is present. Since
the control wit;ding has very low DC resistance, the power dissipated in R20 is very low.
C24is placcd across the control winding also to bypass any leakage of the primary voltage
into the control ciréuit. These two components together with the inductance of the control
winding itself conspire to produce a lowpass filter which limits high frequency control

currents.

6.4.3 Output Impedance Measurement

The output impedance exclusive of the output capacitance and load resistance, z’,, can
be measured using the circuit shown in Fig. 6.19. This measurement requires that the DC
current probe be set to "AC" to avoid saturation of the current probe amplifier by the load
current. In addition, it is necessary to use only the DC type current probes since the DC
load current will saturate most AC current probes. The bias and MOSFET drive circuits
have been omitted for clarity. This measurement is an open loop measurement so the con-
trol current to the magneﬁc regulator is adjusted manually using an external power supply

to provide the necessary bias.

The measured z’, is shown in Fig. 6.18. As one should expect, the output impedance is
not infinite but is somewhat lower than the load impedance at low frequencies. The com-
plex dynamics of the measured output impedance indicate a more refined model is in

order.
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Figure 6.18: Measured Internal Output Impedance, z’,. The present model for the
resonant rectifier predicts an infinite output impedance so there is no
predicted curve for comparison.
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:'6.4.4 Iﬁterpfeiﬁﬁdn of the Results

The predicted control-to-output transfer function is shown in Fig. 6.17 for comparison
~ with the measurements. This model predicts an unrealistically high DC gain and low
dominant pole frequency. The dominant pole shown is caused by the R,’C,” time con-
stant only which is a consequence of the infinite output impedance. Any finite value for
the output impedance appears in parallel with the load resistance and hence raises the fre-

quenéy of the dominant pole.

The model developed in this chapter has several severe limitations as shown in the
results above. The low frequency control-to-output gain is quite inaccurate near DC and
has a dominﬁnt pole significantly lower that the actual hardware. This stems from the fact
that the predicted output impedance is infinite with this model. The problem of calculat-
ing a realistic value for the output impedance must begin with a rectifier model that cou-
ples disturbances in the output voltage back into the tank circuit. This will be the subject

of the next chapter.

The features in the predicted response corresponding to the dynamics in the resonant
tank circuit are predicted to be higher than it is possible to make control-to-output transfer
function measurements. There are other useful transfer functions that can be measured to
try to expose the high frequency dynamics of the tank circuit, such as the line-to-output

transfer function. Obvipusly the simple model uscd‘ here for the inverter precludes this
calculation. A further verification of the model will appear iri Chapter 8 where a more

complete model for the inverter is developed.

The present model predicts an infinite output impédance when measured at z', which is
clearly incorrect. This is because the simple rectifier model here is unilateral and there-
fore any perturbation applied to the output circuit is completely uncoupled from the tank

circuit and the inverter. This deficiency in the model will be addressed in the next chapter.
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Chapter 7

The First Order Model

Introducﬁ'on .

In fhis chapter the model for the DC-to-DC converter is refined to provide more accu-
rate results for the control-to-output transfer function and the output impedance. In Chap-
ter 6, the rectifier was modeled as a simple forward transfer characteristic with no reverse
tfansfer. This is obviously unrealistic since changing loads will certainly affect the cur-
rents in the tank circuit. In the case of continuous diode conduction, the bridge rectifier is
a bilateral network requiring a reverse transfer characteristic. Also including the reverse

transfer characteristic has significant influence over the output impedance calculation.

In the previous chapter it was the output impedance that indicated the need for an
improved rectifier model. The inclusion of the reverse transfer characteristic transforms
the output impedance from a pure current source to one with a finite output impedance. In
the development of the reverse-transfer model, it will be necessary to account not only for
the amplitude modulation on the tank current but also any phase modulation that may be
present. To deal with a waveform which contains both amplitude and phase modulation, a

brief diversion is necessary to develop the mathematical relationships.

The new model developed in this chapter deals with phase modulation as well as ampli-
tude modulation. Since phase modulation is very difficult to measure with conventional
test equipment, the circuit simulation program SPICE is used to assist in the validation of
the hand-calculated model. It was observed in Chapter 4 that the waveforms calculated by

SPICE are quite close to those obtained from measurements. The model used by SPICE in
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this dynamic case is computationally intensive but practical to run for a few prototype cir-

cuits. The SPICE model is used mostly to validate the correctness of the calculations
- rather than'to provide a practical tool for the analysis of this class of power system. The

final test of the model will be the measured dafa from an actual circuit.

7.1 The Rectifier Dynamic Model

The model for the rectifier portion of the DC-to-DC converter done in Chapter 6 pro-
vides only part of the answer. That model addressed the forward transfer characteristic of
the resonant rectifier. That is, given a known input current, what is the average current out
of the bridge. This model is accurate if one knows the input current, knowledge which is
not available a priori. To calculate the input current, there must be some model for the
input port of the rectifier. In the previous chapter, that model was simply a voltage source
whose waveform was unaltered by any modulation on the input current. It appeared as a
short for all frequencies except the carrier frequency and its harmonics. A more accurate

picture of the input port of the rectifier is needed.

The model for the input port of the rectifier will be developed first in words to provide

a clear qualitative understanding of the model and its limitations. Prior to delving into the

| quantitative details of the rectifier model, two mathematical results need to be developed.
The first is a general phasor form for low-frequency modulation of a carrier frequency

-which includes both amplitude and phase modulation.. The second is a calculation to show
the relatioﬁship between the modulating signal and the sidebands around the carrier fre-

quency for the case of a non-sinusoidal carrier signal. With these two mathematical

results and the qualitative model of the rectifier, the quantitative model will be easier to

follow.
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,, 7.1.1 The Qualitative Rectifier Model

Figure 7.1 illustrates the circuit which will hereafter be referred to as the rectifier block.
“The ‘shunt inductance L,, at the input serves to provide a pre-load to the driving circuit
when the output load is removed. It also performs a kind of impedance matching function
as moré fully explained in Chapter 2. The terminal voltage applied to the inductor and the
current through the inductor is controlled by the characteristics of the bridge rectifier and

filter on the rectifier output so it is logical to include L,, with the rectifier circuits.

l r
_—
I
+ d,av
_>

le

Dve il E L

Vo
n

I

CL - § R,

Figure 7.1: Schematic Diagram of the Rectifier Block. All the components are referred
to the primary side of the magnetic regulator.

This model is only concerned with continuous diode conduction. Since the diodes are
in continuous conduction, the input voltage is a square wave which switches between
+V/n and -V /n (this is purposely neglecting the diode forward voltage drops for simplic-
ity). The iﬁput cufrcnt, I,., to the rectifier block is assumed to be an ideal sine wave and the
rectifier circuit is assumed to be symmetrical, so that the input square wave voltage has a
50% duty cycle. When the diodes are in conduction, they directly connect the input and
output, thus any modulation of the output voltage will appear as pure amplitude modula-
tion of the rectifier input voltage as illustrated in Fig. 7.2. For simplicity, the current I, is

shown with minimal distortion from the current in L,,. Note that the amplitude modula-
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Input Voltage, Vin Input Current, I,

T T

1]

|

Output Voltage, Vo /n

’——\_—/\

Figure 7.2: Voltage and Current Waveforms in the Rectifier Block with Amplitude
Modulation Applied to the Input Current and Output Voltage. Note the
envelope of the input voltage follows the output voltage while the phase of
the carrier of the input voltage follows the input current.

tion on the input current is, in general, different from the amplitude modulation on the
input voltage in magnitude and phase. The amplitude modulation on the input voltage will
cause sidébands to appear on the input voltage which are readily computed below. In
addition to the amplitude modulation of this square wave, there could also be phase modu-

lation if the current into the bridge rectifier diodes should be phase modulated.

The diode bridge will switch when the polarity of the input current /, changes; there-
fore, the input voltage to the rectifier will change polarity in precise phase with the input

current to the bridge diodes. The current into the entire rectifier block is assumed to be a
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éihe .wavé, but th%e“ inpﬁt current to the rectifier bridge is a somewhat distorted waveform
due to the action of fhe shunt inductance at the input. The current in the shunt inductor L,,,
s controlled b); the voltage applied to the terminals of the inductor or, equivalently, to the
inpuf of the rectifier circuit. The input voltage is a square wave so the current in L, will
bea t‘ri'angle wﬁve. This triangle wave will subtract from the sine wave to produce the cur-
rent that actually drives the diode bridge /,. The waveforms in the rectifier are shown in

7.3 (a) and (b).’

The Rectifier Forward Transfer Characteristic

In the rectifier model that was developed in Chapter 6, the envelope of the input cufrent
drive was converted into the average current from the diodes using a calculation based
upon the static waveforms in Fig. 73 However, in the dynamic case, the inductor current
will modulate in response to the input voltage. A more accurate model is to use the actual
current into the diodes, /,, in the calculation for the average output current from the bridge
144y The simplest way to accomplish this is to say /4 4, is a DC value with a modulation
index that matches the modulation index of /,. (The modulation index of a modulated DC
signal is defined here as the amplitude of the modulation divided by the DC average value
of the waveform. This corresponds to the parameter m in AC [1+mcos (mmt) ]1.) In this

way the distortion of 7, is accounted for in the DC current calculation.

The Rectifier Reverse Transfer Characteristic

To contruct an accurate picture of the input voltage to the rectifier block, the reverse
transfer characteristic of the rectifier must be considered. As mentioned above, any mod-
ulation on the output voltage will appear as amplitude modulation of the input voltage
square wave. In addition, any phase modulation on the input current, I,, will also appear
as phase modulation on the input voltage. These two effects each create sidebands on the

input voltage which must be combined to model the total effect. The amplitude modula-
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Iy=1c-Iim

Y

(b)

Figure 7.3: Steady-State waveforms in the Rectifier Block. The input current /, and the
inductor current I;, are shown in (a). The input voltage, V;,, and the cur-
rent I, =1, + Iy, are shown in (b).

tion is accounted for by establishing that the modulation index of the output voltage is the

same as the AM modulation index of the square wave input voltage. The phase modula-
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tion can also be handled in a similar fashion by saying that the phase modulation index on

the input square wave is the same as the phase modulation index on the input current /,.

For most practical cases the distorted waveform for /, can be reasonably approximated
by its fundamental waveform. This approximation will be less accurate as the boundary
for discontinuous diode conduction is approached. Using the fundamental waveform of
the input current results in a considerable simplification in the computation of the input

characteristics of the rectifier.

To summarize, the qualitative model of the resonant rectifier is an input voltage that is
a 50% duty-cycle square wave that switches between +V /n and -V /n with a phase shift
that is in phase with the input current fo the bridge (not to the rectifier block as a whole —
see Fig. 7.3). The modulation on this input voltage is in two parts: 1) The amplitude mod-
ulation envelope is the same as the modulation of the output voltage and 2) the phase mod-
ulation is the same as the modulation of the fundamental of the current into the bridge
rectifier. The output current is proportional to the amplitude modulation on the input cur-
rent, [,. Prior to using this description of the rectifier model for quantitative calculations,

two useful mathematical results will be derived in the next sections.

7.1.2 General Modulation of a Carrier Signal

One of the essential tools required to construct the quantitative model for the resonant
rectifier is the relationship between the modulation of a carrier signal, both in amplitude
and phase, and the sidebands above and below the carrier frequency. The case of simple
amplitude modulation was considered in Chapter 5 where it was shown that pure AM will
cause sidebands above and below the carrier frequency that are equal in magnitude. In

this section the more general case of AM and PM will be considered. Throughout this dis-
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cussion the modulation signals are assumed to be small compared to the carrier signal.

This assumption is well justified in the case of a small-signal analysis.

Consider a general modulation waveform in the form

F(8) = A_[1+mcos (@,1+¢,)] cos [0+, +K cos (0,1 +9,)]

(7.1)

The subscript "c" refers to carrier-frequency related quantities, the subscript "m" refers to

modulation-frequency related quantities, the subscript "p" refers to phase modulated quan-

tities, and the subscript "A" refers to amplitude modulated quantities. By assumption, the

parameters m and K, are sufficiently small to ensure that only the sidebands immediately

above and below the carrier frequency are of interest.

Next use the following definitions:

6A=0)mt+(pA
=@ t+
ep m (Pp

6.=at+0,
and consider the phase modulated part,
cos (OC‘+ Kpcosep) = COS (OC) cos (Kpcosﬂp) —sin (OC) sin (Kpcosep)
The parameter Kpis small so the following approximations can be made:
cos (Kpcosep) =1
and

sin (Kpcos Op) = Kpcosep

(7.2)

(7.3)

7.4)

(7.5)
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These approximations transform 7.3 to

cos (OC + Kpcosep) = COS Oc —sin (GC) Kpcosep (7.6)

The trigonometric product rule provides

1 1
sinxcosy = 3 sin (x+y) + > sin (x—y) 7.7
and it follows that
KP KP
cos (GC. + Kpcosep) ~ cos(-)c 5 sin (Oc + 9p) Y sin (OC - (-)p) (7.8)

This is the familiar result from communications theory for narrow-band PM, namely
NBPM produces upper and lower sideband signals that are equal in magnitude but phase
shifted from the carrier frequency. This signal is now multiplied by the AM envelope:

£O _ o5~ sin(6,+6 ) - Lsin (8,0 ) +
—COSC 2SlIl ¢ b 281 c b

C N
Kp Kp
mcos@ ,cosO - 7mcos6Asm (6, + Op) - 7mcos9A sin (0, - Op) 1.9)

Since both the parameters Kpand m are small, the product Kpm = (). This results in the

following form for 7.9:
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é .
K K
&_:coSG +—pcos(9 +0 +— )+—-—£cos(e —9 + = )+
Ac c 2 c p 2 2 2

(gcos (8,+8,) +cos (ec—eA))

(7.10)
where
sin® = cos (0+ (n/2)) (7.11)
and
cosxcosy = (1/2)cos (x+y) + (1/2)cos (x-y) (7.12)
were used. To best understand this result, consider the expanded form,
K
AU = cosf + pcos((m + )t+(p +¢ +n)
c c 2 2
KP
+—cos((a) -0 )t+¢, -9, += )
2 2 (7.13)

+%cos((mc+mm)t+(pc+(pA)

+%cos((a)c—mm)t+(pc—(pA)

This result is easy to interpret with the help of a graphical construction as shown in Fig.
7.4 and Fig. 7.5. These figures plot the magnitude and phase relationships of the various
signals in 7.13, frozen in time at t=0. Notice that the inclusion of phase modulation with
the amplitude modulation has resulted in a total signai where the upper sideband is differ-
ent in magnitude from the lower sideband. Further, to work the process in reverse one
must know both the magnitude and phase of the upper and lower sideband signals, a diffi-

cult requirement in practice since the ordinary swept spectrum analyzer is insensitive to



165

Figure 7.4: Phasor Relationship for the Signals at the Lower Sideband. The phase mod-
ulation of the carrier adds a component 90° — ?, ahead of the carrier’s
phase. The amplitude modulation phasor has a phase that is —¢, with
respect to the carrier.

phase. This shortcoming of the measured data is a significant handicap when the goal is to
understand the response from the control input (or any low frequency input) to one of the

modulated quantities such as the tank current. This problem motivated the use of the cir-

cuit simulation program SPICE to verify the models.

The use of complex notation will simplify the use of the above results. The nomencla-

ture is:

mé 4 = AM phasor (7.14)
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Figure 7.5: Phasor Relationship for the Signals at the Upper Sideband. The phase modu-
lation of the carrier adds a component 90° + (pp ahead of the carrier’s phase.
The amplitude modulation phasor has a phase that is ¢, with respect to the

carrier.
erjtp,, = PM phasor (7.15)
USB = Upper Sideband Signal = D, +,D), - @16)
LSB = Lower Sideband Signal = D3 +jD 4 (1.17)

The D; are the real and imaginary parts of the sideband signals. From the graphical con-

struction it can be seen that



It now follows that

and,
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USB = +—
5 e
K o iz
_m e Tp j% 2 (7.18)
2 2
K .
- ](pA+j__pel(pp
2 2
N
LSB = in_e‘j(PA_‘_& 1(2 -(p")
2
K i
~j —j 2 7.19
_ M Tp i 2 (7.19)
2 2
- K _;
= %e 7Pa +j-—2£e /%
S j(PA
USB+LSB = me (7.20)
o j9,
j(LSB-USB) = K¢ (7.21)

where the bar denotes complex conjugate.

The results 7.20 and 7.21 will prove to be key relationships in the model development

that follows.
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. 713 Spectrumof a Modulated Non-Sinusoidal Carrier Signal

‘ AM Modulation of a General Carrier Waveform

| Many of the signals in the resonant DC-to-DC converter are non-sinusoidal in the
stead); state, with slow modulation of either the amplitude or phase or both in the dynamic
case. To properly account for these signals, it is necessary to extract the low-frequency
modulatién information and the fundamental information from the many harmonics
present in the total signal. Since the goal of the analysis is to develop a small-signal
model, only the first-order terms should be retained. For example, assume a general car-

rier frequency of 1 MHz is modulated by 10 kHz. The signals of interest would be:
1. The DC average.
2. The fundamental of the carrier frequency at 1 MHz.

3. The upper and lower sideband frequencies at 1.01 MHz and 990 kHz

respectively.
4. The fundamental of the modulation at 10 kHz.

Items 1 and 2 are necessary to calculate the steady-state operating point and items 3 and
4 are used pqssibly in conjunction with 1 and 2 to derive the dynamic response. (As men-
tioned above, the modulation index of a mostly DC signal is defined as the ratio of the
‘modulation amplitude to the DC average value.) With these requirements in mind, con-

sider the following
F(1) =M(Dg (D) (1.22)

where M(f) is a general modulation function which is periodic with a period T, and g(?) is
a general carrier-wave function which is periodic with period T,.. It will be assummed that

T, << T, to preserve the idea that F(f) is a high-frequency signal with low-frequency
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‘rrvl‘odulatibn.“ In ;enefﬂ, both - M(#) and g(f) may be rich in harmonics and therefore the
| product will also bé rich in harmonics. For the small signal case, it is only necessary to
. consider the f(;ur frequencies, DC, | for fotfm» and f,f,, (these signals are the first-order
51gnals) The spectrum of F(f) is needed so the first order signals may be selected out.

This ivs'vaccomplished by decomposing F(f) into a Fourier series:

oo

F(t) = ay+ Z a,cos® t+b sinw t (7.23)
n=1
where
' 1¢T
a = 7 _[OF(t) dt (7.24)
2 (T |
a, = }JOF“) coscontdt (7.25)
2 (T .
b, = | F (0 sinw,tar (1.26)

The length of the integration interval is the only part of this problem that is not stan-
dard; the Fourier series coefficients must be evaluated by integrating over one cycle of the
periodic function F(¢f). This means that there must be an integer number of cycles of both
the carrier signal and the modulation signal. This can be expressed as T = pT, = qT,,
where p and q are integers. To determine p and g, the quotient p/q should be reduced to
the lowest terms and these values used (a limit must be used if the relationship between
the frequencies is irrational). For example, suppose f,, = 1/Tm'= 13 kHz and f, = 180

kHz. The quotient in lowest terms is



so that p = 180 and g = 13. The period of integration would be pTc = 180(1/180 kHz) or
1 mSec. The signals of interest would be found from n = 13 for the fundamental of the
modulétion frequency, n = 167 for the lower sideband, n = 193 for the upper sideband and
finally, n = 180 for the carrier frequency. This value of T will be implied in all subsequent

Fourier series calculations.

The next task is to find a value for the upper and lower sidebands in terms of the known

spectra of M(¢) and g(¢). Assume the Fourier series are known for each M() and g(#):

(-]

M(t) = a0t Z a,, cosm t+ bmnsina)nt (7.28)
n=1

g(f) = a,+ Y, a,cosmt+b, sinw, (7.29)
n=1

Any practical signals for g(¢) and M(¢) will be sufficiently well-behaved that the series

may be multiplied term-by-term. The following shorthand notation is used:

a,,=DC, ' - - (1.30)

@y = DCg | | (7.31)

a, cos® t+ bmisinmmt = fm (7.32)
amZiCOSmet+bm2isin2mmt = fzm...etc. (7.33)
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The-integer i is whatever is necessary so that i@, = @ . Similarly,

agjcos !+ bgj sin(oct = fc (7.34)
a 2jcos2(oct + bgzjsianct = fzc' ..etc. (7.35)
This enables the product to be written as:
F(t) = (DC, +f, +f),*f3,* ") (DCg +f Ao ) (7.36)
By rearranging this representation of F(f), the desired form is obtained:
(1.37)

F() = DCmDCg+DCmfc+DCcfm+f”fc+...

In the case of the small-signal model the modulation is assumed to be a small,
low-frequency modulation which is sinusoidal (or nearly so) and the carrier is a high fre-

quency non-sinusoidal waveform. Under these conditions, the modulation function is

M(t) = 1+mcos (mmt + (pm) (7.38)

The following result is obtained using 7.38 in 7.37:
(7.39)

F((t) = DCC+DCC (mcos (u)mt+ (pm)) +fc +fcmcos (a)mt+(pm) +...

The only term that needs further expansion is the last one,

fcmcos (u)mt‘+ (pm) = Ag cos (mct+ (pc) mcos (mmt+ (pm)
= mA _cosO cosO
g c m

mAg mAg
= —=Cos (Oc + Bm) + —2—cos (Oc - Om)
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) mAg % ‘ - mAg
= —2—cos ( (coc+mm) t+ (pc+q>m) + —2——cos ( (coc -mm) t+(pc—(pm) (7.40)
The assumption that the modulation signal is small and low frequency means that the
additional terms not explicitly listed in 7.39 will not contribute any significant signals at
any of the frequencies of interest. This result can be summarized as: The spectrum of a
signal with small, low-frequency modulation consists of the DC of the carrier, the funda-
mental of the carrier, the DC value of the carrier times the amplitude of the modulating
function at the modulation frequency, and equal upper and lower sidebands. The magni-
tude of the sidebands is equal to the modulation amplitude times the fundamental of the
carrier signal times 1/2. The phase of the upper sideband is equal to the sum of the phases

of the carrier and modulation sighals while the phase of the lower sideband is the differ-

ence between the carrier signal’s phase and the modulation signal’s phase.

Example of AM Modulation
Toillustrate the results derived above, consider the following example. Assume a car-
rier signal with the following characteristics: a square wave with a 20 V amplitude
(peak-to-peak) at 1 MHz, phase shift of 10°, and DC value of 0.5 V. AM modulation with
*a modulation index m=.1, phase shift of 60°, and frequency 5 kHz is impressed upon the

carrier. What are the amplitudes of the significant signals?

The fundamental of a square wave signal is 4/r times the 1/2 the peak-to-peak value or
approximately 1.27x10 V = 12.7 V. The results for all the interesting signals are
shown inTable 7.1.

Numerical Verification of the AM Modulation Example
A useful exercise is to numerically verify the results calculated above. This is accom-

plished by calculating the modulated waveform in the time domain then applying the fast
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Table 7.1: Signal Magnitudes and Phases for the AM Modulation Example.

Signal | Amplitude (V) Phase (°) Frequency (MHz)
DC - 0.5 - - 1
Baseband .05 60 .005

Carrier 12.73 10 1.0

Upper Sideband .6366 70 1.005

Lower Sideband | .6366 -50 0.995

Fourier transform (FFT) to extract the signals of interest. This exercise serves two useful
purposes: The hand calculation is checked for any error and, more importantly, the pro-
cess of calculating the waveform numerically involves finding the values of F(¢) at dis-
crete points in time and then applying a discrete Fourier transform through the FFT [21].
This calculation will result in aliasing since the spectrum of a square wave extends to infi-
nite frequency. The best way to combat this problem is to sample at a sufficiently high
frequency that the high-frequency harmonics which are folded into the low-frequency
spectrum by the sampling process do not significantly alter the results. To determine an
appropriate sampling frequency, several FFT’s can be calculated with succesively larger
numbers of samples. The minimum sample frequency is then determined from the spectra
that result. When the signals of interest do not change Significantly with higher sampling

frequencies, the minimum value has been found.

The required sampling frequency will be relevant when circuit simulation is used to
verify the rectifiér model. The circuit simulation program SPICE calculates the voltages
and currents in the circuit at discrete points in time and then uses an FFT to compute the
spectrum. Even without errors in the calculation of the voltages and currents (not a good
assumption in practice), the discrete-time nature of the SPICE calculation will lead to
errors in the results. The simple mathematical calculation done in this section provides a

lower bound on the errors found using SPICE.
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The numerical calculation uses the program Mathcad™ [22] to calculate the values of
F() at N =2" prescribed points in time then calculate the FFT. The equation used to gen-

\ Aeratevthe pointé is
F() = (A {sgn[cos(w +9)]} +DC) (1+mcos (@, t+9,,)) (7.41)
where

Ac = Amplitude of the carrier = 10
o, = 21th =2n (1MHz)
¢, = 10°

DC = DC offset = 0.5
m = Modulation index = (.1
0, = 21tfm =21 (1kHz)

Ppy = 60°

The results from Mathcad™ are shown in Table 7.2. Note that the most sensitive
parameters are the phases of the various signals but even these are of reasonable engineer-
ing accuracy for the minimun number of samples, N=512. This should be contrasted with

the results of the next section which is the case of phase modulation.

PM Modulation of a General Carrier Waveform

~ The second type of modulation in the DC-to-DC convertef is in phase modulation.
This is a natural consequence of the network and not directly under the control of the
designer. The rectifier model needs to include this effect since it is present in the actual
hardware. For the rectifier circuit, the waveforms that contain phase modulation are the
input current and the input voltage. The current is the driving function and the voltage is

the result. The input voltage is a square wave with phase modulation impressed upon it by
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kNumerically Calculated Results for the AM Modulation Example
| Numerically Calculated values for N=2" data points
Calculated

- | Signal Value n=9 n=10 n=11 n=12
DC offset 0.5 0.500 0.500 0.500 0.500
Baseband | 0.05 0.050 0.050 0.050 0.050
Magnitude
Baseband | 60 60 60 60 60
Phase (°)
Carrier 12.7324 12.7375 12.7337 12.7327 12.7325
Magnitude
Carrier 10 8.44 9.84 10.54 10.19
Phase (°)
USB Mag- | 0.63662 0.63688 0.63668 0.63664 0.63662
nitude
USB Phase | 70 68.44 69.84 70.54 70.19
®)
LSB Mag- | .63662 0.63688 0.63668 0.63664 0.63662
nitude
LSB Phase | -50 -51.56 -50.16 -49.45 -49.8
)

‘the input current. The goal in this section is to calculate the spectrum of a general carrier
waveform that is undergoing phase modulation. The desired model is a small-signal
model, so the phase deviation of the phase modulation will be assumed to be sufficiently
'small such that only the first-order terms are significant. The general plan of attack is to
represent the general carrier waveform as a Fourier series and then apply narrowband
phase modulation (NBPM) to each of the terms. The terms that are at DC, the modulation

frequency, the carrier frequency, and the first-order sidebands will be selected and all oth-

ers ignored.
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o . . ES .
The analysis begins with the general form for the phase modulation. Assume that a

periodic function g(wr) exists. This function depends on the variable w and is assumed to
- be periodic wuh period 2x. A phaée shift in this function may be added by replacing ¢
with the argument ot + ¢. If @ is itself made a periodic function of time, then g will be
phase .frlodulated. The phase modulation will be assumed to be sinusoidal in nature so the

argument of g becomes
©.1+¢, +Kpcos (o, t+ (pPM) (7.42)

The subscript ¢ has been added to emphasize that the function g is a high-frequency carrier
signal and the subscript m denotes a low-frequency modulation signal. The parameter K,
is assumed to be small. The factors @, and @pys allow for the possibility that the carrier
frequency may be phase-shifted as well as the modulation frequency. Assume g(¢) prior

to any modulation can be represented with a Fourier series,

o0

g(o,) =ag+ Y a,cos(nat+e.) (7.43)

n=1

The phase modulation is added to 7.43 by inserting the phase-modulation argument 7.42

to get

o0

g(at) =aq+ z a,,cos (no t+¢,, +nK cos (@ 1+6p,,)) (7.44)

n=1

The same method used in section 7.1.2 can now be used term-by-term on 7.44 to
expand each modulated cosine into upper and lower sidebands. Each term may be

expanded by using 7.8 which is repeated here as 7.45.
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Y
| : KP KP
cos (GC- + Kpcosﬂp) =~ cosec Y sin (OC + Gp) ey sin (Oc - Op) (7.45)

| “This result is used in 7.44 to obtain

clp

T
g (o)ct) =a_,+a.cos(wt+¢,)+ cos (mut+ Q.+ Ppyt E)

7.46
a . K ( )
cl p T
+_2_cos(mLt+(Pcl_(pPM+§)+”’

where

and
sin@ = cos (0+ (r/2))

Equation 7.46 contains the information desired. The effect of phase modulation on a
non-sinusoidal carrier signal is the generétion of an upper and lower sideband whose
amplitudes are 1/2 times the amplitude of the fundamental of the carrier signal times the
phase modulation deviation K. The upper sideband has a phase shift that is the sum of
;the carrier and modulatioh phase shifts plus an additiohal nt/2. The lower sideband’s phase
shift is the carrier phase shift minus the modulation signal’s phase shift plus the same

additional 1t/2.

Example of PM Modulation
Assume a carrier signal is a square wave with a 20 V amplitude (peak-to-peak) at 1

MHz, phase shift of 10°, and DC value of .5 V . It has PM modulation with a modulation
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- index K,=.1, phase shift of 60°, and frequency S kHz is impressed upon the carrier. What

are the amplitudes of the si gnificant signals?

The results of this section show that the spectrum contains the signals in Table 7.1.

Table 7.3: Phase Modulation Example Results

Amplitude Frequency
Signal W) Phase (°) (MHz)
DC 0.5 - -
Baseband 0 - .005
Carrier 12.73 10 1.0
Upper Side- | 0.636 160 1.005
band
Lower Side- | 0.636 40 0.995
band

Numerical Ven'ﬁcation of the Phase Modulation Example
As in the previous example, the results calculated for the phase modulation can be

checked numerically. The equation used in Mathcad™ is
F (1) = (A, {sgn[cos (o t+¢ + Kpcos (0, 1+¢p,)) 1} + DC) (7.47)

where
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A = Amplitude of the carrier = 10
o, = 21th =2n(1MHz)
¢, =10°

DC = DC offset = 0.5
Kp = Phase Modulation Index = 0.1

®, = 27rfm =2n(1kHz)

Ppys = 60°

The numerical results are shown in Table 7.2. In this case, the numerical calculation is
checking one additional effect besides those mentioned in the AM example, and that is the
abcuracy of the NBPM approximation. The fact that the carrier amplitude never reaches
the value of the prediction even for n=16 (over 65,000 data points) indicates the NBPM
approximation is at fault. An exact analysis of phase modulation shows that the carrier
amplitude is multiplied by Jo(K,,) which is approximately 0.9975. This would predict a
carrier magnitude of 12.7006 V which agrees with the numerical result. Notice that the
results are more sensitive to the number of samples used than in the AM case. Reasonable
engineering accuracy is obtained for n=10, and good accuracy is obtained for n=12. In
this example there are 200 cycles of the carrier for one cycle of the modulation, and for
n=12 there are 4096 samples per modulation cycle. This implies approximately 21 sam-
ples per carrier cycle are required to get good accuracy, but as few as 6 samples per modu-
lation cycle give reasonable results. This illustrates the problem with SPICE simulations
of this circuit: If the modulation frequency is low, a tremendous number of data points
must be calculated to get a reasonable result (for example, if the response to modulation at
100 Hz were desired, 60,000 data points would be indicated). ’Ornce the Spice analysis is
run at any particular modulation frequency, the results constitute one magnitude and phase

point on a bode plot. The simulation would then need to be run 50 or 100 times to get just



~ one bode plot.

Py o

This is obviously impractical so SPICE calculations will be restricted to a
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few runs to get the frequency response at a small number of selected frequencies.

“Table 7.4: Numerically Calculated Results for the PM Modulation Example

Numerically Calculated values for N=2" data points
’ Calculated

Signal Value n=9 n=10 n=12 n=16
DC offset -~ | 0.5 0.421 0.4805 0.490 0.5006
Baseband 0.0 0.051 0.037 0.011 0.0006
Magnitude
“Carrier 12.7324 12.703 12.7002 12.6997 12.7006
Magnitude
Carrier 10 9.84 10.02 10.02 10.01
Phase (°) '
USB Mag- | 0.63662 0.6122 0.6401 0.6425 0.6356
nitude _
USB Phase | 160 165.8 159.2 159.5 160.1
©)
LSB Mag- | .63662 0.6125 0.6381 0.6430 0.6355
nitude
LSB Phase | 40 32.60 41.86 40.69 39.95
®)

7.1.4 The Quantitative Rectifier Model

Model Assumptions

The results of the previous two sections together with the qualitative model for the rec-
tifier can now be combined to give a quantitative model for the rectifier circuit. This
model is bilateral; that is, changes in the input current affect the output current and

changes in the output voltage affect the input voltage. This model also attempts to account



181

for the dynamic current in the input shunt inductor. The diodes are assumed to be in con-

tinuous conduction and are further assumed to be ideal. This model also assumes that the

. input current is sinusoidal with small amplitude and/or phase modulation.

The Rectifier Mathematical Model

The equivalent circuit for the new rectifier model is shown in Fig. 7.6. It is important
to keep a mental picture of the various signals involved in this model. The signals on the
input side are large sinusoidal signals with small modulation while the signals on the out-
put side are mostly DC with small AC perturbations. This model shown in Fig. 7.6 is a
small-signal model, so the DC voltages and currents along with the carrier-frequency

terms are omitted leaving only the perturbation terms.

L Ip
O )~* —0

+
Lin G (v,ig) C" f) v

O . O

- Figure 7.6: The New Model for the Rectifier Block. The output voltage in this model
~ will affect the input through the voltage source G(v). This model also
accounts for the modulation of the inductor current by explicitly showing

the inductor and its dependence upon G(v).

The voltage source G(v) represents the signals at the upper and lower sideband frequen-
cies. The carrier waveform for G(v) is a square wave so the fundamental of a square wave

is used to determine the sidebands denoted by Gygp and G gg. The values are
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h

Gysp(M) = (AM Mod. from v_,+PM Mod. from i,) @ the Carrier’s Phase Shift

or, matheméﬁéally,

T

K iz ;
_{m4 p4 2 | JP4
Guse™ = | 37Ypc*t 5 7 pct |

(7.48)
The paramcte_r m is the AM modulation index of the output voltage v. The output voltage
v is assumed to contain a steady, DC value of V¢ with an AC perturbation 9. The param-
eter mis then #/Vp. . Note that m is a complex number with magnitude and phase. The
modulation index is divided by 2 since the modulation splits into an upper and lower side-
band. The factor 4/m converts the amplitude of the square wave at the input into the funda-
mental at the input. The amplitude of the square wave at the input is equal to the DC
output voltage. (More precisely, the amplitude of the square wave is the reflected DC out-
put voltage plus any diode drops in the rectifier also scaled to the primary side of the ideal

transformer.)

The second term in 7.48 is the PM term. K, is the phase-modulation index of the input

current i. The phase modulation on the current ig can be expressed as

iy Q]S
K = (-'—L)—ﬁ e? (749

where

i, = Component of i _at the lower sideband frequency
L

i, = Component of i_at the upper sideband frequency

]

i, = Component of i_at the carrier frequency

<
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R A :
- The parameter K, in 7.48 is divided by 2 just as m was. Since the second term involves

phase modulalmn it is shifted ahead of the amplitude modulation by /2. The phase mod-
- ulatwn term is also scaled by the amphtude of the fundamental of the input voltage wave-

form which is the purpose of the (4/m)Vp¢ term.

Equation 7.48 can be simplified by using the above definitions of m and K,

i i
2), r ry| jml J@
r

c r(.‘

- The signal at the lower sideband is very similar to that at the upper sideband except the
phase shift of the lower sideband signal is ¢, — @, rather than ¢ +¢ _ as it is for the

upper sideband:

- K = |
_ m4 p4 2| Jj®,
GLSB (v) = znVDC 2 ;VDCe e (7.51)
which simplifies to
i i
2)= r T -’(pd
GLSB (v) = E{V+VDC el (-I—J }e (7.52)
rC rC

The forward conversion characteristic can be described in words as a DC output current
which is modulated with the same amplitude modulation index as the input current to the

bridge rectifier. Mathematically this is represented as

fG) =mi, ., (1.53)
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4

~ where m, is the AM modulation index of the input current i, and i 4, is the average DC

r

output current calculated at the steady-state operating point. The final result is

ir | il’L
F@ =i 7T

r, r.

(1.54)

Equatibns 7.50, 7.52 and 7.54 fully define the bilateral rectifier model. Prior to using

this model in the DC-to-DC converter, however, it is useful to verify the model using cir-

cuit simulation. Since a complete bode plot of a circuit containing the resonant rectifier is

rather impractical, the characteristics of the rectifier will be examined for only one

selected modulation frequency.

SPICE Simulation of the Resonant Rectifier

The simulation of the resonant rectifer model is a computationally-intensive operation

since several steps must be performed:

1.

A transient simulation must be run using independent sources as inputs
which have sinusoidal waveforms. Note that this is fundamentally differ-
ent from the SPICE AC analysis mode. In the AC analysis mode, the pro-
gram solves a nonlinear circuit for its operating point then linearizes all
nonlinear elements about the operating point. This sort of analysis cannot

be used in the present case since the waveforms of interest are large signal.

The transient simulation must be started from a guess of the steady-state
solution and then simulated for many cycles of the carrier frequency to
allow a true steady-state condition to evolve. Once the steady-state condi-
tion is found, then the simulation must run for a minimum of one complete
modulation cycle. The program will step in time, calculating the voltages

and currents in the circuit using a step size small enough to resolve any
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| chanées 1; the state of ‘the circuit. This means that many time points per
carrier Cyclé must be calculated. (The amount of change in the voltages and
currénté in a circuit that may occur between time steps is set by a series of
| user-selected tolerance parameters. Typically the default values force
“SPICE. to have less than 1% change in value from one time step to the next.
For a waveform like the input voltage to the rectifier, which is ideally a
_ square wave, the program may calculate hundreds of steps during the edge
transition. This will lead to an accurate solution that has many thousands

of time steps per modulation cycle.)

3. Once one cycle of the modulation is obtained where the starting state is the
same (approximately) as the ending state, then a fast Fourier transform
A(FFT ) is used to evaluate the spectrum of the signal. The result will contain
magnitudes and phases at each of the harmonics of the signal of interest.
The various transfer functions of interest may be calculated as ratios of the
signals at the frequencies of interest. The DFT must use enough points to
resolve the signals, requiring that samples be taken at least twice the carrier
frequency. In practice, the signals must be sampled at 5-10 times the car-
rier frequency because of the non-sinusoidal nature of the carrier signals.
The Mathcad™ result above indicated a sampling frequency at least 6

times the carrier frequency for reasonable accuracy.

Because of the computation time required to carry out all these steps, the simulation
will be done at two modulation frequencies: one low (the most difficult) and one high
compared to the corner frequency of the output ﬁltef. The circuit entered into SPICE is
shown in Fig. 7.7. This circuit will result in non-sinusoidal waveforms for most signals
except the input current sources and their sum i.. The diodes are ideal SPICE diodes; that

is, they have no charge storage or resistance but do exhibit an exponential forward-drop
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Flgurc 7.7: Circuit Entered into SPICE for Simulation. This circuit is used to verify
the new rectifier model. The diodes in the bridge are ideal (exponential
- forward characteristic, no charge storage) and the input current sources

are all ideal sine waves.

characteristic. The component values are chosen to be realistic values as are the input cur-
rents. The input currents are specified using three separate current sources so any
arbitrary amplitude or phase modulation could be used. This model will accurately repre-

sent the performance of a real rectifier circuit under the assumptions stated above.

As important as what is modeled by a simulation of Fig. 7.7 is what is not ﬁmdeled.
This simulation will not model any effects caused by non-sinusoidal input currents which
are present in the ekperimental circuit (see Chapter 4). Any effects caused by real diode
behavior such as junction capacitance, bulk resistance or reverse recovery time will also

‘not be accounted for in this SPICE simulation, although these effects can be modeled by
SPICE. Any parasitic elements which do not explicitly appear in Fig. 7.7, such as lead
inductance, are also neglected. The results of the SPICE simulation versus the model cal-

‘culation are shoWn in Table 7.5. The table shows that the forward transfer characteristic is
very accurate as is the AM portion of the reverse transfer. The PM portion of the reverse
transfer is not nearly so accurate. In the example shown in the table, the signals from the
phase modulation are off by as much as 4.1 dB. This is probably due to the difference
between the phase of the fundamental of the input current and the zero-crossings of the

input current (which determine the switching of the input voltage to the rectifier).
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Table 7.5: SPICE Simulation results for the Rectifier Model versus Calculated Results

Mod. freq. =1 kHz Mod. freq. = 100 kHz

Calculation Simulation Calculation Simulation
Model Element | (value x 0.001) | (value x 0.001) | (value x 0.001) | (value x 0.001)

Gv) AM (m) | 93.3£-1.3° 93.3£-7.4° 3.52/-114° 3.52£-109°
G) PM Kp) | 7.88£-239° 13.1£-251° 57.6£142° 71.0£144°
fG,) (mA) 55.745.1° 55.745.5° 45.3£-26.6° | 46.5£-26.7°

7.2 The D_C-to-DC Converter First Order Model

The results of the previous section demonstrate that the model for the rectifier block is
reasonably accurate under the assumptions used in the derivation of the model. However,
the actual circuit is under no such restrictions and may significantly violate some of the
assumptions depending upon the actual design of the DC-to-DC converter. The assump-
tion most likely to be violated is that the tank current is sinusoidal. The class E circuit by
its nature produces a tank current thatis composed of segments of sine waves of different
frequencies joined together. The fact that the tank circuit is narrowband and that the out-
put is relatively insensitive to the actual waveform details should justify the sinusoidal
approximation. The only way to truly verify the model is to compare the predicted results
to the measured performance of the hardware. The SPICE predictions done above are use-
ful tools but cannot be considered proof of the model’s validity. The same circuit that was
examined in Chapter 6 will be re-examined in this chapter using the new rectifier model.

The first function to examine will once again be the control-to-output transfer function.
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| 7.2.1 The Corftrql-to-Outpilt Transfer Function

In Section 6.1, the control-tb-output. transfer function was considered using a model for
 the rectifier which was simplified compared to the present model. This same experimental
circuit will be used once again, this time with the refined rectifier model. In this new
model vthe inverter will still be treated as a hard voltage source. The schematic diagram for
the expefimen,tal circuit is shown in Fig. 6.15 and the measurement setup is shown in Fig.
6.16. The new model for the calculation of the control-to-output transfer function is

shown in Fig. 7.8. Once again the ideal transformer that is part of the magnetic regulator

r
1:n
3900 pF ol r
\ . L L
w () L, VR(Y,) M) § v,
7.25 uH 10 uF 10

1:0.525

Im+im Lcw('m)

Figure 7.8: Equivalent Circuit for the DC-to-DC Converter Using the Bilateral Recti-
fier Model. In this circuit the controlling current for f(ig) has been moved
- past the magnetizing inductance L,,. Previously, Vi was a hard, indepen-
dent voltage source and so L,, could be eliminated. In this case L,, will
remain in the model.

model will be translated to the output for simplicity. The small-signal model correspond-
ing to Fig. 7.8 is shown in Fig. 7.9. The inverter voltage source V,, has disappeared from
this diagram since it is a stiff, unmodulated source. The control sources Vg and f are now

shown with squares to emphasize their dependence upon other signals.
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Predicted Results

The equivalent circuit in Fig. 7.9 effectively represents two different circuits, one at the
. upper sidcﬁan;i frequency and one 'at the lower sideband frequency. The nonlinear nature
of the circuit mixes the results of these two calculations so the circuits must be solved
simul'taneously. The subscript ¢ refers to signals at the carrier frequency, the subscript u
refers to signals at the upper sideband frequency, and L refers to signals at the lower side-
band,frequenc‘y. The tank current i, is composed of iy;gp and iy gp at the upper and lower
sidebands, respectively, in addition to the steady-state current I The voltage source G(v)

is composed of Gysp and Gy sp. The equations that govern the circuit behavior are

- (vaL +Gpsp)
iep = (7.55)
z (s;)
B (va + GUSB)
ivep = : (7.56)
USB z, (su)
Cy Lilm)  Vo(iy)
I | 1 3 SO rox B —> . i o
3900 pF  —> <l re
LR e M) S ‘
2.8 uf 36

1:.525

l i A Fewlm)

Figure 7.9: Small-Signal Equivalent Circuit for the DC-to-DC Converter. This cir-
cuit is suitable for calculating the modulation signals in the converter.
The inverter is considered a stiff source and so appears as a shortin this
circuit.
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Equations 7.55 to 7.61 must be solved for the voltages and currents to calculate the
desired transfer functions. These equations can be simplified to equations containing

G G, ., and their complex conjugates. This results in a set of 12

tuse tLse ) trp Cuse VLss

equations in 12 unknowns. The equations can be written as one matrix equation for each
value of the modulation frequency, then solved numericaily to generate a bode plot. Com-
‘mercially available software makes this approach quite simple. The individual matrix ele-
ments are entered as functions of s,,, then the matrix is inverted (symbolically). The result
is plotted by using a set of values of s, that are equally spaced on a log scale over the
modulation frequencies of interest. The symbolic inverse is extremely complex preclud-

ing it from being written out.
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The first step in the solution to the matrix equation is to define the matrix elements.

These elements are based upon equations derived from 7.55 to 7.61:

zx(sL) iLSB+GLSB = _RlLsL (7.62)
z, (su) iUSB+GUSB = —Rlusu (7.63)
i, 2. +G . i 7z -G
dav” L 0, T —J9, dav”™ L 0— _
; l’u—ie GUSB+—TT—trL =0 (7.64)
r, l,c
i, 2, +G . i, z,-G
dav” L 0. T —J9,; dav® L 0— _
l trL——-e GLSB = lru =0 (7.65)
rc rc
. . 1
i;sp l’L—s 7 GLSB =0 (7.66)
m m
. 1
lUSB—lr“_s T GUSB =0 (7.67)
m m
where
v k
a
R, = — =—1Ii

1 k.
a
R, =—"=-—L~Ii
u S 2 ¢m
u

Equations 7.62 through 7.67 define half the equations required to solve for the

unknowns. Each variable and its complex conjugate constitute an unknown quantity
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(although the complex corijugétc quantity is trivial to determine given the normal quantity,

it is easier to solve the system by treating the conjugate as an independent variable) so

* . there are a total of 12 unknowns. The additional 6 equations are determined by taking the

conjugates of 7.62 through 7.67. The matrix form of the system of equations can be writ-

ten as

0

12, (s,)

where

z (s;)

0 0 0
0 0 0 1
T —j¢
0 Pg(s,)+Pg 0 - 4
0 0 P (s, )+Pc 0
1 0 -1 0
0 -1 0 !
suLm
00 0 0 0 0|
00 0 0 00
00 0 Po(s,) ~Pe 00
00P(s,) —Pe 0 00
00 0 0 00
100 0 0 0 0]

(7.68)

(7.69)



The final form of the matrix equation is

Ax =b

T [ ..
*p = [’USB irse i i Guss CLs

- |
bl = [—RIL —RluOOOO}

(71.70)

(1.11)

(1.72)

(71.73)

(71.74)

(1.75)
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The input i,,, does not appéar explicitly in these equations but is buried in the b vector.

The most convenient way to solve this system is to assign i,, a value of 1 and then solve

* . for the unknown quantities by using the matrix inverse

x=A b (1.76)

Since the input i,, is set to 1, the elements in the x vector contain the transfer functions
from the input to the various unknown quantities. The control-to-output transfer function,

H.is

v Xy (X,
HCE'_ = Yo, = id,av T Z’Ln 1.77)
- i,=1 l

Measured Results

The measured results that were presented in Chapter 6 for the control-to-output transfer
function can now be compared to the predictions of this new model. The results are
shown in Fig. 7.10. This measurement is the same measurement done in Chapter 6 on the
TWT filament power supply. The input DC voltage is 20 V, the output DC voltage is 10
V, and the load is 10 Q.

Interpretation

" The new result illustrated in Fig. 7.10 comes much closer to correctly predicting the
performance of the actual circuit (compare this result with fig 6.17). The previous mea-
surement had a low-frequency gain which was much too high and a dominant pole which
was too low in frequency. The new measurement has nearly the correct low-frequency
gain but a dominant pole frequency that is too high. This is a preview that the new model
has an output impedance that is lower than the actual circuit. As in the previous result, the

high-frequency dynamics of the predicted curve cannot be verified due to noise in the
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Figure 7.10: Measured Versus Predicted Results for the DC-to-DC Converter Using the

Bilateral Rectifer Model.

made in Chapter 6 on the TWT filament power supply.

The measurement is the same measurement
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. measurement at high frequéncies. To attempt to reveal the high-frequency character of the

model, the output impedance measurement will be examined next.

7.2.2 - The Output Impedance

The output impedance function is treated here much the same as in Chapter 6; the inter-
nal input impedance Z°, which is the input impedance looking into the rectifier bridge is
the most interesting function since it is not swamped by the low impedance of the output
capacitor. The equivalent circuit for this measurement is shown in Fig. 7.11. The inter-
nal output impedance in this model must be calculated on the primary side of the ideal
transformer af the output. The measurements are made at the secondary side of this trans-
former so the calculation must be scaled by n? at the end of the computation.

of Li(lm) i

r

M 'S LLD —_—>

) 1:n
Mo pr 3 o v
it , . CL RL ,
Lm g(vo)[] E.r_l f('r) -<— E Vo Vo
28 uF 36
) 1:.525
-— z o]
! ‘ . 2
|m+irn Lcw(lm) n

Figure 7.11: Equivalent Circuit for the Calculation of Z’,,. Z’ , is the impedance look-
ing into the output of the bridge rectifier and therefore excludes the load
impedance and the output filter capacitor. The calculation is referred to
the output side of the ideal transformer to facilitate comparison with
measurements.

Predicted Results
The same matrix equation that was used for the control-to-output response can be used

to solve for the output impedance with some minor changes. The equations that must
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. change are 7.61, 7.64 and 7.65. In addition, the modulation current into the magnetic reg-

ulator, /,,,, shoqld be set to zero whi(_:h sets v, to zero. The new equation for 7.61 is
vV = ny (7.78)

where v, is a voltage source used to inject a test signal at the port where Z’o/n2 is to be
measured. In the computations this source is set to 1 volt which provides convenient scal-

ing of the results. The replacement equation for 7.64 is

G . -G
0]. T /9, 01— _
(T}l’u_ie GUSB+ — lrL = —Vt (779)
l’c lrc
and the replacement for 7.65 is
G : -G
0]. T —jo, 0 _
(—l'—_)lrL——ie GLSB+ IT lru = —Vl (7.80)
r r

c

These changes result in a new A matrix and b vector:

0 zx(sL) 0 0 0 1
zx(su) 0 00 1 0
. T —JjP,
0 0 P6 0 —Ee 0
— L
Ar=| 0 0 opg 0 27 (7.81)
0 1 0 -1 0 - 1
SLLm
1 0 -10 - 1 0

s Lm
u




198

60 0 0 00

00 0 0 00

00 0 —P 00

2% loo-r 0 00 752
66

00 0 0 00

00 0 0 00

A A
A=t (7.83)
A2 Al
T
by =[00-v,-v,00) (7.84)
b = [bf;ﬂ (7.85)

The output current can be found from the solution to the matrix equation as

. . T L . 3 4
b T lav i * (l—-) = lav i:-z— * (T J:l (7.86)
r r r r

2oL 2 n (7.87)
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. Measured Results .
The same measured results as presented in Chapter 6 are shown together with the pre-
" dicted result from 7.87 in Fig. 7.12. As expected, the low-frequency impedance is much

lower than in the actual circuit. The higher frequency dynamics occur at a higher fre-

quency in the model than in the measurement.

Interpretation”

The bilateral rectifier model is a significant improvement over the previous model in
that it predicts a finite output impedance rather than an infinite impedance in the
zero-order mpdel. Nevertheless, the actual value of the output impedance predicted is
considerably different from the measured data. The fact that the model is now bilateral
means that the dynamics associated with the tank circuit and the inverter play a role in
determining the output impedance and the control-to-output transfer function. In the
model used in this chapter, the inverter was represented as a stiff voltage souice when in
reality there is some non-zero output impedance. This suggests that an accurate picture of
the performance of the DC-to-DC converter requires that the inverter be taken into
account more accurately. The next step would be to develop a model for the inverter

which is the subject of the next chapter.

7.2.3 The Input-to-Output Response

A transfer function of interest to any power system designer is the input-to-output
response. In fact, the whole purpose of many power processing systems is to provide reg-
ulation of an unstable voltﬁge to a sensitive load. Thcinput-to-output response determines
the natural ability of a power system to reject changes in the input voltage. Usually this
rejection function will be augmented by negative feedback to produce an accurate regula-

tor.
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Figure 7.12: Predicted Versus Measured Output Impedance for the DC-to-DC Con-
verter Using the Bilateral Rectifer Model. The measurement is the same
measurement made in Chapter 6 on the TWT filament power supply.
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" . Predicted Results .
The present model assumes that the inverter is an ideal voltage source with the only
" - information about the input-to-output transfer function supplied at zero frequency. This
deficiency of the present model is further motivation for a dynamic inverter model as will

be developed in Chapter 8.
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Chapter 8

The Second Order Model

Introduction -

The final result of the previous chapter was a model in which the rectifier and magnetic
regulator portions of the DC-to-DC converter were modeled accurately but the inverter
was treated as a simple voltage source. This model predicts an unrealistically low source
output impedance and also has no provision for the calculation of either the input imped-
ance or the input-output response. It is reasonable to expect that an ideal voltage source
inverter would produce a power system with a low output impedance. The actual circuit,
however, certainly does have some source impedance. These considerations motivate the
next extension of the model: the dynamic model for the inverter. This model itself is
developed in several stages beginning with the simplest model and ending with a rather
complicated model that accounts for all the major effects. This model is tested against
. ‘SPICE simulations at first since SPICE all‘ows one to work on a circuit without undesir-
able parasitié elements. The model is developed to the point that the agreement between
the model and the SPICE simulation is acceptable, then the dynamic inverter model is
inserted into the DC-to—DC converter model and the ‘results compared against measured

data.

This chapter illustrates how circuit simulation can be used as an effective analytical
tool. The usual method of model development is an iterative pfocess where a proposed
model is calculated then compared against measured data. If the predictions are not satis-

factory, the model is refined and the process repeated. Circuit simulation can add an addi-
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tional dimension to this prbceés. The calculate-measure-iterate process can often times be
a rather slow Qrocess because of parasitic effects in the real circuit that cloud the measured
* . results. Particularly in modern systems with extreme miniaturization, the parasitic effects
encountered in a breadboard circuit may not be relevant to a production design. In this
case, the time spent understanding and accounting for the parasitic effects may be wasted.
By using circuit simulation, the process of model development can be accelerated by sim-
ulating only the effects desired. For instance, the effect of leakage inductance can never
be completely eliminated from a real circuit, but a SPICE simulation has no problem with
a perfect transfomier. While it may be necessary in the final model to account for the par-
asitics, a model that does not predict the performance of a simulation of an idealized cir-
cuit has no hope of working on a real circuit with parasitics. In addition, the simulation
allows the addition of parasitic elements one at a time so the most significant ones can be
identified. Of course the danger in using simulation alone is that it may not predict signif-
icant features of the actual circuit due to inadequate models or inaccurate model parame-
ters. The measurement of an actual circuit should always be the final indication of a

model’s validity.

The new process now becomes (calculate-simulate-iterate)-measure-iterate. The inner
loop in this process can be much faster than the overall loop so many simulations may be
done before performing a measurement. In the model developed in this chapter, this
-approach is used to find an inverter model that at least predicts me performance of an ide-
alized circuit, before the model is incorporated into the overall DC-to-DC converter. In
fact, another loop is useful where a simple numerical calculator (Mathcad™) verifies the

model even before SPICE is invoked.
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81 The Inverter Dynamic Model
The inverter topology used in this section is the normal class E circuit [23] which is a

. current-fed topology. The circuit under consideration is shown in Fig. 8.1. The basic

. Vg
‘ Iin
- LRFCé i

1 L1
! sw <
le g R,
507 Duty Cycle Q1 I +
D1 | C2
Drive Signal T Veu L

Figure 8.1: The Class E Inverter. This inverter topology is current fed through induc-
tor Lgrc. The tank current /. is assumed to be a sine wave. The task in
this model is to calculate the voltage V,, in the case that I;, and/or I, is
modulated.

operation of this éircuit was described in Chapter 2. The dynamic model for the inverter
requires the voltage source Vi, under the condition that either the tank current is modu-
lated or the input current is modulated. A simplified équivalent circuit to Fig.8.1 is shown
in Fig. 8.2. The input inductor is replaced by a DC current souréc and the tank circuit is
replaced by a sine wave current source. The goal in this circuit is for the voltage Vj,, to be

zero at the instant that the switch closes. This can only be achieved for certain values of
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Figure 8.2: Simplified Equivalent Circuit for the Analysis of the Class E Inverter. The
input current is assumed to be DC with a small AC perturbation and the
tank current /. is assumed to be a sine wave with small, low-frequency
modulation.

the input and tank currents. These steady-state currents were determined in Chapter 2 for
this topology. The dynamic problem assumes the proper steady-state currents are flowing
and then perturbs them slightly about their operation points. Figure 8.3 shows representa-

tive waveforms for this circuit.

8.1.1 Input Current Modulation

The first inverter perturbation to be considered is the input current. In actual practice,

the input current will modulate either directly through modulation applied at the input, or
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Figure 8.3: Representative Waveforms in the Class E Inverter. The power switch
is turned off at #; which allows the switch voltage Vy,, to rise. The
switch voltage will be a maximum when the switch current goes
through zero at #,. At time t3, the switch voltage returns to zero turn-
ing on the antiparallel diode across the switch. The switch is closed
again at #, when the switch current is either negative or zero.
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- indirectly as a result of changes in the load or magnetic regulator characteristics. It is con-

venient for the calculations to take ¢ = 0 to be at #;. The switch voltage is:

nT +t
1
c [, @+1,)dv nT, <t <DaT,

nT_

Ve, () = - (8.1)

0 DnT, < t < (n+1)T,

where n is an integer which counts cycles of the carrier frequency. The duty cycle D is the
duty cycle of the switch voltage, not the input drive. This value is determined from the
steady-state solution of the inverter. T is the switching period or, also, the period of the

carrier frequency. The switch voltage has the following form:

sz(t) =A(t) +B (1) 8.2)
where
(nT +1)
1 [ 1,dt  nTy<t<DAT
A = 1C, in ’ ! (8.3)
nT,
0 DnT <t < (n+1)T;
and
(nT +1)
: —1- J I (t)dt nT, <t < DnT
B(1) = 1C, ¢ s s (8.4)

nT

s

0 DnT <t < (n+1)T;
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If the input current is assumed to be modulated with a small, low-frequency modulation

such as I';,(f) = (1 + mcos ®,,1) I;,, the switch voltage becomes

nT +t

1
= | U, (+meoso, 0 +1,(@)dv 1, <1< DT,
2
nT

s

V(@ = 8.5)

0 DnT <t < (n+1)T;

The modulation term in this equation changes very little over the time interval of the inte-

gral, so it can be treated as approximately constant and therefore removed from the inte-

grand:
nT_\_+t nTs+t
(1+ o 1) 1 f I. dt +L J' Idt nT,<t<DnT
v’ (t) - mcos m C2 in C c s s
SwW
nTs ] nTs
0 DnTg <t < (n+1)T
8.6)
V’sw(t) = (1 +mcosa)mt)A (t) +B (1) 8.7)

The spectrum of 8.7 can easin be determined from section 7.1.3. The spectrum is com-
posed of the sum of the spectrum of the modulated A(f) and of B(f). The component of
A(?) at the modulation frequency is m times the DC average value of A(¢). There will be
‘sidebands around all the harmonics of A(?), but only those around the fundamental are of
interest. These will have a magnitude of m/2 times the fundamental component, A, of
A(f). The total signal at the fundamental of V,, will be the sum of A; and B;. Itis impor-
tant to note that the signals at the upper and lower sideband are ’m times the fundamental of
Ay, not the fundamental of Vy,, (as it would be if the entire Vj,, signal were modulated).

Figure 8.4 shows the spectrum of V,,, as the sum of its component signals.
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A representative waveform for A(f) is shown in Fig. 8.5 together with the switch volt-

age for comparison. The DC average value of V,, will be termed A and is
I. D
n

A = .
0 2C, (8.8)

The fundamental of Vy,, is termed A and is computed as follows:

A, A1
T A
mAO 2 ! Az A3
1 1 O
f, SN\ ¥ 3,
fs'fm f9+fm
A
5 B
' 0__ 32
Bf

Figure 8.4: Spectrum of the Inverter Switch Voltage with Input Current Modu-
lation. The spectrum is composed of the sum of two signals, A(?)
and B(f), the former of which is AM modulated while the latter is
not.
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Figure 8.5: Inverter Waveforms. The A(¢#) function from equation 8.7 is shown

together with the inverter switch voltage V.. The function A(f) is the por-
tion of the switch voltage that is due to the input current. The fundamental
of A(f) determines the sidebands on V,, when the input current is modu-
lated. The DC average value of A(#) determines the baseband component
of Vg,
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A=—"_[@mp+1)e Y™ 1] (8.10)

e C
c’1 .

The coefficient Ag is a real constant and A is a complex constant which will determine

the modulation of the switch voltage due to the input current modulation.

8.1.2 Amplituade Modulation of the Tank Current

The other current that determines the switch voltage is the tank current. If this current
is amplitude modulated, the voltage across the switch will also be modulated. This means
that the modulation will come from the second term in 8.2. The same method as was used
in section 8.1.1 can be used to find the modulation coefficients, this time termed By and B,
for the baseband and sideband coefficients respectively. While these coefficients can be
calculated from the Fourier series for the function B(f), the method demonstrated in the

next paragraph is more accurate and efficient.

The assumption that the tank current is a sine wave at the switching frequency is a use-
ful approximation, but in practice the actual waveform may be quite far from a sine wave
as was observed in Chapter 2. SPICE can successfully simulate the true switch voltage
and can also calculate the corresponding Fourier series. Since the Fourier series of Vo is
equal to the sum of the series for each of A(¢f) and B(f), the coefficients can alternatively be

found from
B0 = (DC value of sz) —AO 8.11)
B1 = (Fundamental of sz) —A1 (8.12)

The DC value of V,, is simply equal to the input voltage to the inverter. By using 8.11

and 8.12, the distortion of the switch current can be accounted for in the inverter model.
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_ The model for the inverter can be separated into two parts: 1) the signals that occur at the

modulation or baseband frequency and 2) the signals that occur near the carrier frequency
- (thev carrier vitscAalf and the upper and lower sidebands). Therefore, the equivalent circuit
appears as a two-port with the baseband signals at the input and the carrier signals at the
output? As far as the input current is concerned, the modulation index m is i;,/Ipc. The

modulation index on the tank current is

i i
m = _USB +(. LSB J 8.13)

, l .
lcarrter carrier

The equivalent circuit is illustrated in Fig. 8.6.

Numerical Verification of the Inverter Model

A quick check on the above model can be done numerically. The idea is to write a
mathematical equation which represents V,, then use the FFT to compute the spectrum.
(A suitably high sampling frequency must be used to avoid the effects of aliasing.) Aside
from verifying that no simple errors have been made in the computations, this will also
prove the validity of the slow-modulation assumption. The mathematical representation
of V, is based upon an ideal sine wave cﬁrrent in the tank circuit at the carrier frequency

(using 8.5.)

The example done below uses parameters from the actual hardware used in the TWT
filament supply. “The first calculation assumes modulation is applied to the input current.

The parameters for the inverter are:
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Figure 8.6: Small-Signal Model for the Class E Inverter. This model accounts for modu
lation on the input current and amplitude modulation on the tank current.

I. =538 mA
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m=0.1

mm
f =—=10kHz
m  2r _
D =0.36
fc=1MHz

5 = 1600 pF
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Th‘e’se values give Ag =21.79 V (8.8) and A; = 37.73 V £-87.3° (8.10). The signal
V5 will contain compbnents at the modulation frequency, 10 kHz, at the upper sideband,
- .1.010 MHz, and at the lower sideband, 990 kHz. The term at 10 kHz arises from the fact
that th,¢ carrier signal, A(?), has a DC component which is amplitude modulated. From
Fig. 8.6 the 10 kHz term will be 2.179 V. The upper and lower sidebands will have equal
mégnitudes equal to 1.88 V with phases of -87.3°. Additional information is required to
carry out the numerical computation of the tank current. The simplest case will be used
which is to aSSign an amplitude and phase for the tank current which gives a steady-state
waveform for V,, that closely approximates that in the actual hardware. This was done by
visually approximating the tank current (which is rather far from a true sine wave) with an
ideal sine wave and slightly adjusting the amplitude and phase to achieve an acceptable
waveform for V. In fact, this is how the V,, waveform in Fig. 8.5 was generated. The
parameters chosen were amplitude = 1.3 A and phase = 57.6°. The numerical results from
Mathcad™ are listed in Table 8.1 together with results at a modulation frequéncy of 100
kHz. Rather surprisingly, the high modulation frequency case is more accurate than the
lower frequency case which is probably due to reduced aliasing effects since both calcula-
tions involved the same number of data points. These results are from an FFT using n =

214 data points.

Table 8.1: Numerical Confirmation of the Inverter model with Input Current Modulation

Signal >C alculated Value Numerically Calculated Value (V)
V) £ =10kHz £, = 100 kHz
DC - | 139 13.9
Im 2.179.£0° 2.1754£04° 1 217344.3°
1 - 24.7/-59° 24.8 Z-60°
fuss 1.88./-87.3° 1.74./-89° 1.84.£-92°
s 1.88 £-87.3° 2.03 £-84° 1.92 £-83°
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The above results verify the model for input current modulation and the associated
coefficients Ag and A;. To check the model for AM modulation of the tank current, and
- the associated coefficients By and By, the same technique can be used. The coefficient By
from 8.11 and Table 8.1is 13.9 - 21.79 = -7.9 V. The coefficient B; from 8.12 and Table
8.1is 27.7£-59° —37.7£~-87° = 18.6.£49°. Given these values, the signals of interest

are easily calculated. The results are shown in Table 8.2.

Table 8.2: Numerical Confirmation of the Inverter model with Tank Current Modulation

Sigual Calc ula(t:e; §1 Value Numerically Calculated Value (V)
JSm=10kHz fm =100 kHz
DC - _ 13.9 139
Im 0.790£180° 0.785£179.9° 0.790£179.7°
Ie - 24.75£-59° 24.75£-60°
fuss 0.982£57° 1.037.£65.7° 0.955.£57.6°
JfLsB 0.982£57° 0.909.£49.9° 0.9794£57.1°

In general, the results show very close agreement between the calculated and measured
tank current modulation even fof the rather high modulation frequency of 100 kHz. These
calculations show that the low-freqliency assumption regarding the integral in 8.5 is valid
at least up to modulation frequencies of 100 kHz. These results do not validate the
 inverter model since the function used to calculate Vw Was constructed in accordance with
several assumptions which have yet to be proven. The next logical step is to compare the
predictions of the inverter model with a SPICE simulation of the actual circuit. The
SPICE simulation will use non-sinusoidal voltages and currents which closely approxi-

mate the actual measured wavefommns.
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A

. Inverter Model Comparisoh with SPICE

The inverter model is intended for use in a DC-to-DC converter and so it is logical to
- verify its performance installed in this type of converter rather than in an artificially con-
trived test circuit. To this end, the first step in the simulation is to construct a model for
the DC-to-DC converter with the inverter as well as the magnetic regulator and the recti-
fier block. Such a model is illustrated in Fig. 8.7. The MOSFET switch in the actual cir-
cuit vhas been r;placed by an ideal switch and the diodes have been modeled using ideal
SPICE diodes. These diodes have an exponential v-i characteristic but no charge storage.
The model is conﬁgured to provide an input AC perturbation through the source v;, which
is an ideal sine wave source. This model should be a fairly accurate simulation of the
actual circuit since the major parasitics are part of the circuit’s function. (Examples of this
are the shunt capacitance of the MOSFET switch and the leakage inductance of the trans-
former.) In this particular simulation, the control current in the magnetic regulator is held
fixed so the magnetic regulator can be replaced by a simple transformer with a leakage
and magnetizing inductance. The most significant effect that is not modeled by this circuit
is the nonlinear shunt capacitance of the MOSFET; the capacitance C2 represents an aver-
age capacitance which yields a reasonably accurate switch voltage waveform in the steady

state.

To provide frequency response data, the circuit of Fig. 8.7 must first be in a steady-state
‘condition. This is accomplished by simulating the circuit for at least 100 uS (100 carrier
cycles) and discarding the data prior to starting the simulation of one modulation cycle.
This time interval was chosen empirically to be long enough for the circuit to settle into a
periodic steady state. Thc‘ time is so long because of lthe large inductance on the input and
the large capabitance on the output. To further aid in reaching a steady-state condition
quickly, these components were given an initial condition equal to the desired operating

point. From this point, SPICE evolves a solution that is consistent with the circuit model.
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(This is not exactly the same as the ideal operating point since SPICE is accounting for

more effects thari a hand calculation.) The steady-state solution for the signals of interest

"is shown in Table 8.3.

Table 8.3: Steady-State Solution to the DC-to-DC Converter Using SPICE.

Signal Name Frequency Magmrtnug()e (Vor Phase (°)
L, DC 537 i
Lank ' . 1.14 A 51.9
Vew fr 35.6 116

Once the steady-state condition is reached, the circuit is simulated for one complete
cycle of the modulation frequency. This result typically contains 50 or more data points
per carrier cycle since SPICE will only accept a value for a solution in a transient analysis
if it is within a small tolerance from the last valid solution. At each point in time, SPICE
is solving a nonlinear circuit for all the currents and voltages which requires many itera-
tions to find a solution. If the timestep used by SPICE results in a change in any of the
currents or voltages that is beyond the specified tolerance, the solution is rejected, the
timestcp is decreased and the solution is then repeated. This process continues until an
acceptable solution is found or a preset minimum timestep is reached. This results in tre-
mendous amounts of data being generated when a circuit contains many cycles of a wave-
form with ébmpt transitions (as is the case in the rectifier part of the circuit). These data
are then interpolated to give equally-spaced data points the number of which are a power
of two so that the FFT can be used to extract the frequency domain data. It is this large
volume of data that limits the usefulness of SPICE when calculating bode plots since the

above procedure must be repeated for each modulation frequency in the bode plot.
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A

To give the analytical inverter model the best chance for success, the coefficients By
and By can be determined from the steady-state SPICE solution. The values are given
" -below. (Note A, is shifted 180° to account for the phase in the SPICE simulation. In the

simulation, the switch drive begins at¢#=0.)

B

(DC Averageof V_ ) -4,
20-21.79=-179V

0

B1 = (Fundamental of sz) —A1
= 35.6.£116° - 37.73.£92.7° = 14.95 £-158°

The inverter coefficients together with the simulated input and tank currents predict a

value for the switch voltage modulation as follows:

Vw Modulation Due to I;,,:

14.82-8.0° mA
537 mA

= 27.6 X 107> £-8.0°

Input current modulation index, m [ =

Modulationof V. atf = mA, = 0.60£-8.0°V

m
Modulation Sidebands on sz = —2—1A1 = 0.52.£84.7° V (upper sideband)
;’I ) .

= —2—A1 = 0.52£100.7° V (dower sideband)

Vg Modulation Due to AM Modulation of the Tank Current:

i i
Tank current modulation index m.. = I{SB + [—L—s?-] = 185x 1070 £-7.1°
i i
c [
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Modulationof V. atf = m A, = 33.24-172.9° mV

Modulation Sidebands on sz = -—2—TB1 =0.138 £~165° V (upper sideband)

m
= —531 =0.138 £-151° V (lower sideband)

Total Modulation on V,:

[ 0.60£-8.0°V + 33.2£-172.9° mV = 0.568£-8.9°
fusg: 0524£84.7°V +0.138£-165°V = 0.490.£100°

| fisp: 0.52.£100.7° V +0.138£-151° V =0.494/£116°

The results from SPICE are compared with the calculations in Table 8.4. The results of

Table 8.4: SPICE Simulated Signals for Figure 8.7

SPICE Simulation Model Prediction
Sl:f::;l:l Frequency Magnitude Magnitude
(V ormA) Phase (°) (V or mA) Phase (°)

I, I 14.8 -8.0 - -
Liank fuss 113 80.3 - .

JTisB 12.6 91.2 - -
Viw Im 128 m -45.3 568 m -8.9

fuse 784 m 106 490 m 100

Tisp 168 m -174 494 m 116

this exercise show that the SPICE simulation predicts far less modulation on all of the

above signals compared with the analytical model. This indicates a further refinement to
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_ the model is required. Note that the simulated tank current contains a small amount of

phase modullatig.m in addition to the amplitude modulation as evidenced by the fact that the
* sidebands are not equal in magnitude. If the phase modulation is the cause for the discrep-
ancy, then the sensitivity to phase modulation inust be high since the phase modulation
index of the tank current is rather small (Kp = 9.85x 10‘340.4°.) This refinement is the

subject of the next section.

8.1.3 Phasé' Modulation of the Tank Current

The last effect to be accounted for in the inverter model is phase modulation on the tank
current. The vpoor resuits of the previous section indicate the need for a refinement in the
model and the current model does ‘not account for phase modulation. Up to this point, the
tank current waveform has been taken to be a sine wave at the carrier frequency to sim-
plify the calculations. In anticipation of the high sensitivity of the model to phase modula-
tion, this section will use a more accurate model of the tank current. The inverter is a
piecewise linear circuit, which switches between two L-C networks which ring at different
frequencies. Thus the tank current is, in reality, made up of segments of sine waves of dif-
ferent frequencies which are continuous at the switching instants. The SPICE simulation
of the circuit clearly shows this behavior in Fig. 8.8. The figure illustrates the drive volt-
age to the MOSFET switch, the drain-source voltage of the MOSFET and the tank current.
“The tank current is added to the input current and integrated to get the switch voltage. The
interval over which this integral is evaluated is shown as DT;. During this interval it is
fairly clear that a more accurate representation of the current is a sine wave with a DC off-
set whose frequency is @, = m where C, is the series combination of C; and C,.
The inverter iS designed such that this frequency is higher than the switching frequency.

An analytical expression for this current is rather tedious to derive so a visual curve fit to
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Figure 8.8: SPICE Simulation of the TWT Filament Supply. The interval marked as
DT; is the interval over which the tank current is integrated to get the
switch voltage, V;,. Note that during this interval, the tank current can
be approximated as a sine wave with DC bias and frequency above the
switching frequency.
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. the SPICE simulation will suffice for determining the amplitude, phase and DC offset of

this current segment. Assume that the tank current is

Lo = Iy +1cos[ot+0, +Kpcos (0,t+9,)] (8.14)

where /, b, I7, and @y are to be determined from the SPICE simulation. The phase modula-
tion parameters, K » and @, are assumed to be the same as those on the fundamental of the
tank current. This last assumption makes the problem tractable. An alternative method
would be to use the fundaméntal of the tank current in 8.14, which should be a good
approximation in those inverter designs which have less distortion than the TWT filament

power supply. The voltage on the switch can now be found from integrating 8.14:

(t+nT)
! j I +I.  (1)dt nT,<t<nDT,
V. () =14C, in” "Tank s s (8.15)
sw nT
0 nDT; < t < (n+1)T;

Once again the assumptions that the modulation is slow compared to the switching fre-

quency and that it is small can be used to simplify the integrand of 8.15:
Lpane =1y + 17605 (0,1 +0,) =L K sin (0,1+9) cos (0,t+0,)  (816)
Equations 8.16 and 8.15 together give the following form for the switch voltage:
V., = sz, pc(D — Kpcos (o t+¢ )g () 8.17)

where V., pc is the switch voltage without any modulation and
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(t-FnT_!)
I | sin(ot+e)dt  nT < t<DnT
g =G, R * * (8.18)
nT,
0 DnT, < t < (n+1)T,

Since the function g(¢) is not modulated, each cycle is the same as the next cycle and there-
fore n = 0 can be used to fully describe g(#). Itis useful to view a graph of g(?) to keep in
mind what it represents. The function g(#) is shown in Fig. 8.9 together with V,, for com-
parison. The sidebands on thé switch voltage arise from the muitiplication of g(f) by the
phase modulation factor, Kpcos (comt+ (pm). The resulting spectrum is shown in Fig.
8.10. The small-signal model for the inverter now picks up two additional voltage
sources: a source that generates a voltage at the modulation frequency (coefficient gg) and
a source that generates upper and lower sidebands (coefficient g;). The coefficients g

and g; are readily determined from the Fourter series of 8.18:

I DTs 4
% = CTT fsin(o,+¢,) dt|dr (8.19)
275 o Lo

IT -~ sin (colDTs + (Pl) + mlDTscos ((Pl) + sin(p1

gy = (8.20)
CZTs CU%
21 DTs t
T . —jo .t
8 = o | |[sin(@tropar)e ™ ar (821)
275 o Lo :

It is best to use symbolic integration software to evaluate 8.21 since the result is
lengthy.- The integrals done above all assume ¢ = 0 coincides with the switch turn-off for

the convenience of the calculations. However, the SPICE model uses a time reference of
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Time

Vi )

DT T,
Time

Figure 8.9: The Function g(f) together with V. The function g(¢) is multiplied by the
phase modulation function to determine the sidebands on Vy,, due to phase
modulation of the tank current.

the switch turn-on point, so for the purpose of all subsequent model devcloprhent, it is

more convenient to use the SPICE time reference. Therefore, the inverter coefficients Ay,

B, and g; must all be phase-shifted by 180°.

The phase-modulation coefficients can be calculated for the waveform shown in Fig.

8.8. The estimated parameters are:
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Figure 8.10: Spectrum of g(7) before and after modulation. The modulating function
* does not contain a DC term, so there is no component at DC or at the car-
rier frequency in the result. :



228

I.=13A
I,=-022A
¢, =11°
. f, = 1.66 MHz
C, = 3900 pF
, = 1600 pF
D =0.36

The corresponding coefficients are:

g, = 34.34£-180° V
g, = 60.7.£-85.4° V

If the fundamental of the tank current is used for I7,,,;, there is no DC term (i.e., ip = 0)

and the frequency is equal to the switching frequency. In this case the values are

g, = 39.37£-180°
g, = 68.22£-84°

These values for g0 and g1 illustrate the sensitivity of the model to the waveform used
for V,. In the overall DC-to-DC converter model described below, these latter values

actually gave better agreement with the measured results.

The new small-signal model for the inverter is illustrated in ‘Fig. 8.11. The two addi-
tional voltage sources account for the effect on Vj,, of phase modulation of the tank cur-
rent. The magnitude of the gy and g; coefficients indicate that the inverter model is quite
sensitive to phase modulation. The coefficients gy and g; themselves are rather sensitive
to the form assumed for the switch current, meaning the overall results from the model are

sensitive to the operating conditions of the inverter.
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Figure 8.11:Small-Signal Model for the Class E Inverter. The model now includes
- phase modulation on the tank current in addition to amplitude modulation

and modulation on the input current.

The model for the inverter is now complete. The inputs to the model are the input cur-

rent and the tank current. The model responds to modulation on the input current and both

amplitude and phase modulation on the tank current. In the next section, the model will be

inserted into the DC-to-DC converter model and the resulting transfer functions derived.
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~Note that this model is capable of predicting the input impedance and the input-output

transfer function for the first time in this model development.

82  The DC-t6-DC Converter Model with the Full Inverter and Rectifier Models

Equipped with the new model for the inverter, the overall DC-to-DC converter model
can now be examined. A new feature of this model is that it provides an explicit port for
the DC input “;hich makes the input impedance and input-output transfer function calcula-
tions possiblé; The first step, however, is to consider the control-to-output transfer func-

tion and the output impedance since they were the initial motivation for the refined model.

8.2.1 The Control-to-Output Transfer Function

The full small-signal model for the DC-to-DC converter is shown in Fig. 8.12. In the
case of the control-to-output transfer function, the input voltage source v;, is set to zero
effectively shorting the input. This does not short the input to the tank circuit since the
input inductor together with the new elements in the inverter model will produce a non-
zero voltage for V. The new input port to the model requires that one additional equa-
tion be added over those in section 7.2.1 and also requires some changes to the existing
equations. The new equation CONCerns i;,:

o tin” Vowth - (822)

i.
in
SwLrFC

where the subscript bb refers to baseband (i.e., the modulation frequency) and

i, i i N
in USB LSB .| LSB USB

c c c c
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-
The other equations that are changed are 7.55 and 7.56. The new equations are:

. Vew,~ CGrspt V) @20
‘Lsp = \ '
z (s;)
_ Vew,~ Cusp*Vs) 625
1 = .
USB
z,(s,)

These new equations result in a new A matrix and x and b vectors. The new submatri-

ces that make up A are:

r ) n
0 z, (sL) +P, 0 0 0 1 0
zZ, (su) +P1 0 0 0 1 0 P3
T —j‘pg
0 0 P5 (sm) +P6 0 —-Ee 0 0
T —j9,
Al _ 0 0 0 P55 (sm) +P6 0 --2- 0
0 1 0 -1 0 -——-1— 0
sLL
m
’ 1
1 0 -1 0 - 0 0
s Lm
u
I P7 0 0 0 0 0 P9_
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[P0 o 0  00P,
0P, 0 0 00 0
00 0 Py (s,) =P 00 0

42 =10 0P, (5,) -Pg 0 000 8.27)
00 0 0 000
00 0 0 000
0 P, 0 0 00 0

The new matrix coefficients are
p o1 Bl+jg1
[ ==n |- i
2\ Ic ICJ
Py=—|-=+j=
ZK IC ]C)
1 4
P _——— o ——
3 2 Inc
B, g
P, =00
IC IC
B, &
Py = —_—Q+j-_£)
IC IC
4
Py=r—=+5,Lerc

As before, the A; and A, submatrices and their conjugates combine to produce the total

A matrix as in 7.71. The new x vector is

T-—
X, =

[’USB ‘st

G (8.28)

use OLsp ’i:J
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- The total x vector is still given by 7.73. The new b vector is

-
bl = [—RIL ~R, 0000 vi,;] (8.29)

The tdt_al b vector is 7.75. The solution to the matrix equation follows the same path as
before with these new elements. The control-to-output transfer function is calculated from

the new matrix solutions using 7.77.

Measured Results

The new converter model can now be applied to the same experimental circuit as in
Chapter 6. The results are shown in Fig. 8.14. If these results are compared to the results
of Chapter 7, it is clear that the corner frequency is now essentially correct. The DC gain
is now slightly off and the Q associated with the rolloff is too high. The fact that the Q is
too high is the usual case in modeling power systems since there are always loss elements
that are not accounted for. (For example, the core loss in the magnetic regulator is ignored
in this case.) Small changes to the inverter coefficients can bring the measured and pre-
dicted data into closer agreement, but this is only one of several functions of interest. The

other functions should be plotted before any adjustment of the parameters is made.

8.2.2 The Output Impedance

As in the previous chapters, it is the internal output impedance that is the function of

interest. The equivalent circuit for this function is shown in Fig. 8.13.

Predicted Results
The matrix equation used to calculate the control-to-output transfer function can be
used to calculate the output impedance by altering a few terms in the A} and A, submatri-

ces and in the b; vector. The entries that must change are (A1)3 3, (A1)44. (A2)34, and
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Figure 8.14: Control-to-Output Transfer Function for the TWT Filament Supply, with
Predicted Results from the Full Model.
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~ (A2)y 3 in the A matrix and (b;)3 ; and (b;)4; in the b vector. These changes are exactly

the same as those made in Chapter 7.

M ed&ured Results

The measured versus predicted results are shown in Fig. 8.15. This result should be
comparéd against Fig. 7.12. The actual output impedance is still higher than predicted
although this could be expected since none of the resistances in either the magnetic regula-
tor wihdingsl 01: the rectifiers are accounted for in the model. Nevertheless, the new result
is somewhat closer to the measured data than that in Chapter 7. The break frequency
observed in the output impedance is now nearly at the correct frequency. In the case of the
output impedance, the measured circuit would appear to exhibit a higher Q than the pre-
diction, an unexpected result especially in light of the control-to-output transfer function

result.

8.2.3 Input Impedance

With this new model for the inverter, the input impedance can be calculated easily. The
matrix equation derived in section 8.2.1 can be used directly to extract the input imped-
ance by first setting the control input to zero and the v;, source to one. Given that the
input voltage is one, the input impedance is simply

V.

i
Z, -—
o

-1
i

(8.30)

i

where x; is the seventh element in the x vector.
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Figure 8.15: Predicted Versus Measured Output Impedance of the DC-to-DC converter
Using the Full Inverter Model.
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o Measured Resul

The input i_n?pedance is measured using a DC power supply to provide the input voltage
*to the experimental circuit and a series transformer to inject an AC signal into the convert-
er’s input. Thc AC signal is supplied by a network analyzer and the input voltage and cur-
rent are sampled by the analyzer to form the input impedance measurement. The control
current to the magnetic regulator is supplied by an externally-adjusted power supply to set
the proper operhting conditions. As in the case of the output impedance measurement, it is
important to use a DC current probe to sample the input current to avoid saturating the
measurement on the steady-state input current. The measured and predicted data are plot-
ted for comparison in Fig. 8.16. In this measurement, as in the output impedance mea-
surement, the actual circuit seems to have a higher Q than that predicted by the model.

The predicted input impedance at low frequencies is too low but is nearly correct at high

frequencies. The frequency of the minimum in iz;,! is accurately predicted by the model.

8.2.4 The Input-Output Transfer Function

The input-output transfer function is the last function to be calculated for the DC-to-DC
converter. Much like the input impedance, this function is predicted for the first time by
the new converter model. This function can be measured to a much higher modulation
frequency than the control-to-output transfer function because it does not involve driving
the control currént.» (Recall that the large inductance of the control winding prevented
high modulation frequencies from entering into the control current.) This makes the
input-output response more useful than the control-to-output transfer function to investi-

gate the high-frequency predictions of the model.
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Figure 8.16: Input Impedance to the DC-to-DC Converter. This function can only be
calculated using the new inverter model. Previous models did not predict
this response.
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3

Pre’dicted Result

This funct'u?n can be measured and calculated at the same time as the input impedance.
- The control current is set to zero and a biased AC signal is applied to the input of the con-
verter. For the calculation it remains convenient to set the input voltage equal to one.

Under this assumption, the input-output transfer function, H,, is

v, X3 (%4
HoEv—'éVov.=1=ld’av E;'-F 'l'r— Z,n (8.31)

in in ¢ ¢

Measured Result

| The measured and predicted results for the input-output response are both plotted in
Fig. 8.17 for comparison. Note that this function is much like the input impedance and
output impedance in that the prediction has a lower Q than the measurement, although the

frequency of the resonance is correct.

8.3  Small-Signal Model Evaluation

In three of the four previous results, the model predicts a lower Q than the actual circuit
exhibits. Interestingly, these three transfer functions do not involve the control variable
since in each case the control variable is set to zero. In the one case where the control
variable is the input, the circuit Q is in fact lower that the predicted Q although in this case

\ the entire model comes into play (i.e., the control-to-dutput response does not disable por-

tions of the circuit that might be responsible for lowering the Q).

In the case of the functions which do not include the control variable, a greatly simpli-
fied model is possible which has better accuracy than the results presented here. The
observation that the dynamics of this converter are dominated by the low-frequency ele-

ments Lggc and C; and that any dynamics associated with the tank circuit and the carrier
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- frequency path through the inverter are much higher in frequency suggests that the

mverter-(tank mrcult)-recuﬁer could be modeled as a frequency independent block, with

- low-frequency input and output currents and voltages This is the approach taken in [24].

A diagram of this model is shown in Fig. 8.18.

v . Y High Frequency Cell v

=RL ?CL

L

im =

Inverter—Tank Circuit—Rectifier

AYi

Figure 8.18: Model for the DC-to-DC Converter With all High-Frequency Circuits
Combined into a Block. This is referred to a the external model since it
looks at the high-frequency circuits from the outside.

This anal-ytical approach also allows for the addition of the control variable to the
high-frequency part of the model. This is accomplished through the use of mathematical
expressions for the currents and voltages inside the cell and partial derivatives of the cur-
rents and voltages. This model can be thought of as an ‘external’ view where the details of
the circuit are largely ignored and only the input and output low-frequency quantities are
of interest. In contrast, the model developed in these last several chapters is an ‘internal’
‘model. -It starts from the heart of the high-frequency cell and works outward to the low
frequency quantities at the inputs and outputs. This model is the natural one when the
control variable enters the circuit through an element inside the cell such as the magnetic
regulator and its variable inductance. The fact that the external model more accurately
predicts the input-output response, the input impedance, and the output impedance than
the internal model is most likely due to the difficulty in determining the parameters associ-

ated with the inverter and rectifier portions of the circuit. This internal model by its very
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- nature also is more susceptible to the distortion of the waveforms inside the cell since

some of the required parameters are dependent upon the actual waveforms. The parame-

- ters determined for the inverter that were used in this chapter were determined using the

sinusoidal approximation for the tank current. In Fig. 8.8 the tank current appears unlike a
true sine wave. Even though the calculation of the inverter parameters took into account
some of the distortion, the tank current distortion also affects the magnetic regulator and
the rectifier models in ways not accounted for. Some converter designs have currents
which much more closely conform to the sinusoidal tank current model. In these cases,
the internal model parameters should yield more accurate results. (The present experi-

mental circuit probably represents a worst-case for tank current distortion.)

The advantage to the internal model is that it does predict the conditions inside the cell
and will account for the high-frequency effects of the tank circuit. The internal model also
predicts the control-to-output response using a circuit-based model for the magnetic regu-
lator. Recall that in Chapter 5 it was found that a quadratic double pole in the
control-to-output response would occur at the switching frequency plus or minus the natu-
ral frequency of the tank circuit. This suggests that cell-related dynamics may appear in
the frequency range of interest since the resonant frequency of the tank circuit is rather
close to the switching frequency. Also these cell-related dynamics move significantly
with the operating point of the converter. Note that the natural frequency of the tank cir-
- cuit in an actual DC-to-DC converter is very difficult to determine since the tahk capacitor
has the oﬁtput irhﬁedance of the inverter and the input impedance of the rectifier circuit in

series with it (these impedances are highly nonlinear).

Other significant advantages to the internal model may appear when more sophisticated
control means are considered. There may be some advantage to sensing and controlling
some of the quantities that are internal to the high frequency cell such as the switch maxi-

mum voltage or maximum current (this would be analogous to current-mode program-
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~ ming [25] in PWM-type converters). This avenue of investigation could provide a fruitful

topic for furthér research.
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