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ABSTRACT

The integral moment method for treating interactions between a laminar boundary layer and an external supersonic flow is applied to the problem of the hypersonic laminar boundary layer near sharp and slightly rounded convex (expansion) corners. The general features of this type of interacting flow are established by an analytical solution of the integral equations using the method of matched asymptotic expansions for the case of small interaction parameter. Numerical solutions are obtained for flows for which the interaction parameter can no longer be considered small.

An experimental study is carried out in the GALCIT Mach 8 hypersonic wind tunnel in order to study the two-dimensional laminar boundary layer expansion. Major emphasis is placed on the acquisition of detailed data near the corner region. The basic measurements consist of the model surface pressure distribution and pitot pressure surveys of the boundary layer and inviscid flow field between the boundary layer and the leading edge shock wave both upstream and downstream of the corner region. The surface pressure measurements illustrate the striking departure of the flow field at hypersonic speeds from the classical Prandtl-Meyer description.

These data with appropriate assumptions made regarding the static pressure and temperature fields at points away from the model surface allow calculation of the distributions of profile functions defined in the integral moment method formulation. These distributions along with the surface pressure distribution are compared directly with solutions of the moment equations.
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I. INTRODUCTION

This study is concerned with the laminar boundary layer in a fluid flowing at supersonic or hypersonic speeds over a sharp expansion corner. Interaction between the viscous boundary layer and the high speed inviscid outer flow and the subsequent requirement for a simultaneous solution of the coupled flow fields is always present to some extent. The degree to which it is present depends strongly on the Mach number and to a lesser extent on the Reynolds number of the developing flow. The presence of a local disturbance, in this case an expansion corner, can amplify the effect of the interaction by producing rapid flow changes in the vicinity of the corner. In the purely inviscid limit the flow is accelerated by an expansion fan centered at the corner and the flow properties downstream of the corner can be calculated with use of the classical Prandtl-Meyer function. At low supersonic Mach numbers and high Reynolds numbers, this idealization of the flow field is adequate. As the Mach number increases and/or the Reynolds number decreases the boundary layer can thicken significantly and the viscous-inviscid interaction becomes important even in the absence of a local disturbance. Furthermore, since a portion of the fluid in the boundary layer is flowing at subsonic speeds, the effect of the presence of an expansion corner is distributed over a region of finite extent upstream of the corner as well as downstream.

It has been observed experimentally that the extent of the corner interaction region is more limited upstream than downstream of the corner. The existence of a weakly interacting boundary layer
upstream of an expansion corner (and the resulting limited interaction region) does not guarantee weak interaction throughout the expansion. In fact, a strongly interacting boundary layer can be induced downstream of the corner simply by increasing the expansion angle with an attendant increase in Mach number and corresponding decrease in Reynolds number. Hence, the physical length scale for the relaxation of the boundary layer from the corner interaction can be expected to be larger than that for initiation of the interaction. Thus, the effects of viscous-inviscid interaction are amplified by introducing an expansion corner into the flow field and a detailed knowledge of the boundary layer-expansion wave interaction becomes important. Furthermore, the understanding of this problem can be related to other important problems such as the flow over a bluff based body.

Because of its complexity, various idealizations have been made in attacking the problem theoretically. These range from the early consideration of linearized equations to numerical integration of the (nearly) complete Navier-Stokes equations. The early work on a closely related problem, that of the interaction of a mixed (subsonic and supersonic) parallel shear flow and a weak disturbance has been carried out by Howarth, \(^{(1)}\) Tsien and Finston, \(^{(2)}\) Lighthill, \(^{(3, 4)}\) and more recently by Sullivan et al. \(^{(5)}\) The expansion of a rotational inviscid supersonic flow has been studied by Pai \(^{(6)}\) and Weinbaum. \(^{(7, 8)}\) Zakkay \(^{(9)}\) uses the concept of an inviscid rotational layer bounded by an inviscid supersonic stream and a viscous sublayer downstream of the corner adjacent to the wall which originates at the corner. The
initial profile downstream of the corner is assumed to be given by an inviscid expansion of the upstream profile. Ölsson and Messiter\(^{(10)}\) use a similar concept in analyzing the boundary layer expansion upstream of a sharp corner. Integral methods of solution have been studied by Curle\(^{(11, 12)}\), Hunt and Sibulkin\(^{(13)}\), Oosthuizen\(^{(14)}\) and Sullivan\(^{(15)}\) with various approximations. Baum\(^{(16)}\) and Tyson\(^{(17)}\) have used finite difference schemes to obtain numerical solutions of the "generalized" boundary layer equations, which include a transverse momentum equation, for this and a related problem. Tyson, in addition, has examined, numerically, solutions of the moment equations of Lees and Reeves\(^{(18)}\) for the corner expansion problem. Ko and Kubota\(^{(19, 20)}\) have taken advantage of the singular behavior of the moment equations at a sharp expansion corner in the study of the finite plate effect for a compression corner. Klineberg\(^{(21)}\) has examined, in detail, the various types of possible viscous-inviscid interactions for the expansion corner.

Experimentally, much less work has been done. Sternberg\(^{(22)}\) at BRL and later Zakkay, Tani, Toba and Kuo\(^{(23, 24)}\) at PIBAL carried out experiments in supersonic flow around a sharp convex corner using a cone-cylinder. Since they were interested primarily in surface temperatures and heat transfer only a very limited amount of fluid dynamical data was obtained. The viscous interaction was so small for these experiments that little detail of the surface pressure was observed. Murthy and Hammit\(^{(25)}\) performed experiments downstream of the corner expansion of a turbulent boundary layer and carried out a characteristics calculation for the rotational supersonic
flow ignoring the subsonic portion of the boundary layer. The above experiments were conducted in the Mach number range 2-4 and hence at relatively low values of the viscous interaction parameter. At GALCIT, Puhl\(^{(26)}\) studied the expansion of a laminar boundary layer around a sharp cone-cylinder juncture at Mach number 8. One of the more striking features of this work was a very detailed surface pressure distribution in the vicinity of the corner which well illustrated the strong departure of the distribution from an inviscid calculation.

The present study has a two-fold objective: (1) to gain a clearer understanding of the structure of the laminar flow field for the expansion corner as the viscous interaction parameter 
\[ \chi_\infty \equiv M_\infty^3 (C/Re_L)_\infty^{\frac{1}{2}} \] 
tends away from zero and to isolate the dominant driving mechanisms in the flow regions which result, and (2) to provide a two-dimensional experimental result to further illustrate the importance of the boundary layer-expansion wave interaction at hypersonic flow speeds and yield results which can be directly compared with theory.

The integral or moment equations of Lees and Reeves\(^{(18)}\) and Klineberg\(^{(21)}\) are chosen for the theoretical part of this study. The motivation for selecting the integral equations stems from the fact that, in spite of the misgivings that one may have regarding the lateral pressure gradients associated with an expanding boundary layer, a direct comparison of numerical solutions of (i) the moment equations\(^{(27)}\) and (ii) a more complete representation of the Navier-Stokes equations\(^{(17)}\) for a particular configuration indicate that the
lateral pressure gradients are important only in a region close to the corner. The results of this comparison are shown in Fig. 1. Qualitatively, a theory with zero lateral pressure gradients appears to describe the flow field correctly insofar as the pressure distribution is concerned. Furthermore, if the pressure distribution is not prescribed a priori but is obtained from the simultaneous solution of the viscous and inviscid flow fields, a mechanism for the upstream propagation of a disturbance to the boundary layer exists. Hence one may expect that the formulation of the problem of hypersonic corner expansion in a boundary layer framework may yield a representative description of the expansion phenomenon. With this in mind, one can formulate the following problem:

A laminar adiabatic boundary layer is assumed to be weakly interacting with an external hypersonic flow, i.e. the corner disturbance to the boundary layer is assumed to be located sufficiently far from the wall leading edge that the flow properties can be accurately represented by a weak interaction expansion of the integral boundary layer equations.\(^{(21,28)}\) This expansion provides an outer solution for the flow entering the interaction region where \(\bar{x}\) is the distance from the leading edge normalized with the distance from the leading edge to the corner location \(L\). The problem then is to calculate the flow field which results from turning the boundary layer through an expansion turn defined by \(\alpha_w\).

In Section II, the expansion flow field is separated into regions dominated (i) by inviscid forces, i.e. the pressure gradient, and (ii) by viscous forces, i.e. the shear at the wall and the viscous
dissipation. Appropriate asymptotic solutions of the integral equations are developed for each region from which uniformly valid composite solutions can be constructed. These serve to illustrate the structure of the expansion flow field.

Section III contains the results of the experimental study. Quantities defined by the integral method are calculated from the measurements and the distributions are compared directly with numerical solutions of the integral equations since the range of parameters investigated exceeds the limits for the closed form solutions of Section II to be valid. The comparison between experiment and theory is presented in Section IV.
II. THEORETICAL INVESTIGATION

II.1. Differential Equations

The geometry of the problem is that shown in Fig. 2; \( x \) is the distance from the leading edge and \( y \) the distance away from the surface normal to it. If the radius of curvature of the wall is large compared with the viscous layer thickness, the differential equations reduce to the usual boundary layer equations, in which the pressure gradient normal to the wall is neglected. In the neighborhood of a sharp expansion, however, the radius of curvature of a streamline is not large compared with the boundary layer thickness, and consequently the transverse pressure gradient may not be neglected. Nevertheless, the extent of this region is of the order of the boundary layer thickness, and outside this region we may use the boundary layer equations. Thus, for a steady, two-dimensional, compressible boundary layer expansion, the partial differential equations are:

**Continuity**

\[
\frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} = 0
\]

**Momentum**

\[
\rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} = -\frac{\partial p}{\partial x} + \frac{\partial}{\partial y} (\mu \frac{\partial u}{\partial y})
\]

(1)

**Energy**

\[
\rho u \frac{\partial H}{\partial x} + \rho v \frac{\partial H}{\partial y} = \frac{\partial}{\partial y} \left( \frac{\mu}{Pr} \frac{\partial H}{\partial y} \right) + \frac{\partial}{\partial y} \left( \frac{Pr-1}{Pr} \mu u \frac{\partial u}{\partial y} \right)
\]

\[
H = \frac{1}{2} u^2 + c_p T
\]

**State**

\[
p = \rho R T \quad \text{(perfect gas)}
\]
The boundary conditions are:

\[ u = v = 0, \quad k \frac{\partial T}{\partial y} = q_w \quad \text{(or } T = T_w) \quad \text{at } y = 0 \]

and

\[ u = u_e, \quad H = H_e \quad \text{at } y = \delta. \]

For the case of an adiabatic wall and \( Pr = 1 \),

\[ H = H_e \quad \text{for } y \geq 0. \]

For the sake of simplicity, the analysis will be limited to the adiabatic case.

In the ordinary boundary layer theory, the pressure distribution is assumed known. In the present analysis, however, the pressure is determined through the interaction of the boundary layer and the supersonic inviscid flow and has to be obtained simultaneously with the development of the boundary layer.

Integrating Equations (1) across the boundary layer to eliminate the \( y \) dependence gives:

\[
\begin{align*}
\frac{d\delta^*}{dx} - (\delta - \delta^*) - \frac{1}{\rho_e u_e} \frac{d}{dx} (\rho_e u_e) &= \frac{v_e}{u_e} = \tan \Theta \\
\frac{d}{dx} (\rho_e u_e^2 \theta) + \delta^* \rho_e u_e \frac{du_e}{dx} &= (\mu \frac{\partial u}{\partial y})_{y=0} \\
\frac{d}{dx} (\rho_e u_e^3 \delta^*) + 2 (\delta^*-\delta) \rho_e u_e^2 \frac{du_e}{dx} &= 2 \int_0^\delta \mu (\frac{\partial u}{\partial y})^2 dy
\end{align*}
\]
where

\[
\begin{align*}
\delta &= \int_0^\delta dy \\
\delta^* &= \int_0^\delta \left(1 - \frac{\rho u}{\rho_e u_e}\right)dy \\
\theta &= \int_0^\delta \frac{\rho u}{\rho_e u_e} \left(1 - \frac{u}{u_e}\right)dy \\
\theta^* &= \int_0^\delta \frac{\rho u}{\rho_e u_e} \left(1 - \frac{u^2}{u_e^2}\right)dy \\
\delta_u^i &= \int_0^\delta \left(1 - \frac{u}{u_e}\right)dy
\end{align*}
\]

\[ (3) \]

The third equation in (2) is obtained by multiplying the momentum equation by \(u\) and integrating across the boundary layer. The integral quantities, Equations (3), can be written in terms of corresponding incompressible quantities by using the Stewartson transformation\(^{(29)}\)

\[
dY = \frac{a_e \rho}{a_\infty \rho_\infty} dy
\]

\[ (4) \]

and relating the longitudinal velocities by

\[
U = \frac{a_\infty}{a_e} u
\]

\[ (5) \]

as:

\[
\begin{align*}
\delta^* &= \frac{a_\infty \rho_\infty}{a_e \rho_e} \delta^i \left[1 + m_e (1 + \gamma)\right] \\
\theta^i &= \frac{a_\infty \rho_\infty}{a_e \rho_e} \theta^i \\
\theta^{*^i} &= \frac{a_\infty \rho_\infty}{a_e \rho_e} \theta^{*^i} \\
\delta_u = \frac{a_\infty \rho_\infty}{a_e \rho_e} \delta^i \left[1 + m_e (\gamma - J)\right]
\end{align*}
\]

\[ (6) \]
where

\[
\begin{align*}
\delta_i &= \int_0^{\delta_i} dY \\
\delta_i^* &= \int_0^{\delta_i} (1 - \frac{U}{U_e}) dY \\
\theta_i &= \int_0^{\delta_i} \frac{U}{U_e} (1 - \frac{U}{U_e}) dY \\
\theta_i^* &= \int_0^{\delta_i} \frac{U}{U_e} (1 - \frac{U^2}{U_e^2}) dY \\
\zeta &= \frac{\delta_i}{\delta_i^*} \\
J &= \frac{\theta_i}{\theta_i^*} .
\end{align*}
\]

(7)

By applying the compressibility transformation, Equations (6), and using a viscosity law of the form:

\[
\frac{\mu}{\mu_\infty} = C \frac{T}{T_\infty} ,
\]

(8)

Equations (2) become

\[
\begin{align*}
F \frac{d\delta_i^*}{dx} + \delta_i^* \frac{d\zeta}{dx} + \frac{\delta_i^*}{M_e} \frac{dM_e}{dx} &= \frac{\beta \delta_i}{m_e} \frac{1+m_e}{1+m_\infty} \tan \Theta \\
\zeta \frac{d\delta_i^*}{dx} + \delta_i^* \frac{d\zeta}{dx} + (1+2\zeta) \frac{\delta_i^*}{M_e} \frac{dM_e}{dx} &= \beta C \frac{\nu_\infty}{a_\infty M_e} \frac{P}{\delta_i^*} \\
J \frac{d\delta_i^*}{dx} + \delta_i^* \frac{dJ}{dx} + 3J \frac{\delta_i^*}{M_e} \frac{dM_e}{dx} &= \beta C \frac{\nu_\infty}{a_\infty M_e} \frac{R}{\delta_i^*}
\end{align*}
\]

(9)

where
\[ \beta = \frac{a_e}{a} \frac{p_e}{p} \]

\[ m = \frac{\gamma - 1}{2} M^2 \]

\[ F = \kappa + \frac{1 + m_e}{m_e} \]

\[ f = \left[ 2 + \frac{\gamma + 1}{\gamma - 1} \frac{m_e}{1 + m_e} \right] \kappa + \frac{3\gamma - 1}{\gamma - 1} \frac{M_e^2 - 1}{m_e (1 + m_e)} Z \quad (10) \]

\[ P = \delta_i \frac{\partial}{\partial Y} \left. \left( \frac{U}{U_e} \right) \right|_{Y=0} \]

\[ R = 2\delta_i \int_0^{\delta_i} \left[ \frac{\partial}{\partial Y} \left. \left( \frac{U}{U_e} \right) \right|_{Y=0} \right]^2 dY \]

\[ Z = \frac{1}{\delta_i} \int_0^{\delta_i} \left( \frac{U}{U_e} \right) dY \]

II. 1. 1. **Profile Functions**

The profile quantities in Equations (7) and (10) depend on the velocity distribution through the viscous layer. For the adiabatic problem at least one parameter is necessary for its definition. Since, in the integral method, only relations between the integral functions are required, it is necessary to obtain functional relations of the form \( \kappa = \kappa(a) \), \( J = J(a) \), etc. where \( a \) is a profile parameter. One method for generating these relationships is to assume similar-flow profiles and use the similarity solutions of Cohen and Reshotko to obtain this dependence. This procedure was followed by Klineberg and the details are given in his Ph. D. thesis.\(^{(21)}\) The results from the numerical solutions of the Cohen and Reshotko equations were approximated by polynomials of \( a \), where

\[ a = \left[ \frac{\partial (U/U_e)}{\partial (Y/\delta_i)} \right]_{Y=0} \]
The values of the coefficients are given in Table I. These functions have been adopted for this study, where applicable.

Alternatively, one can regard $\mathcal{N}$ as the parameter rather than $a$ and write $J = J(\mathcal{N})$, $R = R(\mathcal{N})$, $P = P(\mathcal{N})$, etc. since $a$ is an arbitrary parameter. The unknowns in Equations (9) are then $\delta_i^*, M_e$ and $\mathcal{N}$ since $\tan \Theta$ can be related to $M_e$.

II. 1.2. Equations for Supersonic Flow

By defining the following dimensionless variables, all of which are $O(1)$:

$$\frac{\delta_i^*}{L} \sqrt{\frac{u_{\infty}}{v_{\infty}}} \equiv \delta; \quad \frac{x}{L} \equiv \tilde{x}; \quad \frac{M_e}{M_{\infty}} = \tilde{M}$$

where $L$ is a characteristic length (here taken to be the plate approach length) and writing the viscous interaction parameter as

$$\left(\frac{\mathcal{N} - 1}{2}\right)^2 M_{\infty}^3 / \sqrt{\frac{u_{\infty}}{v_{\infty}}} \frac{M}{C} \equiv \varepsilon = \left(\frac{\gamma - 1}{2}\right)^2 \frac{1}{\chi_{\infty}}$$

Equations (9) become:

$$\left[ F \frac{d\delta}{dx} + \delta \frac{d\mathcal{N}}{dx} + \gamma f \frac{d\tilde{M}}{dx} \right] \varepsilon = \frac{\beta}{\tilde{M}^2} \frac{r + \tilde{M}^2}{r + 1} \frac{\gamma - 1}{2} M_{\infty} \tan \Theta$$

$$\frac{\mathcal{N}}{dx} + \frac{\delta}{\tilde{M}} \frac{d\mathcal{N}}{dx} + (2\mathcal{N} + 1) \frac{\delta}{\tilde{M}} \frac{d\tilde{M}}{dx} = \frac{\beta}{\tilde{M}^2} \frac{P}{\tilde{M}^2}$$

$$J \frac{d\delta}{dx} + \tilde{J} \frac{d\tilde{M}}{dx} + 3J \frac{\delta}{\tilde{M}} \frac{d\tilde{M}}{dx} = \frac{\beta}{\tilde{M}^2} \frac{R}{\tilde{M}^2}$$

(12)
where

\[
F = \chi + \frac{r + \tilde{M}^2}{\tilde{M}^2} \\
\phi = \left[ 2 + \frac{\gamma + 1}{\gamma - 1} \frac{\tilde{M}^2}{r + \tilde{M}^2} \right] \chi + \frac{3\gamma - 1}{\gamma - 1} + r \frac{2 \tilde{M}^2 - r}{\tilde{M}^2 (r + \tilde{M}^2)} Z
\]

\[
r = \frac{1}{m_\infty} \frac{3\gamma - 1}{2(\gamma - 1)} \\
\beta = \left[ \frac{r + 1}{r + \tilde{M}^2} \right]^{2(\gamma - 1)}
\]

Equations (12) can be completed by specifying the relationship between \(M_e\) and \(\tan \theta\). In the manner of Lees and Reeves, if the expansion is assumed to begin in a region of uniform flow, the streamline inclination can be related to the Mach number by using the Prandtl-Meyer relation:

\[
\theta = \nu(M_\infty) - \nu(M_e) + \alpha_w(\bar{x}) \tag{14}
\]

where \(\alpha_w(\bar{x})\) is the inclination of the local tangent to the surface and is positive for an expansion turn. The Prandtl-Meyer function \(\nu\) is:

\[
\nu = \sqrt{\frac{\gamma + 1}{\gamma - 1} \tan^{-1} \sqrt{\frac{\gamma - 1}{\gamma + 1} (M^2 - 1)}} - \tan^{-1} \sqrt{M^2 - 1} \tag{15}
\]

Equations (12)-(15) together with the definitions (7) and (10) form the basic differential equations in the three unknowns \(M_e, \delta_i^*, \) and \(\chi\).

II. 1. 3. Hypersonic Approximation

A convenient form of Equations (12) for analytical study is obtained by making the approximation \(M_\infty \gg 1\) or \(r \ll 1\). Expanding
the Prandtl-Meyer function for \( M \gg 1 \), one obtains
\[
\psi(M_\infty) - \psi(M_e) = \frac{2}{\gamma - 1} \frac{1}{M_e} \left[ 1 - \frac{M_e}{M_\infty} \right] + \ldots
\]
and
\[
\tan \theta = \theta = \frac{2}{\gamma - 1} \frac{1}{M_\infty} \frac{1}{\tilde{M}} \left\{ 1 - \tilde{M} \left[ 1 - \frac{\gamma - 1}{2} M_\infty \alpha_w(\tilde{x}) \right] \right\}.
\]

With the following definition
\[
1 - \frac{\gamma - 1}{2} M_\infty \alpha_w(\tilde{x}) = \alpha(\tilde{x}) \quad ,
\]
Equations (12) and (13) become:
\[
\begin{align*}
\left[ (\gamma + 1) \frac{d\tilde{\delta}}{d\tilde{x}} + \tilde{\gamma} \frac{d\tilde{\psi}}{d\tilde{x}} + \frac{3\gamma - 1}{\gamma - 1} (\gamma + 1) \frac{\tilde{\delta}}{\tilde{M}} \frac{d\tilde{M}}{d\tilde{x}} \right] \epsilon = \frac{1}{\tilde{M}_\lambda} \left[ 1 - \tilde{M}_\lambda \alpha(\tilde{x}) \right] \quad (17a) \\
\gamma \frac{d\tilde{\delta}}{d\tilde{x}} + \tilde{\gamma} \frac{d\tilde{\psi}}{d\tilde{x}} + (2\gamma + 1) \frac{\tilde{\delta}}{\tilde{M}} \frac{d\tilde{M}}{d\tilde{x}} = \frac{P}{\tilde{M}^{\lambda - 2} \tilde{\delta}} \quad (17b) \\
J \frac{d\tilde{\delta}}{d\tilde{x}} + \tilde{\gamma} \frac{dJ}{d\tilde{x}} + 3J \frac{\tilde{\delta}}{\tilde{M}} \frac{d\tilde{M}}{d\tilde{x}} = \frac{R}{\tilde{M}^{\lambda - 2} \tilde{\delta}} \quad (17c)
\end{align*}
\]
where \( \lambda = \frac{4\lambda - 2}{\lambda - 1} \).

Clearly, the two parameters in Equations (17) are the viscous interaction parameter \( \epsilon \) and the expansion angle \( M_\infty \alpha_w \).

II. 2. Solution for Small Interaction Parameter

If the interaction parameter \( \epsilon \) is small, we expand the solution in the region where the \( x \)-derivatives are of order unity in power series in \( \epsilon \):
\[
\tilde{M}(\tilde{x}; \epsilon) = \tilde{M}_0(\tilde{x}) + \epsilon \tilde{M}_1(\tilde{x}) + \ldots
\]
\[
\psi(\tilde{x}; \epsilon) = \psi_0(\tilde{x}) + \epsilon \psi_1(\tilde{x}) + \ldots
\]
\[
\tilde{\delta}(\tilde{x}; \epsilon) = \tilde{\delta}_0(\tilde{x}) + \epsilon \tilde{\delta}_1(\tilde{x}) + \ldots
\]
Then, from Equation (17a) we obtain
\[ 1 - \tilde{M}_0 \alpha(\tilde{x}) = 0. \]
Namely the Mach number and hence the pressure along the boundary
layer edge are given by the inviscid flow without the boundary layer
effect, and \( \kappa_0 \) and \( \tilde{\gamma}_0 \) are obtained from Equations (17b, c). The cor-
rection \( \tilde{M}_1 \) is determined from Equation (17a) by substituting \( \tilde{M}_0 \), \( \kappa_0 \)
and \( \tilde{\gamma}_0 \) in the left-hand side, and the corresponding corrections \( \kappa_1 \)
and \( \tilde{\gamma}_1 \) are determined from (17b, c).

In particular, for a flat plate \( \alpha_w(\tilde{x}) = 0 \), an expansion of the
form: (21, 28)
\[
\tilde{M} = 1 + \varepsilon \frac{m_1}{\sqrt{\kappa}} + \cdots \\
\kappa = \kappa_B + \varepsilon h_1 \frac{\delta_1}{\sqrt{\kappa}} + \cdots \\
\tilde{\gamma} = \delta_B \sqrt{\kappa} \left( 1 + \varepsilon \frac{\delta_1}{\sqrt{\kappa}} + \cdots \right)
\]
serves to describe the boundary layer in this region. Here the sub-
script B refers to Blasius conditions and the constants are given by:
\[
\kappa_B = 0.38414 \\
\delta_B = \sqrt{\frac{2P_B}{\kappa_B}} = \sqrt{\frac{2R_B}{\gamma_B}} = 1.72387 \\
m_1 = -\frac{\delta_B}{2} \frac{(1+r)(1+\kappa_B+r)}{\sqrt{1 - \gamma^{-1/2} r}} \\
h_1 = \left[ \left( \frac{1-\kappa_B}{\kappa_B} \right) m_1 \right] \left[ \frac{d}{d\kappa} \frac{\partial n}{\partial P} \right]_{\kappa=\kappa_B} \\
\delta_1 = \left[ 2 - \frac{3\gamma-1}{\gamma-1} \frac{1}{1+r} \right] m_1 + \left[ \frac{d}{d\kappa} \frac{\partial n}{\partial R} \right]_{\kappa=\kappa_B} h_1.
With this expansion solution the effect of a sharp expansion corner does not appear in the region upstream of the corner. In the neighborhood of the corner we expect relatively rapid changes in the flow and hence the breakdown of the above series. In fact, if appreciable changes occur over a distance of order \( \varepsilon \) from the corner \( (\bar{x} = 1) \), the left-hand side and the right-hand side of Equation (17a) are of the same order. An asymptotic solution valid in this region is described in the following sections.

II. 2.1. First Approximation

II. 2.1.1. Inner Solutions

In the vicinity of the corner the \( \bar{x} \) coordinate is stretched as follows:

\[
\frac{\bar{x} - 1}{\varepsilon} = \bar{x} \quad \text{fixed as} \quad \varepsilon \to 0.
\]  

(20)

Then, Equations (17) become,

\[
(\gamma + 1) \frac{d\bar{\delta}}{dx} + \bar{\delta} \frac{d\gamma}{dx} + \frac{3\gamma - 1}{\gamma - 1} (\gamma + 1) \frac{\bar{\delta}}{\bar{M}} \frac{d\bar{M}}{dx} = \frac{1}{\bar{M} \lambda} [1 - \bar{M} \alpha(x)]
\]

\[
\gamma \frac{d\bar{\delta}}{dx} + \bar{\delta} \frac{d\gamma}{dx} + (2\gamma + 1) \frac{\bar{\delta}}{\bar{M}} \frac{d\bar{M}}{dx} = \varepsilon \frac{P}{\bar{M} \lambda \bar{\delta}}
\]

(21)

\[
J \frac{d\bar{\delta}}{dx} + \bar{\delta} \frac{dJ}{dx} + 3J \frac{\bar{\delta}}{\bar{M}} \frac{d\bar{M}}{dx} = \varepsilon \frac{R}{\bar{M} \lambda \bar{\delta}}.
\]

Thus, on the scale \( \bar{x} \), the shear at the wall, \( P \), and the viscous dissipation, \( R \), enter the solution to first order in \( \varepsilon \). It is implied in this region that \([1 - \bar{M} \alpha(\bar{x})]\) is \( O(1) \).

In this region we expand the solution in the following form:
\[ \tilde{M}(\tilde{x}; \varepsilon) = \tilde{M}_0(\tilde{x}) \left[ 1 + \varepsilon \tilde{M}_1(\tilde{x}) + \cdots \right] \]
\[ \mathcal{K}(\tilde{x}; \varepsilon) = \mathcal{K}_0(\tilde{x}) + \varepsilon \mathcal{K}_1(\tilde{x}) + \cdots \]  \hspace{1cm} (22)
\[ \tilde{\gamma}(\tilde{x}; \varepsilon) = \tilde{\gamma}_0(\tilde{x}) \left[ 1 + \varepsilon \tilde{\gamma}_1(\tilde{x}) + \cdots \right] . \]

Substituting the above expansion into Equations (21) and collecting coefficients of like powers in \( \varepsilon \), we obtain
\[
(\mathcal{K}_0 + 1) \frac{d\tilde{\gamma}_0}{d\tilde{x}} + \tilde{\gamma}_0 \frac{d\mathcal{K}_0}{d\tilde{x}} + \frac{3\gamma - 1}{\gamma - 1} (\mathcal{K}_0 + 1) \frac{d\tilde{\gamma}_0}{d\tilde{x}} \frac{d\tilde{M}_0}{d\tilde{x}} = \frac{1}{\tilde{M}_0^\lambda} \left[ 1 - \tilde{M}_0 \alpha(\tilde{x}) \right] \\
\frac{d\tilde{\gamma}_1}{d\tilde{x}} + \tilde{\gamma}_0 \frac{d\mathcal{K}_0}{d\tilde{x}} + (2 \mathcal{K}_0 + 1) \frac{d\tilde{\gamma}_0}{d\tilde{x}} \frac{d\tilde{M}_0}{d\tilde{x}} = 0 \\
\frac{d\tilde{J}_0}{d\tilde{x}} + \tilde{\gamma}_0 \frac{d\mathcal{J}_0}{d\tilde{x}} + 3\mathcal{J}_0 \frac{d\tilde{\gamma}_0}{d\tilde{x}} \frac{d\tilde{M}_0}{d\tilde{x}} = 0 \]  \hspace{1cm} (23)
\[
(\mathcal{K}_0 + 1) \frac{d\tilde{\gamma}_1}{d\tilde{x}} + \frac{d\mathcal{K}_1}{d\tilde{x}} + \frac{3\gamma - 1}{\gamma - 1} (\mathcal{K}_0 + 1) \frac{d\tilde{\gamma}_1}{d\tilde{x}} \frac{d\tilde{M}_1}{d\tilde{x}} = -\frac{1}{\tilde{M}_0^\lambda} \tilde{\gamma}_1 \\
- \left[ \tilde{\gamma}_0 \frac{d\tilde{\gamma}_0}{d\tilde{x}} + \frac{3\gamma - 1}{\gamma - 1} \frac{d\tilde{M}_0}{d\tilde{x}} \right] \frac{d\tilde{J}_0}{d\tilde{x}} - \frac{1}{\tilde{M}_0^\lambda} \tilde{\gamma}_1 \left[ \tilde{M}_0 \alpha(\tilde{x}) + \lambda \left[ 1 - \tilde{M}_0 \alpha(\tilde{x}) \right] \right] \tilde{M}_1 \\
\frac{d\mathcal{K}_0}{d\tilde{x}} + \frac{d\mathcal{K}_1}{d\tilde{x}} + (2 \mathcal{K}_0 + 1) \frac{d\tilde{\gamma}_1}{d\tilde{x}} \frac{d\tilde{M}_0}{d\tilde{x}} = \frac{\mathcal{P}_0}{\tilde{M}_0^\lambda \tilde{\gamma}_0^2} \left[ 1 \frac{d\tilde{\gamma}_0}{d\tilde{x}} + \frac{2}{\tilde{M}_0} \frac{d\tilde{M}_0}{d\tilde{x}} \right] \mathcal{K}_1 \\
\frac{d\tilde{J}_0}{d\tilde{x}} + \left( \frac{d\mathcal{J}_0}{d\tilde{x}} \right) \frac{d\mathcal{K}_1}{d\tilde{x}} + 3\mathcal{J}_0 \frac{d\tilde{\gamma}_1}{d\tilde{x}} \frac{d\tilde{M}_0}{d\tilde{x}} = \frac{\mathcal{R}_0}{\tilde{M}_0^\lambda \tilde{\gamma}_0^2} \left[ 1 \frac{d\tilde{\gamma}_0}{d\tilde{x}} + \frac{3}{\tilde{M}_0} \frac{d\tilde{M}_0}{d\tilde{x}} \right] \left( \frac{d\mathcal{J}_0}{d\tilde{x}} \right) \mathcal{K}_1 \\
- \left( \frac{d^2\mathcal{J}_0}{d\mathcal{K}_0^2} \right) \frac{d\mathcal{J}_0}{d\tilde{x}} \mathcal{K}_1 . \]  \hspace{1cm} (24)

The second and third of Equations (23) integrate immediately to give:
\[ \tilde{\gamma}_0 \mathcal{J}_0 \tilde{M}_0^3 = \text{const.} = C_1 \]
\[ \tilde{M}_0 = C_2 \exp \left\{ \int \frac{A_1(\mathcal{K})}{A_2(\mathcal{K})} d\mathcal{K} \right\} \]  \hspace{1cm} (25)
where

$$A_1(\mathcal{N}) = \mathcal{N} \frac{dJ}{d\mathcal{N}} - J$$

$$A_2(\mathcal{N}) = (1 - \mathcal{N}) J .$$

(26)

The constants $C_1$ and $C_2$ are determined by matching with the solution (18) as $\bar{x} \to 1$, which can be written as

$$\bar{M} = 1 + \frac{m_1}{h_1} (\mathcal{N} - \mathcal{N}_B) + \cdots$$

$$\bar{\delta} = \delta_B \left[ 1 + \frac{\delta_1}{h_1} (\mathcal{N} - \mathcal{N}_B) + \cdots \right] .$$

Therefore

$$C_2 = 1, \quad C_1 = C_B \equiv \delta_B J_B .$$

These solutions can be related to the physical plane by substitution into the first of Equations (21):

$$\frac{d\mathcal{N}_0}{d\bar{x}} = -\frac{A_2(\mathcal{N}_0)}{\bar{M}_0^{\lambda} \bar{\delta}_0 \bar{D}^{(\mathcal{N}_0)}} \left[ 1 - \bar{M}_0^{\sigma}(\bar{x}) \right]$$

(27)

where

$$\bar{D}(\mathcal{N}) = \frac{A_2(\mathcal{N})}{\mathcal{N}} - A_1(\mathcal{N})(1 + \mathcal{N}) \left( \frac{\gamma+1}{\gamma-1} - \frac{1}{\mathcal{N}} \right) .$$

(28)

The vanishing of the function $\bar{D}(\mathcal{N}_0)$ gives a unique value of \mathcal{N}_0 = \mathcal{N}_c in the hypersonic limit. \mathcal{N}_c is larger than \mathcal{N}_B and corresponds to a boundary layer profile accelerated above its zero pressure gradient solution. Boundary layers for which \mathcal{N}_0 > \mathcal{N}_c are termed supercritical. A subcritical boundary layer responds to a downstream disturbance with an exponential increase of the disturbance, whereas a supercritical boundary layer is one for which disturbances
are exponentially damped. The effect of an external disturbance, in this case an expansion corner, can be propagated upstream of the corner if the boundary layer upstream of the disturbance is subcritical. A complete discussion is given by Klineberg.\(^{(21)}\)

For an expansion turn, then, if the wall angle, \(\alpha_w\), is sufficiently large, transition of the boundary layer from an initially subcritical state to a supercritical state will occur. Smooth transition from the subcritical state, \(\mathcal{U}_0 < \mathcal{U}_c\), to the supercritical state, \(\mathcal{U}_0 > \mathcal{U}_c\), requires the simultaneous vanishing of \([1 - M_0 \alpha(\bar{x})]\) and \(\mathcal{B}(\mathcal{U}_0)\). The latter requirement defines a particular value of \(\bar{x} = \bar{x}_c\) and corresponding critical angle \(\alpha_w(\bar{x}_c) = \alpha_{wc} > 0\). As defined, \(\mathcal{B}(\mathcal{U}_0) > 0\) for \(\mathcal{U}_0 < \mathcal{U}_c\) and \(\mathcal{B}(\mathcal{U}_0) < 0\) for \(\mathcal{U}_0 > \mathcal{U}_c\).

Since the location of \(\bar{x}_c\) is fixed by the requirement that \(\alpha_w > \alpha_{wc}\), it is possible to examine the behavior of the solution in the vicinity of the critical point \((\mathcal{U}_c, \bar{x}_c)\) by linearizing Equation (27) near this point. Defining \(\hat{\mathcal{U}} = \mathcal{U}_0 - \mathcal{U}_c\) and \(\hat{x} = \bar{x} - \bar{x}_c\) and, for simplicity, assuming a circular arc turn with radius of curvature \(R_c\) such that
\[
\alpha(\bar{x}) = 1 - \frac{\gamma - 1}{2} M_\infty \frac{\bar{x} - 1}{R_c/L} = 1 - \frac{\gamma - 1}{2} \frac{M_\infty}{R_c/L} \bar{x}
\]
we reduce Equation (27) to
\[
\frac{d\hat{\mathcal{U}}}{d\hat{x}} = \beta \left[ \frac{\hat{x}/R_c - \hat{\mathcal{U}}}{\hat{\mathcal{U}}} \right]
\]
where
\[
\beta = - \frac{A_2(\nu_c)I_c}{2 \tilde{M}_c \gamma^{-1} C_1 (\frac{d\tilde{B}}{d\nu})_{\nu=\nu_c}} > 0
\]

\[
\gamma = \frac{A_1(\nu_c)}{A_2(\nu_c)} \alpha_c
\]

\[
\tilde{R} = \frac{R_c/L}{\gamma^{-1} M_\infty \varepsilon}
\]

Equation (30) can be integrated to give

\[
\left[ \tilde{K} - \lambda_1 \tilde{x}/(\gamma \tilde{R}) \right]^{\lambda_1} \left[ \tilde{K} - \lambda_2 \tilde{x}/(\gamma \tilde{R}) \right]^{-\lambda_2} = C
\]

where \( \lambda_1 \) and \( \lambda_2 \) are the roots of

\[
\lambda^2 + \beta \gamma^2 \tilde{R} \lambda - \beta \gamma^2 \tilde{R} = 0
\]

Since \( \lambda_1 \lambda_2 = -\beta \gamma^2 \tilde{R} < 0 \), the origin \( (\tilde{x}=0, \tilde{K}=0) \) is a saddle point with two separatrices \( \tilde{K} = \lambda_1 \tilde{x}/(\gamma \tilde{R}) \) and \( \tilde{K} = \lambda_2 \tilde{x}/(\gamma \tilde{R}) \). Thus, the separatrix \( \tilde{K} = \lambda_1 \tilde{x}/(\gamma \tilde{R}) \) (\( \lambda_1 > 0 \)) is the solution for subcritical-supercritical passage.

If it is assumed that the linearized solution is valid on the entire curved portion of the wall, the total change in \( \nu_0 \) between points 1 and 2 [see Fig. 3] as the radius of curvature tends to zero is:

\[
\Delta \nu^{(1,2)} \sim \frac{1}{\sqrt{\tilde{R}}} \frac{1}{\sqrt{\tilde{R}}} \frac{\tilde{R}}{\sqrt{\tilde{R}}} = \sqrt{\tilde{R}}
\]

\[
\Delta \nu^{(1,2)} \sim \sqrt{\tilde{R}} \rightarrow 0 \text{ as } \tilde{R} \rightarrow 0
\]

\( \nu^{(1)} = \nu^{(2)} = \nu_c \cdot \)

Therefore, in the limit of zero radius of curvature, this result suggests computing the flow upstream of the corner separately from the
flow downstream of the corner and matching the two flows at the corner. Continuity of $\mathcal{M}_0$ at the corner requires continuity of $\tilde{\mathcal{M}}_0$ and hence continuity of $\tilde{\mathcal{O}}_0$ from Equations (25). For the sharp corner, then,

$$\alpha_w(\tilde{x}) = \begin{cases} 0 & \text{for } \tilde{x} < 0 \\ \alpha_w, \text{ const.} & \text{for } \tilde{x} > 0 \end{cases}$$

Rewriting Equations (25) and (27) for the two regions, noting that $\tilde{\mathcal{M}}_0 - 1 \sim \frac{A_1(\mathcal{M}_B)}{A_2(\mathcal{M}_B)}(\mathcal{M}_0 - \mathcal{M}_B)$ near the Blasius point, we obtain

$$\tilde{\mathcal{O}}_0^2 \tilde{J}_2 \tilde{\mathcal{M}}_0^3 = C_B$$

$$\tilde{\mathcal{M}}_0 = \tilde{M}_c \exp\{\tilde{Q}_1(\mathcal{M}_B)\}$$

$$\tilde{x} = C_B \tilde{Q}_2(\mathcal{M}_0) + C_B \frac{\tilde{D}(\mathcal{M}_B)}{A_1(\mathcal{M}_B) \tilde{J}_B} \ln\left(\frac{\mathcal{M}_0 - \mathcal{M}_B}{\mathcal{M}_c - \mathcal{M}_B}\right)$$

$$\tilde{\mathcal{O}}_0^2 \tilde{J}_2 \tilde{\mathcal{M}}_0^3 = C_B$$

$$\tilde{\mathcal{M}}_0 = \tilde{M}_c \exp\{\tilde{Q}_1(\mathcal{M}_0)\}$$

$$\tilde{x} = C_B \tilde{Q}_3(\mathcal{M}_0) + C_B \frac{1}{\alpha} \frac{\tilde{D}(\mathcal{M}_p)}{A_1(\mathcal{M}_p) \tilde{J}_p} \ln\left(\frac{\mathcal{M}_p - \mathcal{M}_0}{\mathcal{M}_c - \mathcal{M}_B}\right)$$

where

$$\tilde{Q}_1 = \frac{1}{\mathcal{M}_c} \frac{A_1(\mathcal{M})}{A_2(\mathcal{M})} \ln(\mathcal{M}_c)$$

$$\tilde{Q}_2 = \frac{1}{\mathcal{M}_c} \left[ \ln(\mathcal{M}_c) \frac{\tilde{D}(\mathcal{M})}{A_2(\mathcal{M}) \tilde{J}_0(\tilde{M}_0 - 1)} - \frac{\tilde{D}(\mathcal{M}_B)}{A_1(\mathcal{M}_B) \tilde{J}_B} \frac{1}{\mathcal{M}_c - \mathcal{M}_B} \right] \ln(\mathcal{M}_c)$$

$$\tilde{Q}_3 = \frac{1}{\mathcal{M}_c} \left[ \ln(\mathcal{M}_c) \frac{\tilde{D}(\mathcal{M})}{A_2(\mathcal{M}) \tilde{J}_0(\tilde{M}_0 - 1)} - \frac{\tilde{D}(\mathcal{M}_p)}{A_1(\mathcal{M}_p) \tilde{J}_p} \frac{1}{\mathcal{M}_c - \mathcal{M}_B} \right] \ln(\mathcal{M}_c)$$

$$\tilde{M}_c = 1 / \exp\{\tilde{Q}_1(\mathcal{M}_B)\}$$
and $\nu_p$ is given by

$$\frac{1}{\alpha} = \tilde{M}_c \exp\{Q_1(\nu_p)\}.$$

The solutions are defined in terms of quadratures which have $\nu_0$ as independent variable. The parameter $M_\infty a_w$ appears only in the downstream part of the solutions. Solutions can be readily tabulated in the form:

\[
\begin{align*}
\nu &= \nu_0(\tilde{x}) \\
\tilde{M} &= \tilde{M}_0(\tilde{x}) & -\infty < \tilde{x} < 0 \\
\tilde{\delta} &= \tilde{\delta}_0(\tilde{x})
\end{align*}
\]

\[
\begin{align*}
\nu &= \nu_0(\tilde{x}; M_\infty a_w) \\
\tilde{M} &= \tilde{M}_0(\tilde{x}; M_\infty a_w) & 0 < \tilde{x} < +\infty \\
\tilde{\delta} &= \tilde{\delta}_0(\tilde{x}; M_\infty a_w)
\end{align*}
\]

However, the downstream solutions for $\nu_0$ and $\tilde{\delta}_0$ are not uniformly valid and will be examined in Section II. 2.1.2.

II. 2.1.2. Relaxation Solution

In the upstream solution, as $\nu - \nu_B$,

$$\tilde{x} = C_B \tilde{Q}_2(\nu_B) + \frac{1}{k_1^2} \ln \left( \frac{\nu_0 - \nu_B}{\nu - \nu_B} \right)$$

or

$$\nu_0 - \nu_B \sim \text{const.} \, e^{k_1 x}.$$

Hence,
\[ \mathcal{K}_0 \to \mathcal{K}_B \]
\[ \tilde{M}_0 \to 1 \quad \text{exponentially as } \tilde{x} \to -\infty . \]
\[ \tilde{\nu}_0 \to \delta_B \]

The inner solutions for \( \mathcal{K}_0(\tilde{x}) \) and \( \tilde{M}_0(\tilde{x}) \) are uniformly valid. A uniformly valid solution for \( \tilde{\nu}_{\text{comp.}} = \tilde{\nu}(\tilde{x}; \epsilon) \) can be constructed from the inner and outer expansions:

\[
\tilde{\nu}_{\text{comp.}} = \tilde{\nu}_0(\tilde{x}) + \delta_B \left[ \sqrt{\tilde{x}} - 1 \right] \\
= \tilde{\nu}_0(\tilde{x}) + \delta_B \left[ \sqrt{1 + \epsilon \tilde{x}} - 1 \right].
\]  

(34)

The downstream solution for \( \tilde{M} = \tilde{M}_0(\tilde{x}; M_\infty, \alpha_w) \) is uniformly valid since \( \tilde{M}_0 \to 1/\alpha = M_+ / M_- \) for a particular value of \( \mathcal{K}_0 \equiv \mathcal{K}_p \). However,

\[ \mathcal{K}_p - \mathcal{K}_0 \sim \text{const.} e^{-k_2 \tilde{x}} \to 0 \]

as \( \tilde{x} \to +\infty \); i.e., \( \mathcal{K}_0 \) monotonically approaches a maximum value defined by \( \alpha \). Similarly \( \tilde{\nu}_0 \to \delta_p \), a minimum value, as \( \tilde{x} \to +\infty \). It is then necessary to return to the differential equations (17) and examine the solution for \( 1 - \alpha \tilde{M} = \mathcal{O}(\epsilon) \), namely the solution for a region in which the boundary layer relaxes, interacting only weakly with the external flow, to the Blasius solution.

In this relaxation region the following variables are defined:
1 - \alpha \ddot{M} = O(\epsilon) = \epsilon M^* (x^*; \epsilon) \\
\ddot{x} - 1 = x^* \\
\ddot{\alpha} = \delta^* \\
\ddot{\nu} = \nu^* \quad ...
\quad \quad \quad \quad \quad (35)

Equations (17) become:

\left( \kappa^* + 1 \right) \frac{d \delta^*}{d x^*} + \delta^* \frac{d \nu^*}{d x^*} - \epsilon (2 \kappa^* + 1) \frac{d \delta^*}{d x^*} - \frac{d M^*}{d x^*} = \frac{M^* \alpha^*}{1 - \epsilon M^*} \quad \quad \quad \quad \quad \quad (36)

\left( \kappa^* + 1 \right) \frac{d \delta^*}{d x^*} + \delta^* \frac{d \nu^*}{d x^*} - \epsilon (2 \kappa^* + 1) \frac{d \delta^*}{d x^*} - \frac{d M^*}{d x^*} = \frac{P \alpha^*}{(1 - \epsilon M^*)^{\lambda \delta^*}} \\
J \frac{d \delta^*}{d x^*} + \delta^* \frac{d J}{d x^*} \frac{d \nu^*}{d x^*} - \epsilon 3J \frac{d \delta^*}{d x^*} - \frac{d M^*}{d x^*} = \frac{R \alpha^*}{(1 - \epsilon M^*)^{\lambda \delta^*}}

An outer expansion of the form

M^*(x^*; \epsilon) = M_0^*(x^*) \left[ 1 + \epsilon M_1^*(x^*) + \cdots \right] \\
\nu^*(x^*; \epsilon) = \nu_0^*(x^*) + \epsilon \nu_1^*(x^*) + \cdots \\
\delta^*(x^*; \epsilon) = \delta_0^*(x^*) \left[ 1 + \epsilon \delta_1^*(x^*) + \cdots \right]

is assumed in this region. Substitution of this expansion into Equation (36) gives

\left( \kappa_0^* + 1 \right) \frac{1}{\delta_0^*} \frac{d \delta_0^*}{d x^*} + \frac{d \nu_0^*}{d x^*} = \frac{M_0^* \alpha^*}{\delta_0^*} \\
\nu_0^* \frac{1}{\delta_0^*} \frac{d \delta_0^*}{d x^*} + \frac{d \nu_0^*}{d x^*} = \frac{P_0 \alpha^*}{\delta_0^*} \\
J_0 \frac{1}{\delta_0^*} \frac{d \delta_0^*}{d x^*} + \left( \frac{d J}{d x} \right) \frac{d \nu_0^*}{d x^*} = \frac{R_0 \alpha^*}{\delta_0^*} \quad \quad \quad \quad \quad \quad (37)
\[
\begin{align*}
(\lambda_0 + 1) \frac{d\delta^*}{dx^*} + \frac{d\kappa^*}{dx^*} = & \frac{M^*}{\delta^*} \left[ (1+\lambda)M_1^* - \delta^*_1 \right] - \frac{1}{\delta^*_0} \frac{d\delta^*_0}{dx^*} \kappa^*_1 \\
+ \frac{3\gamma-1}{\gamma-1} \frac{dM^*_0}{dx^*} \\
\kappa^*_0 \frac{d\delta^*_1}{dx^*} + \frac{d\kappa^*_1}{dx^*} = & \frac{\lambda}{\delta^*_0} \left[ \left( \frac{dP}{d\kappa^*_0} \right) \kappa^*_1 - 2P_0 \delta^*_1 \right] - \frac{1}{\delta^*_0} \frac{d\delta^*_0}{dx^*} \kappa^*_1 \\
+ (2\kappa^*_0 + 1) \frac{dM^*_0}{dx^*} \\
J_0 \frac{d\delta^*_1}{dx^*} + \frac{dJ^*_1}{dx^*} = & \frac{\lambda}{\delta^*_0} \left[ \left( \frac{dR}{d\kappa^*_0} \right) \kappa^*_1 - 2R_0 \delta^*_1 \right] + 3J_0 \frac{dM^*_0}{dx^*} \\
- \left[ \left( \frac{dJ}{d\kappa^*_0} \right) \frac{1}{\delta^*_0} + \left( \frac{dJ^*_0}{d\kappa^*_0} \right) \frac{d\kappa^*_1}{dx^*} \right] \kappa^*_1.
\end{align*}
\]

The second two of Equations (37) can be solved simply for the derivatives \(d\kappa^*_0/dx^*\) and \(d\delta^*_0/dx^*\):

\[
\frac{1}{\delta^*_0} \frac{d\delta^*_0}{dx^*} = \frac{P_0 \left( \frac{dJ^*_0}{d\kappa^*_0} \right) - R_0}{\kappa^*_0 \left( \frac{dJ^*_0}{d\kappa^*_0} \right) - J_0} \frac{\lambda}{\delta^*_0^2} = \frac{P_0 J^*_0 - R_0}{A_1(\kappa^*_0)} \frac{\lambda}{\delta^*_0^2} \quad (39)
\]

\[
\frac{d\kappa^*_0}{dx^*} = \frac{\kappa^*_0 R_0 - J_0 P_0}{A_1(\kappa^*_0)} \frac{\lambda}{\delta^*_0^2}.
\]

As before, if the integration is performed in the phase plane, solutions are

\[
\begin{align*}
\delta^*_0 &= K_1 \exp \left\{ \int_{\kappa^*_0 \lambda} P_0 \left( \frac{J^*_0}{\kappa^*_0 R_0 - J_0 P_0} \right) d\kappa^* \right\} = K_1 \exp \left\{ Q_1(\kappa^*_0) \right\} \\
\kappa^* &= \frac{1}{\alpha} \int_{\kappa^*_0 \lambda} P_0 \left( \frac{A_1(\kappa^*)}{\kappa^*_0 R_0 - J_0 P_0} \right) \delta^* \kappa^* + K_2 = Q_2(\kappa^*_0) + K_2.
\end{align*}
\]
Substituting Equations (39) into the first of Equations (37) gives the solution for $M_0^*$:

$$M_0^* = -\frac{1}{\delta_0^*(\kappa_0^*)^4} \frac{B_1(\kappa_0^*)}{A_1(\kappa_0^*)}. \quad (41)$$

where $B_1(\kappa) = R - J^t P - P A_1(\kappa)$.

The solutions (40) exhibit no singular behavior for $\kappa_0^* = \kappa_c$ and no difficulty arises in evaluating the quadratures over the range $\kappa_p \geq \kappa_0^* > \kappa_B$. Near the Blasius point in the phase space, $\kappa_0^* R_0 - J_0 P_0$ and

$$\delta_0^* \sim \text{const.} \left( \kappa_0^* - \kappa_B^* \right)^{-\beta_1}$$

$$M_0^* \sim \left( \kappa_0^* - \kappa_B^* \right)^{\beta_1 - 1} + 0$$

where

$$\beta_1 = -\left\{ \frac{P_0 J_0^t - R_0}{\left[ \frac{d}{d\kappa_0^*}(\kappa_0^* R_0 - J_0 P_0) \right]} \right\}_{\kappa_0^* = \kappa_B} < 1$$

The asymptotic forms of Equations (40), as $\kappa_0^* \to \kappa_p$ are given by

$$\delta_0^* = K_1 \left\{ 1 + f_1(\kappa_p)(\kappa_0^* - \kappa_p) + \cdots \right\}$$

$$x^* = \frac{1}{\alpha^*} f_2(\kappa_p)(\kappa_0^* - \kappa_p) + \cdots + K_2$$

or

$$\kappa_0^* = \kappa_p^* + \frac{\alpha}{f_2(\kappa_p^*)} (x^* - K_2) + \cdots$$

$$\delta_0^* = K_1 \left\{ 1 + \alpha^* f_1(\kappa_p^*) \frac{f_2(\kappa_p^*)}{f_2(\kappa_p)} (x^* - K_2) + \cdots \right\}$$
where

\[
\begin{align*}
  f_1(\kappa_p) &= \left[ \frac{P_0^J - R_0}{\kappa_0^* R_0 - J_0^* P_0} \right] \kappa_0^* = \kappa_p \\
  f_2(\kappa_p) &= \left[ \frac{A_1(\kappa_0^*)}{\kappa_0^* R_0 - J_0^* P_0} \right] \kappa_0^* = K_1^2
\end{align*}
\]

If the outer solutions are expressed in terms of the inner variable \( \tilde{\kappa} \), solutions are, correct to order \( \epsilon^0 \):

\[
\begin{align*}
  \kappa_0^*(\tilde{\kappa}) &= \kappa_p - \frac{\alpha_f}{f_2(\kappa_p)} K_2 + \cdots \\
  \delta_0^*(\tilde{\kappa}) &= K_1 \{ 1 - \alpha \frac{f_1(\kappa_p)}{f_2(\kappa_p)} K_2 + \cdots \}
\end{align*}
\]

These must be matched to the inner solutions as \( \tilde{\kappa} \to \infty \),

\[
\begin{align*}
  \lim_{\tilde{\kappa} \to \infty} \kappa_0^*(\tilde{\kappa}) &= \kappa_p \\
  \lim_{\tilde{\kappa} \to \infty} \delta_0^*(\tilde{\kappa}) &= \delta_p
\end{align*}
\]

Therefore,

\[
K_1 = \delta_p, \quad K_2 = 0
\]

A uniformly valid composite solution can now be constructed in the region downstream of the corner by subtracting out the common parts of the inner solution and outer solution:

\[
\begin{align*}
  \kappa^{\text{comp.}}(\kappa_0^*, \varepsilon) &= \kappa_0^*(\tilde{\kappa}) + [\kappa_0^*(\kappa_0^*) - \kappa_p] \\
  \delta^{\text{comp.}}(\kappa_0^*, \varepsilon) &= \delta_0^*(\tilde{\kappa}) + [\delta_0^*(\kappa_0^*) - \delta_p] \\
  \tilde{M}^{\text{comp.}}(\tilde{\kappa}) &= \tilde{M}_0(\tilde{\kappa})
\end{align*}
\]
Summary

Summarizing the results of the first approximation gives:

Upstream of the corner, \( \tilde{x} < 0 \):

INNER SOLUTION:

\[
\tilde{M}_0(\kappa_0) = \tilde{M}_c \exp\left\{ \bar{Q}_1(\kappa_0) \right\} \\
\tilde{\delta}_0(\kappa_0) = \frac{C_B}{J_0 \tilde{M}_0^3} \\
\tilde{x}(\kappa_0) = C_B \left\{ \bar{Q}_2(\kappa_0) + \frac{\bar{D}(\kappa_B)}{A_1(\kappa_B)J_B} \ln \left( \frac{\kappa_0 - \kappa_B}{\kappa_0 - \kappa_c} \right) \right\} .
\]

OUTER SOLUTION:

\[
\tilde{M}_0(x^*) = 1 \\
\tilde{\delta}_0(x^*) = \delta_B \sqrt{1 + x^*} \\
\kappa_0(x^*) = \kappa_B .
\]

COMPOSITE SOLUTION:

\[
\tilde{M}(x^*; \varepsilon) = \tilde{M}_0(\tilde{x}) \\
\tilde{\delta}(x^*; \varepsilon) = \tilde{\delta}_0(\tilde{x}) + \delta_B \left\{ \sqrt{1 + x^*} - 1 \right\} \\
\kappa(x^*; \varepsilon) = \kappa_0(\tilde{x}) .
\]

Downstream of the corner, \( \tilde{x} > 0 \):

INNER SOLUTION:

\[
\tilde{M}_0(\kappa_0) = \tilde{M}_c \exp\left\{ \bar{Q}_1(\kappa_0) \right\} \\
\tilde{\delta}_0(\kappa_0) = \frac{C_B}{J_0 \tilde{M}_0^3} \\
\tilde{x}(\kappa_0) = C_B \left\{ \bar{Q}_3(\kappa_0) + \left( \frac{1}{\alpha} \right)^{\gamma - 1} \frac{\bar{D}(\kappa_p)}{A_1(\kappa_p)J_p} \ln \left( \frac{\kappa - \kappa_0}{\kappa - \kappa_c} \right) \right\} .
\]
OUTER SOLUTION:

\[
\tilde{\mathcal{M}}_0(\mathcal{K}_0^*) = \frac{1}{\alpha} \delta_0(\mathcal{K}_0^*) = \delta_0^p \exp \left\{ \int_{\mathcal{K}}^\mathcal{P} \frac{P_0 - R_0}{\mathcal{K} R_0 - \mathcal{P}_0} \frac{\mathcal{J}_0 - R_0}{\mathcal{P}_0} d\mathcal{K} \right\} = \delta_0^p \exp \left\{ Q_1(\mathcal{K}_0^*) \right\} \\
x^*_0(\mathcal{K}_0^*) = \frac{1}{\alpha} \int_{\mathcal{K}}^\mathcal{P} \frac{A^1(\mathcal{K})}{\mathcal{K} R_0 - \mathcal{P}_0} \delta_0^* \mathcal{K} d\mathcal{K} = Q_2(\mathcal{K}_0^*) .
\]

COMPOSITE SOLUTION:

\[
\tilde{\mathcal{M}}(x^*; \varepsilon) = \tilde{\mathcal{M}}_0(\tilde{x}) \\
\delta^*(x^*; \varepsilon) = \delta_0^p(\tilde{x}) + \{ \delta_0^*(x^*) - \delta_0^p \} \\
\mathcal{K}^*(x^*; \varepsilon) = \mathcal{K}_0^*(\tilde{x}) + \{ \mathcal{K}_0^*(x^*) - \mathcal{K}_0^* \} .
\]

These solutions are sketched in Fig. 4. The solutions of the differential equations in this limit show that the pressure drops to within \(O(\varepsilon)\) of its final downstream value on the scale \((\bar{x}-1)/\varepsilon\) while the relaxation of the profile shape back to a Blasius condition takes place on the physical scale \((\bar{x} - 1)\). Furthermore, the upstream solution is independent of the expansion angle provided the angle exceeds the critical angle for supercritical flow downstream of the corner. To the order of this approximation, the critical angle is given by

\[
M_\infty \alpha_{wc} = \frac{2}{\gamma-1} \left[ 1 - \exp \left\{ Q_1(\mathcal{K}_B) \right\} \right] . \tag{42}
\]

Evaluating the quantity \(\exp \left\{ Q_1(\mathcal{K}_B) \right\}\) gives

\[
\exp \left\{ Q_1(\mathcal{K}_B) \right\} = 0.9804 . \tag{43}
\]

Hence \(M_\infty \alpha_{wc} = 0.0980\) for \(\gamma = 1.4\) and for \(M_\infty \gamma 5.6, \alpha_{wc} \simeq 1^\circ\). The critical angle is plotted versus \(M_\infty\) in Fig. 5. It is of interest to
compute the pressure at the corner which is:

\[
\frac{p_c}{p_\infty} = \left[ \exp \left\{ \mathcal{Q}_1 (\mathcal{K}) \right\} \right]^{\frac{2\gamma}{\gamma - 1}} = 0.8707 .
\]  
(44)

This value agrees with the value given by Olsson and Messiter\(^{(10)}\) to three decimal places. Solutions for the pressure distribution can be written in the form:

\[
\frac{p}{p_\infty} = G_1 (\tilde{x})
\]
\[
\tilde{x} < 0
\]

\[
= G_2 (\tilde{x}; \mathcal{M}_\infty, \frac{\alpha}{w})
\]
\[
\tilde{x} > 0
\]

where the functions \(G_1\) and \(G_2\) can be computed once and for all. It must be emphasized that this result is valid for flows which have very small values of the interaction parameter.

Up to this point, little has been said about the maximum value of \(\mathcal{K}_0 = \mathcal{K}_p\). \(\mathcal{K}_p\) is defined by

\[
\frac{1}{\alpha} = \exp \left\{ \int_{\mathcal{K}}^{\mathcal{K}_p} \frac{A_1 (\mathcal{K})}{A_2 (\mathcal{K})} \, d\mathcal{K} \right\} .
\]

In general, the value of \(\mathcal{K}_p\) can be expected to exceed the limiting value of \(\mathcal{K}\) computed from the similar equations written for adiabatic flow. This limit corresponds to the pressure gradient parameter, \(\beta\), tending to infinity. Previous investigators of problems involving expansion turns\(^{(21, 31)}\) have assumed that \(\mathcal{K}\) and hence all other profile quantities remain fixed at values corresponding to this maximum until \(\mathcal{K}\) begins to decrease after the expansion is completed. Solutions of the similar equations which admit a small amount of heat transfer have been found which allow extension of all of the profile quantities
beyond this limit. These solutions are the subject of the Appendix.

The subject of Section II. 2. 1 has been concerned with flows for which the interaction parameter tends to zero. It is worthwhile to obtain the next approximation for \( \varepsilon \) considered small but finite to see if it is possible to construct solutions which are of practical interest. This is the subject of Section II. 2. 2.

II. 2. 2. Second Approximation

II. 2. 2. 1. Inner Solutions

For convenience, Equations (24) are written as follows:

\[
\frac{d\tilde{M}_1}{d\tilde{x}} = - \frac{1}{\tilde{M}_0} \frac{d\tilde{M}_0}{d\tilde{x}} \left\{ \tilde{d}_1(\tilde{\kappa}_0) \tilde{\kappa}_1 + \tilde{\gamma}_1 + \left[ \frac{\alpha \tilde{M}_0}{1-\alpha \tilde{M}_0} + \lambda \right] \tilde{M}_1 - \tilde{b}_1(\tilde{\kappa}_0) \right\}
\]

\[
\frac{d\tilde{\kappa}_1}{d\tilde{x}} = - \frac{d\tilde{\kappa}_0}{d\tilde{x}} \left\{ \tilde{d}_2(\tilde{\kappa}_0) \tilde{\kappa}_1 + \tilde{\gamma}_1 + \left[ \frac{\alpha \tilde{M}_0}{1-\alpha \tilde{M}_0} + \lambda \right] \frac{\tilde{M}_1 + \tilde{b}_2(\tilde{\kappa}_0)}{\tilde{\omega}(1-\alpha \tilde{M}_0)} \right\}
\]

\[
\frac{d\tilde{\gamma}_1}{d\tilde{x}} = - \frac{1}{\tilde{\omega}_0} \frac{d\tilde{\omega}_0}{d\tilde{x}} \left\{ \tilde{d}_3(\tilde{\kappa}_0) \tilde{\kappa}_1 + \tilde{\gamma}_1 + \left[ \frac{\alpha \tilde{M}_0}{1-\alpha \tilde{M}_0} + \lambda \right] \tilde{M}_1 + \tilde{b}_3(\tilde{\kappa}_0) \right\}
\]

where

\[
\tilde{d}_1(\tilde{\kappa}) = \frac{\tilde{D}(\tilde{\kappa})}{A_1(\tilde{\kappa})}; \quad \tilde{b}_1(\tilde{\kappa}) = \frac{B_1(\tilde{\kappa})}{A_1(\tilde{\kappa})}
\]

\[
\lambda = \frac{4\gamma - 2}{\gamma - 1}
\]

\[
A_1(\tilde{\kappa}) = \tilde{\kappa} \frac{dJ}{d\tilde{\kappa}} - J
\]

\[
A_2(\tilde{\kappa}) = (1-\tilde{\kappa})J
\]

\[
A_3(\tilde{\kappa}) = -3 A_1(\tilde{\kappa}) - (1-\tilde{\kappa}) \frac{dJ}{d\tilde{\kappa}}
\]

\[
B_1(\tilde{\kappa}) = R - P \frac{dJ}{d\tilde{\kappa}} - P A_1(\tilde{\kappa})
\]

\[
B_2(\tilde{\kappa}) = (1+\tilde{\kappa}) \left[ (1-\tilde{\kappa})R - \frac{2}{\gamma - 1} (\tilde{\kappa}R - JP) \right]
\]

\[
B_3(\tilde{\kappa}) = \frac{3\gamma - 1}{\gamma - 1} (1+\tilde{\kappa}) (R - P \frac{dJ}{d\tilde{\kappa}}) + 3JP - (1+2\tilde{\kappa})R
\]

As before, these equations can be integrated in the phase plane by choosing $\mathcal{U}_0$ as the independent variable. The differential form is

$$
\begin{align*}
\frac{d}{d\mathcal{U}_0} \left[ \tilde{M}_1 - \frac{A_1(\mathcal{U}_0)}{A_2(\mathcal{U}_0)} \mathcal{U}_1 \right] &= \frac{A_1(\mathcal{U}_0)}{A_2(\mathcal{U}_0)} \frac{b_1(\mathcal{U}_0) + b_2(\mathcal{U}_0)}{\tilde{c}_0(1 - \alpha \tilde{M}_0)} \\
\frac{d}{d\mathcal{U}_0} \left[ \tilde{c}_1 - \frac{A_3(\mathcal{U}_0)}{A_2(\mathcal{U}_0)} \mathcal{U}_1 \right] &= \frac{A_3(\mathcal{U}_0)}{A_2(\mathcal{U}_0)} \frac{b_2(\mathcal{U}_0) - b_3(\mathcal{U}_0)}{\tilde{c}_0(1 - \alpha \tilde{M}_0)} \\
\frac{d}{d\mathcal{U}_0} \left[ \mathcal{U}_1 \frac{d_2(\mathcal{U}_0) \tilde{c}_0 \tilde{M}_0^\lambda}{(1 - \alpha \tilde{M}_0)} \right] &= -\frac{d_2(\mathcal{U}_0) \tilde{c}_0 \tilde{M}_0^\lambda}{1 - \alpha \tilde{M}_0} \left\{ \frac{A_3(\mathcal{U}_0)}{A_2(\mathcal{U}_0)} \mathcal{U}_1 \right\} \\
&\quad + \frac{\alpha \tilde{M}_0}{1 - \alpha \tilde{M}_0} + \lambda \left\{ \tilde{M}_1 - \frac{A_1(\mathcal{U}_0)}{A_2(\mathcal{U}_0)} \mathcal{U}_1 \right\} \\
&\quad + \frac{b_2(\mathcal{U}_0)}{\tilde{c}_0(1 - \alpha \tilde{M}_0)} \\
\frac{d}{d\mathcal{U}_0} \mathcal{X}_0 &= -\frac{d_2(\mathcal{U}_0) \tilde{c}_0 \tilde{M}_0^\lambda}{(1 - \alpha \tilde{M}_0)} \\
\end{align*}
$$

(48) and (49) is that $\mathcal{U}_1 \equiv 0$ at $\mathcal{U}_0 = \mathcal{U}_c$. This is a consequence of Section II. 2.1.1, i.e., $\tilde{D}(\mathcal{U}) = 0$ defines $\mathcal{U}_c$ which is a pure number, hence all higher order terms in the expansion for $\mathcal{U}$ must be zero at the critical point. Near $\mathcal{U}_0 = \mathcal{U}_c$, $d_1(\mathcal{U}_0) \sim (\mathcal{U}_0 - \mathcal{U}_c)$, hence Equation (49) has the solution:

$$
\mathcal{U}_1 \sim \frac{\text{const.}}{\mathcal{U}_0 - \mathcal{U}_c} + \tilde{c}_1(\mathcal{U}_0 - \mathcal{U}_c) + \cdots .
$$

Thus, the constant of integration for Equation (49) must be chosen to be zero. All of the perturbation functions $M_1$, $\tilde{c}_1$ and $\mathcal{U}_1$ are then regular at the critical point. Analytically matching of the downstream solution to the upstream solution presents no problems.
Attention will first be focused on the solution for $\bar{x} < 0$. In this region $\alpha = 1$. Turning to the right hand sides of Equations (48) one finds that the functions can be written:

$$\frac{A_1(\nu)}{A_2(\nu)} \left[ \frac{b_1(\nu) + b_2(\nu)}{\delta_0} \right] = \frac{\nu R - JP}{[A_2(\nu)]^2} \frac{\bar{D}(\nu)}{\delta_0} \equiv E(\nu)$$

$$\frac{A_3(\nu)}{A_2(\nu)} \left[ \frac{b_2(\nu) - b_3(\nu)}{\delta_0} \right] = -3E(\nu) - \frac{R}{JA_2(\nu)} \frac{\bar{D}(\nu)}{\delta_0}$$

$$= -3E(\nu) - G(\nu)$$

where $G(\nu) = \frac{R}{JA_2(\nu)} \frac{\bar{D}(\nu)}{\delta_0}$. The function $\frac{E(\nu_0)}{1 - \bar{M}_0}$ is non-singular as $\bar{M}_0 \to 1$ ($\nu_0 \to \nu_B$) since $\nu_0 R_0 = J_0 P_0$ defines $\nu_0 = \nu_B$. Splitting the function $G(\nu_0)$ into a non-singular and a singular part and noting that, near $\nu_0 = \nu_B$, $\bar{M}_0 - 1 \sim \frac{A_1(\nu_B)}{A_2(\nu_B)} (\nu_0 - \nu_B)$, we can write solutions of Equations (48) as

$$\bar{M}_1 - \frac{A_1(\nu_0)}{A_2(\nu_0)} \nu_1 = \bar{\nu}_1(\nu_0) + C_1$$

$$\bar{\delta}_1 - \frac{A_3(\nu_0)}{A_2(\nu_0)} \nu_1 = \bar{\nu}_2(\nu_0) + K_1 \ln \left( \frac{\nu_0 - \nu_B}{\nu_B - \nu_B} \right) + C_2$$

where $\bar{\nu}_1(\nu_0)$, $\bar{\nu}_2(\nu_0)$ and $K_1$ are defined in Table II. The functions $\bar{\nu}_1$ and $\bar{\nu}_2$ are regular functions at $\nu_0 = \nu_B$. Substituting Equations (51) into Equation (49) yields:

$$\frac{d}{d\nu_0} \left[ \nu_1 \frac{T(\nu_0)}{\bar{M}_0 - 1} \right] = -\frac{T(\nu_0)}{\bar{M}_0 - 1} \left\{ \bar{\nu}_2(\nu_0) + K_1 \ln \left( \frac{\nu_0 - \nu_B}{\nu_B - \nu_B} \right) + C_2 
+ \left[ \lambda - \frac{\bar{M}_0}{\bar{M}_0 - 1} \right] \left[ \bar{\nu}_1(\nu_0) + C_1 \right] - \frac{b_2(\nu_0)}{\delta_0(\bar{M}_0 - 1)} \right\}$$
where $T(\kappa_0')$ is defined in Table II. Equation (52) can be written as

$$\frac{d}{d\kappa_0'} \left[ \kappa_1 \frac{T(\kappa_0')}{\tilde{M}_0-1} \right] = \frac{I_1(\kappa_0')}{\tilde{M}_0-1} - K_1 \frac{T(\kappa_0')}{\tilde{M}_0-1} \ln \left( \frac{\kappa_0'-\kappa_B}{\kappa_c-\kappa_B} \right)$$

$$- \left\{ \frac{I_2(\kappa_0')}{(\tilde{M}_0-1)^2} - \frac{I_2(\kappa_B')}{(\kappa_0'-\kappa_B)^2} \right\} \frac{\left[ \frac{A_2(\kappa_B')}{A_1(\kappa_B')} \right]^2}{(\kappa_0'-\kappa_B)^2}$$

$$- I_2(\kappa_B') \left[ \frac{A_2(\kappa_B')}{A_1(\kappa_B')} \right]^2 \frac{1}{(\kappa_0'-\kappa_B)^2} \right)$$

(53)

where $I_1(\kappa_0')$ and $I_2(\kappa_0')$ are defined in Table II. The most singular part of the right hand side of Equation (53), as $\kappa_0' \to \kappa_B'$, is the last term which is $\sim 1/(\kappa_0'-\kappa_B)^2$. When integrated and multiplied by $\tilde{M}_0-1 \sim (\kappa_0'-\kappa_B)$, a constant remains. All other terms vanish with $\tilde{M}_0-1$. Hence the solution of Equation (53) is most conveniently written as:

$$\kappa_1 = \frac{\tilde{M}_0-1}{T(\kappa_0')} \left\{ \tilde{S}_1(\kappa_0') + K_2 \frac{\kappa_c-\kappa_0}{\kappa_0'-\kappa_B} \right\}$$

(54)

where $\tilde{S}_1(\kappa_0')$ and $K_2$ are defined in Table II and the constant of integration has been set to zero in accordance with the previous discussion.

Finally, the solution of Equation (50) is:

$$\tilde{x} = C_B \left\{ \tilde{Q}_2(\kappa_0') + K_3 \ln \frac{\kappa_0'-\kappa_B}{\kappa_c-\kappa_B} \right\}$$

(55)

where $\tilde{Q}_2(\kappa_0')$ and $K_3$ are defined in Table II.
This completes the derivation of the first order solution for \( \tilde{x} < 0 \) except that the constants \( C_1 \) and \( C_2 \) are still unknown. The solution for \( \tilde{x} > 0 \) can be found in a similar manner. In this region \( \alpha = 1 - \frac{\nu}{2} M \alpha \). The function \( \frac{E(\nu_0)}{1-\alpha M_0} \) must be split into a singular and non-singular part in this region since \( E(\nu_0) \) does not tend to zero as \( \nu_0 \to \nu_p \). Otherwise the forms of the solution are the same as for the upstream solution:

\[
\tilde{M}_1 = \frac{A_1(\nu_0)}{A_2(\nu_0)} \mathcal{K}_1 = \tilde{W}_1(\nu_0) - L_1 \ln \left( \frac{\nu - \nu_0}{\nu_p - \nu_c} \right) + C_3
\]

\[
\tilde{\nu}_1 = \frac{A_3(\nu_0)}{A_2(\nu_0)} \mathcal{K}_1 = \tilde{W}_2(\nu_0) - L_2 \ln \left( \frac{\nu - \nu_0}{\nu_p - \nu_c} \right) + C_4
\]

(56)

where \( \tilde{W}_1(\nu_0) \), \( \tilde{W}_2(\nu_0) \), \( L_1 \) and \( L_2 \) are defined in Table II. Matching these solutions at the corner gives:

\[
C_3 = C_1 \quad ; \quad C_4 = C_2
\]

In a manner similar to that used to derive the upstream solution for \( \mathcal{K}_1 \), the downstream solution is:

\[
\mathcal{K}_1 = \frac{1-\alpha M_0}{1-\alpha M_0} \left\{ S_2(\nu_0) + L_4 \frac{\nu - \nu_0}{\nu_p - \nu_0} + L_5 \frac{\nu - \nu_0}{\nu_p - \nu_0} \ln \left( \frac{\nu - \nu_0}{\nu_p - \nu_c} \right) \right\}
\]

(57)

where \( S_2(\nu_0) \), \( L_4 \) and \( L_5 \) are defined in Table II. Again, the singular integral \( S_2(\nu_0) \) tends to infinity more slowly than \( \nu_p - \nu_0 \) tends to zero; \( (1-\alpha M_0)S_2(\nu_0) \to 0 \) as \( \nu_0 \to \nu_p \).

Finally, the physical plane solution is:

\[
\tilde{x} = \frac{C_B}{\sqrt{\frac{\nu_0}{\nu_p}} + L_6 \ln \left( \frac{\nu_p - \nu_0}{\nu_p - \nu_c} \right)}
\]

(58)
where $\tilde{Q}_3(\nu_0)$ and $L_6$ are defined in Table II.

The results for this section can be summarized as follows:

\begin{equation}
\tilde{M}_1(\nu_0) - \frac{A_1(\nu_0)}{A_2(\nu_0)} \nu_1(\nu_0) = \tilde{V}_1(\nu_0) + C_1 \\
\tilde{\nu}_1(\nu_0) - \frac{A_3(\nu_0)}{A_2(\nu_0)} \nu_1(\nu_0) = \tilde{V}_2(\nu_0) + K_1 \ln \left( \frac{\nu_0 - \nu_{PB}}{\nu_c - \nu_{PB}} \right) + C_2 \tag{59}
\end{equation}

\begin{equation}
\nu_1(\nu_0) = \frac{\tilde{M}_0 - 1}{T(\nu_0)} \left\{ \tilde{S}_1(\nu_0) + K_2 \frac{\nu_c - \nu_0}{\nu_0 - \nu_{PB}} \right\}
\end{equation}

are the phase plane solutions valid for $\nu_{PB} < \nu_0 \leq \nu_c$. The above phase plane solutions are related to the physical plane by:

\begin{equation}
\tilde{x} = C_B \left\{ \tilde{Q}_2(\nu_0) + K_3 \ln \left( \frac{\nu_0 - \nu_{PB}}{\nu_c - \nu_{PB}} \right) \right\} \tag{60}
\end{equation}

The constants of integration $C_1$ and $C_2$ remain in the solutions for $\nu_{PB} < \nu_0 \leq \nu_c$. These can be obtained by matching the solutions with the outer solutions (weak interaction expansions).

\begin{equation}
\tilde{M}_1(\nu_0) - \frac{A_1(\nu_0)}{A_2(\nu_0)} \nu_1(\nu_0) = \tilde{W}_1(\nu_0) - L_1 \ln \left( \frac{\nu - \nu_0}{\nu_{PB} - \nu_c} \right) + C_1 \\
\tilde{\nu}_1(\nu_0) - \frac{A_3(\nu_0)}{A_2(\nu_0)} \nu_1(\nu_0) = \tilde{W}_2(\nu_0) - L_2 \ln \left( \frac{\nu - \nu_0}{\nu_{PB} - \nu_c} \right) + C_2 \tag{61}
\end{equation}

\begin{equation}
\nu_1(\nu_0) = \frac{1 - \alpha M_0}{T(\nu_0)} \left\{ \tilde{S}_2(\nu_0) + L_4 \frac{\nu - \nu_0}{\nu_{PB} - \nu_0} \ln \left( \frac{\nu - \nu_0}{\nu_{PB} - \nu_c} \right) + L_5 \frac{\nu - \nu_0}{\nu_{PB} - \nu_0} \ln \left( \frac{\nu - \nu_0}{\nu_{PB} - \nu_c} \right) \right\}
\end{equation}

are the phase plane solutions valid for $\nu_c \leq \nu_0 < \nu_{PB}$. The phase plane solutions for $\nu_c \leq \nu_0 < \nu_{PB}$ are related to the physical plane by:

\begin{equation}
\tilde{x} = C_B \left\{ \tilde{Q}_3(\nu_0) + L_6 \ln \left( \frac{\nu - \nu_0}{\nu_{PB} - \nu_c} \right) \right\} \tag{62}
\end{equation}
Evaluation of the constants $C_1$ and $C_2$ completes the derivation of the inner solution. Recalling that the outer solution, upstream of the corner, is given by:

$$\tilde{M} = 1 + \frac{\varepsilon m_1}{\sqrt{x}} + \cdots$$

$$\delta = \delta_B \sqrt{x} \left\{ 1 + \varepsilon \frac{\delta_1}{\sqrt{x}} + \cdots \right\}$$

$$\kappa = \kappa_B + \varepsilon \frac{h_1}{\sqrt{x}} + \cdots$$

one can write, in terms of the inner variable, $\tilde{x} - 1 = \varepsilon \tilde{x}$:

$$\tilde{M} = 1 + \varepsilon m_1 + \cdots$$

$$\delta = \delta_B \left\{ 1 + \varepsilon \left[ \delta_1 + \frac{\tilde{x}}{2} \right] + \cdots \right\}$$

$$\kappa = \kappa_B + \varepsilon h_1 + \cdots$$

correct to order $\varepsilon$. The asymptotic forms of the inner solution, as $\tilde{x} \to -\infty$, are:

$$\kappa_0 - \kappa_B \sim \exp \left\{ -\frac{1}{K_3 C_B} \left[ \tilde{x} - C_B \bar{\Theta}_2 (\kappa_B) \right] \right\}$$

$$\tilde{M}_1 - \frac{A_1 (\kappa_B)}{A_2 (\kappa_B)} \kappa_1 \sim \tilde{V}_1 (\kappa_B) + C_1$$

$$\delta_1 - \frac{A_3 (\kappa_B)}{A_2 (\kappa_B)} \kappa_1 \sim \tilde{V}_2 (\kappa_B) + \frac{K_1}{K_3 C_B} \left[ \tilde{x} - C_B \bar{\Theta}_2 (\kappa_B) \right] + C_2$$

$$\kappa_1 \sim \frac{A_1 (\kappa_B)}{A_2 (\kappa_B)} \frac{K_2}{T (\kappa_B)} \cdot (\kappa_0 - \kappa_B) = -\frac{A_2 (\kappa_B)}{A_1 (\kappa_B)} \left[ \tilde{V}_1 (\kappa_B) + C_1 \frac{b_2 (\kappa_B)}{\delta_B} \right]$$

therefore,
\[
\tilde{M}_1 \sim - \frac{b_2(\mathcal{U}_B)}{\delta_B} = \frac{b_1(\mathcal{U}_B)}{\delta_B} = - \frac{R_B}{J_B} \left( \frac{1 + \mathcal{U}_B}{\delta_B} \right) = m_1
\]

\[
\tilde{\gamma}_1 \sim \tilde{V}_2(\mathcal{U}_B) + \frac{1}{2} \left[ \tilde{x} - C_B \tilde{Q}_2(\mathcal{U}_B) \right] - \frac{A_3(\mathcal{U}_B)}{A_1(\mathcal{U}_B)} \left[ \tilde{V}_1(\mathcal{U}_B) + C_1 - m_1 \right] + C_2.
\]

The matching requirements are then:

\[
C_1 = m_1 - \frac{A_1(\mathcal{U}_B)}{A_2(\mathcal{U}_B)} h_1 - \tilde{V}_1(\mathcal{U}_B)
\]

\[
C_2 = \delta_1 - \frac{A_3(\mathcal{U}_B)}{A_2(\mathcal{U}_B)} h_1 - \tilde{V}_2(\mathcal{U}_B) + \frac{C_B}{2} \tilde{Q}_2(\mathcal{U}_B).
\]

(63)

Determination of the constants \( C_1 \) and \( C_2 \) completes the inner solution; the downstream solution is uniquely determined. The asymptotic forms of the downstream solution can now be determined. These forms can be used to determine the constants of the outer solution \( (x^* > 0) \) and a uniformly valid composite solution can then be constructed.

II. 2. 2. 2. Relaxation Solution

The asymptotic forms of the inner solution can now be determined as \( \tilde{x} \to +\infty \) \((\mathcal{U}_0 \to \mathcal{U}_p)\). They are:

\[
\mathcal{U}_p - \mathcal{U}_0 \sim (\mathcal{U}_p - \mathcal{U}_c) \exp \left\{ - \frac{\alpha \lambda}{d_1(\mathcal{U}_p)} \left[ \tilde{x} - C_B \tilde{Q}_3(\mathcal{U}_p) \right] \right\}
\]

which tends to zero exponentially since \( d_1(\mathcal{U}_p) < 0 \).

\[
\tilde{M}_0 \sim \frac{1}{\alpha} \left\{ 1 - \frac{A_1(\mathcal{U}_p)}{A_2(\mathcal{U}_p)} \left( \mathcal{U}_p - \mathcal{U}_0 \right) \right\} = \frac{1}{\alpha} \{ 1 - \text{const. e}^{-\gamma_1 \tilde{x}} \}
\]

\[
\tilde{\gamma}_0 \sim \delta_p \{ 1 + \text{const. e}^{-\gamma_2 \tilde{x}} \}
\]

where \( \delta_p = C_B \alpha^3 / J_p \).

\[ \kappa_1 \sim \kappa_{1p} + S_1 \left[ \bar{\kappa} - C_B \bar{Q}_3 \kappa_p \right] \]
\[ \bar{\omega}_1 \sim \frac{b_1 (\kappa_p)}{\delta_p} \]
\[ \tilde{\omega}_1 \sim \delta_{1p} + S_2 \left[ \bar{\kappa} - C_B \bar{Q}_3 \kappa_p \right] \]

where
\[ \kappa_{1p} = \frac{A_2 (\kappa_p)}{A_1 (\kappa_p)} \left\{ \frac{b_1 (\kappa_p)}{\delta_p} - \left[ \bar{W}_1 (\kappa_p) + C_1 \right] \right\} \]
\[ \delta_{1p} = \frac{A_3 (\kappa_p)}{A_2 (\kappa_p)} \kappa_{1p} + \bar{W}_2 (\kappa_p) + C_2 \]
\[ S_1 = \frac{A_2 (\kappa_p)}{A_1 (\kappa_p)} \left[ b_1 (\kappa_p) + b_2 (\kappa_p) \right] \frac{\alpha \lambda}{d_1 (\kappa_p) \delta_p^2} \]
\[ S_2 = \frac{A_3 (\kappa_p)}{A_1 (\kappa_p)} \left[ b_1 (\kappa_p) + b_3 (\kappa_p) \right] \frac{\alpha \lambda}{d_1 (\kappa_p) \delta_p^2} \]

Thus the expansion, in the inner region is:

\[ \bar{\omega}(\bar{x}; \varepsilon) \sim \frac{1}{\alpha} \left[ 1 + \varepsilon \left\{ \delta_{1p} + S_2 \left[ \bar{\kappa} - C_B \bar{Q}_3 \kappa_p \right] \right\} + \ldots \right] \]
\[ \tilde{\omega}(\bar{x}; \varepsilon) \sim \delta_p \left[ 1 + \varepsilon \left\{ \delta_{1p} + S_2 \left[ \bar{\kappa} - C_B \bar{Q}_3 \kappa_p \right] \right\} + \ldots \right] \quad (64) \]
\[ \kappa(\bar{x}; \varepsilon) \sim \kappa_p + \varepsilon \left\{ \kappa_{1p} + S_1 \left[ \bar{\kappa} - C_B \bar{Q}_3 \kappa_p \right] \right\} + \ldots . \]

Equations (64) provide the constants to complete the downstream solution. With this, attention is turned to the outer solution.

Equations (38) are rewritten in the form:
\[ M_1^* + \delta_1^* = \frac{b_1'(\nu_0^*)}{b_1(\nu_0^*)} \nu_1^* - \frac{d_1(\nu_0^*)}{b_1(\nu_0^*)} \frac{\delta_0^*}{\alpha^*} \frac{dM_0^*}{dx^*} \]

\[ \frac{d\nu_1^*}{dx^*} = \frac{d\nu_0^*}{dx^*} \left[ \lambda M_0^* - 2\delta_1^* + (M_1^* + \delta_1^*) \frac{b_1(\nu_0^*)}{b_1(\nu_0^*) + b_2(\nu_0^*)} \right] + \left[ \frac{b_2(\nu_0^*)}{b_1(\nu_0^*) + b_2(\nu_0^*)} \cdot \frac{d'(\nu_0^*)}{d(\nu_0^*)} - \frac{d'(\nu_0^*)}{d(\nu_0^*)} \right] \nu_1^* \]

(65)

\[ \frac{d\delta_1^*}{dx^*} = \frac{1}{\delta_0^*} \frac{d\delta_0^*}{dx^*} \left[ \lambda M_0^* - 2\delta_1^* + (M_1^* + \delta_1^*) \frac{b_1(\nu_0^*)}{b_1(\nu_0^*) + b_2(\nu_0^*)} \right] + \left[ \frac{b_3(\nu_0^*)}{b_1(\nu_0^*) + b_3(\nu_0^*)} \cdot \frac{d'(\nu_0^*)}{d(\nu_0^*)} - \frac{d'(\nu_0^*)}{d(\nu_0^*)} \right] \nu_1^* \]

The term involving \( dM_0^*/dx^* \) in the first of Equations (65) can be written with use of Equation (41) as follows:

\[ \frac{d_1(\nu_0^*)}{b_1(\nu_0^*)} \frac{\delta_0^*}{\alpha^*} \frac{dM_0^*}{dx^*} = N_2(\nu_0^*) \left[ \frac{b_1'(\nu_0^*)}{b_1(\nu_0^*)} - \frac{N_3(\nu_0^*)}{N_2(\nu_0^*)} \right] M_0^* \]

(66)

where

\[ N_i(\nu) = \frac{A_i(\nu)}{A_1(\nu)} + B_1(\nu) \]

\( M_1^* \) can now be eliminated from the second and third of Equations (65) to give:

\[ \frac{d}{d\nu_0^*} \left[ \delta_1^* - \frac{N_3(\nu_0^*)}{N_2(\nu_0^*)} \nu_1^* \right] = Z_1(\nu_0^*) \]

(67)

\[ \frac{d}{d\nu_0^*} \left[ \nu_1^* T^*(\nu_0^*) \right] = T^*(\nu_0^*) \left[ Z_2(\nu_0^*) - 2 \left[ \delta_1^* - \frac{N_3(\nu_0^*)}{N_2(\nu_0^*)} \nu_1^* \right] \right] \]

where \( Z_1(\nu_0^*), Z_2(\nu_0^*), \) and \( T^*(\nu_0^*) \) are defined in Table II. The functions
\[ N_3(\kappa_0^*)/N_2(\kappa_0^*), \ Z_1(\kappa_0^*), \ Z_2(\kappa_0^*) \text{ and } T(\kappa_0^*) \text{ are all regular at } \kappa_0^* = \kappa_c. \]

Hence the quantities \( M_0^*, \ \delta_0^*, \ \kappa_0^*, \ M_1^*, \ \delta_1^* \text{ and } \kappa_1^* \text{ can be computed in the range } \kappa_B < \kappa_0^* \leq \kappa_p \text{ with no difficulty. Requirements that must be placed on the solutions are:} \]

\[
\begin{align*}
M_0^* &\to 0 \\
M_1^* &\to \text{const.} \\
\kappa_1^* &\to 0
\end{align*}
\]

as \( \kappa_0^* \to \kappa_B. \)

It has been shown previously that \( M_0^* \sim (\kappa_0^* - \kappa_B^*)^{\beta_1} \) as \( \kappa_0^* \to \kappa_B. \) As \( \kappa_0^* \to \kappa_B, \ N_2(\kappa_0^*) \to 0, \) therefore

\[
\frac{d}{d\kappa_0^*} \left[ \delta_1^* - \frac{N_3(\kappa_0^*)}{N_2(\kappa_0^*)} \kappa_1^* \right] \sim \frac{\phi_1(\kappa_0^*) (\kappa_0^* - \kappa_B^*)^{\beta_1 - 2}}{\beta_1 - 2}
\]

\[
\delta_1^* \sim \frac{N_3(\kappa_0^*)}{N_2(\kappa_0^*)} \kappa_1^* \sim \frac{\phi_1(\kappa_B^*)}{\beta_1 - 1} (\kappa_0^* - \kappa_B^*)^{\beta_1 - 1} + \text{const.}
\]

\[
\frac{d}{d\kappa_0^*} [\kappa_1^* T(\kappa_0^*)] \sim \frac{\phi_2(\kappa_B^*) (\kappa_0^* - \kappa_B^*)^{-(\beta_1 + 2)}}{\beta_1 + 2}
\]

\[
\kappa_1^* \sim \frac{\phi_3(\kappa_B^*) (\kappa_0^* - \kappa_B^*)^{\beta_1}}{\beta_1} \to 0
\]

The function \( \phi_1(\kappa_B^*)/((\beta_1 - 1)) = -\phi_3(\kappa_B^*) N_3(\kappa_B^*)/[N_2(\kappa_0^*)]^2 \kappa_0^* \kappa_B^* \), therefore

\[
\delta_1^* \sim \text{const.}
\]

and

\[
M_1^* \sim \text{const.}
\]

as required. These limiting values guarantee that

\[
\begin{align*}
\hat{\kappa} &= \frac{1}{\alpha} \left[ 1 - \varepsilon M_0^* (1 + \varepsilon M_1^* + \cdots) \right] - \frac{1}{\alpha} \left[ 1 - \varepsilon \kappa_0^* \right] \\
\kappa &= \kappa_0^* + \varepsilon \kappa_1^* \to \kappa_B
\end{align*}
\]

as \( \kappa^* \to +\infty. \)
Solutions of Equations (67) are thus:

\[ \delta_1 = \frac{N_3(\nu_0^*)}{N_2(\nu_0^*)} \nu_1^* = U_1^* \nu_0^* + a_1 \]

\[ \nu_1^* = \frac{1}{T^*(\nu_0^*)} \{ U_2^* \nu_0^* + a_2 \} \]

(68)

where \( U_1^* (\nu_0^*) \) and \( U_2^* (\nu_0^*) \) are defined in Table II. The constants \( a_1 \) and \( a_2 \) can be obtained by matching with the inner solution.

As \( \nu_0^* \to \nu_p \), the asymptotic forms of Equations (40) are given by

\[ \nu_0^* = \nu_p + f_2(\nu_p) x^* + \cdots \]

\[ \delta_0^* = \delta_p \left\{ 1 + \frac{\alpha f_1(\nu_p)}{f_2(\nu_p)} x^* + \cdots \right\} \]

where

\[ f_1(\nu_p) = \frac{N_3(\nu_p)}{N_2(\nu_p)} \]

\[ f_2(\nu_p) = \frac{b_1(\nu_p) \delta_p^2}{b_1(\nu_p) - N_2(\nu_p)} \]

Therefore, correct to order \( \varepsilon \), the outer solution is written in terms of the inner variable,

\[ \tilde{M}(\tilde{x}; \varepsilon) \sim \frac{1}{\alpha} \left[ 1 + \varepsilon \frac{b_1(\nu_p)}{\delta_p} + \cdots \right] \]

\[ \delta^*(\tilde{x}; \varepsilon) \sim \delta_p \left[ 1 + \varepsilon \left\{ \alpha \frac{f_1(\nu_p)}{f_2(\nu_p)} \tilde{x} + \frac{N_3(\nu_p)}{N_2(\nu_p)} \frac{a_2}{T^*(\nu_p)} + a_1 \right\} + \cdots \right] \]

\[ \nu^*(\tilde{x}; \varepsilon) \sim \nu_p + \varepsilon \left\{ \frac{\alpha}{f_2(\nu_p)} \tilde{x} + \frac{a_2}{T^*(\nu_p)} \right\} + \cdots \]
These forms must be matched to Equations (64); this requires:

\[
a_1 = \delta_{1p} - \frac{N_3(\mathcal{V}_p)}{N_2(\mathcal{V}_p)} \mathcal{V}_{1p} - \left[ S_2 - \frac{N_3(\mathcal{V}_p)}{N_2(\mathcal{V}_p)} \right] S_1 C_B \widetilde{Q}_3(\mathcal{V}_p) \]
\[
a_2 = T^*(\mathcal{V}_p) [\mathcal{V}_{1p} - S_1 C_B \widetilde{Q}_3(\mathcal{V}_p)] .
\] (69)

With \(a_1\) and \(a_2\) determined, a uniformly valid composite solution can now be constructed in the region downstream of the corner as in Section II. 2. 1:

\[
\mathcal{V}_{\text{comp.}}(x^*; \varepsilon) = \mathcal{V}(\tilde{x}; \varepsilon) + \mathcal{V}^*(x^*; \varepsilon) - \mathcal{V}^*(\tilde{x}; \varepsilon)
\]

\[
\tilde{\delta}_{\text{comp.}}(x^*; \varepsilon) = \tilde{\delta}(x; \varepsilon) + \delta^*(x^*; \varepsilon) - \delta^*(\tilde{x}; \varepsilon)
\] (70)

\[
\tilde{M}_{\text{comp.}}(x^*; \varepsilon) = \tilde{M}(x; \varepsilon) - \varepsilon \frac{1}{\alpha} \left[ M^*(x^*; \varepsilon) - M^*(\tilde{x}; \varepsilon) \right]
\]

\[
\tilde{x} = x^*/\varepsilon
\].

II. 3. Summary

The results of Sections II. 2. 1 and II. 2. 2 are summarized in this Section. The quadratures [defined in Table II] are universal functions of the independent variables noted and can be tabulated once and for all. The results, in composite form, are written as follows:
\( \tilde{x} = \frac{x - 1}{\varepsilon} = \frac{x^*}{\varepsilon} < 0: \)

\[
\tilde{M}(x^*; \varepsilon) = \tilde{M}_0(\varkappa_0) \left\{ 1 + \varepsilon \tilde{M}_1(\varkappa_0) \right\} + \varepsilon m_1 \left\{ \frac{1}{1 + x^*} - 1 \right\} \]

\[
\tilde{\delta}(x^*; \varepsilon) = \tilde{\delta}_0(\varkappa_0) \left\{ 1 + \varepsilon \tilde{\delta}_1(\varkappa_0) \right\} + \delta_B \left\{ \frac{1}{1 + x^*} - \left[ 1 + \frac{x^*}{2} \right] \right\} \]

\[
\tilde{\kappa}(x^*; \varepsilon) = \kappa_0(\tilde{x}) + \varepsilon \left\{ \kappa_1(\varkappa_0) + h_1 \left[ \frac{1}{1 + x^*} - 1 \right] \right\} \]

\[
\frac{x^*}{\varepsilon} = \tilde{x}(\varkappa_0) = C_B \left[ \tilde{\kappa}_2(\varkappa_0) + K_3 \varkappa_0 \left( \frac{\varkappa_0 - \varkappa_B}{\frac{\varkappa_B}{\varkappa_c} - \varkappa_B} \right) \right] \tag{71} \]

\( \tilde{x} > 0: \)

\[
\tilde{M}(x^*; \varepsilon) = \tilde{M}_0(\varkappa_0) \left\{ 1 + \varepsilon \tilde{M}_1(\varkappa_0) \right\} - \varepsilon \frac{1}{\alpha} \left[ \tilde{M}_0(\varkappa_0)^* + \frac{b_1(\varkappa_0^*)}{\delta_p} \right] \]

\[
\tilde{\delta}(x^*; \varepsilon) = \tilde{\delta}_0(\varkappa_0) \left\{ 1 + \varepsilon \tilde{\delta}_1(\varkappa_0) \right\} + \delta_0^* (\varkappa_0^*) \left\{ 1 + \varepsilon \delta_1^* \varkappa_0^* \right\} \]

\[-\delta_p \left\{ 1 + \varepsilon \left[ \frac{N_3(\varkappa_p)}{N_2(\varkappa_p)} \frac{a_2}{T^*(\varkappa_p)} + a_1 \right] \right\} \]

\[
\tilde{\kappa}(x^*; \varepsilon) = \kappa_0(\tilde{x}) + \varepsilon \kappa_1(\varkappa_0) + \kappa_0^*(x^*) + \varepsilon \kappa_1^*(\varkappa_0^*) \]

\[-\left\{ \frac{\varkappa_p + S_1 x^* + \varepsilon \frac{a_2}{T^*(\varkappa_p)} \right\} \]

\[
\tilde{x}(\varkappa_0^*) = C_B \left[ \tilde{\kappa}_2(\varkappa_0) + L_6 \varkappa_0 \left( \frac{\varkappa_0 - \varkappa_B}{\frac{\varkappa_B}{\varkappa_c} - \varkappa_B} \right) \right]; x^*(\varkappa_0^*) = \Omega^*_2(\varkappa_0^*) \tag{72} \]

The functions \( \tilde{M}_1, \tilde{\delta}_1 \) and \( \tilde{\kappa}_1 \) have different definitions upstream and downstream of the corner. They are:
\[
\tilde{M}_1(\nu_0) = \begin{cases}
\frac{A_1(\nu_0)}{A_2(\nu_0)} \nu_1 + \tilde{V}_1(\nu_0) + C_1 & \nu_B < \nu_0 < \nu_c \\
\frac{A_1(\nu_0)}{A_2(\nu_0)} \nu_1 + \tilde{W}_1(\nu_0) - L_1 \ln \left( \frac{\nu_p - \nu_0}{\nu_p - \nu_c} \right) + C_1 & \nu_c \leq \nu_0 < \nu_p
\end{cases}
\]

\[
\tilde{\xi}_1(\nu_0) = \begin{cases}
\frac{A_3(\nu_0)}{A_2(\nu_0)} \nu_1 + \tilde{V}_2(\nu_0) + K_1 \ln \left( \frac{\nu_0 - \nu_B}{\nu_c - \nu_B} \right) + C_2 & \nu_B < \nu_0 < \nu_c \\
\frac{A_3(\nu_0)}{A_2(\nu_0)} \nu_1 + \tilde{W}_2(\nu_0) - L_2 \ln \left( \frac{\nu_p - \nu_0}{\nu_p - \nu_c} \right) + C_2 & \nu_c \leq \nu_0 < \nu_p
\end{cases}
\]

\[
\nu_1(\nu_0) = \begin{cases}
\frac{\tilde{M}_0 - 1}{T(\nu_0)} \left[ \tilde{S}_1(\nu_0) + K_2 \frac{\nu_c - \nu_0}{\nu_c - \nu_B} \right] & \nu_B < \nu_0 < \nu_c \\
\frac{1 - \alpha M_0}{T(\nu_0)} \left[ \tilde{S}_2(\nu_0) + L_4 \frac{\nu_0 - \nu_c}{\nu_p} + L_5 \ln \left( \frac{\nu_p - \nu_0}{\nu_p - \nu_c} \right) \right] & \nu_c \leq \nu_0 < \nu_p
\end{cases}
\]

Composites of these solutions are sketched in Fig. 6. The feature of major interest which arises in these solutions is the relaxation region which appears near \( \tilde{M} = 1/\alpha \) in the solution for edge Mach number. The Mach number increases to within \( \epsilon M_0^*(\nu_p)/\alpha \) of its final downstream value \( 1/\alpha \) on the scale \( \tilde{x} = x^*/\epsilon \) while the final increase to \( 1/\alpha \) takes place on the scale \( x^* \). The requirement that the ratio of the magnitude of this relaxation region to the total inviscid Mach number rise \( (1/\alpha - 1) \) be small is representative of the conditions which must exist for the small parameter solutions to be valid.

Stating this more precisely, asymptotic solutions of the moment equations can be found which are (i) pressure gradient dominated and (ii) shear and dissipation dominated provided the ratio \( \epsilon M_0^*(\nu_p)/(1-\alpha) \ll 1 \). This ratio is, alternatively,
\[
\frac{\varepsilon M_0^*(\psi_p)}{1-\alpha} = \frac{\gamma-1}{2} \frac{\chi_{\infty}}{M_\infty \alpha_w} M_0^*(\psi_p) .
\] (74)

The function \(M_0^*(\psi_p)\) can be written as
\[
M_0^*(\psi_p) \propto \frac{[P] \psi_p}{\alpha^3} \propto \frac{[R] \psi_p}{\alpha^3}
\]
since \(P\) and \(R\) differ by a constant for \(\psi \geq \psi_{AL}\) (see Appendix). \(\psi_p\) itself is a unique function of \(\alpha\) defined by
\[
\psi_p = \frac{1 + 0.270 \alpha^{6.21}}{1 + 1.946 \alpha^{6.21}} .
\]

This expression can be easily derived with the results in the Appendix and is plotted in Fig. 7. Since the wall shear \(P\) (or the viscous dissipation \(R\)) is proportional to \(1/(1-\psi_p)\) and \(\psi_p \rightarrow 1\) for \(\alpha \rightarrow 0\), increasing \(M_{\infty \alpha_w}\) (or decreasing \(\alpha\)) forces the ratio given by Equation (74) to increase. If arbitrary values are given this ratio, a limiting curve can be plotted as \(\chi_{\infty}\) vs. \(M_{\infty \alpha_w}\) [see Fig. 8] and a convenient measure of flow regime can be obtained. For points above a given curve the ratio of the magnitude of the relaxation region Mach number rise to the total inviscid Mach number rise is larger than the value for that curve (and smaller for points below that curve). A practical limit for which the closed form solutions may be expected to be valid is taken to be
\[
\frac{\gamma-1}{2} \frac{\chi_{\infty}}{M_\infty \alpha_w} M_0^*(\psi_p) = 0.3
\] (75)

and a check of the solutions was made for a point on this curve.

For points above the line described by Equation (75), one must resort to numerical solutions of Equations (12). Solutions of
this section were obtained for a point on this curve,

\[
\begin{align*}
M_\infty &= 5.80 \\
\alpha_w &= 7.4^\circ \\
\bar{\chi}_\infty &= 0.1
\end{align*}
\]

\[
M_\infty \alpha_w = 0.75 \quad (\alpha = 0.85 \text{ for } \gamma = 1.4)
\]

\[
\varepsilon = 0.004,
\]

and compared with a numerical integration of Equations (12).* The composites of the asymptotic solutions are shown in Figs. 9-11. The comparisons with the numerical solutions are shown in Figs. 12-14. For the numerical integration, a finite radius of curvature was used \((R_c = 0.095 \text{ inch}; \ R_c/L = 0.0475, \ R_c/\delta^* \sim 5.6)\) and this may account for some of the deviation immediately downstream of the critical point (for subcritical-supercritical transition) since the slopes of solutions increase near the critical point as \(R_c \rightarrow 0\). A composite of the pressure ratio \(p/p_\infty\) was constructed from the Mach number solutions since this was the quantity of interest. The composite solutions are:

\[
x^* < 0: \quad \frac{p_{\text{comp.}}}{p_\infty} = \left[ \frac{1}{\bar{M}_0(\bar{x})} \right]^{\frac{2\gamma}{\gamma-1}} \left[ 1 - \frac{2\gamma}{\gamma-1} \varepsilon \bar{M}_1(\bar{x}) \right] - \frac{2\gamma}{\gamma-1} \varepsilon m_1 \left[ \frac{1}{\gamma'_{\gamma^*} + x^*} \right]^{\gamma-1}
\]

\[
x^* > 0: \quad \frac{p_{\text{comp.}}}{p_\infty} = \left[ \frac{1}{\bar{M}_0(\bar{x})} \right]^{\frac{2\gamma}{\gamma-1}} \left[ 1 - \frac{2\gamma}{\gamma-1} \varepsilon \bar{M}_1(x) \right] + \frac{2\gamma}{\gamma-1} \varepsilon \alpha^{-1} \left[ M_0(x) - M_0(\kappa) \right]
\]

The zeroth order and first order functions which were computed are plotted in Figs. 15-18.

The ratio in Equation (74) is a measure of the viscous-inviscid interaction downstream of a sharp corner. A function quite similar

* A computer program for numerical solutions was developed by D. Ko at GALCIT. The pertinent details are given in his Ph. D. thesis. (20)
to this can be derived in an intuitive manner. Downstream of an expansion corner the ratio of the induced flow angle, $\Theta$, to the wall angle, $\alpha_w$, is a measure of the viscous-inviscid interaction (see Fig. 2). Since, for hypersonic flow $\Theta \approx \frac{d\delta^*}{dx}$ and when properly non-dimensionalized, $d\delta^*/dx = O(\chi_\infty/\alpha_w)$, the parameter $\chi_\infty/(\alpha_w)\alpha_w$ is a convenient measure of the flow regime in the expansion problem.

If, however, $\chi$ is based on flow conditions at downstream infinity, i.e. $\chi_2 = (M_2/M_\infty)^3(Re_{\text{L}_2}/Re_{\text{L}_\infty})^{1/2}(\chi_\infty/\alpha_w)$, where $M_2/M_\infty = 1/\alpha$, it is easily shown that

$$\chi_2 \approx \frac{2\gamma-1}{\gamma-1} \frac{\chi_\infty}{\alpha_w^{\gamma-1}}.$$

Hence, the requirement for small viscous-inviscid interaction downstream of the corner is

$$\left(\frac{1}{\alpha}\right)^{2\gamma-1} \frac{\chi_\infty}{\alpha_w} \ll 1.$$

The downstream interaction parameter $\chi_2$ is amplified by a factor $(1/\alpha)^{4.5}$ (for $\gamma = 1.4$) for the expansion corner and the ratio $(1/\alpha)^{4.5} \frac{\chi_\infty}{\alpha_w}$ first decreases as $\alpha_w$ is increased, then rapidly increases (as $\alpha \to 0$). Even for small but finite $\chi_\infty$, a strongly interacting boundary layer can be induced by simply increasing the expansion angle.
III. EXPERIMENTAL STUDY

III.1. Scope

The experimental studies of supersonic flows expanded by a corner which have been reported in the literature have been concerned with relatively low Mach numbers (\( \sim 2 \) to \( 4 \)) and as a consequence relatively low values of the viscous interaction parameters \( \bar{X}_\infty \). As a result, detailed measurements of flow quantities in the vicinity of the corner have not been obtained. The experiments of Puhl\((^{26})\) carried out for a \( 10^\circ \) cone-cylinder expansion have given a beautifully detailed picture of the pressure distribution near the juncture (cone Mach number \( \sim 6 \)), however an axisymmetric experimental result is not subject to a simple analytical treatment.

The objective of this part of the study was to provide a two-dimensional experimental study with attention given to measurement of flow properties in the vicinity of the corner. No exhaustive variation of parameters was attempted; specifically, the Reynolds number was varied, to a limited extent, for a fixed expansion angle and the effect of radius of curvature was briefly examined.

Surface pressure data were obtained for four different Reynolds numbers and pitot pressure surveys of the boundary layer were made at seven locations in the vicinity of the corner for two of these Reynolds numbers. These data serve to describe the profile quantities of interest with appropriate assumptions made regarding the static pressure and temperature fields at points away from the surface.
III. 2. Wind Tunnel, Models and Measurements

The experiments described herein were conducted in "leg 2" of the GALCIT hypersonic wind tunnel facility. Leg 2 is a continuously operating, closed circuit tunnel with a nichrome-wire heater, a symmetrical, flexible-plate nozzle, a variable second throat and an after cooler. Details of the facility can be found in Reference (32).

The nozzle plates were adjusted for a nominal Mach number of 8. With this configuration the test section is approximately $7\frac{2}{3}$ inches square. To avoid air liquification, the air in the supply section was heated to $900^\circ F$; all tests were conducted at this temperature.

The tests were carried out at four supply pressures ranging from 264.3 p.s.i.a. to 66.2 p.s.i.a. More completely, the test conditions were:

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>7.93</td>
<td>7.88</td>
<td>7.85</td>
<td>7.78</td>
</tr>
<tr>
<td>$p_t$ (p.s.i.a.)</td>
<td>264.3</td>
<td>198.2</td>
<td>132.3</td>
<td>66.2</td>
</tr>
<tr>
<td>$T_t$ ($^\circ F$)</td>
<td>900</td>
<td>900</td>
<td>900</td>
<td>900</td>
</tr>
<tr>
<td>Re (per inch)</td>
<td>$1.022\times10^5$</td>
<td>$780\times10^5$</td>
<td>$525\times10^5$</td>
<td>$268\times10^5$</td>
</tr>
</tbody>
</table>

The supply pressure and temperature were controlled within $\pm 0.05$ p.s.i. and $\pm 3^\circ F$, respectively.

The tests were conducted under steady state conditions. Adequate time was available to establish thermal and dynamic equilibrium in all cases so that the data reported herein are considered for an adiabatic model. No cooling of the model was considered.

Two models were used in the experiments. The dimensions of the first, Model S-1, are shown in Fig. 19. This was a symmetrical
wedge model with a half angle, $\alpha_w$, of $5^\circ$. The ramp length $L$ was long enough to assure a weakly interacting boundary layer before the corner expansion. The ramp flow, shocked to a pressure well above tunnel free stream pressure, was expanded back to free stream conditions by a $5^\circ$ sharp turn to a flat plate. The model did not span the tunnel but rather was sting mounted. Side plates were mounted on the model to prevent outflow; the angle of the plates, $\alpha_s$, was large enough to completely enclose the leading edge shock wave. The model and side plates were made of stainless steel.

In order that accurate inviscid conditions could be calculated on the approach ramp (these conditions were used as a reference), two precautions were necessary:

1. The leading edge had to be sharp. The maximum Reynolds number based on tunnel free stream conditions and the measured model wedge tip diameter was 250.

2. The model had to be aligned at zero incidence with the tunnel free stream. Static pressure orifices were located on the upper and lower wedge surfaces well ahead of the corner interaction region at equal distances from the leading edge. The angle of incidence of the model was varied until the pressures at these two orifices were equal.

With the measured tunnel free stream conditions and wedge half-angle, the inviscid wedge conditions could then be accurately calculated using the oblique shock relations.
The model was instrumented with static pressure orifices distributed along the model centerline. In the corner region the orifices were staggered slightly off centerline to obtain a detailed static pressure distribution very close to the corner. A typical orifice diameter was 0.02 inch, approximately 1/5 of the minimum boundary layer thickness at the corner location. The surface pressures were measured with a multiple-tube silicone oil manometer board. The pressures were recorded for almost every run and the total spread in these data is shown in Fig. 20.

Pitot pressure surveys were made at several stations in the vicinity of the corner from the model surface to the leading edge shock wave. The pitot measurements were made with a flattened (0.04" x 0.004" outer dimensions; 0.0286 x 0.002" inner dimensions) tip probe. The pitot pressure was measured with a Statham 5-psia pressure transducer which was calibrated before and after the test program. The transducer excitation voltage was maintained constant during each run. The pitot measurements were recorded on the Y-scale of a Moseley autograph. The position of the probe relative to the model surface was measured by a helipot connected to the tunnel drive mechanism and recorded on the X-scale. The attitude of the probe was maintained parallel to the model surface upstream and downstream of the corner. All surveys were made normal to the downstream surface. The zero position (surface of the model) was located by electrical contact between the probe tip and the model. The probe position was accurate to ± 0.002 in.
Model S-2 was similar in all respects to Model S-1 except for the following:

(1) The model and side plates were made of brass. The number of measurements for Model S-2 was not expected to be the same as for Model S-1, hence a softer metal was acceptable.

(2) The expansion corner had a finite radius of curvature. This radius was made equal to the approach ramp length (L = 4.100 inches).

III. 3. Evaluation of the Data

III. 3.1. Experimental Correlations

According to the solutions of Section II. 2., the physical scale for the major portion of the pressure drop is \( \tilde{x} = s/(L \epsilon) \). With the approach ramp inviscid pressure as a reference, the static pressures for Model S-1 are plotted as a function of \( \tilde{x} \) in Fig. 21. Also shown are the data of Puhl\(^{(26)}\) for a 10° axisymmetric configuration. The interaction parameter for an axisymmetric configuration is reduced by a factor \( 1/\sqrt{3} \) due to the extra dimensional effect, hence the definition \( \chi_{\infty \text{Axisym.}} = \frac{1}{\sqrt{3}} \chi_{\infty 2-D} \) has been used in reducing these data.

According to the first approximation solution of Section II. 2.1., \( p_e/p_\infty \to 1 \) as \( \tilde{x} \to -\infty \), the pressure ratio is a universal function of \( \tilde{x} \) for a given \( M_\infty \alpha_w \). Furthermore, the pressure ratio at the corner location is 0.871 and the upstream distribution is a universal curve independent of the expansion angle if the angle is sufficiently large to induce subcritical-supercritical transition (1° - 2°). The parameter \( M_\infty \alpha_w \) centers only the downstream solution. If the pressures of
Fig. 21 are divided by $p_{IC}/p_\infty$, where $p_{IC}$ is the weak interaction pressure computed at $x = L$, the corner location, the upstream interaction is effectively scaled out of the distribution and a reasonable correlation is obtained, Fig. 22. In an attempt to scale out the effect of expansion angle, the nondimensional pressure $P_N = [p - p_1(-)] / [p_1(-) - p_1(+)] + 1$ was defined and plotted vs. $\tilde{x}$ for the four Reynolds numbers of these experiments and the two Reynolds numbers of the experiments of Puhl.\textsuperscript{(26)} $p_1(-)$ and $p_1(+)$ are the weak interaction pressure distributions corresponding to the upstream and downstream flow conditions, respectively, for the same distance $x$ measured from the leading edge. The results are shown in Fig. 23. The last four points for each of the two-dimensional experimental distributions are systematically low. Otherwise the correlation is good. The reduction in pressure for the last four orifices may be due in part to experimental error since the lowest pressures in the distributions occur at these orifice locations. Another effect may be that of finite plate length.

III. 3. 2. Effect of Radius of Curvature

Static pressure distributions were obtained with Model S-2 which had a corner radius of curvature equal to the ramp length for the same range of Reynolds number as for Model S-1. The ratio of radius of curvature to the boundary layer thickness at the corner varied from about 24 to 33. The difference in the distributions when compared with those for Model S-1 was within the experimental deviation for any one distribution, hence only the data for Model S-1 are presented.
III. 3.3. **Boundary Layer Surveys**

The distributions of pitot pressure from the model surface to the leading edge shock wave for the stations surveyed are presented in Figures 24 to 30. These data were reduced to Mach number profiles with the assumption that the static pressure was constant across the boundary layer. The static temperature distribution was approximated by

\[
\frac{T}{T_e} = \frac{1 + \gamma Pr \left(\frac{\gamma - 1}{2}\right) \frac{M_e^2}{M^2}}{1 + \gamma Pr \left(\frac{\gamma - 1}{2}\right) M^2}, \quad Pr = 0.725
\]

in computing the density variation through the boundary layer.

In any experiment in which the interaction of boundary layer and leading edge shock wave is significant, measurements at a location well downstream of the leading edge are influenced by non-isentropic effects. The curvature of the leading edge shock wave introduces an entropy gradient across streamlines entering the boundary layer downstream of the leading edge. For the present experiments the total pressure ratio at the edge of the boundary layer \(\frac{p_t}{p_{t_1}}\) was found to be 0.634 at the first surveyed station upstream of the corner interaction region. Here, \(p_{t_1}\) is the ideal total pressure computed for the configuration in the absence of a boundary layer. In order to examine the effect of the edge total pressure reduction on the boundary layer profiles, two theoretical calculations were made for a zero pressure gradient boundary layer using the Sutherland viscosity law and assuming Pr = 0.725. For the first of these \(\frac{p_t}{p_{t_1}} = 1\); for the second \(\frac{p_t}{p_{t_1}} = 0.634\). The deviation of the non-ideal Mach number profile from the ideal case is shown in Fig. 31. The
experimental deviation, although qualitatively correct, is larger. The comparison, in fact, is qualitative since the experimental boundary layer was subject to a finite pressure gradient along the entire approach ramp. Figs. 32 and 33 show the deviation in the quantities \( \frac{\rho u}{\rho_e u_e} (1 - \frac{u}{u_e}) \) and \( \frac{\rho}{\rho_e} (1 - \frac{u}{u_e}) \) which were used to calculate the form parameter \( \kappa \). Again, the experimental deviation is qualitatively correct but larger for the quantity \( \frac{\rho u}{\rho_e u_e} (1 - \frac{u}{u_e}) \) and smaller for the quantity \( \frac{\rho}{\rho_e} (1 - \frac{u}{u_e}) \). Since

\[
\kappa = \frac{\Theta_i}{\Theta^*} = \frac{\int_0^\delta \frac{U}{U_e} (1 - \frac{U}{U_e}) dY}{\int_0^\delta (1 - \frac{U}{U_e}) dY} = \frac{\int_0^\delta \frac{\rho u}{\rho_e u_e} (1 - \frac{u}{u_e}) dy}{\int_0^\delta \frac{\rho}{\rho_e} (1 - \frac{u}{u_e}) dy}
\]

the larger percentage increase in the integrand of the numerator compared with integrand of the numerator leads to a value of \( \kappa \) on the approach ramp which is high when compared with the theoretical value. Fig. 34 shows the deviation in the boundary layer mass flux \( (1 - \frac{\rho u}{\rho_e u_e}) \).
IV. COMPARISON OF THEORY WITH EXPERIMENTAL RESULTS

IV.1. Numerical Solutions

The experimental results for Model S-1 have been compared with a numerical solution of Equations (12). The lowest experimental value for the interaction parameter $\chi_\infty$ is too large for the series solutions of Section II to be valid over the entire range of $s$. For $s < 0$, however, excellent agreement with numerical solutions was obtained for $\chi_\infty$ as large as 0.56. The analytical solutions were used to locate a suitable value for an initial point $x_0$ from which the numerical integration was started. The details of numerical solutions of Equations (12) are given by Ko\textsuperscript{(20)} and Klineberg\textsuperscript{(21)}. A brief outline for obtaining solutions for the expansion problem is as follows:

The quantities $M_e$, $\gamma$ and $\delta_i^*$ are "kicked off" from a weak interaction solution at a suitable $x_0$ which must be found by trial and error (solution A below). A good first approximation to $x_0$ can be obtained using the solutions of Section II. The magnitude of the kick is fixed and $x_0$ is varied until a solution close to the one which passes smoothly through the critical point (subcritical-supercritical transition) is found. The first critical point is located on the curved portion of the turn (expansion angles of approximately $1^\circ$-$2^\circ$ are required to produce a supercritical boundary layer downstream of the corner).

Then $x_0$ is fixed and the magnitude of the kick is varied until the solution is found which passes smoothly through the critical point. Location of the first critical point $(M_{e_c}, \gamma_{c}, \delta_{1c}^*, x_c)$ determines the complete solution. The integration from $x_c$ to $x_1$ (solution $B$ below) is a straightforward procedure. To complete the integral solution
(solution C below), the quantities \( \delta_i \) and \( \mathcal{H} \) are "kicked off" from a weak interaction solution at a suitable \( x_2 \) which, again, must be found by trial and error. The procedure is similar to that for solution A. The iteration is continued until \( M_e \), \( \mathcal{H} \) and \( \delta_i \) are matched at \( x_1 \).

The flow quantities of interest can be computed from these solutions.

IV. 2. Surface Pressure and Profile Quantities

The surface pressure distribution [on the physical scale
\( \tilde{x} = s/(L \varepsilon) \) is compared with the theoretical result in Fig. 35. The radius of curvature used in the theoretical calculation was \( R_c = 0.05 \) inch. The integral functions \( \zeta, R, J, P \), etc. were allowed to exceed their adiabatic maximums with use of the extended integral functions for the theoretical calculation. The agreement is fairly good over the complete range of data.

Fig. 36 shows a comparison of the compressible displacement thickness [on the physical scale \( x^* = s/L \)] with the theoretical result. The displacement thickness was normalized with the theoretical, zero pressure gradient displacement thickness computed at the corner location \( x = L \),

\[
\delta_c^* = 1.7239 \frac{L}{\sqrt{C}} \sqrt{\frac{Re_{L, \infty}}{1 + m_\infty (1.3841)}} .
\]

The theoretical curve was calculated from the moment method solution as follows:

\[
\delta_i^* = \left( \frac{1 + m_e}{1 + m_\infty} \right)^{\frac{\gamma + 1}{2(\gamma - 1)}} \delta_i^* \left[ 1 + m_e (1 + \zeta) \right].
\]

The experimental points are consistently low, however the slopes of the distributions upstream and downstream of the corner are in good agreement. The theoretical curve for the incompressible displacement thickness \( \delta_i^* \sqrt{Re_{L, \infty}} / (L \sqrt{C}) \) is shown in Fig. 37.

The distribution of \( \zeta \) is compared with the theoretical prediction in Fig. 38. The agreement is fairly good except for the points upstream of the corner. This is due in part to the effect discussed in Section III. 3. 3. \( \frac{p_t}{p_i} = 1 \) for the theoretical calculation). The experimental results for \( \delta^* \) and \( \zeta \) are, in addition, subject to the inaccuracy of measurements close to the model surface.
V. CONCLUSIONS

The moment method equations have been used to study the corner expansion of a hypersonic boundary layer. Asymptotic solutions of these equations can be constructed as the viscous interaction parameter $\chi_\infty$ tends to zero. These solutions illustrate two distinct physical length scales for the expansion problem. The pressure gradient dominates the interaction on the scale $\tilde{x} = s/(L \varepsilon)$ and the wall shear and dissipation do not influence the solutions to a first approximation. The first approximation solution for the pressure distribution is uniformly valid on this scale. Relaxation solutions for the incompressible displacement thickness $\delta$ and form parameter $\gamma$ can be obtained on the scale $x^* = s/L$ which allow construction of uniformly valid composite solutions for the entire interaction region. The pressure gradient is absent to a first approximation on the scale $x^*$ and the wall shear and dissipation dominate the interaction in this region.

Higher order solutions in each region show that the pressure drops to within $O(\varepsilon)$ on the physical scale $\tilde{x}$ and gradually decays to the final downstream value on the scale $x^*$. The second term of the expansion for Mach number in the relaxation region increases rapidly with increasing expansion angle in the matching region ($x^* \to 0$), indicating an amplification of the interaction effect even for small values of $\chi_\infty$. This amplification is consistent with a simple examination of the relationship between the viscous interaction parameters based on inviscid conditions upstream and downstream of the corner. The amplification is proportional to $(1/\alpha)^e$ where the exponent, $e$, is 4.5.
for $\gamma = 1.4$. Since $\alpha$ decreases for increasing $\alpha_w$, the effect of expanding the flow is to induce a strongly interacting boundary layer downstream of the corner. The range of parameters for which the asymptotic solutions may be used has been well defined.

Two-dimensional experimental results have been obtained for a range of parameters which illustrate the nature of the corner interaction both upstream and downstream of the corner for a hypersonic flow. The distributions of displacement thickness $\delta^*$ and form parameter $\chi$ have been calculated from the data and compared with numerical solutions of the integral equations. The experimental results are in reasonably good agreement with the theoretical predictions. The measured surface pressure distribution has been compared with the moment method solution and the results show good agreement over the entire interaction region.

The integral theory has been modified to allow the profile functions to exceed their limiting values predicted for large pressure gradients and adiabatic flow. Solutions of the Cohen-Reshotko similar flow equations which admit small but finite wall heat transfer have been found which allow this extension.

The effect of transverse pressure gradient near the sharp corner has not been included in the present theoretical study and awaits future investigation. Also, in the course of present study it became apparent that the effect of the entropy jump caused by strong interaction between the boundary layer and the shock wave near the leading edge is important even in the weak interaction region, which merits a further investigation.
### Table I: Profile Functions for Attached Flow-Adiabatic Wall

<table>
<thead>
<tr>
<th>SYM</th>
<th>(C_0)</th>
<th>(C_1)</th>
<th>(C_2)</th>
<th>(C_3)</th>
<th>(C_4)</th>
<th>(C_5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\kappa)</td>
<td>0.24711</td>
<td>0.110560</td>
<td>-0.0212235</td>
<td>0.00434545</td>
<td>-0.00097238</td>
<td>0.000099207</td>
</tr>
<tr>
<td>(J)</td>
<td>0.37372</td>
<td>0.169689</td>
<td>-0.023356</td>
<td>0.0057239</td>
<td>-0.00174700</td>
<td>0.000191236</td>
</tr>
<tr>
<td>(R)</td>
<td>1.25782</td>
<td>-0.55550</td>
<td>0.319639</td>
<td>-0.0907667</td>
<td>0.0139831</td>
<td>-0.000934818</td>
</tr>
<tr>
<td>(P)</td>
<td>----</td>
<td>0.487447</td>
<td>-0.0992735</td>
<td>0.0096044</td>
<td>-0.00311057</td>
<td>----</td>
</tr>
<tr>
<td>(Z)</td>
<td>1.03539</td>
<td>0.48373</td>
<td>-0.0150246</td>
<td>0.02609535</td>
<td>-0.00369675</td>
<td>----</td>
</tr>
<tr>
<td>(d\kappa/da)</td>
<td>0.11056</td>
<td>-0.042447</td>
<td>0.01303636</td>
<td>-0.00388951</td>
<td>0.000496034</td>
<td>----</td>
</tr>
<tr>
<td>(dJ/d\kappa)</td>
<td>1.50031</td>
<td>0.28105</td>
<td>-0.042867</td>
<td>0.0026238</td>
<td>----</td>
<td>----</td>
</tr>
</tbody>
</table>

\[ \text{SYM} = C_0 + C_1 a + C_2 a^2 + \cdots \]
TABLE II
QUADRATURES, FUNCTIONS AND CONSTANTS FOR SECTION II. 2.2.

\[ \tilde{\nu}_1 (\nu_0) = \int_{\frac{1}{\nu_0}}^{\nu_0} \frac{E(\nu)}{1 - \tilde{M}_0} \, d\nu \]

\[ \tilde{\nu}_2 (\nu_0) = -3 \tilde{\nu}_1 (\nu_0) - \int_{\frac{1}{\nu_0}}^{\nu_0} \left[ \frac{G(\nu)}{1 - \tilde{M}_0} + \frac{G(\nu_B)}{\nu - \nu_B} \cdot \frac{A_2(\nu_B)}{A_1(\nu_B)} \right] \, d\nu \]

\[ \tilde{\nu}_1 (\nu_0) = \int_{\frac{1}{\nu_0}}^{\nu_0} \frac{I_1(\nu)}{\tilde{M}_0 - 1} \, d\nu - K_1 \int_{\frac{1}{\nu_0}}^{\nu_0} \frac{T(\nu)}{\nu_0 - \tilde{M}_0 - 1} \, d\nu \left( \frac{\nu - \nu_B}{\nu_B - \nu} \right) \]

\[ = \left[ \frac{I_2(\nu_0)}{(\tilde{M}_0 - 1)^2} \right] - \frac{I_2(\nu_B)}{(\nu - \nu_B)^2} \left[ \frac{A_2(\nu_B)}{A_1(\nu_B)} \right]^2 \]

\[ K_1 = G(\nu_B) \cdot \frac{A_2(\nu_B)}{A_1(\nu_B)} \]

\[ K_2 = I_2(\nu_B) \left[ \frac{A_2(\nu_B)}{A_1(\nu_B)} \right]^2 \frac{1}{\nu_B - \nu} \]

\[ K_3 = \frac{d_1(\nu_B)}{I_B} \]

\[ E(\nu_0) = \frac{\nu_0 R_0 - J_0 \rho_0}{[A_2(\nu_0)]^2} \frac{\bar{E}(\nu_0)}{\bar{\sigma}_0} \]

\[ G(\nu_0) = \frac{R_0}{J_0 A_2(\nu_0)} \frac{\bar{E}(\nu_0)}{\bar{\sigma}_0} \]

\[ I_1(\nu_0) = -T(\nu_0) \left[ \tilde{\nu}_1(\nu_0) + C_2 + \lambda \left[ \tilde{\nu}_1(\nu_0) + C_1 \right] \right] \]

\[ I_2(\nu_0) = -T(\nu_0) \left[ \tilde{\nu}_1(\nu_0) + C_1 \right] \frac{b_2(\nu_0)}{\bar{\sigma}_0} \]

\[ T(\nu_0) = \frac{d_2(\nu_0) \tilde{M}_0}{J_0} \frac{\nu + 1}{\nu - 1} \]
TABLE II (Continued)

\[ \begin{align*}
\tilde{\Omega}_2(\kappa_0) &= \int_{\kappa_0}^{\infty} \frac{d_2(\kappa)\tilde{M}_0^{\gamma-1}}{J_0(\tilde{M}_0-1)} - \frac{d_1(\kappa_B)}{J_B} \frac{1}{\kappa - \kappa_B} d\kappa \\
\tilde{\tilde{W}}_1(\kappa_0) &= \int_{\kappa_0}^{\infty} \left[ \frac{E(\kappa)}{1-\alpha \tilde{M}_0} - \frac{E(\kappa_p)}{\gamma_p} \cdot \frac{A_2(\kappa_p)}{A_1(\kappa_p)} \right] d\kappa \\
\tilde{\tilde{W}}_2(\kappa_0) &= -3 \tilde{W}_1(\kappa_0) - \int_{\kappa_0}^{\infty} \left[ \frac{G(\kappa)}{1-\alpha \tilde{M}_0} - \frac{G(\kappa_p)}{\gamma_p} \frac{A_2(\kappa_p)}{A_1(\kappa_p)} \right] d\kappa \\
\tilde{S}_2(\kappa_0) &= \int_{\kappa_0}^{\infty} \frac{I_3(\kappa)}{1-\alpha \tilde{M}_0} d\kappa + L_3 \int_{\kappa_0}^{\infty} \frac{T(\kappa)}{1-\alpha \tilde{M}_0} \ln \left( \frac{\kappa_p - \kappa}{\gamma_p - \gamma_c} \right) d\kappa \\
&\quad + \int_{\kappa_0}^{\infty} \left\{ \frac{I_4(\kappa)}{(1-\alpha \tilde{M}_0)^2} - \frac{I_4(\kappa_p)}{(\gamma_p - \gamma_c)^2} \left[ \frac{A_2(\kappa_p)}{A_1(\kappa_p)} \right]^2 \right\} d\kappa \\
&\quad + L_1 \int_{\kappa_0}^{\infty} \left[ \frac{\tilde{M}_0 T(\kappa)}{(1-\alpha \tilde{M}_0)^2} - \frac{T(\kappa)}{(\gamma_p - \gamma_c)^2} \left[ \frac{A_2(\kappa_p)}{A_1(\kappa_p)} \right]^2 \right] \ln \left( \frac{\kappa_p - \kappa}{\gamma_p - \gamma_c} \right) d\kappa \\
L_1 &= E(\kappa_p) \cdot \frac{A_2(\kappa_p)}{A_1(\kappa_p)} \\
L_2 &= F(\kappa_p) \cdot \frac{A_2(\kappa_p)}{A_1(\kappa_p)} \\
L_3 &= \left[ F(\kappa_p) + \lambda E(\kappa_p) \right] \frac{A_2(\kappa_p)}{A_1(\kappa_p)} \\
L_4 &= \left[ I_4(\kappa_p) + L_1 \frac{T(\kappa_p)}{\gamma_p} \right] \left[ \frac{A_2(\kappa_p)}{A_1(\kappa_p)} \right]^2 \frac{1}{\gamma_p - \gamma_c} \\
L_5 &= L_1 T(\kappa_p) \left[ \frac{A_2(\kappa_p)}{A_1(\kappa_p)} \right]^2 \\
L_6 &= \left( \frac{1}{\alpha} \right)^{\gamma-1} \frac{d_1(\kappa_p)}{J_p} 
\end{align*} \]
TABLE II (Continued)

\[ F(\kappa_0) = - [3 E(\kappa_0) + G(\kappa_0)] \]

\[ I_3(\kappa_0) = - T(\kappa_0) \{ \tilde{\kappa}_2(\kappa_0) + C_2 + \lambda [\tilde{\kappa}_1(\kappa_0) + C_1] \} \]

\[ I_4(\kappa_0) = - T(\kappa_0) \{ \alpha \tilde{\kappa}_0 \{ \tilde{\kappa}_1(\kappa_0) + C_1 \} + \frac{b_2(\kappa_0)}{\delta_0} \} \]

\[ \tilde{Q}_3(\kappa_0) = \int_{\kappa_0}^{\kappa_c} \left[ \frac{d_2(\kappa) \tilde{\kappa}_0}{J_0(\alpha \tilde{\kappa}_0^{-1})} \right] \frac{\gamma+1}{\gamma-1} \left( \frac{1}{\alpha} \right) \frac{d_1(\kappa_p)}{J_0} \frac{1}{\kappa_p - \kappa_c} d\kappa \]

\[ Z_1(\kappa_0^*) = \frac{A_2(\kappa_0^*)}{A_1(\kappa_0^*)} \left[ \frac{b_1(\kappa_0^*)}{b_1(\kappa_0^*)} - \frac{N_3(\kappa_0^*)}{N_2(\kappa_0^*)} \right] \left[ \frac{N_3(\kappa_0^*)}{N_2(\kappa_0^*)} - \frac{A_3(\kappa_0^*)}{A_2(\kappa_0^*)} \right] M_0^* \]

\[ Z_2(\kappa_0^*) = \left\{ \left( \lambda - \frac{A_2(\kappa_0^*)}{A_1(\kappa_0^*)} \left[ \frac{b_1(\kappa_0^*)}{b_1(\kappa_0^*)} - \frac{N_3(\kappa_0^*)}{N_2(\kappa_0^*)} \right] \right) \right\} M_0^* \]

\[ T^*(\kappa_0^*) = \frac{d_1(\kappa_0^*)}{b_1(\kappa_0^*)} \frac{\delta_0^2}{N_2(\kappa_0^*)} \]

\[ U_1(\kappa_0^*) = \int_{\kappa_p}^{\kappa_0^*} Z_1(\kappa) d\kappa \]

\[ U_2(\kappa_0^*) = \int_{\kappa_p}^{\kappa_0^*} T^*(\kappa) \{ Z_2(\kappa) - 2[U_1(\kappa) + a_1] \} d\kappa \]

\[ Q_1(\kappa_0^*) = \int_{\kappa_p}^{\kappa_0^*} \frac{P_0J_0' - R_0}{\kappa R_0 - J_0P_0} d\kappa \]

\[ Q_2(\kappa_0^*) = \frac{1}{\alpha} \int_{\kappa_p}^{\kappa_0^*} \frac{A_1(\kappa)}{\kappa R_0 - J_0P_0} \delta_0^2(\kappa) d\kappa \]
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APPENDIX

EXTENSION OF THE PROFILE FUNCTIONS
BEYOND THE ADIABATIC LIMIT

The self-similar flows of compressible boundary layers for Prandtl number Pr = 1 and constant wall enthalpy are given by the system of ordinary equations: \(21, 33, 34\)

\[
\frac{d^3 f}{d\eta^3} + f \frac{d^2 f}{d\eta^2} + \beta \left[ 1 - S \left( \frac{df}{d\eta} \right)^2 \right] = 0
\]

\[
\frac{d^2 S}{d\eta^2} + f \frac{dS}{d\eta} = 0
\]

subject to the boundary conditions

\[
f(0) = \frac{df}{d\eta}(0) = 0
\]

\[
\frac{df}{d\eta}(\infty) = 1
\]

\[
S(0) = S_w
\]

\[
S(\infty) = 0
\]

The quantities in Equations (A.1) and (A.2) are:

\[
\frac{df}{d\eta} = \frac{U}{U_e}
\]

\[
S = 1 - \frac{H}{H_e}
\]

\[
\eta = Y \left[ \frac{1+m}{2} \left( \frac{U_e}{v_e X} \right) \right]^{1/2}
\]

\[
U_e \sim X^m
\]

\[
dX = a_e \frac{p_e}{p_\infty} dx; \quad dY = a_e \frac{\rho}{\rho_\infty} dy
\]
and $\beta$ is the pressure gradient parameter defined by

$$\beta = \frac{2m}{m+1} .$$

As $\beta \to \infty$, a limiting solution of the adiabatic form ($S_w = 0$) of Equations (A.1) and (A.2) can be found analytically.\(^{(21, 35)}\) This solution allows definition of a limiting maximum for the integral quantity $\mathcal{K}$; the result is:

$$\mathcal{K} = \mathcal{K}_{AL} = 0.4785 .$$

Correspondingly, maximum values of $J$, $R$, $P$ and $dJ/d\mathcal{K}$ are:

$$J(\mathcal{K}_{AL}) = 0.7891$$
$$R(\mathcal{K}_{AL}) = 0.9609$$
$$P(\mathcal{K}_{AL}) = 0.8908$$
$$\frac{dJ}{d\mathcal{K}}(\mathcal{K}_{AL}) = 2.0556$$

The quantity $\mathcal{K}_p$ is defined by

$$\frac{1}{\alpha} = \exp \left\{ \int_{\mathcal{K}_B}^{\mathcal{K}_p} \frac{A_1(\mathcal{K})}{A_2(\mathcal{K})} \, d\mathcal{K} \right\}$$

and if $\mathcal{K}_p$ is taken to be $\mathcal{K}_{AL}$, $\alpha_{AL} = 0.962$. Hence, for $\alpha < 0.962$, $\mathcal{K}$ will exceed its adiabatic limit. The integral functions $\mathcal{K}$, $J$, $R$, $P$, etc. can be extended beyond their respective limits, however, by allowing a non-zero value of $S_w$ and considering the limit:

$$\beta \to \infty, \quad S_w \to 0; \quad S_w \sqrt{\beta} = \mathcal{S}_w \text{ fixed.}$$

Solutions of Equations (A.1) and (A.2) subject to this limit are derived in the following two sections. The third section deals with higher order solutions of the adiabatic equations.
A.1. Limiting Solutions for $S_w \neq 0$.

A.1.1. Outer Solutions

Series of the form:

$$f(\eta; \beta) = \eta + \frac{1}{\gamma \beta} \ f_1(\eta) + \frac{1}{\gamma \beta} \ f_2(\eta) + \cdots$$

$$S(\eta; \beta) = \frac{1}{\gamma \beta} \ S_1(\eta) + \frac{1}{\gamma \beta} \ S_2(\eta) + \cdots$$

(A.3)

are assumed to be valid in the region $\eta = O(1)$. Substituting Equations (A.3) into (A.1) and collecting coefficients of like powers of $1/\beta$ gives, to order $1/\gamma \beta$:

$$2 \frac{df_1}{d\eta} + S_1 = 0$$

$$\frac{d^2S_1}{d\eta^2} + \eta \frac{dS_1}{d\eta} = 0 \quad (A.4)$$

The boundary conditions, Equations (A.2), which must be satisfied by the outer solutions are:

$$\frac{df_1}{d\eta}(\infty) = 0$$

$$S_1(0) = S_w$$

$$S_1(\infty) = 0 \quad (A.5)$$

Solutions of Equations (A.4) and (A.5) can be readily obtained and are:

$$S_1(\eta) = S_w \ \text{erfc} \left( \frac{\eta}{\sqrt{2}} \right)$$

$$f_1(\eta) = \frac{S_w}{2} \ \int_\eta^{\infty} \ \text{erfc} \left( \frac{\xi}{\sqrt{2}} \right) d\xi$$

$$u_1(\eta) = \frac{df_1}{d\eta} = - \frac{S_w}{2} \ \text{erfc} \left( \frac{\eta}{\sqrt{2}} \right)$$

$$u_{\text{outer}} = 1 + \frac{u_1(\eta)}{\gamma \beta} + \cdots$$

(A.6)
A.1.2. Inner Solutions

The solutions obtained in Section A.1.1. do not satisfy the boundary conditions \( f(0) = \frac{df}{d\eta}(0) = 0 \), hence, in the inner region, the variables \( f \) and \( \eta \) are expanded by \( \sqrt{\beta} \):

\[
\zeta = \sqrt{\beta} \eta
\]

\[
F(\zeta) = \sqrt{\beta} f(\eta)
\]

The corresponding differential equations (A.1) and boundary conditions (A.2) are:

\[
\frac{d^3F}{d\zeta^3} + \frac{1}{\beta} F \frac{d^2F}{d\zeta^2} + \left[ 1 - S - \left( \frac{dF}{d\zeta} \right)^2 \right] = 0
\]

\[
\frac{d^2S}{d\zeta^2} + \frac{1}{\sqrt{\beta}} F \frac{dS}{d\zeta} = 0
\]

\[
F(0) = \frac{dF}{d\zeta}(0) = 0
\]

\[
\frac{dF}{d\zeta}(\infty) = 1 + \frac{u_1(0)}{\sqrt{\beta}} + \cdots
\]

\[
S(0) = S(\infty) = S_w
\]

The functions \( F \) and \( S \) can now be expanded in the form:

\[
F(\zeta; \beta) = F_0(\zeta) + \frac{1}{\sqrt{\beta}} F_1(\zeta) + \cdots
\]

\[
S(\zeta; \beta) = \frac{1}{\sqrt{\beta}} \Theta_0(\zeta) + \frac{1}{\beta} \Theta_1(\zeta) + \cdots
\]

Substituting the series, Equations (A.8) into Equations (A.7) and collecting coefficients of like powers of \( 1/\beta \) gives, to order
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\[
\frac{1}{\gamma^2 \beta} : \frac{d^3 F_0}{d\zeta^3} + 1 - \left( \frac{dF_0}{d\zeta} \right)^2 = 0
\]
\[
\frac{d^2 \theta_0}{d\zeta^2} = 0
\]
\[
F_0(0) = \frac{dF_0}{d\zeta}(0) = 0
\]
\[
\frac{dF_0}{d\zeta}(\infty) = 1
\]
\[
\Theta_0(0) = \Theta_0(\infty) = \tilde{S}_w
\]
\[
\frac{1}{\beta} : \frac{d^3 F_1}{d\zeta^3} - 2 \frac{dF_0}{d\zeta} \frac{dF_1}{d\zeta} = \Theta_0
\]
\[
\frac{d^2 \theta_1}{d\zeta^2} = 0
\]
\[
F_1(0) = \frac{dF_1}{d\zeta}(0) = 0
\]
\[
\frac{dF_1}{d\zeta}(\infty) = u_1(0)
\]
\[
\Theta_1(0) = \Theta_1(\infty) = 0
\]

The solutions for \( \Theta_0(\zeta) \) and \( \Theta_1(\zeta) \) can be written immediately as \( \Theta_0 = \tilde{S}_w \), \( \Theta_1 = 0 \). If one multiplies the equation for \( F_1 \) by \( d^2 F_0 \)/\( d\zeta^2 \), its integral is easily obtained and the solution for \( U_0 = dF_0/d\zeta \) is

\[
U_0(\zeta) = 3 \tanh^2 \left( \frac{\zeta}{\sqrt{2}} + \tanh^{-1} \sqrt{\frac{2}{3}} \right) - 2 \quad \text{.} \tag{A.11}
\]

The solution for \( U_1(\zeta) = dF_1/d\zeta \) can now be obtained from

\[
\frac{d^2 U_1}{d\zeta^2} - 2 U_0 U_1 = \tilde{S}_w
\]
\[
U_1(0) = 0 \quad \text{.} \tag{A.12}
\]
\[
U_1(\infty) = u_1(0) \quad .
\]
Differentiating the equation for $U_0(\zeta)$ once more gives

$$\frac{d^2}{d\zeta^2} \left( \frac{dU_0}{d\zeta} \right) - 2 U_0 \left( \frac{dU_0}{d\zeta} \right) = 0$$

and hence by putting $U_1 = \tau(\zeta) \frac{dU_0}{d\zeta}$ Equations (A.12) become

$$\frac{d}{d\zeta} \left[ \frac{d\tau}{d\zeta} \left( \frac{dU_0}{d\zeta} \right)^2 \right] = \mathcal{S}_w \frac{dU_0}{d\zeta} \left( \frac{dU_0}{d\zeta} \right)$$

$$\tau(0) = 0$$

$$\lim_{\zeta \to \infty} \frac{dU_0}{d\zeta} = u_1(0) = -\frac{\mathcal{S}_w}{2} \ .$$

From the solution of Equations (A.13), we obtain

$$U_1(\zeta) = -\frac{\mathcal{S}_w}{2} \left\{ U_0 + \frac{\sqrt{2+U_0}}{\sqrt{3}} (1-U_0) \frac{\partial}{\partial \zeta} \left[ \sqrt{\frac{\sqrt{3} + \sqrt{2+U_0}}{(\sqrt{3} + \sqrt{2})(1-U_0)} } \right] \right\} \ .$$

Finally, one can write the velocity in the inner region, using Equations (A.11) and (A.14), as:

$$u_{\text{inner}} = U_0(\zeta) + \frac{1}{\sqrt{\beta}} U_1(\zeta) + \cdots$$

A uniformly valid composite velocity ratio can be written by subtracting out the common parts of Equation (A.15) and the last of Equations (A.6) and is:

$$u_{\text{composite}} = \left[ 1 + \frac{1}{\sqrt{\beta}} u_1(\eta) + \cdots \right] + \left[ U_0(\zeta) + \frac{1}{\sqrt{\beta}} U_1(\zeta) + \cdots \right]$$

$$- \left[ 1 + \frac{1}{\sqrt{\beta}} u_1(0) + \cdots \right]$$

or

$$u_{\text{composite}} = U_0(\zeta) + \frac{1}{\sqrt{\beta}} u_1(\eta) + \frac{1}{\sqrt{\beta}} [U_1(\zeta) - u_1(0)] + \cdots .$$
A.2. **Profile Functions**

The solutions of interest are the profile quantities \( \Psi, J, R, P, \) etc. which are defined by

\[
\Psi = \frac{\Theta}{\Delta^*} \\
J = \frac{\Theta}{\Delta^*} \\
R = 2\Delta^* \int_0^\infty \left( \frac{\partial u_c}{\partial \eta} \right)^2 d\eta \\
P = \Delta^* \left( \frac{\partial u_c}{\partial \eta} \right)_{\eta=0}
\]  

(A.17)

where

\[
\Delta^* = \int_0^\infty (1-u_c) d\eta \\
\Theta = \int_0^\infty u_c (1-u_c) d\eta \\
\Theta^* = \int_0^\infty u_c (1-u_c^2) d\eta
\]  

(A.18)

\[
u_c = \frac{u_{\text{composite}}}{U_e} = U/U_e \\
\eta = Y \left[ \frac{1+ m}{2} \frac{U_e}{\nu_c X} \right]^{\frac{1}{2}}
\]

Substitution of Equation (A.16) into Equations (A.18) gives:

\[
\Delta^* = \frac{1}{\gamma \beta} \left[ (I_1 + \tilde{S}_w V) + O \left( \frac{1}{\gamma \beta} \right) \right] \\
\Theta = \frac{1}{\gamma \beta} \left[ (I_2 + \tilde{S}_w V) + O \left( \frac{1}{\gamma \beta} \right) \right] \\
\Theta^* = \frac{1}{\gamma \beta} \left[ (I_3 + \tilde{S}_w V) + O \left( \frac{1}{\gamma \beta} \right) \right] \\
\int_0^\infty \left( \frac{\partial u_c}{\partial \eta} \right)^2 d\eta = \gamma \beta \left[ I_4 + O \left( \frac{1}{\gamma \beta} \right) \right] \\
\left( \frac{\partial u_c}{\partial \eta} \right)_{\eta=0} = \gamma \beta \left[ \frac{2}{\gamma \beta} + O \left( \frac{1}{\gamma \beta} \right) \right]
\]  

(A.19)
where

\[ I_1 = \int_0^\infty [1-U_0(\zeta)] d\zeta = \sqrt{\frac{3}{2}} \int_0^1 \frac{dU_0}{\sqrt{2+U_0}} \]
\[ I_2 = \int_0^\infty U_0(\zeta) [1-U_0(\zeta)] d\zeta = \sqrt{\frac{3}{2}} \int_0^1 \frac{U_0 dU_0}{\sqrt{2+U_0}} \]
\[ I_3 = \int_0^\infty U_0(\zeta) [1-U_0^2(\zeta)] d\zeta = \sqrt{\frac{3}{2}} \int_0^1 \frac{U_0(1+U_0) dU_0}{\sqrt{2+U_0}} \]
\[ I_4 = \int_0^\infty \left( \frac{dU_0}{d\zeta} \right)^2 d\zeta = \sqrt{\frac{2}{3}} \int_0^1 \frac{(1-U_0)^2}{\sqrt{2+U_0}} \ dU_0 \]
\[ V = \frac{1}{\sqrt{2}} \int_0^\infty \text{erfc} \ t \ dt = \frac{1}{\sqrt{2\pi}} \]

The latter forms for \( I_1 - I_4 \) can be obtained using Equation (A.11).

The values of \( I_1 - I_4 \) are:

\[ I_1 = \sqrt{6} \left( \sqrt{3} - \sqrt{2} \right) \]
\[ I_2 = I_1 \left( \frac{2}{\sqrt{3}} I_1 \right) - 1 \]
\[ I_3 = I_4 = \frac{4}{5} I_1 \]

and the expressions for \( \gamma = \gamma(\hat{S}_w) \), etc., can be written as

\[ \gamma = \frac{(\Omega-1) + \hat{S}_w}{1 + \hat{S}_w} \]
\[ J = \frac{4/5 + 2 \hat{S}_w}{1 + \hat{S}_w} \]
\[ R = \frac{8}{5} I_1 \left( 1 + \hat{S}_w \right) \]
\[ P = \frac{2}{\sqrt{3}} I_1 \left( 1 + \hat{S}_w \right) \]
\[ \frac{d\bar{J}}{d\gamma} = \frac{d\bar{J}}{d\hat{S}_w} \frac{d\hat{S}_w}{d\gamma} = \frac{6/5}{2-\Omega} \]
where
\[ Q = \frac{2}{\sqrt[3]{I_1}} \quad \text{and} \quad \hat{S}_w = \frac{\bar{S}_w V}{I_1}. \]

Thus a family of similarity solutions exists described by the parameter \( \bar{S}_w = S_w \sqrt{\beta} \) which allows an extension of the integral functions beyond their adiabatic limits. The parameter \( \hat{S}_w \) (or \( \hat{S}_w \)) can be eliminated by writing \( \hat{S}_w = \hat{S}_w(\kappa) \), say, and this family can be written simply as a function of \( \kappa \). This form is most convenient and is written as:

\[ J = \frac{4/5 + 2(1-Q)}{2-Q} + \frac{6/5}{2-Q} \kappa \]

\[ R = \frac{8}{5} I_1^2 \left( \frac{2-Q}{1-\kappa} \right) \]

\[ P = \frac{2}{\sqrt[3]{I_1}} \left( \frac{2-Q}{1-\kappa} \right) \]

\[ \frac{dJ}{d\kappa} = \frac{6/5}{2-Q} \]

\[ \frac{dR}{d\kappa} = \frac{R}{1-\kappa} \]

\[ \frac{dP}{d\kappa} = \frac{P}{1-\kappa} \]

\[ \kappa = \frac{(Q-1) + \hat{S}_w}{1 + \hat{S}_w}. \]

These solutions are plotted in Figs. (A.1) and (A.2) along with the curve fits of the numerical solutions for \( \kappa_B \leq \kappa \leq \kappa_{AL} \).

One difficulty encountered with use of the extended functions is that \( dJ/d\kappa \) is discontinuous at \( \kappa_{AL} \). This means that the functions \( \tilde{D}(\kappa), A_1(\kappa), A_3(\kappa), B_1(\kappa) \) and \( B_3(\kappa) \) defined in the text are also discontinuous at \( \kappa_{AL} \). As \( \beta \to \infty \) with \( S_w \equiv 0 \), solutions are of the form,
[see Section (A.3)],
\[
\kappa = \frac{I_2 + \frac{1}{\beta} (Q_1 - 2 Q_2)}{I_1 - \frac{1}{\beta} Q_1}
\]
\[
J = \frac{I_3 + \frac{1}{\beta} (Q_1 - 3 Q_3)}{I_1 - \frac{1}{\beta} Q_1}
\]

If the restriction on $S_w$ is relaxed such that $\beta \to \infty$, $S_w \to 0$ with $S_w \sqrt{\beta}$ fixed, solutions are of the form
\[
\kappa = \frac{(I_2 + S_w \sqrt{\beta}) V + O(\frac{1}{\sqrt{\beta}})}{(I_1 + S_w \sqrt{\beta}) V + O(\frac{1}{\sqrt{\beta}})}
\]
\[
J = \frac{(I_3 + S_w \sqrt{\beta}) V + O(\frac{1}{\sqrt{\beta}})}{(I_1 + S_w \sqrt{\beta}) V + O(\frac{1}{\sqrt{\beta}})}
\]

Hence,
\[
\frac{dJ}{d\kappa} \bigg|_{\beta \to \infty, S_w = 0} = \frac{dJ}{d\beta} \bigg|_{\beta \to \infty, S_w = 0} = \frac{(I_3/I_1 + 1) - 3(Q_3/Q_1)}{(I_2/I_1 + 1) - 2(Q_2/Q_1)} = 2.0556
\]
\[
\frac{dJ}{d\kappa} \bigg|_{S_w \to 0, \beta \to \infty} = \frac{dJ}{dS_w} \bigg|_{S_w \to 0, \beta \to \infty} = \frac{(I_3/I_1) - 1}{(I_2/I_1) - 1} = 2.3218
\]

and the two limits are not equivalent.

A.3. Higher Order Solutions for $S_w \equiv 0$

This section deals with higher order solutions of the equations of Section A.1.2. Equations (A.7) are repeated below with the restriction that $S_w \equiv 0$: 
\[
\frac{d^3 F}{d\zeta^3} + \frac{1}{\beta} F \frac{d^2 F}{d\zeta^2} + \left[1 - \left(\frac{dF}{d\zeta}\right)^2\right] = 0
\]

\[F(0) = \frac{dF}{d\zeta}(0) = 0\]

\[\frac{dF}{d\zeta}(\infty) = 1\]

(A.23)

Since solutions for \(\beta \to \infty\) are of interest, \(F\) is assumed to be

\[F(\zeta; \beta) = F_0(\zeta) + \frac{1}{\gamma \beta} F_1(\zeta) + \frac{1}{\beta} F_2(\zeta) + \cdots\]

(A.24)

Substitution of the series, Equation (A.24), into Equations (A.23) and collection of coefficients of like powers of \(1/\beta\) gives, to order

\[
\frac{1}{\beta^0} : \quad \frac{d^3 F_0}{d\zeta^3} + 1 - \left(\frac{dF_0}{d\zeta}\right)^2 = 0
\]

\[F_0(0) = \frac{dF_0}{d\zeta}(0) = 0\]

(A.25)

\[\frac{dF_0}{d\zeta}(\infty) = 1\]

\[
\frac{1}{\gamma \beta} : \quad \frac{d^3 F_1}{d\zeta^3} - 2 \frac{dF_0}{d\zeta} \frac{dF_1}{d\zeta} = 0
\]

\[F_1(0) = \frac{dF_1}{d\zeta}(0) = \frac{dF_1}{d\zeta}(\infty) = 0\]

(A.26)

\[
\frac{1}{\beta} : \quad \frac{d^3 F_2}{d\zeta^3} - 2 \frac{dF_0}{d\zeta} \frac{dF_2}{d\zeta} - \left(\frac{dF_1}{d\zeta}\right)^2 = -F_0 \frac{d^2 F_0}{d\zeta^2}
\]

\[F_2(0) = \frac{dF_2}{d\zeta}(0) = \frac{dF_2}{d\zeta}(\infty) = 0\]

(A.27)

etc. Equations (A.25) have the solution found in Section A.1.2,

Equation (A.11):
\[ U_0 = \frac{dF_0}{d\zeta} = 3 \tanh^2 \left( \frac{\zeta}{\sqrt{2}} + \tanh^{-1} \sqrt{\frac{2}{3}} \right) - 2. \]

With \( U_1 = dF_1/d\zeta \), Equations (A.26) become

\[ \frac{d^2 U_1}{d\zeta^2} - 2 U_0 U_1 = 0 \quad \text{(A.28)} \]

\[ U_1(0) = U_1(\infty) = 0. \]

Hence \( U_1 = \text{const.} \) \( dU_0/d\zeta \) is a solution of the differential equation which satisfies the boundary condition \( U_1(\infty) = 0 \). However, \( U_1(0) = \text{const.} \), therefore \( U_1 = 0 \) is a solution of Equation (A.28). The form \( U_1 = \lambda(\zeta) \) \( dU_0/d\zeta \) is assumed to see if there exists a non-trivial solution of Equations (A.28) with

\[ \frac{d}{d\zeta} \left[ \frac{d\lambda}{d\zeta} \left( \frac{dU_0}{d\zeta} \right)^2 \right] = 0 \]

\[ \lambda(0) = 0 \quad \text{(A.29)} \]

\[ \lim_{\zeta \to \infty} (1-U_0) \lambda(\zeta) = 0. \]

Now, \( dU_0/d\zeta = \sqrt{2/3} (1-U_0) \sqrt{2+U_0} \), therefore

\[ \frac{d\lambda}{dU_0} = \frac{C_1'}{(dU_0/d\zeta)^3} \]

where \( C_1' \) is a constant. Near \( U_0 \to 0 \) (\( \zeta \to \infty \))

\[ \lambda \sim \frac{C_1}{(1-U_0)^2} + C_2 \]

and \( (1-U_0)\lambda \sim C_1/(1-U_0) \) unless \( C_1 = 0 \). \( C_2 \) must be zero to satisfy \( \lambda(0) = 0 \); therefore

\[ U_1 \equiv 0 \quad \text{(A.30)} \]
is the only possible solution of Equations (A.28).

With $U_1 = 0$, Equations (A.27) simplify to:

$$\frac{d^2 U_2}{d \zeta^2} - 2 \frac{U_0 U_2}{U} = -F \frac{dU_0}{d \zeta}$$

(A.31)

$$U_2(0) = U_2(\infty) = 0$$

After letting $U_2 = \lambda(U_0) \frac{dU_0}{d \zeta}$,

$$\frac{d}{dU_0} \left[ \frac{d \lambda}{dU_0} \left( \frac{dU_0}{d \zeta} \right)^3 \right] = -F \frac{dU_0}{d \zeta}$$

$$\lambda(0) = 0$$

$$\lim_{U_0 \rightarrow 1} (1 - U_0) \lambda(U_0) = 0$$

(A.32)

To obtain a solution of Equations (A.32) for $\lambda(U_0)$ is a formidable task since the right hand side of the first equation must be integrated twice. However, a complete solution is not required; in fact, only $d \lambda / dU_0$ is required to define the profile quantities and the task is reduced to a relatively simple one. Since the velocity is

$$u = \frac{U}{U_e} = U_0(\zeta) + \frac{1}{\beta} U_2(\zeta) + \cdots$$

the functions $\Delta^*, \Theta$, and $\Theta^*$ can be written:

$$\Delta^* \sqrt{\beta} = I_1 - \frac{1}{\beta} \Omega_1 + \cdots$$

$$\Theta \sqrt{\beta} = I_2 + \frac{1}{\beta} \left( \Omega_1 - 2 \Omega_2 \right) + \cdots$$

(A.33)

$$\Theta^* \sqrt{\beta} = I_3 + \frac{1}{\beta} \left( \Omega_1 - 3 \Omega_3 \right) + \cdots$$

where
\[ Q_1 = \int_0^\infty U_2(\zeta) \, d\zeta \]
\[ Q_2 = \int_0^\infty U_2(\zeta)U_0(\zeta) \, d\zeta \]
\[ Q_3 = \int_0^\infty U_2(\zeta)U_0^2(\zeta) \, d\zeta \]

With use of the differential equations, Equations (A.27) and (A.31), the integral \( Q_1 \) can be written as a function of \( Q_3 \) and \( Q_2 \) can be evaluated directly. The results are

\[ \frac{Q_1}{I_1} = \frac{2}{5} - \frac{Q_3}{I_1} \quad (A.34) \]
\[ \frac{Q_2}{I_1} = \frac{1}{2} [(Q-1)-D] \]

where \( D = 4/(3I_1)(d\lambda/dU_0) \bigg|_{U_0=0} \), and \( Q_3 \) is

\[ \frac{Q_3}{I_1} = \frac{1}{5} + \frac{1}{2I_1} \left[ \frac{1}{3} \int_0^1 (1-U_0)^3 \frac{d\lambda}{dU_0} \, dU_0 - \int_0^1 (1-U_0)^2 \frac{d\lambda}{dU_0} \, dU_0 \right] \quad (A.35) \]

Thus only one integral of Equations (A.32) is required and is

\[ \frac{d\lambda}{dU_0} = \frac{3}{\gamma^2} \frac{1}{(1-U_0)^3(2+U_0)^{3/2}} \left[ \frac{F(t_1)+F(t_2)+\gamma^3}{U_0} \left[ \frac{2-U_0}{2} - \frac{U_0^2}{3} \right] \right] \]
\[ + k_3 \left[ (2+U_0)^{3/2} - (3-U_0) - 6 \gamma^2 \right] - (k_1+k_2)+C_1 \] \quad (A.36)

where
\[ F(t) = \frac{t^5}{5} \left[ \ln t - \frac{1}{4} \right] - \sqrt{3} t^4 \left[ \ln t - \frac{1}{3} \right] + 5 t^3 \left[ \ln t - \frac{1}{3} \right] - 3 \sqrt{3} t^2 \left[ \ln t - \frac{1}{2} \right] \]

\[ t_1 = \sqrt{3} - \sqrt{2} + U_0 \]

\[ t_2 = \sqrt{3} + \sqrt{2} + U_0 \]

\[ k_1 = F(\sqrt{3} - \sqrt{2}) \quad (A.37) \]

\[ k_2 = F(\sqrt{3} + \sqrt{2}) \]

\[ k_3 = -\frac{2}{5} \left[ \sqrt{6} - \tanh^{-1} \sqrt{\frac{2}{3}} \right] \]

\[ C_1 = \text{arbitrary constant of integration} \]

The constant \( C_1 \) can be determined from the boundary condition

\[
\lim_{U_0 \to 1} (1-U_0) \lambda(U_0) = 0. \quad \text{As } U_0 \to 1, \quad \frac{d\lambda}{dU_0} \sim \frac{1}{\sqrt{6}} \frac{1}{(1-U_0)^3} \left\{ F(2\sqrt{3}) + \frac{7}{6} \sqrt{3} + 6 k_3 (\sqrt{3} - \sqrt{2}) - (k_1 + k_2) + C_1 \right\}
\]

\[
\quad + \frac{\alpha_1}{1-U_0} + \frac{\alpha_2}{1-U_0} + \cdots
\]

Therefore, the boundary condition is satisfied if the bracketed term is required to vanish since then

\[
\lambda \sim \beta_1 \left[ \ln (1-U_0) \right]^2 + \beta_2 \ln (1-U_0)
\]

and \( (1-U_0) \lambda(U_0) \to 0 \). Hence \( C_1 \) is

\[
C_1 = k_1 + k_2 - \left[ F(2\sqrt{3}) + \frac{7}{6} \sqrt{3} + 6 k_3 (\sqrt{3} - \sqrt{2}) \right]. \quad (A.38)
\]

Now the value of \( D = 4/(3I_1) \) \((d\lambda/dU_0)\big|_{U_0=0} = 0 \) is simply \( C_1/I_1 \) and the integral \( Q_2 \) is easily determined. The solution for \( d\lambda/dU_0 \) is complete and \( Q_3 \) can be determined.

If we return to the original objective of writing the functions
\( \zeta, J, R, P, \) etc. as series in \( 1/\beta \), it is now possible to evaluate
\[
\int_0^\infty \left( \frac{\partial u}{\partial \zeta} \right)^2 d\zeta = \frac{4}{5} I_1 \left[ 1 + \frac{1}{\beta} \left( 1 - 5 \frac{\Omega^3}{I_1} \right) + \cdots \right]
\]
and
\[
\left( \frac{\partial u}{\partial \zeta} \right)_{\zeta=0} = \frac{2}{\gamma^3} \left[ 1 + \frac{1}{\beta} \left( \frac{\gamma^3}{2} I_1 D \right) + \cdots \right].
\]
(A.39)

With the use of Equations (A.33) and (A.39), one can write the profile functions as series in \( 1/\beta \):
\[
\zeta = \zeta_0 + \frac{1}{\beta} \zeta_2 + \cdots = \zeta_{AL} + \frac{1}{\beta} \zeta_2 + \cdots
\]
\[
J = J_0 + \frac{1}{\beta} J_2 + \cdots = J_{AL} + \frac{1}{\beta} J_2 + \cdots
\]
(A.40)

etc.

where the zeroth order functions are those previously determined and the second order functions are:
\[
\zeta_2 = 1 + D - \Omega \left( \frac{3}{5} + \frac{\Omega^3}{I_1} \right)
\]
\[
J_2 = \frac{3}{5} \left( \frac{6}{5} - 8 \frac{\Omega^3}{I_1} \right)
\]
\[
R_2 = \frac{32}{5} I_1^2 \left( \frac{3}{20} - \frac{\Omega^3}{I_1} \right)
\]
\[
P_2 = \frac{2}{I_1} \left[ D - \Omega \left( \frac{2}{5} - \frac{\Omega^3}{I_1} \right) \right].
\]

The quantities \( D \) and \( \frac{\Omega^3}{I_1} \) were determined numerically and the values are:
\[
D = 0.0958
\]
\[
\frac{\Omega^3}{I_1} = 0.1694
\]

These solutions, Equations (A.40), are compared with the numerical solutions obtained by Klineberg in Figures (A.3) and (A.4).
FIG. 1 COMPARISON OF MOMENT METHOD AND FINITE DIFFERENCE SOLUTION

- $\frac{p_{+\infty}}{p_{-\infty}}$ INVIScid
- $X$ (inch)
- $\rho_{-\infty} \rightarrow \rho_{+\infty}$

- $M_{-\infty} = 5.80$  $M_{+\infty} = 6.993$
- $\alpha_w = 7.4^\circ$
- $R_c = 0.095^\circ$  $X_c = 2.0^\circ$
- $Re_c = \frac{u_{+\infty} X_c}{\nu_{-\infty}} = 123,000$
\[
\frac{\Delta H_{1,2}}{\Delta \tilde{x}_{1,2}} = \frac{(H_2 - H_c) + (H_c - H_1)}{(\tilde{x}_2 - \tilde{x}_c) + (\tilde{x}_c - \tilde{x}_1)} = \frac{H_2 - H_1}{\tilde{x}_2 - \tilde{x}_1} \sim \frac{1}{\sqrt{R_c/L}} \\
\Delta H_{1,2} \sim \sqrt{R_c/L}
\]

**FIG. 3** SKETCH OF GEOMETRY FOR CRITICAL POINT ANALYSIS
FIG. 4 SKETCH OF ZEROTH ORDER COMPOSITE SOLUTIONS FOR SHARP EXPANSION CORNER
FIG. 5 MINIMUM EXPANSION ANGLE REQUIRED FOR SUBCRITICAL–SUPERCRITICAL TRANSITION
FIG. 6 SKETCH OF FIRST ORDER COMPOSITE SOLUTION FOR SHARP EXPANSION CORNER

\( a \): \( 1 + \epsilon m_1 \)

\( b \): \( \tilde{M}_{Oc}(1 + \epsilon \tilde{M}_{lc}) \)

\( c \): \( \frac{1}{\alpha} \left[ 1 - \epsilon M_0^* \left( \frac{\mathcal{A}_p}{\mathcal{L}_p} \right) \right] \)
FIG. 7 MAXIMUM VALUE OF $\mathcal{H}_0$ FOR A GIVEN $M_\infty a_w$

\[ \alpha = 1 - \frac{\gamma - 1}{2} M_\infty a_w \]
\[ \frac{\gamma - 1}{2} \frac{\bar{\chi}_\infty}{M_\infty \alpha_w} \cdot M_0^*(\mathcal{H}_p) \]

 CONDITIONS FOR EXAMPLE SOLUTION

FIG. 8  PARAMETER BOUNDARIES FOR CLOSED FORM SOLUTIONS
FIG. 9 ASYMPOTIC SOLUTIONS FOR PRESSURE DISTRIBUTION
Fig. 10 Asymptotic solutions for incompressible displacement thickness distribution

\[ \bar{X}_\infty = 0.1 \]
\[ M_\infty \alpha_w = 0.75 \]

Composite of asymptotic solutions
Fig. 12 Comparison of composite solution with "exact" result
$\bar{x}_\infty = 0.1$
$L = 2.0$ INCHES
$M_\infty = 5.8$
$\alpha_w = 7.4^\circ$
$M_\alpha \alpha_w = 0.75$
$R_C = 0.095$ INCH

-- COMPOSITE SOLUTION
--- NUMERICAL INTEGRATION

**FIG. 13** COMPARISON OF COMPOSITE SOLUTION WITH "EXACT" RESULT
\[ \bar{X}_\infty = 0.1 \]
\[ L = 2.0 \text{ INCHES} \]
\[ M_\infty = 5.8 \]
\[ \alpha_w = 7.4^\circ \]
\[ R_c = 0.095 \text{ INCH} \]

---

COMPOSITE SOLUTION

NUMERICAL INTEGRATION

FIG. 14 COMPARISON OF COMPOSITE SOLUTION WITH "EXACT" RESULT
FIG. 15  ZERO TH ORDER FUNCTIONS OF $H_0$ FOR $\alpha = 0.85$

$H_B = 0.3841$
$H_c = 0.4395$
$H_p = 0.6425$
FIG. 16  ZEROTH ORDER FUNCTIONS OF $H_o^*$ FOR $\alpha = 0.85$
FIG. 17 FIRST ORDER FUNCTIONS OF $\mathcal{H}_0$ FOR $\alpha = 0.85$
FIG. 18  FIRST ORDER FUNCTIONS OF $\mathcal{H}_0^*$ FOR $\alpha = 0.85$
L = 4.173"
L_p = 4.006"
W = 5.000"

a_w = 5°

a_s = 14°

FIG. 19 WIND TUNNEL MODEL S-1
FIG. 21 EXPERIMENTAL SURFACE PRESSURE DISTRIBUTIONS

<table>
<thead>
<tr>
<th>$M_\infty$</th>
<th>$Re_L\infty$</th>
<th>$\bar{\chi}_\infty$</th>
<th>Data Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.82</td>
<td>574,000</td>
<td>0.346</td>
<td>$\alpha_w = 5^\circ$</td>
</tr>
<tr>
<td>6.77</td>
<td>435,000</td>
<td>0.389</td>
<td>2-D</td>
</tr>
<tr>
<td>6.75</td>
<td>293,000</td>
<td>0.468</td>
<td></td>
</tr>
<tr>
<td>6.70</td>
<td>152,000</td>
<td>0.641</td>
<td></td>
</tr>
<tr>
<td>6.14</td>
<td>739,000</td>
<td>0.127</td>
<td>Puhl $\alpha_w = 10^\circ$</td>
</tr>
<tr>
<td>6.11</td>
<td>381,000</td>
<td>0.174</td>
<td>Axisymmetric</td>
</tr>
</tbody>
</table>
FIG. 23 EXPERIMENTAL SURFACE PRESSURE CORRELATION
FIG. 24 PITOT PRESSURE PROFILES UPSTREAM OF CORNER
FIG. 25 PITOT PRESSURE PROFILES UPSTREAM OF CORNER
FIG. 26 PITOT PRESSURE PROFILES UPSTREAM OF CORNER
FIG. 27 PITOT PRESSURE PROFILES DOWNSTREAM OF CORNER
FIG. 28. PITOT PRESSURE PROFILES DOWNSTREAM OF CORNER
FIG. 29 PITOT PRESSURE PROFILES DOWNSTREAM OF CORNER

<table>
<thead>
<tr>
<th>s (inches)</th>
<th>0.820</th>
<th>0.820</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>7.91</td>
<td>7.83</td>
</tr>
<tr>
<td>$p_t$ (p.s.i.a.)</td>
<td>264.3</td>
<td>132.2</td>
</tr>
<tr>
<td>$T_t$ (°F)</td>
<td>900</td>
<td>900</td>
</tr>
</tbody>
</table>
FIG. 30 PITOT PRESSURE PROFILES DOWNSTREAM OF CORNER

<table>
<thead>
<tr>
<th>s (inches)</th>
<th>1.222</th>
<th>1.209</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>7.90</td>
<td>7.90</td>
</tr>
<tr>
<td>$p_t$ (p.s.i.a.)</td>
<td>264.3</td>
<td>132.2</td>
</tr>
<tr>
<td>$T_t$ (°F)</td>
<td>900</td>
<td>900</td>
</tr>
</tbody>
</table>
FIG. 31  EFFECT OF REDUCTION OF EDGE TOTAL PRESSURE
FIG. 32 EFFECT OF REDUCTION OF EDGE TOTAL PRESSURE
FIG. 33 EFFECT OF REDUCTION OF EDGE TOTAL PRESSURE
FIG. 34 EFFECT OF REDUCTION OF EDGE TOTAL PRESSURE
FIG. 35 EXPERIMENTAL AND THEORETICAL SURFACE PRESSURE DISTRIBUTIONS

$M_\infty = 6.82$
$\frac{\bar{X}_\infty}{\bar{X}} = 0.346$
$L = 4.173''$
$a_w = 5^\circ$
$M_\infty = 6.82$

$\bar{X}_\infty = 0.346$

$L = 4.173''$

$\alpha_w = 5^\circ$

---

FIG. 36 EXPERIMENTAL AND THEORETICAL DISPLACEMENT THICKNESS DISTRIBUTION
FIG. 37 THEORETICAL INCOMPRESSIBLE DISPLACEMENT THICKNESS DISTRIBUTION
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\[ M_\theta = 6.82 \]
\[ \chi_0 = 0.346 \]
\[ L = 4.173 \]
\[ a_w = 5^\circ \]
$M_\infty = 6.82$

$\chi_\infty = 0.346$

$L = 4.173''$

$\alpha_w = 5^\circ$

FIG. 38 EXPERIMENTAL AND THEORETICAL $\mathcal{H}$ DISTRIBUTIONS
\[ \hat{H} = \frac{\hat{S}_w V}{I_1} = \hat{S}_w \sqrt{\beta} \frac{V}{I_1} \]

FIG. A.1 EXTENSION OF $H$ BEYOND THE ADIABATIC LIMIT
FIG. A.2 EXTENSION OF PROFILE FUNCTIONS OF $H$
FIG. A.3 LIMITING SOLUTIONS OF ADIABATIC EQUATIONS
FIG. A.4 LIMITING SOLUTIONS OF ADIABATIC EQUATIONS