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Abstract

The organization of this thesis very much coincides with the progress and “evolution”
of my work here at Caltech. I came in at a time when our research activities entered a
phase of full-scale realization of holographic storage after theoretical model building
and proof-of-principle investigations were successfully carried out. More and more
efforts have been dedicated to various experimental examination and demonstrations.
Therefore, the major portion of this thesis details results from these efforts. Theo-
retical treatments are developed when necessary and only serve as the starting point
and justification of further, serious experimentation.

The centerpiece of my work described in this thesis is a large—scale fast random-—
access holographic memory using LiNbOs:Fe. It is not only our first attempt to
incorporate many important disciplines and understandings of holographic memory
design, engineering and experimentation to construct a real working prototype, but
also a tool and test—bed for later characterization and investigation of other aspects in
the application of holographic storage technology. This system is described in detail
in Chapter 2 and 3 and has been used repeatedly and extensively through all of our
works. Another two threads in the work presented here are the use of the M/# as a
system metric to evaluate the dynamic range limitations, and of the Signal-to-Noise
Ratio (SNR) and Bit-Error Rate (BER) to characterize the system error performance.

In Chapter 2, the design of a large-scale random-access holographic memory us-
ing LiNbOs:Fe is discussed in detail. High, system dynamic-range-limited storage
capacity is demonstrated by using angle, fractal and spatial multiplexing with a key
custom-designed component—the segmented mirror array. The SNR and BER ob-
tained from the reconstructed information are comparable to those of conventional
CD~-ROMs.

Fast random access to the memory contents is materialized in a separate system

using an acousto-optic deflector (AOD) as the addressing device and an electro-optic
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modulator (EOM) to compensate for the Doppler shift. Chapter 3 discusses the
design issues and presents experimental demonstration of holographic storage using
the system. The design and application of an optical phase-lock loop using the AOD
and EOM for phase stabilization are also described at the end of this chapter.

Chapter 4 and 5 address two methods of thermal fixing to solve the volatility
problem in holographic memories using photorefractive materials. First, “Low-High—
Low” fixing is described in Chapter 4, along with the characterization of system
error performance of non-volatile holographic storage using thermal fixing. A novel
“Incremental fixing schedule” is introduced to improve the system fixing efficiency.
Experimental demonstration of a large-scale non-volatile memory with good error
performance is also presented.

Chapter 5 shows theoretical treatment and experimental demonstration of high—
temperature recording in LiNbOs:Fe. Different charge transport mechanisms and
their influence on the dynamics of holographic recording as well as the system dynamic
range are discussed in detail. The two thermal fixing methods are examined and
compared in terms of the M/#.

In Chapter 6, a very important holographic noise source, the inter-pixel grat-
ing noise, is evaluated theoretically based on a linear (small-signal) model, followed
by experimental investigation of its influence on the system error performance of a
large-scale memory. Random-phase modulation in the signal beam is discussed and

demonstrated as an effective way to suppress this holographic noise.

Advisor: Professor Demetri Psaltis
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Chapter 1 Introduction

Contents
1.1 Holography . . ... ... ... ... ... .. . ... 1
1.2 Volume holographic storage: early works . . ... .. .. 2
1.3 Volume holographic storage: recent interest . .. .. .. 3
1.4 Outlineofthesis .. ... ... ... ... .. ......... 5

1.1 Holography

Holography dates back to 1948, when Dennis Gabor developed the theory of wave-
front reconstruction in an attempt to improve electron microscopy [1,2]. When a
coherent reference beam interferes with a signal beam, the intensity of the interfer-
ence pattern contains both the amplitude and phase information of the beams. Since
photographic materials such as film record the intensity of the exposing light, this
method allows the recording of the whole information of the signal beam. Gabor
coined the term hologram from the Greek words holos (meaning whole) and gramma
(meaning message). The 1971 Nobel Prize in Physics was awarded to him for this
invention.

Further progress in the field was stymied during the next decade because light
sources available at the time were not truly coherent. This barrier was overcome
in 1960 with the invention of the laser. In 1962 Leith and Upatnieks recognized
from their work in side-looking radar that holography could be used as a 3-D visual
medium. They improved upon Gabor’s original idea by using a laser and an off-axis
technique [3]. The result was the first laser transmission hologram of 3-D objects with

good reconstruction quality. The basic off-axis technique of Leith and Upatnieks is
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still the staple of holographic methodology. With this breakthrough in recording tech-
nique came new applications besides the original application of imaging. For example,
3-D image reconstruction with laser [4] or white light [5], information storage [6-8],
filtering [9], aberration correction in imaging systems [10,11], and information pro-
cessing in synthetic—aperture radar [12] were all proposed and demonstrated during
the 1960’s and early 1970’s.

The material used in most early experimental work was photographic film. The
photographic film is typically a thin, two-dimensional (2-D) layer of recording ma-
terial. It is sensitive and has good spatial frequency response. Thin holograms lack
sensitivity to changes in the angle of the reconstruction beam. This enables the con-
struction of shift-invariant filters for correlation and information processing. How-
ever, thin film is not a good storage material because it requires developing between
recording, and readout and restricts the capacity to approximately one hologram per

spatial location on the film.

1.2 Volume holographic storage: early works

The limited capacity of 2-D holographic storage can be overcome by using volume
holography. In volume holography, the recording medium is a three-dimensional
(3-D) solid. Because the interference pattern is recorded throughout the storage
material, thick holograms are sensitive to changes in the propagation properties of
the readout beam. This effect is similar to the phenomenon first observed in X-ray
diffraction from crystals by Bragg in 1942 [13]. Kogelnik [14] analyzed the diffraction
of light from a hologram written in a volume by two interfering plane waves. His
result showed how Bragg selectivity applied to thick absorption or phase holograms.
Later analysis [15-18] discussed Bragg selectivity and diffraction from materials whose
thickness is between the thick and thin regimes. Using the Bragg selectivity inherent
to volume holography, multiple holograms can be stored and retrieved independently
in the same volume by changing the propagation properties of the readout beam. As

a result, the information storage capacity is greatly increased by volume holography.
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A very important type of material for volume holography is photorefractive crystal.
Photorefractive effect was discovered in ferroelectric inorganic crystals, by researchers
attempting to perform second-harmonic generation. They observed that the index
of refraction would change as lithium niobate crystal absorbed light [19]. This effect
was first called “optical damage” since the index change distorted the optical beams.

Photorefractive effect generally occurs in three steps:

e Upon illumination, the electrons (holes) are excited from the donors into the

conduction (valence) band and become free carriers.

o The free carriers migrate under different charge transport mechanisms such
as diffusion, drift, and/or photovoltaic effect, followed by re-trapping by the
acceptors (traps). This leads to charge separation which generates an electric

field— the space—charge field.

¢ The space—charge field modulates the refraction index of the material through

the linear (Pockel’s) electro-optic effect, to form phase holograms.

Many theoretical models for the behavior of the photorefractive effect were introduced
in 1970’s [20-34], but the Kukhtarev equations have been universally accepted as the
general model for the operation of the photorefractive effect [27,34].

Chen et al. [35] first realized the potential of this effect in translating the informa-
tion embedded in the hologram to the index modulation and proposed volume holo-
graphic storage using photorefractive materials such as LiNbOs. Volume holographic
storage in photorefractive materials was demonstrated in the late 1960’s and early
1970°s [35-38]. However, because of the lack of supporting optical devices (lasers,
spatial light modulators (SLM), 2-D detector arrays, beam deflectors), these works

did not lead to a commercial product at the time.

1.3 Volume holographic storage: recent interest

Holographic storage has undergone resurgence in recent years mainly because the

dramatic advances in electronic computers lead to ever-increasing demand for in-
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expensive mass storage devices. Processor speeds for supercomputers are moving
beyond the billion instructions per second range. With this high performance, the
data access time and data transfer rate between CPU and primary memory, and be-
tween primary and secondary memories, need to improve significantly. In addition,
the storage capacity of memory devices has to be greatly increased since data ac-
cumulate quickly with ultra~high-speed computation and new applications such as
multimedia have emerged. However, there exists an imparity between the improve-
ment of computation and memory devices. For instance, over the past decade, disk
drive performance has improved by a factor of less than 10. In comparison, CPU
performance has increased by a factor of 1,000. Therefore, a 3-D memory technology
which offers very high storage capacity and 2-D parallel access at the same time, such
as volume holographic storage, is very much in demand.

In addition to the increased demand and regained interest, the modern opto-
electronic technology has provided us with a rich variety of compact, inexpensive,
and high performance semiconductor laser diodes, liquid crystal SLMs, CCD detector
arrays, as well as computer—controlled apparatus such as precision beam scanners. As
a result, there is no technical impediment to making holographic memory systems.

All of these, however, have not materialized volume holographic memories as
practical mass storage systems. Lack of “perfect” storage material and pessimistic
predictions on the noise-limited storage capacity had once cast a shadow on the future
of this new technology until Mok et al. successfully demonstrated the storage and
high—fidelity recall of 5,000 holograms in LiNbO5 [39]. Since then, a methodology
has been established to characterize the performance of holographic memory using
photorefractive materials [40], hologram multiplexing has been extensively studied,
better understood and utilized, new multiplexing techniques have been invented, and
new storage materials have been found.

Whether or not holographic storage will become commercialized in the near fu-
ture is still a question. The most important factors are the expense and novelty of
the technology, as well as market niche when it is faced with competition from ma-

ture storage technologies such as magnetic, semiconductor, and conventional optical
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memories. This is the reason that the main research focus has to be shifted to the
system-level investigation and the experimental approach has to be more application—
oriented than purely theoretical. And I believe that this is exactly what our group

has been doing and has accomplished in the past several years.

1.4 Outline of thesis

The organization of this thesis very much coincides with the progress and “evolution”
of my work here at Caltech. Since I came in at a time when we were undergoing a
transition from theoretical modeling to full-scale realization of holographic storage,
the major portion of the thesis details results of various experimental investigations
and demonstrations. Theoretical treatments are developed when necessary and only
serve as the starting point and justification of further, serious experimentation.

The centerpiece of my work described in this thesis is a large-scale fast random-—
access holographic memory using LiNbOs:Fe. It is not only our first attempt to
incorporate many important disciplines of holographic memory design, engineering
and experimentation to construct a real working system, but also a tool and test—
bed for later investigation of other aspects in the application of holographic storage
technology. This system is described in detail in Chapter 2 and 3 and has been used
repeatedly and extensively through all of our works. In Chapter 2, high, system
dynamic-range-limited storage capacity is demonstrated by using angle, fractal and
spatial multiplexing with a key custom—designed component—the segmented mirror
array. Chapter 3 discusses the design and realization of a fast random-access mem-
ory system using an acousto-optic deflector (AOD) as the addressing device and an
electro-optic modulator (EOM) to compensate for the Doppler shift.

Chapter 4 and 5 address two methods of thermal fixing to solve the volatility
problem in holographic memories using photorefractive materials. First, “Low-High-
Low” fixing is described in Chapter 4, along with the characterization of system
error performance of non-volatile holographic storage using thermal fixing. A novel

“Incremental fixing schedule” is introduced to improve the system fixing efficiency.
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Experimental demonstration of a large-scale non-volatile memory with good error
performance is also presented. Chapter 5 shows theoretical treatment and experi-
mental demonstration of high-temperature recording in LiNbOs:Fe. Different charge
transport mechanisms and their influence on the dynamics of holographic recording
as well as the system dynamic range are discussed in detail. The two fixing methods
are examined and compared in terms of the M/#.

In Chapter 6, a very important holographic noise source, the inter-pixel grat-
ing noise, is evaluated theoretically based on a linear (small-signal) model, followed
by experimental investigation of its influence on the system error performance of a
large-scale memory. Random-phase modulation in the signal beam is discussed and

demonstrated as an effective way to suppress this holographic noise.
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Full-scale realization of a holographic storage system has always been a great
challenge since the concept of volume holographic memory was first conceived 30
years ago. Lack of appropriate recording material and pessimistic predictions on the
storage capacity and error performance had once cast a shadow on the development

of this new technology until Mok et al. successfully demonstrated the storage of 5,000
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holograms in a LiNbO3:Fe crystal [39]. Although some of the problems still exist (for
example, the “perfect” material has not been found yet), it is essential to explore the
potentials of the technology on the system level, to establish systematic evaluation
methods, and to set up a test-bed to characterize the system performance. It is for
this reason that we set out to construct a large—scale holographic storage system and
conducted series of experiments on it. After all, our philosophy is “If you don’t
do it, you don’t really know what the problems are, and you don’t really
know how to solve them!”

In this chapter, I describe a large-scale random-access holographic memory using
LiNbOg:Fe crystals. 1 address most of the issues associated with the implementation
of holographic memories to achieve very high storage capacities. In Section 2.1—
2.5, 1 discuss the issues related to the system design in detail. In the remainder of

this chapter, I present the experimental results of the memory system for large-scale

storage.

2.1 Single—location storage

Holograms are the recording of the interference pattern created by mixing two co-
herent laser beams—the signal beam which carries the information to be stored and
the reference beam. The information is embedded in the interference pattern and
distributed in a three-dimensional volume. To retrieve the information, the same
reference beam is used. The reconstruction is a result of the summation (space inte-
gral) of the diffraction off the entire volume (i.e., the interaction region). A change
in the propagation properties of the reference beam results in so-called Bragg match
or mismatch—constructive or destructive interference similar to what happens to the
reflection and transmission of the light on multi-layer-dielectric—film interface. When
Bragg mismatch takes place, a new hologram could be stored in the same volume, with
no (or minimal) crosstalk from the others. This is the basic concept of single-location
storage.

There are two important questions regarding single-location storage. The first
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is how multiple holograms can be superimposed in the same volume. This will be
addressed in Section 2.1.1, in the context of multiplexing techniques. The second is
how many holograms we can superimpose in the same volume. This is the topic of
Section 2.1.2, where the dynamic-range limitations of a holographic memory system

are discussed.

2.1.1 Multiplexing techniques and geometric limitations

In this section, we discuss some of the available methods for hologram multiplexing—
creation of reference beam wave—front for storage and independent retrieval of infor-

mation. These methods can be divided into two general classes [41],

¢ Bragg-matched readout-—crosstalk suppression by Bragg-mismatch. The tech-
niques include angle [42], wavelength [43-47], phase code [48-54], and shift [55]

multiplexing.

e Displaced readout—more than one hologram can be accessed by the same refer-
ence beam. The reconstructions do not overlap in the spatial frequency domian,
so the undesired ones can be eliminated by spatial filtering. The techniques in-

clude fractal [56,57] and peristrophic [58] multiplexing.

Not all the multiplexing techniques can be employed at the same time. Some require
complicated hardware. In the discussion below, we only describe the ones we used in

our large—scale holographic memory.

Angle multiplexing and 90° geometry The most common technique to store
multiple holograms in the same volume within a thick recording medium is angle
multiplexing. In angle multiplexing, a discrete set of reference plane waves which
vary in illumination angle is used. The wave-vectors for all of these beams lie in a
single plane (the interaction plane) which includes the central wave vector of the signal
beam. The diffraction efficiency of a hologram is a strong function of angular change

of the reference beam in this plane. Since this angle “selects” the hologram, we refer
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Figure 2.1: Angle definition and K-space description.

to this as the selectivity function. When the readout beam is identical to the wave—
front used for recording, the diffracted signal is at a central peak in the selectivity
function and is “Bragg-matched.” The angular spacing between the central peak
and the first null is referred to as the angular or Bragg selectivity, and can be written
as [59]

cos Og _ (2 1)

A
Af =2 805
L cos(fr — 0s)’

where g and 0 are the incidence angles of the signal and reference beams, and L is
the thickness of the crystal (the interaction length) as shown in Figure 2.1.

For holograms formed by plane-wave signal (no information) and reference beams,
a change of A# in the reference beam yields a “fresh” angle where a new hologram
can be stored without crosstalk from the others. However, for information-bearing
signals which contain multiple spatial frequencies (different fs), the Bragg—mismatch
condition (A#) for each spatial frequency is different. As a result, all the spatial
frequencies in the signal can not be suppressed at the same time, leading to crosstalk
between holograms [60-67].

For maximal storage capacity with minimal crosstalk within a given angular range,

small angular selectivity is very much preferred. The 90° geometry, shown in Fig-
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ure 2.2, where the signal and reference beam enter the photorefractive crystal through
orthogonal faces, has the strongest angular selectivity (A/L), thus allowing optimal
use of the angular scanning range of the reference beam. Figure 2.3 shows a measured
angular selectivity curve in the 90° geometry for a crystal of thickness L = 20 mm.
The measured Bragg selectivity is 0.0016°, which is slightly larger than the theoret-
ical value A/ L = 0.0014° due to absorption. All angles listed here are external
angles. In the 90° geometry, the interaction length can be increased simply by ex-
tending the thickness of the crystal, increasing Bragg selectivity as well as diffraction
efficiency [68,69]. Other advantages include reduced Fresnel loss as a result of orthog-
onal entry of the light. Noise collected by the detector due to bulk scattering, which

tend to cluster along the direction of the reference beam, is also strongly suppressed.

Geometric limitations and fractal multiplexing The number of holograms
that can be stored at a single location by angle multiplexing is determined by the
total number of distinct reference beam angles the optical system can deliver. It is
often limited by the Space-Bandwidth Product (SBP) of the angle scanner, especially
in the case of non-mechanical devices such as acousto-optic or liquid crystal deflec-
tors. For example, current AOD technology provides SBP on the order of 1,000 or
so. Therefore, storage of more than 1,000 angle-multiplexed holograms at the same
location requires more than one SBP-limited scanner. If the angle deflector is capable
of an arbitrarily large number of resolvable angles, then the geometric limitations is
imposed by the numeric aperture of the lens system in the reference path. The entire
angular range required for multiplexing is not simply a product of the number of
holograms and a constant Af. Af increases as the reference beam deviates from the
optical axis as a result of less strong Bragg selectivity and worse plane-wave quality
due to the aberrations in the optics. In addition, to reduce the crosstalk from neigh-
boring holograms, we always prefer, as a rule of thumb, to set the inter-hologram
spacing about five times the Bragg selectivity. Therefore, a large numeric aperture is
required for the large range of angle deflection, which is very difficult, even impossible

In many cases.
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Figure 2.4: K-sphere description of angle and fractal multiplexing: (a) angle multi-
plexing; (b) fractal multiplexing.

It is important to notice that the Space-Bandwidth Product requirement for angle
multiplexing is one dimensional (horizontal, in the interaction plane). In order to
alleviate the SBP “overloading” in this dimension, we can take advantage of the 2-D
nature of optics, and spread out the SBP loading in the vertical dimension by using
another multiplexing technique: Fractal multiplexing.

In angle multiplexing, reference beam angles used for separate holograms must be
distinct. This distinction is usnally created by angle changes in the plane of interaction
of the reference and signal beams (i.e., horizontally), due to Bragg selectivity as shown
in Figure 2.4(a). Angle changes orthogonal to this plane of interaction (i.e., vertically)
have little effect on the phase-buildup of the reconstructed hologram. This is shown
in Figure 2.4(b). The reference beams which are deflected vertically can still readout
the hologram [57]. However, the reconstructed holograms are tilted slightly from the
original signal axis, by the same vertical angle deflection in the reference beam. In
practice, the vertical spatial bandwidth of the signal is limited. Therefore, when the
vertical deflection of the reconstruction becomes larger than the vertical bandwidth
of the signal, no signal will be detected by the detector array centered on the signal
axis. As a result, another new hologram can be recorded at this vertical angle with

no crosstalk from the others. This is called fractal multiplexing, or out-of-plane
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multiplexing.

With fractal multiplexing, multiple holograms can be divided into several “frac-
tal rows” (vertical angles addressed by a “vertical” angle scanner), with each row
containing a number of angularly multiplexed holograms (addressed by a “horizon-
tal” angle scanner). This arrangement is described in Figure 2.5. It eases the SBP
requirement on the horizontal angle scanner. Therefore, the storage and access of
a large number of holograms can be achieved with commercial angle scanners and

off-the—shelf optical components.

2.1.2 Dynamic—range limitations and M/#

Photorefractive crystals are widely used for large-scale holographic storage. During
recording of a hologram, the crystal is exposed to a spatially-varying interference
pattern created by the signal and reference beam. Charge carriers are excited into
the conduction band by the illumination. They migrate by diffusion, drift, and pho-
tovoltaic effect, and then become trapped at new sites, leading to charge separation
inside the material. The electric field set up by the charge grating modulates the

index of refraction of the crystal via the electro-optic effect, giving rise to a phase
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hologram which is a copy of the exposing interference pattern. Upon readout, the
same reference beam is used to reconstruct the signal, which is then collected by a 2D
detector array to retrieve the information. The recording can be repeated for many
different signals to store multiple holograms. However, the redistribution of space
charges caused by repeated exposures erases the existing gratings, leading to the loss
of previously stored information. This means that the storage of multiple holograms
involves both recording and erasure behavior. Therefore, the dynamic range of a pho-
torefractive holographic storage system is not the same as the material dynamic range
of the photorefractive crystal since subsequent recording erases the previously stored
holograms and in effect releases part of the dynamic range consumed. Limitations on
diffraction efficiency of the holograms does not come from material saturation alone,
and the measurement of saturation diffraction efficiency is not very reliable because
of the non—linear effects such as two-beam coupling as well as the photovoltaic effect.

Because of the erasure during recording, an exposure schedule is required for
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storing multiple holograms of equal diffraction efficiency [56]. The exposure schedule
is a carefully chosen set of decreasing exposure times. Initial holograms start with
a large diffraction efficiency, and are erased by the exact amount needed to match
the diffraction efficiency of the final short exposure. This is shown in Figure 2.6. To
calculate the proper set of exposure times, each hologram is assumed to evolve during
recording as

h(t) = Ao(1 — e=/™) ~ (4-9) : (2.2)

Tr

and decay during erasure as
h(t) = hoe '™, (2.3)

where Ag is the saturation strength of the hologram. 7, is the characteristic recording
time constant, and 7. the characteristic erasure time. ho is the initial hologram
strength at the beginning of erasure. Using a simple “backwards” recursion algorithm,
the set of exposure times ¢y, tq, ..., tpr—1 can be calculated from the last exposure
time ¢57, where M is the total number of holograms. For a large number of holograms
M, under the assumption that the first hologram is exposed long enough to reach

saturation, the final equalized diffraction efficiency is

()] - (53] "
We define M/# as [40,41, 56]
M/# = (——) Te, (2.5)

so that

y = [%r. (2.6)
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The M/# is the constant of proportionality between the diffraction efficiency and
the number of holograms squared. It is a system metric for a holographic memory,
determined by both the material and system parameters. It predicts the highest
possible diffraction efficiency that can be achieved for a given number of holograms.
On the other hand, by taking into account the background scattering level and holo-
graphic noise, it gives a very accurate estimate of the storage capacity of a holographic
storage system.

The M/# can be measured relatively easily from the recording and erasure be-
havior of a single hologram. The crystals we used in our memory system have M /#’s
ranging from 1 to 2. If 10,000 holograms are to be stored in the system, the expected
diffraction efficiency is on the order of 107%. However, the M/# reflects an ideal
recording schedule, in which the first exposure time is infinitely long. In our case,
in order to avoid the buildup of holographic noise due to long exposures, the first
exposure time is always empirically set to about 10 seconds. It means, in practice, we
can only achieve effectively a fraction of the M/#. In addition, the M/# drops with
prolonged exposure due to the buildup of the DC screening field. As a result, the
final diffraction efficiency of 10,000 holograms is expected to be on the order of 1079,
which is several times (/& 10) higher than the noise background in a fresh crystal in
our experimental environment. This suggests that 10,000 holograms is a reasonable

objective in our memory system due to the dynamic-range limitation.

2.2 Multiple—location storage

Angle and fractal multiplexing are the techniques to superimpose multiple holograms
at the same spatial location—same volume in the crystal. The total number of holo-
grams we can record by angle and fractal multiplexing is mainly determined by the
system dynamic range, namely, the M/#. In order to further increase the storage
capacity, spatial multiplexing can be used to store holograms at different locations on
the crystal. Spatial multiplexing is not limited by the dynamic range but by the size

of the signal transverse dimension, the recording medium and the numeric aperture
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Figure 2.7: One-dimensional illustration of the 4F system for angle deflection.

of the optical system, especially of the signal arm.

2.3 Segmented mirror array

The segmented mirror array is the key element of our holographic storage system:.
It enables us to do angle, fractal, and spatial multiplexing with the same reference
beam optics [68-70]. For angle and fractal multiplexing, an easy and widely used
implementation is the 4F system shown in Figure 2.7. The 2-D angle scanner is
placed in the front focal plane of the first lens and controls the 2-D movement of the
focused reference beam in the center plane of the 4F system. In turn, this movement is
converted to a 2-D angle deflection at the crystal for angle and fractal multiplexing.
Note that an angle change in this center plane becomes a position change of the
reference beam on the crystal for spatial multiplexing. Therefore, the 4F system can
be “folded” by inserting a motorized mirror at the center plane. By controlling the
vertical tilt of this mirror, we will be able to do angle and fractal multiplexing at
different spatial locations in the crystal. Instead of the motorized mirror, we use
a custom segmented mirror array at this center plane. The schematic of the mirror
array is shown in Figure 2.8. Tt consists of 16 identical mirror strips. Each mirror strip

is 75mm long, and each contains a set of 16 mirror facets with different vertical tilts
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Figure 2.9: Operation of the segmented mirror array.

for spatial multiplexing at 16 locations. The angle change between two neighboring
facets is 0.5°. Each mirror facet is 150pum wide. The width of an entire strip of 16
facets is 2.4mm. To scan the reference beam horizontally for angle multiplexing at a
certain location, the horizontal angle scanner moves the focused reference beam along
a mirror facet with the corresponding tilt angle. For fractal multiplexing, in order to
have the reference beam deflected vertically while remaining at the same location on
the crystal, the focal spot is moved to the mirror facet with the same vertical tilt on
another strip. The vertical movement hetween these two strips creates the vertical
angle change needed for fractal multiplexing. Therefore, the vertical angle scanning
is not continuous but consists of a set of 16 discrete angles, which we refer to as the
16 fractal rows.

Figure 2.9 shows the typical operation of the mirror array. Mirror facet 1 and 2
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perform spatial multiplexing at location A and B. Mirror facet 3 is parallel to facet
2, but displaced vertically (because it is on another mirror strip). Beams directed
to facet 3 also arrive at storage location A, but with a different vertical incidence
angle than those arriving via facet 2. If the vertical separation between facet 2 and
3 is larger than the vertical bandwidth of the images being stored, then each can be
used to store and retrieve holograms. With the mirror array, the system is capable
of storing holograms at 16 different spatial locations, with as many as 16 fractal rows
at each location. Given that the number of holograms that can be stored at a single
location is 10,000, the total storage capacity of the system is 160,000 holograms.
Fast, random access to the stored holograms can be realized if non-mechanical angle

scanners, such as AODs, are used.

2.4 Image—plane vs. Fourier—transform—plane stor-
age

Since holography allows one to copy and recreate an arbitrary wavefront, it is possi-
ble to store either image-plane holograms or Fourier—transform—plane holograms [71].
Recording multiple holograms in the image plane is easier, because intensity tends
to be more uniform. However, image-plane holograms are very susceptible to ma-
terial imperfections since the information is localized. To the contrary, in Fourier—
transform-plane recording, the information of each pixel is distributed throughout
the recording volume. Therefore, localized burst errors (such as surface defects, dust
particles on the crystal, etc.) do not affect the quality of the hologram much. In
addition, Fourier-transform-plane holograms are less sensitive to translation align-
ment errors—higher tolerance for misalignment of removable medium. In addition,
since the light intensity is higher with Fourier—transform-plane recording, holographic
recording is faster. Most important of all, because of the small transverse size of the
signal on the crystal, Fourier-transform-plane recording offers the highest storage

capacity under our experiment conditions by allowing more storage locations in a
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given volume. However, it is difficult to record multiple Fourier-transform—plane
holograms. In the Fourier spectrum, the higher spatial frequencies (where most of
the information is) are usually much weaker than the lower frequencies. This makes
the spatial profile of the modulation depth very uneven within the crystal and causes
distortions due to spatial filtering effect, such as edge enhancement in the stored holo-
grams. To solve this problem, a random—phase plate can be used to diffuse the peak
energy in the FT pattern and make the signal intensity well distributed.

As a trade—off between the two, we can also record Fresnel-plane holograms by
placing the crystal beyond the focal plane in the signal arm. With Fresnel-plane
recording, the signal beam energy is diffused in a larger cross—sectional area, reducing

image distortion and improving the M/# [41].

2.5 Memory system design

In all of our experiments described in this chapter, we used mechanical angle scanners
to control the angle and position of the reference and signal beam. Demonstration
of fast random-access will be discussed in the next chapter. The experimental setup
is shown in Figure 2.10. An argon laser with wavelength 488nm is used as the light
source. The reference arm contains an XY mechanical scanner (Newport Linear Stage
850B) which moves the focused reference beam horizontally for angle multiplexing,
and vertically for fractal and spatial multiplexing. The mirror array is placed at
the center plane of the 4F system consists of lenses f;,, and fou. A large polarizing
beamsplitter cube is used so that the surface of the mirror array can be exactly in the
center focal plane. This allows us to minimize the vertical size of each mirror facet, yet
still avoid crosstalk to other storage locations. A quarter-wave plate in front of the
mirror array makes both incoming and outgoing polarizations linear and orthogonal
to each other. A half-wave plate in front of the crystal rotates the polarization to
vertical, which we need for 90°-geometry storage. Not shown here in the drawing
are four cylindrical lenses which magnify the horizontal dimension of the reference

beam to make full use of the crystal thickness while keeping the vertical extent small,
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Figure 2.10: Experimental setup of the large-scale memory.

and two mirrors in a periscope arrangement to convey this beam onto the mechanical
scanner.

In the signal arm, the information presented on the liquid-crystal Spatial Light
Modulator (SLM) is imaged to a mirror mounted on a rotation stage. This hori-
zontal deviation is not required in the theoretical design of our system, but it has
an important role in its practical realization. One of the difficulties of large—scale
holographic storage is that as the amount of holographic noise and fixed pattern en-
ergy (from dust, fixed patterns on the SLM display, or common features among the
presented images) increases, images become increasingly distorted. If we deflect the
signal beam horizontally, these noise gratings do not build up as fast. In addition,
although these holograms are all stored at the same vertical location, we have used
additional crystal volume for storage. This increases the diffraction efficiency of the
holograms as well as the effective M/# of the storage system. We use the periscope in
the signal arm to perform vertical deflection of the signal for storage in the spatially

multiplexed locations. The image plane in the center of the horizontally rotating
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stage is imaged to this pair of mirrors via a 4F system. The lower mirror is fixed
and deflects the image by 90° to the upper mirror. The upper mirror is on a rotating
stage with horizontal rotation axis, and returns the object beam to a near-horizontal
path. The center of rotation of the upper mirror is in the second image plane of the
signal arm, and deflection originates from the optical axis of the lens fopjece. At this
point, the object beam has deflected by an arbitrary 2D angle. On the far side of lens
fobject, this angle determines where the Fourier transform of the displayed information
arrives. The distance between the crystal and lens fipe+ can be adjusted to allow
either Fourier-plane or Fresnel-plane recording. An identical lens after the crystal
completes the 4F system with lens foject to form the output image. As the last stage,
another 4F system is used to scale the images onto a CCD detector array and filter
out scattered light. A PC computer is used to read in the reconstructed images for

further data analysis.

2.6 Storage of 10,000 holograms at a single loca-
tion

In this section, I demonstrate the storage of 10,000 Fresnel-plane holograms at a
single location in the crystal. I present the characterization of the system error per-
formance to gain more insight into the buildup and influence of various noise sources.
The procedures and the set of parameters we adopted here became a routine system
evaluation process in all of our later experiments. I also propose and demonstrate a
“post-recording” profile compensation technique to eliminate most of the determin-

istic noise in the system.

2.6.1 10,000 Fresnel-plane holograms

Using Fresnel-plane storage, 10,000 holograms were recorded at one storage location
of a LiNbOj crystal. The crystal, a 0.01% Fe-doped 90°~geometry LiNbOj3 of dimen-

sions 22mm x22mm x12mm, was displaced beyond the Fourier—transform plane by
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80mm (fobject = 300mm). At this point, the DC portion of the expanding image was
approximately 4.8mm high x 3.6mm wide. The images were displayed on a 640x480
pixel VGA monitor, and sampled for the 480x440 pixel SLM. Both random bit pat-
terns and a standard chessboard pattern were stored. The CCD detector array was
the Photometrics Imagepoint camera with 8-bit dynamic range and 752 %480 pixels.
The images were over-sampled. Five fractal rows were used for storage with 2,000
holograms stored on each. The vertical spacing between fractal rows was 5mm (2.4°);
the horizontal spacing between holograms was 15um (0.007°, approximately 4 times
wider than the Bragg selectivity). The angles listed are the external angles at the
crystal face, the distances are movements of the focused reference beam on the mirror
array. The vertical angular bandwidth of the images was about 2°, so the fractal
spacing completely displaced unwanted reconstructions off the detector array. In the
center of the 4F system in the reference arm, the segmented mirror array was replaced
by a mirror since spatial multiplexing was not used.

In order to avoid the noise buildup and make full use of horizontal extent of the
crystal, the signal beam was displaced sideways during the recording. At the begin-
ning of the recording on each fractal row, the signal was moved towards the near side
(with respect to the reference beam) of the crystal by a small amount. During the
recording of the first row of 2,000 holograms, the signal was displaced by a smaller
amount for every 200 holograms to further reduce the chance of noise buildup due
to the long exposures. Because of the bulk absorption, the reference beam is attenu-
ated along its path of propagation through the crystal. Therefore, the erasure time
constant was not the same for all the 10,000 holograms because of the displacement
of the signal beam on the crystal. Experimentally, we determined the time constant
to range from 3,100 seconds to 3,800 seconds depending on the signal beam displace-
ment. The last exposure time was chosen as 0.26 second, the initial exposure lasted 7
seconds, and the total exposure time was 134.6 minutes. The average exposure time
per hologram was 0.81 seconds. Several reconstructions are shown in Figure 2.11.
These images were taken with camera integration times between 0.5 and 1 second.

The average diffraction efficiency was approximately 5x107°. The average power in
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the reconstructions (which were already half dark) was approximately 7 times the

background scatter (measured before storage).

2.6.2 Characterization of system error performance

To characterize the noise performance in this angle multiplexed memory, we nor-
malized the reconstruction by an overall illumination profile [72]. This allows us to
significantly suppress deterministic sources of errors, such as beam nonuniformity and
dust particles on the optical components. Such deterministic error sources, common
in a research—grade system, can in principle be eliminated by careful engineering. The
performance we obtain after normalization provides an estimate for the performance
that is expected from a prototype system.

In the noise analysis, several reconstructions of the chessboard images were cap-
tured with the detector array and digitized. The edge pixels were discarded, leaving
two sets of detector pixels: ON pixels and OFF pixels. Each detector pixel is treated
as a separate sample—there is no spatial averaging. The histogram of each set of
detector pixels is an estimate of the Probability Density Function (PDF). We can
obtain several parameters from these two PDF's to describe the error performance of

the holographic memory:

o the measured Bit-Error Rate (BER) or P.. We determine the best measured
P. by empirical selection of the threshold between ON and OFF.

o the Signal-to-Noise Ratio. We define SNR as

o
~1
—

SNR = M’ (2.

Vot +ad
where fio and p; are the means of the OFF and ON pixels, respectively. og and
o, are their variances. The SNR is a useful indicator of the error performance:

a large SNR indicates a low BER.

e the estimated Bit-Error Rate (BER). We estimate the shape of the PDF’s by

assuming that they follow a particular distribution, such as the Gaussian or y?
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Figure 2.11: Sample reconstructions from the 10.000 Fresnel-plane holograms.
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Figure 2.13: Evolution of the system SNR as a function of the number of holograms.

distribution. This is often necessary if the error rate is smaller than the inverse

of the number of samples.

The normalization procedure is described in Figure 2.12. On the top of the figure,
we show the uncompensated reconstruction and a cross section. In the center is the
reconstruction of a hologram stored with all pixels ON. This blank page hologram is
stored near the data hologram so that it has the same spatial profile. We then divide
the data hologram by the blank page hologram. The profile is spatially smoothed
and normalized so that the compensated data pattern has amplitude values in the
same range as the original data. We show the compensated reconstruction and a cross
section at the bottom of Figure 2.12.

In order to see what noise was added by the holographic storage process, we an-
alyzed the SNR of the images for several additional conditions. We captured images
without the crystal present, for transmission of the signal beam through the crystal

(no hologram), for storage of one hologram, and for the storage of 10,000 holograms.
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Fach chessboard image was also normalized by a blank page image. The SNR for
these various conditions is summarized in Figure 2.13. The SNR after compensation
is the upper curve; before compensation, the lower curve. Note that there is a degra-
dation of SNR as the crystal is introduced and more holograms are stored, both with
and without normalization. However, for the normalized images, there is a more pro-
nounced difference between the SNR of the various test images and the SNR obtained
when the 10,000 holograms are stored. This is because the normalization procedure
can not effectively correct the errors introduced by the crystal surface imperfections,
bulk scattering, and the scattered noise from holographic recording because they are
not on an image plane in the signal path.

The SNR obtained in the absence of the crystal is principally limited by residual
nonuniformity in the illumination and the SLM. The introduction of the crystal re-
duces the SNR because of surface defects and scatter noise in the uncoated crystal.
Note that introduction of the crystal is the largest source of SNR loss in the system.
The small reduction in SNR when a single hologram is stored is attributed to the
nonuniformity of the reference beam, the spatially varying modulation depth, and
the bulk scattering. In this experiment, we have significantly reduced this variation
in modulation depth by recording the holograms away from the Fourier plane. The
final SNR, after storage of 10,000 holograms, is lower than the SNR from a single holo-
gram. The reason is not loss of signal strength, because we made the single hologram
measurement with the same diffraction efficiency as each of the 10,000 holograms. In-
stead we attribute the lower SNR to three factors: crosstalk (adjacent holograms were
recorded at the 5 null of the angular selectivity curve), development of inter—pixel
and other noise gratings over the long exposure sequence, and nonuniform erasure of

the recorded holograms due to absorption in the crystal and the displacement of the

signal beam.
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2.7 Demonstration of the 160,000 hologram sys-

tem

In this section, we demonstrate the full storage capacity of our memory system with
the segmented mirror array for angle, fractal, and spatial multiplexing. In all our
demonstrations, we used mechanical angle scanners. Fast-random access to the mem-

ory using non-mechanical scanners is discussed in the next chapter.

2.7.1 The 160,000 hologram system

Preparation of the reference arm: In the reference arm, the segmented mirror
array was used to provide spatial multiplexing at 16 locations on the crystal. Basically,
because there are 16 mirror strips in the stack, the mirror array provides 16 fractal
rows (vertical angles) for fractal multiplexing at each of the 16 locations. However,
the limited numeric aperture of the lens fo. affects the number of fractal rows usable
for multiplexing, as well as the range of multiplexing angles available on each fractal
row, especially for the locations at the two ends. As shown in Figure 2.14, only the
ceference beams for the locations in the middle can access all the 16 rows with good
quality. For another location corresponding to a certain vertical tilt of the mirror
facet, not all the 16 vertically tilted reference beams are able to clear the aperture
of lens fou. In addition, for those beams which pass through the edge of the lens,
distortion occurs as a result of the aberration. In the original system design, a plano-
convex lens of 120mm focal length and 100mm diameter (f/# = 1.2) was used as
the output lens f,.. At the top and bottom locations, there were only 3 fractal rows
available. In order to reach our target of 10,000 holograms at each location, 3,333
holograms must be stored on each row. However, the aberrations of the plano—convex
lens also affect the horizontal deflection of the reference beam, adding complications
to the spacing of the holograms. To solve this problem, we used a Fresnel lens of
70mm focal length and 70mm square aperture. The result is a dramatic increase

of both the horizontal angle multiplexing and the number of usable fractal rows for
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every location. Even though the reference beam generated by this plastic lens no
longer resembled a well-collimated plane wave, no significant difference in the angular
selectivity was observed, indicating the result of good auto-correlation carried ont in
the reconstruction as long as the same reference beam was used.

With the Fresnel lens, 4 fractal rows can be employed to store 2,500 angle multi-
plexed holograms each, yielding a total 10,000 holograms at one storage location. The
vertical translation between fractal rows was 4.8mm. The inter-hologram spacing on

the same row was 10um, which was about 5 times wider than the angle selectivity.

Preparation of the signal arm: The storage medium we used in the experiments
was a 90°~geometry LiNbOj3:Fe crystal of dimensions 15mm x 20mm x 40mm. It was

0.015% Fe-doped, with absorption coefficient approximately equal to 0.55cm™".

In
order to have 16 storage locations in the 4cm-high crystal, we used Fourier-transform-
plane recording. The output lens in the signal was an fobject=200mm achromat lens
of 7T0mm aperture. The magnification of the imaging optics was 0.67. Therefore, the
vertical extent of the signal on the crystal was less than 0.24cm. The total vertical
extent of the 16 locations was then 3.9cm.

A random-phase plate was used to spread out the DC energy in the Fourier—
transform pattern to avoid distortion and noise caused by over-exposure and erasure
at the focused DC spot of the image. The random-phase plate was binary, with phase
excursion of 0 and 7. The particular phase plate we used in the experiment contained
one phase region for every 8x8 SLM pixels. We chose the 8 x8 plate simply because
it came out with the best quality. It has the smallest transition width between the
regions of 0 and 7, but there were still dark lines showing up in the detected images
Figure 2.15. Therefore, the images to be stored contained 60x50 “superpixels” with
8§x8 SLM pixels on each to match the phase plate. SLM pixels corresponding to
superpixel boundaries were explicitly turned off in order to hide these dark lines.
This is sh(;vvn in Figure 2.16.

In order to use all of the horizontal extent of the crystal within each vertical

location, we deflected the signal beam horizontally to spread the 10,000 holograms
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Center Location

Mirror array Output lens

All 16 fractal rows are available

Bottom Location

Mirror array Output lens

Some fractal rows are missing

Figure 2.14: Accessibility of the fractal rows by the reference beam.
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(b)

15: Images showing lines from random phase plate: (a) image through

Figure 2
crystal; (b) one of 10,000 holograms at top location.
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Figure 2.16: Set of 60 x 50 pixel regions used to avoid random phase plate lines.
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Figure 2.17: Horizontal scanning of the signal beam.
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Figure 2.18: Effects of the horizontal scanning.
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throughout the crystal. This is shown in Figure 2.17. However, unlike the previous
case in which we deflected the signal beam once every fractal row, here we displaced
it for every hologram. For each location, we deflected the signal horizontally across
the width of the crystal, completing 50 complete cycles during the storage of 10,000
holograms. In addition, since the reference beam was slightly larger than the size of
the focused signal, we deflected the signal beam vertically within the storage loca-
tion by a small random amount along with each horizontal movement. This vertical
deflection of the signal beam was constrained to be within reasonably tight limits, so
that the signal and reference achieved good overlap for all holograms. We observed
no strong trend in diffraction efficiency between holograms written with signal beams
close to the reference beam and those written on the far side of the crystal. This
would be expected for most of the holograms in the schedule, since holograms remote
from the entrance face of the reference beam would have poorer modulation depth
yet slower erasure from the reference beam (Figure 2.18). We would expect that only
the holograms written in the last pass of the signal beam through the crystal would
be unequal in diffraction efficiency, since for these holograms, little or no erasure oc-
curred between recording and readout. This nonuniformity could be compensated by

minor adjustment of the recording times for these last few holograms.

2.7.2 30,000 Fourier—transform—plane holograms at 3 loca-

tions

30,000 holograms were recorded at locations #1, #9, and #16, corresponding to
the bottom, center, and top locations of our 160,000 hologram system, with 10,000
holograms at each location. Each set of 10,000 holograms at a location was stored
with 4 fractal rows of 2,500 holograms each. The vertical angle difference between
fractal rows is 4.8mm (3.9°). Within each fractal row, all holograms were spaced by
10pm (0.008°). For each set of 10,000 holograms, the last exposure time was 0.52
second and erasure time constant was 6,000 seconds. The recording and erasure were

slower than those in the recording of 10,000 Fresnel-plane holograms because the
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mirror array caused a lot of loss in the light intensity. The first exposure time was
3.89 seconds, with a total recording time as 201 minutes, and the average exposure
time per hologram 1.2 seconds. The average diffraction efficiency was approximately
4x1077.

We captured reconstructions from the center, top, and bottom locations, using
a 1 second exposure with the Photometric STAR camera. These included several
chessboard images, the Caltech logo, and a mosaic of faces. Most reconstructions,
however, were random data pages based on the 60x50 grid described above. Some of
the sample reconstructions are shown in Figure 2.19, 2.20, 2.21.

In the experiments we described previously, we analyzed SNR by treating each
detector pixel within a region as a separate sample. By using large regions of ON and
OFF pixels and throwing out edge pixels, we simplified the assignment of locations
and were assured that the SLM did not introduce electrical crosstalk noise. With the
lines introduced by the phase plate, however, we could no longer use large regions.
For this experiment, therefore, we decided to average all of the detector pixels within
each superpixel region to create sample points for analysis. This gives us, on average,
1,500 ON pixel regions and 1,500 OFF regions. The effects of SLM nonuniformity
across a superpixel were averaged out in this process.

All the reconstructions were retrieved without any measured errors. The charac-
teristics of these reconstructions are plotted in Figure 2.22, including the means of the
ON and OFF pixel regions, the optimal threshold, the SNR, and estimated probabil-
ity of error of the reconstructed holograms. The holograms chosen for analysis were
well distributed among the 30,000 holograms. Note that one of the reconstructions
in Figure 2.22 (marked with an arrow) appears to be much weaker than the oth-
ers. This particular reconstruction was captured with a 0.2 second exposure. Note
that the SNR and probability of error are unaffected, though, by the shorter expo-
sure time. This means that we could have used this shorter exposure for all of the
holograms. The reason we did not is that we wanted enough dynamic range in the
reconstructions to be able to display the images in PostScript greyscale. In terms of

a practical system, the application of the threshold should take place in analog at or
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Figure 2.22: Analysis of the sample reconstructions from Figure 2.19—2.21. Plotted
as a function of hologram number are the means of the ON and OFF pixel regions,
value of the optimal threshold, SNR, and both measured and estimated probability

of error.
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close to the pixel. This reduces the I/O output of the pixel to exactly the number of
information bits and reduces the quantization error of the thresholding operation to

the resolution of the analog comparator.

2.7.3 160,000 Fourier—transform-plane holograms at each of

the 16 locations

In this experiment, 16,000 Fourier-transform-plane holograms were recorded at the
16 storage locations, with 1,000 hologram at each location. Some sample reconstruc-
tions are shown in Figure 2.23. There were no measured errors in all the sample
reconstructions indicating that there was no crosstalk from other locations. In Fig-
ure 2.24, we show SNR and estimated Bit-Error Rate (Pe) as a function of spatial

location for a single hologram and 1,000 holograms in each location.

2.8 Appendix: Complications in the M/#

In this section. we derive the expressions for the zero and first-order spatial harmon-
ics of the space—charge field during its initial evolutions 1. Many theoretical models
for the behavior of the photorefractive effect were introduced in the 1970’s [20-34],
but the Kukhtarev equations have been universally accepted as the general model
for the operation of the photorefractive effect [27,34]. Many papers have been pub-
lished which expand on the basic set of equations. In particular, we refer to three
almost simultaneously published papers [73-75] in which the photovoltaic current is
proportional to the local absorber concentration (Np — N7), instead of to the bulk
absorption coefficient a [76,77].

The reason we repeat the derivations here is to show the complications in the

M/# of a large-scale holographic storage system. We start with the one-dimensional

1Ty other words, the regime where the space-charge field is too small to affect holographic

recording.
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Figure 2.24: SNR as a function of hologram location.

Kukhtarev equations listed below,

ONp + +
ot = (SI + ’3)(ND - ND) - f)/RNDnev (28)
Oon. ONY 10J.
G = ot qon (2:9)
J. = quen.E+ IX’BT/LG%TL—G— + P(Np — NI, (2.10)
x
oE ‘
€5 = q(Nj — Ngo —ne), (2.11)

where Np, N, Na, n. are the density of the dopants, ionized donors, acceptors,
and free electrons, respectively. [ is the light intensity pattern. S, B, vr, and P
are all material parameters—the photorefractive cross—section, thermal generation
rate, recombination rate, and photovoltaic constant, respectively. K'p is Boltzmann’s
constant. T is the absolute temperature. J. is the electron current density. p. is the

mobility of the electrons.
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In order to reach closed—form solutions to these equations, three assumptions
have to be made: First, m = % < 1 2. This allows us to linearize the equations, by
writing the variables in terms of a DC component and a sinusoidal component (spatial
perturbation) of the same spatial frequency, K&, as that of the intensity interference

patterns. As a result, when the intensity pattern illuminating the crystal is
[ =1Iy+ Le™?, (2.12)

then the following variables are expected to be

o
[
[Wy]

]Vg = Nl—l)_o + j\fgl 6]1\@7
. Kz
Ne = MNeg + Nere” 7,

1 K
Je = Jeo—}—.]de] x7

o~ —~ — —~~
NN
ot —
ot e~

P S’ S’ g

E = Eo+ Ejef™.

Note that Ej can either be an externally applied electric field, or an internal field which
builds up over the illuminated region during exposure. When we substitute these
variables into Equation 2.8—2.11, they can be separated into two set of equations:
DC terms and first-order terms.

We first notice that the change of the DC ionized donor (ANf,) is identical to
that of the DC density of conduction (free) electrons (ne) ®. This is because the DC

current density of the electrons (Jy) has no spatial dependence. The change of nc

can be derived as

STo(Np — N,
neo(t) = O(W;ngo Do) (1—6-“%%)), (2.17)

where the steady-state value n. is

SIo(Np — Npo) (2.18)
'YRNEO 7

Nep =

Zwhere Iy, I1 are the DC and first-order spatial perturbation in the exposing light pattern.
3We assume 3 = 0. There are no free electrons by thermal excitation.
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which is much less than the density of the dopants and the acceptors. This allows us
to make the second assumption: Np, Ng > n., which much simplifies the following
theoretical treatment. As a result, the DC ionized donor Nj, can be derived from

the DC Poisson’s relationship.
Ni, = Na. (2.19)

So the rate of change in n.o(t) is determined by ygN4. This term is much larger than
the excitation rate SIo(Np — N4). Therefore, n, reaches a very small value relative
to N, much faster than the photorefractive response time. This is the reason that
we can make yet another assumption: dn.o/dt = 0, to further simplify the solution
to the Kukhtarev equations.

The buildup of the DC electric field Eq is similar to charging up a capacitor by a

virtual field—the photovoltaic field. It can be described as

Jo = quenwoBo+ P(Np — Na)lo, (2.20)

dp

a 2.21

ot 0 (2.21)

Fo = %, (2.22)
€

where p is the surface charge density at the boundary of the illuminated region. The

solution to this set of equations is
By = — Eopal(1 ~ ¢/7), (2.23)

where Fy,p, is the characteristic photovoltaic field,

74 is the dielectric (relaxation) time of the electrons,

€

 QUeneo

Tdi
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This shows that, during holographic recording, the DC space-charge field increases
to “screen” the photovoltaic field.

The first—order Kukhtarev equations are

INF ,
57 = SH(Np = Na) = SNy = 3rNbineo —yaNanes,  (2.26)
anel 8]\751 K
= _']e 3 .
o En + 7 p 1 (2.27)
Jel - QMe(nEOEl + Nel EO) + j[(BT[(//Lenel
+P[(ND — j\/TA)[l — ]Vgl[g], (228)
) LG .

Under the quasi-steady state assumption (On./0t = 0), the above equations become
a set of first-order differential equations. The development of the space-charge field

is then found to be

OF
T—a—ti = —F + oo, (2.30)

where the characteristic time constant 7 and the saturation value Ey,, are

EQ EO +.7(Eue + Ed)

o= L . : (2.31)
Eue (EO + %E()ph> + j(Eq + Ed)
E.. = —jmE (Eo+ Eopn) + JE4 (2.32)
o T 77 - . : Sty
( o+ %EOph) + J(Ey + Ea)

B, E,., Ey are the space—charge limited field, drift and diffusion field, respectively.

E, = qNA(]YD‘NA), (2.33)
[Xé]\fD
B = 224 (2.34)
Kp.
g, - DelH (2.35)
q

Since the DC field E, changes with time during exposure, the evolution of F;

is not exactly exponential, and there is no closed—form solution to Equation 2.30.
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Figure 2.25: Time evolution of the space—charge field under different conditions.

We numerically evaluated the development of F; under different conditions using the

same method found in Reference [73]:
e Short-circuit: Fy = 0 all the time.
o Open-—circuit: Eo builds up following Equation 2.23.
e Open-—circuit: after prolonged exposure (or pre-exposure) so that £o = —Eoph-
e With no photovoltaic effect: Eg,, = 0.

The corresponding time evolutions of E; during recording with the same modulation
depth m are plotted in Figure 2.25. Curve (a) is for the short—circuit condition.
Curve (b) is for the open—circuit which is the most common condition in 90°~geometry
recording. Curve (c) is obtained after very long exposure so that the DC field fully
“screens” the photovoltaic field. Because of the screening, it is similar to Curve (d)
which corresponds to the case without the photovoltaic effect at all. The writing rate
in Curve (a) is much higher than that in Curve (¢). In practice, the writing slope

of Curve (a) represents the recbrding rate at the beginning of holographic recording
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with a “fresh” crystal. Asthe crystal is further exposed for multiple hologram storage,
the recording rate becomes smaller and smaller, approaching that of Curve (c). As
a result, the M/# of the memory system decreases. The M/# that is predicted in
Reference [40, 41] under short—circuit condition, or experimentally determined from

single-hologram recording and erasure behavior *, is only the best-scenario value.

4The exposure is usually much less than what it takes for the DC field to fully build up.
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One of the advantages that distinguishes volume holographic memory from other

storage technologies is the parallel readout. When accessing memory content of a

holographic storage system, a page of information, instead of a bit of data such as in

a CD-ROM, is retrieved at a time. Therefore, the data transfer rate of a holographic

memory is the product of the accessing (scanning) speed of the addressing device and

the number of pixels (bits) on each hologram. As a result, volume holographic storage
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has the potential to provide higher data transfer rate. In the previous demonstrations
of a large-scale holographic random-access memory, we used mechanical scanners as
the addressing device. They are slow, and prone to errors in re-locating the stored
holograms due to their low accuracy and the backlash problem. Non-mechanical angle
scanners, on the other hand, provide much faster scanning rate, accurate addressing
without backlash or instabilities due to moving parts. For example, an Acousto—
Optic Deflector (AOD) is capable of scanning and changing the angle deflection of
the output beam in less than 100usec. Given the number of pixels on the SLM as
1,000x1,000, the data transfer rate can then be as high as 10Gbits/sec. Volume
holographic storage using AOD’s has been demonstrated [72,78,79]. Recording and
retrieval of a temporal bit sequence using the AOD in an optical buffer memory has
also been demonstrated [80].

In this chapter, we discuss a holographic storage system using AOD as the ad-
dressing device. We address the issues related to memory-content addressing by an
AOD in Section 3.1. In Section 3.2, we show the design and experiment result of a
memory setup using an AOD for angle multiplexing and an Electro-Optic Modulator
(EOM) to compensate for the Doppler-shift introduced by the AOD. In Section 3.3,
we demonstrate an alternative configuration using a single AOD for both recording
and readout. In the remainder of this chapter, we present an optical-phase stabiliza-
tion system using an AOD and EOM for active compensation of the phase drifts in

the optical paths.

3.1 Readout using AOD

3.1.1 Operation of an AOD

Acousto-optic devices utilize the interaction between light and sound to control the
frequency, intensity, and direction of the optical beam. This type of control enables
a large number of applications involving the transmission, display, and processing of

information. In our experiments, we used a special type—the Acousto-Optic Deflec-
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Ka

K;
Figure 3.1: K-space description of the interaction between light and sound.

tors (AOD) that induce Bragg diffraction of light by acoustic wave propagating inside

the device.
Bragg diffraction of light by sound can be described as two sets of conservation

conditions [81]. The first one is the conservation of momentum which can be written

as
Ki=K; + K., (3.1)

where l?i, 1% 4 and [z'a are the wave vectors of the incident, diffracted, and the sound
(acoustic wave), respectively. This condition is equivalent to the Bragg (phase-
matching) condition, as shown in Figure 3.1.

The second is the conservation of energy

wy = W, + Wa s (32)
where w;,wq, and w, are the angular frequencies of the incident, diffracted, and the
sound, respectively. This relationship indicates that the diffracted beam is shifted
in frequency by an amount equal to the sound (acoustic) frequency. This is called
Doppler shift.

Given that wg,w; > w,, we have

I[\’d! ~ \[{t!
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An expression can then be found relating the angle deflection in the diffracted beam,

A0 (inside the material) to the change of the acoustic frequency Af,. It is

A

ny,

Al = Afas (3.3)
where ) is the vacuum wavelength of the incident beam. n is the index of refraction
of the material. v, is the acoustic velocity inside the material. This is the basic

relationship that governs the operation of an AOD as an angle deflector and scanner.

3.1.2 Angular selectivity using AOD

As shown in the previous chapter, 90°~geometry storage is the optimal choice for angle
multiplexing in a volume holographic memory. In 90° geometry, the angle selectivity
is determined by the aperture of the reference beam on the crystal—the interaction
length L. For the best angle selectivity in the 90° geometry (both signal and reference
beam enters the crystal orthogonally), the first-null of the angle selectivity curve is

at
60, = )\/L7 (34)

where 86, is the angle change at the crystal.
Normally, the reference beam is imaged onto the crystal by a 4F system shown in
Figure 3.2. To generate the first-null angle deflection 66, at the crystal, a change in

the deflection angle of the reference beam 66, at the AOD should be

56, = 50, 11, (3.5)

f2

where f; and f, are the focal lengths of the two lenses in the 4F imaging system. Since

L = Afy/fi, with A as the aperture of the reference beam on the AOD, Equation 3.4
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Figure 3.2: 4F system imaging the reference beam onto the crystal.
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Figure 3.3: Angle selectivity curve of a 90°-geometry hologram readout by AOD.
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and 3.5 yield
A
60, = — 3.0
T (3.6)

which indicates that the Bragg selectivity of the storage system is equivalent to the
diffraction limit of the AOD. Figure 3.3 presents an example where the selectivity
curve of a recorded hologram is obtained by scanning the AOD in the frequency
range from 40MHz to 60MHz. The half-width of this angle selectivity curve is ap-
proximately 33KHz. Given the magnifying ratio of the 4F system (f;/f1) used in this
measurement as 0.2, this frequency can be converted into a change of the deflection
angle of the reference beam by Equation 3.3. The resulting angle change is 0.0007°,
which is the same as the diffraction limit of the AOD with a 40mm-aperture reference

beam on the AOD.

3.1.3 Storage capacity and data transfer rate with AOD

For an Acousto-Optic Deflector (AOD), its center frequency and aperture together de-
termine a very important parameter—the Time-Bandwidth Product (TBP). Namely,

it is the product of the bandwidth and the switching time of the AOD.

TBP = BT, = B, (3.7)

Va

where B is the bandwidth, T} is the time it takes for the acoustic wave to travel
through the aperture of the illumination.

In a holographic memory using angle multiplexing, the storage capacity is deter-
mined by the number of distinctive reference beam angles the addressing device can
provide. This can be translated into the Space-Bandwidth Product (SBP) require-
ment of the éddressing device. The SBP of an AOD is determined by its angular

range and resolution, or equivalently, by its bandwidth B and the frequency change
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Af, |21 which corresponds to an angle change at the diffraction limit.

B
SBP = . 3.8
YA (38)
From Equation 3.3, this frequency change can be derived as
Vg
Afa }d,[_: 1—4‘ (39)
Therefore, the SBP of an AOD can be written as
al A rF
SBP = B— =TBP. (3.10)

Ve

The SBP of an AOD is the same as its TBP. As a result, the maximal number of
holograms one can store in the holographic memory using AOD as the addressing
device 1s determined by its TBP.

The switching time T} of an AOD determines the speed of an AOD in changing
the deflection angle of the output beam, and thus the data access and transfer rate of
a holographic memory using AOD. It is important to note here that one can always
increase the data transfer rate of the memory by reducing the aperture of the reference
beam on the AOD. On the other hand, since the Time-Bandwidth Product of the
AOD becomes less with smaller aperture, the total capacity of the memory decreases.

Another interesting point to notice here is that the diffraction efficiency (the ratio
of the intensities of the diffracted (deflected) light and the incident light) can be
controlled by the intensity of the acoustic wave [82]. In our experiment, we achieved
a peak diffraction efficiency of 86% when the AOD was tuned at its center frequency
50MHz. However, in order to have uniform diffraction efficiency across the entire
frequency range, we detuned the AOD to obtain a fairly flat response of 22%. This
is shown in Figure 3.4. The main purpose of doing this was to simplify the exposure

schedule.
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Figure 3.4: Diffraction efficiency of the AOD as a function of the RF frequency.

3.2 Recording using AOD and EOM

3.2.1 System design

In previous discussions, we showed that an AOD can be used in the reference beam
to deliver angle deflection needed to address an angularly multiplexed memory. Here,
we address the issues associated with holographic storage using the AOD.

We learn from Equation 3.2 that the frequency of the deflected reference beam
from the AOD as a result of Bragg diffraction is shifted upward or downward by the
frequency of the acoustic wave traveling inside the device. This effect is called Doppler
shift. The amount of the frequency shift is the same as that of the acoustic wave (the
driving RF signal) inside the device. This results in a rapid fringe movement when
this diffracted beam interferes with the signal beam. Normally, the frequency shift is
on the order of MHz, which is much faster than the frequency response of holographic
materials. In order to create stationary interference patterns for effective holographic
recording, a frequency-compensating device has to be used.

We can use another AOD (or an AO modulator (AOM) [78]) in the signal beam to
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compensate for the Doppler shift. The drawback is that it introduces unwanted shift
of the signal on the storage material. Alternatively, we can also use a single AOD
before the laser beam is split into two—the signal and reference beams to create
stationary interference pattern (this will be discussed later in this chapter). Another
choice is to use an Electro-Optic Modulator (EOM).

An EOM utilizes the electro-optic effect of some materials to modulate their
refraction indices, hence the phase of the optical beam traveling through, by an
applied electric field. It normally operates on the “raw” laser beam and output an
undeflected phase-modulated beam. When an EOM is driven by an AC signal at

frequency w,, the output beam contains many spectral orders (83],
ejwt€j5coswat — ejwt (JO((S) + Jl(é’)eijwat + J2(5)6i2jwat 4. ) : (311)

where w is the light frequency. § is the phase modulation index which can be written

as

n°Td
A

§ = E, (3.12)
where n is the refraction index of the material. T is the effective electro-optic coef-
ficient. d is the thickness of the material and E is the amplitude of the AC signal.
A graphic description of the operation of an EOM is shown in Figure 3.5. The first—
order sidebands in the phase-modulated output are shifted by the frequency of the
driving electric field (the AC signal). Therefore, if we use the same RF signal that
controls the AOD to drive the EOM as well (w, = 27 f,), one of the first-order side-
bands generated by the EOM will interfere with the Doppler—shifted reference beam
to form a stationary interference pattern for holographic recording.

We constructed an experimental setup using an AOD and an EOM for holographic
storage. It is shown in Figure 3.6. In the reference path, a CrystalTech Model 4050-2
Te, 04 slow—shear AOD was used to deflect the reference beam for angle multiplexing.

The center frequency of the AOD is 50MHz. The acoustic velocity inside the Te;O3
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Figure 3.6: Experimental setup of a holographic storage system using AOD and EOM.
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material is v, = 617 m/sec. The Time-Bandwidth Product of this AOD is 1,000.
For the full frequency range from 33MHz to 66MHz, we obtained a deflection of 1.5°.
The AOD was placed at the center of a 4F system consisting of two cylindrical lenses.
This configuration guaranteed the usage of the full 40mm aperture on the AOD for
optimal multiplexing capacity. Another 5:1 4F system imaged the deflected beam
onto the crystal, demagnifying the illuminated aperture of the AOD to 8mm. In the
meantime, the angle deflection at the crystal was expanded to 7.5°. The frequency
corresponding to the first-null angle of the Bragg selectivity was 33KHz. Given the
total frequency range of the AOD as 33MHz, the number of holograms that can be
stored by angle multiplexing at the first-null is 1,000, the same as the TBP.

In the signal path, we used a New Focus Model 4002 broadband Electro-Optic
Modulator (EOM) using Mg-doped LiNbO; to operate on the “raw” signal beam.
The phase-modulated signal beam was then expanded, illuminated the SLM, and
directed to the crystal. The crystal was placed in front of the Fourier-transform plane
for Fresnel-plane recording. In this experiment, the SLM consisted of a slide which
was rotated several degrees between each exposure. Imaging optics was used following

the crystal and delivered the reconstruction onto the CCD detector—a Photometrics

Imagepoint CCD array.

3.2.2 Optimizing the EOM

As shown in Equation 3.11, only one of the first-order sidebands among the many
spectral orders in the output from the EOM is capable of compensating the Doppler—
shifted reference beam. This raises a serious problem in the overall light efficiency in
the signal beam since most of the signal intensity is wasted. In addition, to maintain
proper modulation depth for holographic recording, more power has to be allocated
to the signal beam. As a result, the wasted yet strong signal gives rise to noise due
to signal beam fanning and the buildup of noise gratings (for detailed analysis of this
type of noise source, refer to Chapter 6).

To achieve optimal light efficiency and noise performance in holographic recording,
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it is essential to improve the efficiency of the phase modulation, which is the portion
of the light intensity obtained in the first-order sideband. The light efficiency can
be improved by optimizing the phase modulation index ¢ (Equation 3.12), which is
directly controlled by the amplitude of the AC signal used to drive the device. The
EOM we used in the experiment was a broadband device with V, = 97V '. The
maximum RF power we can use to drive the modulator is 10W. Therefore, with
a 50ohm load in parallel with the 30pF modulator crystal, the peak voltage is 32V
which only induces about 1 radian phase shift. In other words, ¢ is only 1. This yields
a value for Jy(8) of 0.44. Only about 19% of the input optical power is converted
into each first—order sideband, and almost all the rest of the power (= 59%) remains
in the baseband. As a result, 80% of the signal intensity is not only wasted, but
also causes a lower modulation depth for recording. This results in a much smaller
M/# (< 0.1) ? than ~0.8 which was obtained under normal recording conditions.
In addition, the holographic noise increases significantly as we tried to balance the
writing beams to improve the modulation depth.

To improve the performance of the EOM, we can raise the phase modulation
index & by applying a DC bias on top of the RF signal. However, because of the
relatively high V; and the parallel resistance load, this requires a high-power DC
voltage supply which was not available at the time. Instead, we partly solved the
problem by optimizing the polarization state of the signal beam.

It should be noted first that most of the wasted light remains in the baseband and
the unused first—order sideband. Because the unused sideband always coexists with
the useful one, we can only manage to reduce the residual power in the baseband to
improve the efficiency.

An EOM controls the phase of an optical beam by modulating the refraction
index of the material via the electro-optic effect. For pure phase modulation, the
input optical beam should be polarized along the eigen—axis whose refraction index

is modulated by an applied electric field. Otherwise, amplitude modulation occurs

lthe amplitude of the driving electric field to generate a 7 phase shift (§ = 7).
2 Another reason for the low M/# is the low damage threshold of the EOM. We could not adjust

the beam ratio freely to optimize the modulation depth.
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Figure 3.7: Optimizing the performance of the EOM.

because of the interaction between the phase-modulated and the unmodulated eigen—
modes. We can take advantage of the amplitude modulation to eliminate (or reduce)
the baseband (unmodulated) signal. When the input polarization is not along the
designated axis for pure phase modulation, the baseband signal and the unmodulated
light along the other axis 3 generally form an elliptically polarized light at the exit.
The axes ratio and the direction of rotation of this elliptically polarized output depend
on the input polarization, the phase modulation index ¢, and the phase delay between
the two eigen-modes at the exit. A quarter-wave plate can be use to convert this
elliptically polarized light back to linear polarization. Normally, this linearly polarized
light (unmodulated) can not be completely eliminated because it is unlikely to be
exactly orthogonal to the polarization of the modulated sideband signal. However,
by adjusting the input polarization and output polarization optics, we could achieve
less than 10% baseband in the output signal —a reduction by a factor of 5, at the
expense of some loss (& 35%) in the signal intensity. The two first—order sidebands
retained 45% of the total intensity. The optimization of the EOM is graphically
summarized in Figure 3.7.

Another optimization was achieved later by using a Liquid Crystal Phase Retarder

3In Mg:LiNbO3 which is used in our EOM, only one eigen—mode (z or c-axis) experiences signif-
icant modulation by the applied field (along z) on the refraction index (> 100 times stronger than

others).
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(LCPR) (Meadowlark D1040). Instead of a quarter-wave plate, we used a half-wave
plate to align the output polarization with the Liquid Crystal Phase retarder (whose
fast and slow axis are at 45° to the lab axes). By controlling the phase difference along
the two eigen-modes of the LOPR, we achieved nearly complete elimination of the
baseband signal at the expense of 55% loss in the signal intensity. This configuration
also verified the phase delay between the two eigen-modes in the EOM we measured
using the method found in [84].

It should be noted that our optimization goal is not obvious, as we need to in-
crease the amount of light modulated by the correct order, as well as minimizing
the light remaining in the unmodulated baseband. The exact determination of the
configuration depends on the relative importance of these two parameters. The loss
of the signal intensity has to be considered as well because the maximal power we can
allocate in the signal is limited by the damage threshold of the EOM, which is only
200mW. As a result, the optimization we achieved was evaluated by the degree of
success in our later demonstration of holographic storage using the AOD and EOM.

With the optimization, the M/# of the system was raised to 0.34, corresponding

to an increase in the diffraction efficiency by a factor of 10. The holographic noise

was also significantly suppressed.

3.2.3 Storage of 1,000 holograms

Using the AOD and EOM1,000 holograms were recorded in the memory system. The
exposure schedule was generated with a time constant of 510 seconds, starting from
the last exposure time as 0.48 seconds. The first exposure was 11.3 seconds. The
average diffraction efficiency of the holograms was 6.5 X 1078. A quick scanning by
the AOD at the end of recording was performed to retrieve some of the recorded
holograms. The result is shown in Figure 3.8, where hologram #0—>50, 200250,
400—450, -600—650, 800—850, and 950—1,000 were sampled at the corresponding

RF frequencies used for recording.

Some of the sample reconstructions are shown in Figure 3.9. The detected pixel
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Figure 3.8: Diffraction efficiency of the sampled holograms.

map covering the image (310,000 pixels in all) was divided into regions which were
expected to be bright or dark. In this process, “edge” pixels near a dark/bright
transition were discarded. The two resulting histograms are representations of the
probability density functions (PDF) for storage of binary data in this system. The
PDFs of OFF and ON pixels from a sample reconstruction are shown in Figure 3.10.
Totally, approximately 200,000 pixels from the image are represented. An optimal
threshold was empirically determined, giving a measured raw probability of error
of 10~%. The reason for the measured errors is that we used the first null of the
selectivity curve as the inter-hologram spacing. Therefore, crosstalk noise was much
higher than in the previous experiments and it became even worse when the reference

beam deviated from its orthogonal direction.

3.2.4 Large-scale memory using AOD and EOM

Here, as a combination of the system architecture described in Chapter 2 and the

above demonstration, we present a page-formatted fast random-access holographic
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Figure 3.9
and EOM.

Sample reconstructions from the 1,000 holograms recorded using AOD
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memory to store 160,000 holograms. The segmented mirror array (Section 2.1.3)
allows rapid access to any of the stored holograms with the AOD as the address-
ing devices. The memory consists of 16 vertically spaced locations, each containing
10,000 holograms. Each location is organized as 10 fractal rows of 1,000 angularly
multiplexed holograms. This assignment requires a horizontal SBP of 1,000 and a
vertical SBP of 160, comfortably within the capabilities of commercial AODs. The
total storage capacity is 160Gbits and a random access time of less than 100us.

The system design is shown in Figure 3.11 [41,85]. A segmented mirror array and
two crossed AODs allow the reference arm of the system to control both the position
and angle (horizontal and vertical) of incidence of the reference beam. Another AOD
is used in the signal arm to direct the signal beam onto each of the 16 storage locations.

The Doppler shift introduced by the AODs is compensated by an EOM.

3.3 Single-AOD setup

The system diagram of the experimental apparatus is shown in Figure 3.12. We
used the same slow-shear Te;O3 AOD with a 42mmx8mm aperture. In the signal
arm, we used a 5:1 imaging system to illuminate the SLM (Epson liquid crystal
television device, 480 x 440 pixels in an area 27mmx20mm). A second imaging system
transferred the page displayed on the SLM onto a cooled CCD (752x480 pixels) whose
video output was digitized and transferred to the computer memory for evaluation.
The LiNbO; crystal (2x1x1ecm?, 45°—cut) is placed just beyond the Fourier—transform
plane at the center of this second imaging system. In the reference arm, a 1:1 imaging
system was used to image the AOD aperture onto the crystal so that the two beams
interact at right angles.

The angular selectivity of this system is
§0 = M/ A ~ 0.0035°,

where A=488nm, and A=8mm is the diameter of the illuminated region. From Equa-
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tion 3.3, the minimum frequency distance between two neighboring holograms is
approximately 75 KHz. Given the bandwidth of the AOD as 33 MHz, the maximurn
number of holograms we can angularly multiplex in this system is about 400.

The measured angular selectivity of a recorded chessboard pattern 1s around 80
KHz as shown in Figure 3.13. Using 80 KHz as the frequency spacing, we stored a total
of 300 holograms. Of these holograms 11 were chessboard patterns used for measuring
the performance of the reconstructions (evenly distributed in the recording sequence),
another 11 were all-ON patterns used to normalize the rest of the holograms, and the
rest were random-bit patterns. Figure 3.14 shows the diffraction efficiency of the 300
holograms. The average diffraction efficiency is 1.12x 107%. The maximum deviation
of the diffraction efficiency from the mean value is less than 15%. The average SNR

is 3.9, and the probability of error is 1.2x 1077,
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3.4 Optical Phase-Lock Loop (OPLL)

Phase stabilization techniques are important for interferometric systems including
holographic memory that are very sensitive to the environmental phase perturbations.
Passive phase-compensation was proposed to stabilize an interferometric system by
using circularly polarized beams whose intensity is not sensitive to the phase drift [36].
However, for the application of holographic memories and characterization of holo-
graphic materials, active phase-compensation techniques have to be used because of
the direct influence of phase perturbations on holographic recording. In most of the
phase-stabilization system reported, piezo—mirrors were used in one of the optical
paths to generate a “beat” signal for heterodyne detection of the phase drift and a
displacement for phase compensation [87-90]. The use of an Electro-Optic Modulator
(EOM) to a,ct‘ively compensate the phase perturbations was also reported [91,92].
The holographic memory system we constructed using AOD and EOM came with
an extra bonus: it offers a convenient way to construct a phase-compensation system

to stabilize holographic recording. The phase difference between the two writing
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beams can be retrieved by interfering different temporal-frequency components in
the beams for heterodyne detection. Phase compensation can be implemented by
phase-modulating the AOD or the EOM. To demonstrate phase modulation by the
AOD, we constructed an interferometer using the signal and reference arm of the
memory system. The AOD and EOM were both operating at 50MHz. The RF signal
that drove the AOD first passed through a narrow-band delay-line phase shifter
which was controlled by a computer. A photodetector was placed at the interference
pattern, behind an iris. The fringe movement caused by the change in the phase
of the optical arm containing the AOD resulted in an alternating signal, as shown
in Figure 3.15. Ideally, this alternating signal is sinusoidal as the result of phase
“rotation” by the phase shifter. However, non-ideal behavior and fluctuations were
ohserved due to the non-linear response of the phase shifter and the phase drift in

the environment.

3.4.1 Optical phase stabilization using AOD and EOM

We designed and demonstrated an Optical Phase-lock Loop (OPLL) using AOD and
EOM. The optical system of the phase-lock loop is the same as the normal holographic
recording system shown in Figure 3.6. As a result, holographic recording and active
phase stabilization can be carried out at the same time.

Because effective heterodyne detection requires the removal of spatial variations in
the interference at the detector, holograms are needed to make the interfering beams
co-linear. There are many “beat” signals available during holographic recording.

They are generated by the interference between

o diffracted reference and the unmodulated baseband signal with “beat” frequency
fa3
o diffracted reference and the unused first-order sideband signal with “beat” fre-

quency 2 fg;

o diffracted reference and the other higher-order sideband signal with “beat”
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After the optimization of the EOM as described in the previous section, the base-
band and higher-order sidebands in the signal are greatly suppressed. Therefore, the
heterodyne signal generated by them is too weak to be detected by the high—speed
photodetector we used. The interference between the undiffracted reference beam
and the first-order sidebands in the signal vields much stronger signal. However,
because the undiffracted reference interferes with both the plus and minus first-order
sidebands, the resulting signal is an AM signal with a carrier frequency the same as
the acoustic frequency f, ~ 50MHz. This makes it very difficult to retrieve the phase
information embedded in the amplitudes. A possible solution is to mix the AM sig-
nal with a Ioéal oscillator with the same frequency. But the Low-Pass Filter (LPF)
output is 'noisy because it contains a DC term much higher than the perturbation
which carries the phase information. In addition, the undiffracted reference and the

baseband can write the same hologram continuously, consuming a large portion of



3.4 Optical Phase-Lock Loop (OPLL) 73

@? LPF A/D
90° PS — AOD

-@ LPF A/D .
EOM

Figure 3.17: Processing in the computer-based PLL.

PD—

the dynamic range.

To simplify matters, we did not monitor the phase all the time in our experiment.
Instead, we only monitored and compensated the phase difference before the recording
of a hologram. The heterodyne signal was received along the “correlation” direction—
between the transmitted first—order reference beam and the diffracted baseband signal
(EOM was turned off). This configuration (as shown in Figure 3.16) yielded more
intensity at the detector and generated an F'M signal which is much easier to pro-
cess. The drawback is that we can not track and compensate the phase drift during

recording.

3.4.2 Phase stabilization by OPLL

A hologram was written in a DuPont photopolymer to a diffraction efficiency of 5%.
The EOM was then turned off—the output signal was unmodulated. The transmitted
ceference beam interfered with the diffracted signal, resulting in a heterodyne signal

which was in the form of an FM signal
cos(2m fut + (1)),

where ¢(1) is the phase difference between the signal and reference beam. This hetero-

dyne signal was then detected by a high-speed photodetector (Photodyne 1500XP).
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phase stabilization.

The detected signal was processed by a computer—based phase-compensation unit

shown in Figure 3.17. A frequency reference was used as the local oscillator. After

the computer, which acted basically as an integrator and controlled a narrow-band
RF phase shifter to generate a phase correction. The output of the phase shifter was
directed to the AOD where the electronic phase in the acoustic signal was converted
into the optical phase in the diffracted reference beam to compensate the phase drift.

The control algorithm was written in Turbo C**. The sampling rate of the
system was 20[KHz, and the processing rate was 250Hz. For demonstration of phase
stabilization by the system, we monitored one of the digitized signals to the computer
as an indicator of the phase variation in the holographic memory setup. This signal
is shown in Figure 3.18(a). For comparison, we show a signal obtained separately
without pﬁase stabilization in the same plot (Figure 3.18(b)). Both of the curves were
obtained when the setup was subjected to mechanical vibration. Statistical analysis

in the received signal over a period of 8 hours showed that, with phase stabilization,
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the mean phase variation was zero with a standard deviation of 2.1° (worst case was
5.8°). Without the stabilization, the standard deviation was 23° (worst case was more

than 180°).

3.4.3 Coherent addition and erasure of holograms

An optical phase stabilization system is not only capable of compensating for the
phase drift in a holographic storage system; it can also be used to maintain a certain
phase difference between the writing beams. An application of this is the coherent
erasure of holograms [93-97].

Coherent addition and erasure of holograms was demonstrated in a similar setup
using a real-time recording material—a LiNbOj crystal. In the experiment, one
plane-wave hologram was first written to a certain level (107" diffraction efficiency)
before the phase-lock loop was turned on *. Then this hologram was repeatedly writ-
ten by the same exposure. Before each recording, the phase-lock loop was activated
to stabilize the phase at either ¢ or ¢o + m, depending whether it was for addition
(positive hologram recording) or erasure (negative hologram recording)®. This pro-
cess was carried out for multiple times and the diffraction efficiency of the hologram
was observed at the reconstruction direction. The result is plotted in Figure 3.19. At
the end of the experiment, a slight shift in the readout frequency from the recording
frequency had to be used to obtain peak efficiency. We suspect that this is because

of the hologram-bending effect as a result of the prolonged exposure [98-100].

3.4.4 Improved OPLL design for holographic memory

The above experiments demonstrate the use of an optical phase stabilization system
to compensate and control the phase difference between the two writing beams in

a holographic memory setup to stabilize hologram recording and add or subtract

4This is because of the noise level of the detector and the limited dynamic range of the ADC we

used.
540 is a constant representing the mean of the phase difference between the two writing beams

determined by their path difference.
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Figure 3.19: Coherent addition and subtraction.

holograms coherently. However, the system has several drawbacks:
e The RF circuitry is difficult to construct and noisy.

e The use of a computer and a narrow—band RF phase shifter to implement phase
compensation limits the frequency response of phase stabilization and the range

of multiplexing in multiple hologram recording.

e Phase compensation is not real-time during holographic recording. This would
be good enough for normal recording condition in the lab where the phase drift
is not significant over a short period of time. But it is problematic in some
applications where holographic recording is conducted on site with more phase

fluctuation.

Here we propose a new system design which improves the overall performance
of the optical phase stabilization system. The setup is shown in Figure 3.20. The
difference between this new design and the old system is the use of a “probe” beam in

the reference arm. This probe beam is generated by another acoustic frequency which



3.4 Optical Phase-Lock Loop (OPLL) 7

AOD - e B

Figure 3.20: Improved PLL system design.

is shifted by Af, from what is used to deflect the reference beam for multiplexing.
Af, is chosen to be faster than the frequency response of the holographic material to
avoid recording unwanted holograms. In the meantime, A f, shall be well within the
diffraction limit to make the probe beam and the reference beam nearly co-linear.
This probe beam interferes with the diffraction off the hologram by the signal beam
at the detector along the correlation direction to generate the heterodyne signal. An
LPF filters out all higher-order harmonics except for the FM “beat” signal created by
the probe and the diffracted first-order sideband signal which oscillates at A f,. For
a LiNbOs-based memory system, Af, can be chosen within the range from several
KHz to tens of (Hz. Therefore, a novel PLL circuit can be used to sense the change
in the phase and compensate for it. The phase stabilization can also be implemented
at any time.

This new design is inspired by and bears a lot of resemblance to the systems
that measure the amplitude and phase of a holographic grating by direct heterodyne
detection [101,102]. Therefore, the same system can be used to monitor the buildup

of a space—charge field in photorefractive materials during recording.
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Chapter 4 Thermal fixing of 10,000 holograms
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In this chapter, we discuss thermal fixing to solve the volatility problem of holo-

graphic storage systems using LiNbO3:Fe. The volatility of the stored data is a seri-

ous impediment for the practical realization of photorefractive holographic memories.
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The same charge excitation and transport mechanism responsible for the writing of
holographic gratings also erases them upon further illumination, leading to the loss
of stored information during readout. Amodei and Staebler [103] found that opti-
cally stored holograms in LiNbOs:Fe could be stabilized against readout by heating
the crystal during or after the writing process to above 100°C' followed by uniform
illumination at room temperature. They proposed that at high temperatures, where
the ionic conductivity dominates the electronic conductivity, the light-induced space
charge distribution is compensated by ionic space charge of opposite sign. At room
temperature, the ionic conductivity is very small compared to the photoconductiv-
ity of the electrons. Therefore, the ionic replica of the holographic gratings remains
nearly intact and the stored information can be read out without erasure. Bollmann
et al. [104] suggested that OH™ ions which enter the crystals during growth were likely
responsible for thermal fixing. The presence of these ions can be detected by their
optical absorption at around 2.87um. Vormann et al. [105] confirmed the importance
of OH~ concentration in the fixing process, but identified the associated H* protons
as the mobile ions. This was further corroborated by Klauer [106] in 1991.

Theoretical models have been developed to describe the formation of thermally
fixed holograms in LiNbQs:Fe [107-111], based on a set of equations similar to those
first put forward by Kukhtarev [27,34]. Thermal fixing of multiple holograms in
LiNbO;:Fe has also been demonstrated [112-114].

In this chapter, we start with the introduction to the theoretical treatment of
thermal fixing. We present experimental characterization of the effects of the thermal
fixing process on system error performance of a large-scale holographic memory. We
show that when more than 1,000 holograms are stored, the loss in the Signal-to-Noise
Ratio (SNR) due to the fixing process is a major obstacle to the implementation of
non—volatile, large—scale holographic storage systems. We propose and experimentally
demonstrate a novel “incremental fixing schedule” which improves the overall fixing
efficiency. We demonstrate experimentally that for 10,000 fixed holograms, this new
fixing method yields an SNR that is better than the one obtained when we simply

record and evaluate 10,000 unfixed holograms.
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4.1 Theoretical model

Although there are still some questions remaining in the interpretation of the thermal
fixing process in LiNbO3:Fe [115,116], it is generally believed that it arises from the in-
teraction of two simultaneous effects. Free electrons can be excited by illumination at
suitable wavelengths from available donor Fe?* sites into the conduction band. They
migrate and become trapped at acceptor Fe’* sites, leading to space charge redistri-
bution. At the same time, protons in the material can move under the effect of an
electric field or a concentration gradient if the temperature is high enough. Thermal
fixing can be carried out in one of two ways. The first, described graphically in Fig-
ure 4.1, consists of three steps—recording, heating, and revealing. During holographic
recording, upon illumination by spatially-varying intensity patterns, photo-excited
electrons migrate under various transport mechanisms and become trapped at differ-
ent acceptor sites, resulting in spatially modulated charge concentration which is a
replica of the exposing light pattern. This generates a space—charge field which, in
turn, gives rise to the spatial modulation of the refractive index of the material via the
electro—optic effect. After the recording is finished, the crystal is heated at elevated
temperatures where the protonic conductivity dominates. The field-induced proton
migration compensates the spatially-varying electronic charge distribution. In the
revealing process, the crystal is cooled down to room temperature and illuminated
by uniform light, either coherent or incoherent. The electronic gratings are partially
erased, leaving a net space-charge field which is stable against further optical erasure.

In the second scheme, holograms are recorded in the crystal at elevated tem-
peratures. Because of the continuous compensation by the mobile protons, the net
space—charge field is kept small. Since it is the space-charge field which inhibits fur-
ther holographic recording and causes most of the scattered noise, stronger gratings
with less noise can be recorded in this way [112]. However, since the revealing process
has to be carried out at lower temperatures, the fixed holograms suffer from distortion
due to thermal contraction and change of refraction index of the material [113]. In

this chapter, we present the theoretical treatment and experimental results of thermal
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fixing using the first scheme, leaving the second one as the topic of the next chapter.

4.1.1 Thermal fixing efficiency

Both light-induced and thermally induced redistribution of charge in the photore-
fractive material can be described with a set of equations similar to the Kukhtarev
equations. The following is the simplified one-dimensional version, where x corre-

sponds to the c—axis of the LiNbOg:Fe crystal.

ON} PR . - L
5r = (SI+8)(Np = Np) = rNpne. (4.1)
an. ING n 10J, o

o ot q dx’ (42)
o am
J. = quen.E+ [\Bf,ufé—r— + P(Np — Np)1, (4.3)
on, 1aJ, N
5 *6%7 (4.4)
. on,
Jp = quenpb— KBT:U“pa—;a (4.5)
OFE ,
5o = q(Np = Na+np — npo — ne), (4.6)

where Np, N, Na. n. are the density of the dopants, ionized donors, acceptors, and
free electrons, respectively. n, is the proton density and ny is its average or initial
value. I = Iy (14+me™#87) is the light intensity pattern, where m is the modulation
depth, and K is the grating vector. S, 3, yr, and P are all material parameters—
the photorefractive cross-section, thermal generation rate, recombination rate, and
photovoltaic constant, respectively. Kpg is Boltzmann’s constant. 7" is the absolute
temperature. J. and J, are the electron and proton current density, respectively. .

and g, are the mobility of the electrons and protons. Under three basic assumptions:

¢ low modulation-depth (m < 1);

o Np. Ny > n. [LIT];

e quasi-steady state (n. reaches equilibrium almost instantaneously—the spatial

modulation of free electron concentration builds up at a rate characterized by
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T = 1/(7r N4), much faster than the others. Therefore, On./dt could be treated

as 0 1),

Equations 4.1—4.6 can be solved analvtically [110]. To further simplify matters. we
neglect the thermal excitation (3 = 0). The analytic solutions to the steady-state

space—charge field after recording at room temperature is

(ED + EOp/z) + ]Ed

- N . ’ (47)
Eo + ﬁ-EOph) +J(E, + Ey)

Eorigi’/ml ‘t—)oo: _JTTZEq (

where F, ijinal |t—oc 18 the amplitude of the saturation space-charge field. The char-
acteristic field terms used in the equation are F,, the limiting space—charge field of
dopants (represents the upper limit on the strength of the space—charge field imposed
by the density of either the available donors (Np — Ny) or the deep acceptors Ny4),

the diffusion field Fy4. and the photovoltaic field Ey,,. They are defined as

gNA(Np — Ny)

E, = : 4.8)

7 ]fE;NvD ( °)
KeTK

E, = —2— (4.9)
q
PyrN.

Eopp = —22A (4.10)
Glled

Because the electronic grating strength is translated to the protonic grating strength
via proton compensation in the fixing process and determines the final diffraction ef-
ficiency of the fixed hologram, we rewrite the space—charge field as a function of the

E’leCtl’ODi(' grating strength.
-Loréginal - 7 - ijl- (411)
X A c '

where N, is the amplitude of the electronic grating after recording. This is also a

general relationship without steady-state assumptions.

'One should note that this is only because dn./dt is much larger than, for example, dNJ /Ot at
the beginning so n. reaches equilibrium and could be treated as a constant while others are still

changing.
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After holographic recording, the crystal is heated to elevated temperatures where
the protons become mobile. If we neglect the thermal decay of the electronic grating
during heating by limiting the heating temperature well below 180°C' (roughly the
temperature needed to thermally ionize the donors [118]), the steady-state proton

grating amplitude n,; becomes

1
Ny = — | ————— | N7, 1.12)
" (l‘}_Ed//Eqp) o (+12)

where F,, = gny/HNe is the limiting space-charge field of the protons. The minus
sign in the equation represents the 180° phase shift between the electronic and the
protonic gratings. This indicates that, because of proton diffusion, the electronic
grating can not be completely compensated by the proton grating. However, given

E,, > E4 which is valid in most cases, we have
~ N
npl ~~ “—1\ Dl'

The electronic grating is nearly fully compensated by the protonic one and the net
electric field after heating is close to zero. This is the reason that usually no diffraction
can be detected right after heating.

During revealing at room temperature, the electronic grating is partially erased by
uniform illumination, resulting in a net space-charge field whose steady-state solution

is [111]

R e O L s
T NA_N - ,, wls Aod
Ke ‘-\—‘}\Tf’%’oph—l-j(Ed+Eq) t

Etiveda = =1

where F;.¢q is the amplitude of the space-charge field of the fixed grating. Here we
assume that the revealing process is long enough so that the induced DC field com-
pletely screens the photovoltaic field, Eq = —Fopr. Efizea modulates the refraction

index of the material via the electro-optic effect to form the thermally fixed phase

hologram.
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We define the thermal fixing efficiency as the ratio between the diffraction effi-
ciencies of the thermally fixed and the original hologram before fixing. Under small-
signal assumption (valid for the application of large-scale holographic memories), the
diffraction efficiency of a hologram is proportional to the square of the space—charge

field. Therefore, the thermal fixing efficiency can be written as

2
— TNyived E ire ; RN
N fizing = ! = [ - fized ] . (414)

Noriginal Eoriginal

By neglecting both the thermal decay of the electronic grating and proton diffusion
so that n,; =—Np, after heating (the electronic charge grating is fully compensated
by the protonic grating), the fixing efficiency can be rewritten as (combining Equa-

tion 4.11 and 4.13)

Np-N » :
(=57, Eopr )+ Ej

(B Bopn)? + (Ea + E,)*

(4.15)

Nfiving —

After revealing, the net space—charge field Eyi,.q exists to prevent further erasure
of the electronic charge grating by diffusion. The stronger the electron diffusion is,
the stronger this field needs to be, and the larger the thermal fixing efficiency nyiving
becomes. This could be clearly seen in the above equation if we make the assumption

that N4 &~ Np and reduce it to

1

iring — 3 o T 4.16
77f g l+ Eq/Ed ( )

As a result, larger thermal fixing efficiency is expected in the 90° geometry than in

the transmission geometry because of stronger diffusion (larger A).

4.1.2 Numerical evaluation

Similar theoretical analysis and numerical evaluations have been shown in a 1990
paper by Carrascosa et al. [109]. However, although they did take the photovoltaic

effect into account. the photovoltaic term is missing in their formula. Their sim-
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Variable Value Reference
¢  Dielectric constant 2.6 x 107" F/em [119]
¢ Electron mobility 16 cm?/v sec [120]
n, Ordinary index of refraction 2.3489 [121]
['\3 Electro-optic coeflicient 10 x 1070 em/v  [121]

Table 4.1: Material parameters of LiNbOs5.

ulation predicted fixing efficiencies as low as 0.003 in terms of the ratio of grating
amplitudes. The reason is that the parameters they chose in the simulation was for a
heavily—doped, strongly absorptive crystal. And also they only analyzed the influence
of the doping level on the fixing process, neglecting that of the reduction/oxidation
state which seems to us to be equally important in practice. Rather complete theory
and many experiment results were reported in Reference [110,111]. They showed
a strong dependence of the fixing efficiency on the doping level as well as the re-
duction /oxidation state of the material. However, in most cases, their experiment
conditions were different from what we have in a large—scale memory system. So,
what do we expect from thermal fixing in practice?

In a practical large-scale holographic memory system. we typically prefer to use
a medium-doped. deeply oxidized crystal to optimize the dynamic range of the sys-
tem [40,41]. For example, in our 160,000 hologram storage system (Chapter 2), the
LiNbOj:Fe crystal we used was 0.015%—doped. Its absorption at 483nm was 0.55em™L.
In the numeric evaluation of our theoretical model, we used a set of parameters close
to those found in Reference [40,41] because of the good agreement between theory
and experiment shown there. They are listed in Table 4.1 and 4.2.

We assigned these values in the equations for numerical evaluation of the thermal
fixing efficiency in our experiment. The theoretical prediction (Equation 4.15) gives
an expected fixing efficiency of 29%. In Equation 4.12, assuming that the proton
concentration nyo is 101 em™=2 [122,123], we have [n,/Nj, | = 99.2%. This justifies
the assumption n,; = —Nj; in our treatment. Another interesting point to notice here

is that n,0 can be as low as 0.1 N4 and the electronic grating is still more than 90%
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Variable Value

Np  0.015 mol % Fe—fdoped 2.83%x10'% em™3

Ni a=0.55cm" 2.82x10'"® em™

K 90° geometry, A = 488nm 4.27x10°> em™!

E,;  diffusion field 111x10* V/em

E, limiting space—charge field 1.44x 10””\—%)—-}—" V/em

FEo,n photovoltaic field 1.09x107" N4 V/em

Table 4.2: Other parameters used in numerical evaluation.
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Figure 4.2: Degree of compensation as a function of proton density.
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compensated—I|n,; /Nj,| > 90% (see Figure 4.2). Because the proton concentration
nyo affects the rate of dark decay of the protonic gratings. a trade—off can be reached
for longer shelf-life of the fixed holograms by reducing the proton concentration while

suffering only modest loss in the fixing efficiency.

4.1.3 Dynamics in hologram revealing

During revealing, a space-charge field emerges as the result of the partial erasure
of the electronic grating by uniform illumination. This field modulates the index of
refraction of the material via the electro-optic effect to form the thermally fixed phase
hologram. The time evolution of this field can be described as

dE, :

T = - Elo, (417
ot 1+ L (4.17)

where Fi. is the saturation value, and 7 is the time constant of hologram revealing.

q (EO + %Eom) + 7Ey

Eloo = -—]—, . - Npi, (418)
Ke (Bo+ N4 Eow) +j(Eat Ey)
E FEo+j(Fy + E ,
To= Tgi o £ + Ea) (4.19)

Eve (Eo + 54 Eopn) + j(Ea + Ey)’

where E,. = yrNa/ K p. is the drift field of electrons. Evaluated after long exposure
so that Ey = —FEopp, FEio. becomes Eyipeq as described by Equation 4.13.

The time evolution of the amplitude of the electronic grating N7, can be derived
using Equation 4.17 from the Poisson’s relationship. Assuming that the electronic
grating is fully compensated by the protonic one and the latter does not decay at

room temperature, the dynamics of Nj, during revealing can be written as

Ny (1) = —(1 = Ayy — Anpre™ 77, (4.20)
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where A is

(E)O + %{?EOp/z) —I' ,]Ed

" (Eo+ N Bop) + J(Ea+ By (4:21)
When A is evaluated at the end of the revealing where Ey = — Ey,, it can be related
to the thermal fixing efficiency 1yizing by
Niving = |2 (4.22)
We can rewrite Equation 4.20 as
Ng1(t) = Npi(o0) + [NB1(0) — A’Vgl(o‘?)]e#/lp»
or
NB (1) = Ny (0)e™7 4+ Ny (00)(1 = e77), (1.23)
where

1\751(0) = —ny

is the electronic grating strength at the beginning of revealing. N7 (o00) is its satu-

ration value, which can be written as
AT+ — A ;
Npi(oo) = (1 — A) ny.

We notice that the first part in Equation 4.23 is the same as the dynamics of the
electronic grating during normal optical erasure without thermal fixing. An interest-
ing conclusion can be drawn from this that although the time constant of hologram
revealing is the same as that in normal hologram erasure, the rate of change (decay)

in the amplitude of the electronic grating is less during revealing. This could be
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explained by evaluating the time derivative of Equation 4.23 at (any) time to.

INGE, NEL(0) — N (oc) —to) 19
e 22 5 — € . (4.24)
f)l‘ t=tg T
This is clearly less than the rate of decay during normal erasure which is
AN NEL (0
: D1 . Dl( )6—10/7. (423>
dt t=tg T

This is a very important conclusion that we would use in the development of a special

exposure schedule to improve the overall efficiency of thermal fixing.

4.1.4 The M/# of thermally fixed memory

The M/# is a very important measure of the system dynamic range of a large-scale
holographic memory. Complete theoretical treatment on the M/# and its dependence
on the material as well as the system parameters could be found in Reference [40,41].
The oxidation/reduction state of the material is one of the important factors that
influence the M/#. In general, if a LiNbOs:Fe crystal is heavily reduced, there are
more donor sites Fe?* available. Therefore, the absorption is stronger, so is the sen-
sitivity in holographic recording. However, reduction treatment reduces the density
of the available acceptors Fe®*, making it difficult to trap the electrons to create
space—charge separation effectively. In addition, because of the strong absorption,
the diffracted signal is attenuated much more inside the material, resulting in less
observable diffraction efficiency. At the other end of the spectrum where the crys-
tal is heavily oxidized, holographic recording is also ineffective because of the weak
absorption. As a result, there is an optimal oxidation/reduction state (or absorp-
tion coefficient) for the highest possible M/# of a memory system. This is shown in
Figure 4.3(a) [41].

With thermal fixing applied at the end of holographic recording, the final diffrac-
tion efficiency of the fixed holograms is the product of the original diffraction efficiency

and the thermal fixing efficiency. As a result, the M /# of the thermally fixed memory
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Figure 4.3: The M/# as a function of the absorption coefficient of the material: (a)
the M/# of the original system; (b) the M/# of thermally fixed system: (c) thermal
fixing efficiency.

system is the product of that of the original system without fixing and the square
root of the fixing efficiency. We learn from Equation 4.15 that the fixing efficiency
also depends on the reduction/oxidation state of the crystal. In other words. it is a
function of the absorption coefficient as shown by curve (c) in Figure 4.3. It suggests
that as the absorption becomes weaker, the fixing efficiency is higher. However, when
the absorption is weaker, there are fewer donor sites Fe*™ available, so the M/# of
the original system without fixing is smaller (curve (a)). As a result, an optimal
absorption exits for the highest possible M/# after fixing, as shown in curve (b) in

L _not too far from what we have

Figure 4.3. The optimal absorption is 0.37cm™
(0.55cm™!) with the system. This means that there is little room for improvement in
our experiment by changing the reduction/oxidation state of the crystal. The figure
shows that the M/# of the system with thermal fixing applied at the end of the

recording is about 0.7. Therefore, the expected diffraction efficiency shall be very

close to the noise level when 10,000 holograms are recorded and thermally fixed.
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Figure 4.4: Experimental setup for thermal fixing.
4.2 Application of thermal fixing in large—scale mem-

ory

4.2.1 Experiment procedure

The fixing efficiency 1,in, 18 the portion in the strength of the original hologram at-
tained after the revealing process. Numbers ranging from as low as 9yzin, ~ 1072 [109]
to as high as 70% [111] have been reported. Most of the reported data are from sin-
gle hologram fixing experiments. We used our large scale holographic memory setup
(Chapter 2) to carry out a systematic study of the thermal fixing efficiency and error
performance that can be obtained when a large number of holograms are superim-
posed. The system diagram is shown in Figure 4.4. It is capable of storing 160,000
holograms using angle, fractal, and spatial multiplexing. In the fixing experiments,
we stored up to 10,000 holograms at a single location.

The storage material was a 90°—geometry LiNbOj3 crystal with the c-axis at 45° to
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the vertical faces. The crystal was 0.015% Fe-doped of dimension 2x1.5x4cm?. The
crystal was placed 65mm beyond the focal plane of the Fourier-transform lens in the
signal arm (focal length fup;es = 200mm) for Fresnel-plane recording. The images to
be stored were all binary random-bit patterns. Each pattern consisted of 25 x 80 bits
that are represented by the 480 x 440 pixels on the input Spatial Light Modulator
(SLM). The reconstructions were captured by a cooled scientific CCD camera and
transferred to a computer for data analysis. The data analysis consists of registration
of the 25 x 80 pixels and construction of the histograms of the OFF and ON pixels.
Using these histograms as the estimates of the probability density functions of the

binary signals, we used the same definition for the SNR as in Chapter 2.

4.2.2 SNR degradation with thermal fixing

We analyzed the SNR of the reconstructions for the storage of one hologram, and
for the storage of 100, 300, 1,000, 5,000, and 10,000 original and thermally fixed
holograms. In all cases the angular separation between neighboring holograms was
about 5 times the angle to the first null of the selectivity curve of each hologram.
Five fractal rows were used for the recording of 5,000 and 10,000 holograms, with
1,000 and 2,000 angular-multiplexed holograms on each row. An exposure schedule
was followed to equalize the diffraction efficiency of the recorded holograms. The
exposure schedules for storing different numbers of holograms were selected so that
the equalized diffraction efficiency was the same in all cases (= 7 x 107%). This
is accomplished by recording, for example, the 100 holograms as if they were the
last 100 holograms in the 10,000 hologram sequence. The results are summarized in
Figure 4.5.

In Figure 4.5, the solid circles show the SNR of the equalized holograms before
fixing. We attribute the reduction of SNR as the total number of holograms increases
to the development of fanning, inter-pixel and other noise gratings over the long
exposure sequence, and non-uniform erasure of the recorded holograms due to the

bulk absorption in the crystal.
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Figure 4.5: SNR degradation with thermal fixing.

Thermal fixing was carried out by heating the crystal after recording in an oven
preheated to 120°C. The crystal was allowed to cool off and then repositioned in the
setup and illuminated with UV light to reveal the fixed holograms. We did not use
the reference beam for the revealing because even with continuous scanning of the
reference beam, a substantial increase in the background noise was observed. The
average diffraction efficiency of the thermally fixed holograms measured from all the
experiments was 1.8 x 1072, leading to an average thermal fixing efficiency of 26%.
This is in good agreement with our theoretical prediction.

The SNR of the thermally fixed holograms is represented by the empty circles in
Figure 4.5. It remains close to that of the original holograms at the beginning, indi-
cating faithful copying by thermal fixing. However, as the total number of holograms
becomes larger, the SNR of the fixed holograms is significantly lower. We can not
attribute this drop to detector noise or scattering since the diffraction efficiency and
the fixing efficiency were both independent of the number of holograms stored. There-
fore, it must be attributed to a noise source that is “introduced” by the fixing process

that becomes more prevalent when more (not weaker) holograms are stored. Detailed
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Figure 4.6: Means and variances of the ON and OFF signals as a function of the
number of holograms.

examination of the experimental data (Figure 4.6) shows two effects: First, the mean
and variance of the OFF pixels rises as the number of holograms increases whereas
the mean of the ON pixels stays nearly constant. We attribute this to the holographic
noise that arises from the buildup of noise gratings (e.g., inter—pixel gratings) during
the prolonged exposures. Second, the drop in the mean and variance of the ON pixels
due to fixing is higher than the drop of the OFF pixels. This seems to indicate that the
unwanted noise gratings (mostly with large grating periods) experience higher fixing
efficiency. This is surprising because theory predicts (Equation 4.15) that the fixing
efficiency drops off at lower spatial frequencies. Independent measurements of the
fixing efficiency of as a function of spatial frequency have conﬁfmed this unexpected
trend. We do not yet have a satisfactory explanation for this observation.

For 10,000 thermally fixed holograms the average SNR dropped from 5 to 3.5, and
many errors were detected from the originally error—free reconstructions. Because of
the dynamic-range limitations and other practical concerns, with 10,000 holograms

written at the same storage location in the LINbOj crystal, the average diffraction
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efficiency was approximately 7 x 1072, about 10 times the background noise (bulk
scattering, material surface defects, etc.) of a fresh crystal. Furthermore, the long
exposure required to record multiple holograms increased the scattered noise level
(fanning, inter—pixel gratings, etc.). At the end of the recording, the holograms were
only 5—6 times stronger than the increased noise floor, corresponding to an SNR
of approximately 5—the minimum for error—free reconstruction and low estimated
bit—error rate (raw BER~ 107%, comparable to that of a CD-ROM). With thermal
fixing applied, the holograms suffered further loss in their diffraction efficiencies due
to the low fixing efficiency. As shown in previous sections, the M /# is only about 0.7.
The average diffraction efficiency practically achieved from the 10,000 fixed holograms

was only 2 x 107%—too close to the noise level to resolve the binary patterns without

error.

4.3 Incremental fixing schedule

With thermal fixing applied at the end of the recording to solve the volatility problem
of holographic memories, the diffraction efficiency of the fixed holograms is smaller.
Therefore, the limitation on the storage capacity imposed by the material dynamic
range becomes more serious. Based on the discussion in Section 4.1.4, we believe that
optimization of the oxidation/reduction state of the material will not lead to quantum
improvement in the M/#. Therefore, the question becomes: Can we do something

else to improve the fixing efficiency and hence the M/# of the system?

4.3.1 Dynamics and exposure schedule

In the context of a large-scale holographic memory, thermal fixing efficiency can be
defined in two ways. The first is the fixing efficiency for an individual hologram as
shown in Equation 4.15. The second one is the system thermal fixing efficiency. It
is defined as the ratio of the final diffraction efficiency of multiple thermally—fixed
holograms with t; as the recording time for the first hologram, to the diffraction effi-

ciency of the same number of unfixed holograms starting with the same first exposure



4.3 Incremental fixing schedule 97

time. Because of the dynamic nature of a memory system using LiNbO; crystals,
the recording of multiple holograms involves both writing and erasure behaviors. In
order to store all the holograms with equal strength, we need to use a carefully chosen
set of decreasing exposure times as the exposure schedule. The difference between
the fixing efficiencies for an individual hologram and a multiple-hologram system lies
in the fact that the former is determined solely by the material and system parame-
ters, while the latter also depends on the writing and erasure dynamics thus can be
improved by optimizing the exposure schedule.

For detailed explanation, we first look at the evolution of the holographic grating
under optical erasure in different cases. Although another charge grating, the protonic
grating is involved when thermal fixing is applied, it always follows its electronic
counterpart at the end of heating. Therefore, we are able to keep track of the evolution
of the holograms by studying the dynamics of the electronic charge grating. For the

erasure for an unfixed hologram, we have
h(t) = hoe /", (4.26)

where h(t) is the electronic grating strength as a function of time. This is simply an
exponential decay with initial value hy and erasure time constant 7.

For the erasure of a hologram after heating where proton compensation takes place,
although the migration of photo—electrons tends to smooth out the spatially-varying
charge concentration as in the normal case, the electronic grating is still modulated
by the existing protonic grating formed during heating. As a result, the electronic
grating does not drop exponentially to zero. Instead, it experiences a slower decay
with a non-zero steady-state value. Here, we rewrite Equation 4.19 in the form of
grating strength, by replacing N, with A’ and 7 with 7. %. In addition, we make the

substitution of | /Mrizmg for A ®. The dynamics of the electronic grating strength is

2We make the assumption that the imaginary term in the complex time constant is negligible.
Therefore, the “real” decay time constant is also 7. This is valid provided that the total erasure
time is not very long compared to 7.

3This is made under the assumption that N4 &~ Np. In other cases where this is not satisfied,
there is a substantial (moving) phase shift between N7, (0) and N7}, (c0) and the dynamics becomes
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then

B(t) = (1 = \gizing o + \/Mziwinghoe ™™ (4.27)

where h'(t) is the electronic grating strength as a function of time. hj is its initial
value immediately after heating.

The recording and erasure behaviors in different cases are plotted in Figure 4.7.
This figure also shows a simple example of how the exposure schedule is made. First,
hologram #1 is recorded for t;. Since the hologram would decay upon further ex-
posure for hologram #2, the crystal could only be exposed for ¢ which is shorter
than t; to make the strength of the two holograms equal. However, if the crystal is
heated after the first hologram is written, the electronic grating strength decays much
slower. As a result, we are able to record hologram #2 for ¢}, which is significantly
longer, making the diffraction efficiencies of both holograms larger. If we keep doing
this, recording one hologram and then heating the crystal, for multiple times, we can
have stronger holograms at the end. However, because it takes a certain amount of
time to heat and cool the crystal, this is not a practical procedure if we want to
record and thermally fix many holograms. Instead, we break up the entire recording
sequence of M holograms into M, sets. Each set consists of equal number of holo-
grams My =M | M,. When the recording of a set of holograms is finished, the crystal
is heated in an oven for a certain amount of time. After it cools down to room tem-
perature, we record another set of M}, holograms. The procedure is repeated until all
of the M holograms are recorded. Then as the final stage, we heat the crystal again
and illuminate it with uniform light to reveal all the fixed holograms. We refer to
this procedure as the “incremental fixing schedule.” Intuitively, when M, is smaller
(the heating treatment is done less often), the normal optical erasure becomes more
dominant, so the hologram strength at the end of the recording is weaker. On the
other hand, with smaller M,’s, the hologram recording takes less time and effort. As

a result, there is always a trade-off in practice.

more complicated.
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Figure 4.7: Holographic recording and erasure behavior under diflerent conditions.



4.3 Incremental fixing schedule 100

4.3.2 Development of incremental fixing schedule

In an exposure schedule for normal holographic recording, equal diffraction efficiency
of all the holograms is ensured by making the diffraction efficiencies of the two neigh-
boring holograms in the recording sequence, the m* and the (m + 1)**, the same. In
other words, the (m -+ 1)" hologram is recorded for ¢,,4; so that it is equal to the m®

hologram which is recorded for ¢,, and erased for ¢,,,,.

hofL = /e )emtmiTe = (1 — e~/ e), (4.28)

where t,, and t,,4; are the exposure times for the m™ and (m + 1)* holograms, re-
spectively. Typically, the exposure schedule is generated using a backward “recursive”
algorithm, given the total number of holograms to be stored M, the erasure time con-
stant 7., and the exposure time for the last hologram ¢5;. Alternatively, an exposure
schedule can be calculated using a forward method starting with ¢; as the exposure
time for the first hologram. The final diffraction efficiency of the system is then the
efficiency of the decayed first hologram due to the exposures needed to record the
rest (M-1) of the holograms with equal strength. In a purely theoretical treatment
where t; can be infinitely long so that the first hologram is written to saturation,
the diffraction efficiency approaches the upper limit imposed by the system dynamic
range as described by the M/#. For the practical implementation of a large-scale
memory which favors a much shorter ¢; to avoid the buildup of holographic noise, we
choose ty = 7./R; (R; > 1) and use it in Equation 4.28. The exposure time for the

mt* hologram is then

—

- (4.29)

ty, =/,
R1+m-—1

where m = 1,2,..., M.
To design the incremental fixing schedule, the only modification of Equation 4.28
is that instead of treating single holograms at a time, we should deal with sets of holo-

grams, that is, to make the decreased diffraction efficiency of the nt" set of holograms
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due to optical erasure after heating match that of the (n + 1) set of holograms.
During the recording of the holograms in a set, the optical erasure is the same as
in the normal case. Therefore, a normal exposure schedule is applied to the storage
of each set of holograms. Given the number of holograms in a set as M; and the
erasure time constant 7., only the recording time for the first hologram in the set,
t", is needed to specify the exposure schedule for the entire n'* set. The values of 1}

(n=1,2,..., M,) are calculated using the expression below:

My,
(1 — \/Tixing)ho + +/Mhixingho €Tp {— >t Te} = hgtl,
=1

By = hoo{1 — € "0™),
hotl = hoo(1 — ¢ 7, (4.30)

where A2 and hjT! are the strengths of the n'* and (n + 1)* sets of holograms after
recording, respectively. Correspondingly, t};, and tml are the last exposure times for
each set. ho is the saturation grating strength. The left side of Equation 4.30 accounts
for the decay of the n'* set of holograms during the recording of the (n + 1) set,
which takes S"M# ¢! Each t? is simply derived from the normal exposure schedule

starting with ¢7 (Equation 4.29).

Combining Equation 4.29 and 4.30, the first exposure time ¢7 for the n'* set is

T

N Rl + \/nﬁxing(n - 1)Mh’

7 (4.31)
where n = 1, 2, ..., M,. Ry = 7./t; corresponds to the choice for the first exposure
time for the entire incremental fixing schedule. We note here that the exposure time
of the first hologram in the n'® set, {7, corresponds to the [(n — 1)M, + 1]" hologram

in the entire exposure sequence. In the normal exposure schedule (Equation 4.29),

the exposure time for this hologram would be

Te

R1 -+ (n - 1)Aﬁfh
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Figure 4.8: An example of the incremental fixing schedule.

Comparing the above expression with Equation 4.31, the exposure time for this holo-
gram (# [(n — 1)M), + 1]) is increased with the incremental fixing schedule because
Nfixing < 1. This is shown in Figure 4.8. The exposure schedules are adopted for the
storage of 10,000 holograms (M = 10,000). The number of heating treatments M; is
10, so the number of holograms in each set M) is 1,000. The erasure time constant
is taken as 6,000 seconds, and the first exposure time #; = 10 seconds (R; = 600).
Because the crystal is heated after the recording of each set of 1,000 holograms, the
exposure times at hologram #£1,001, 2,001, .... 9,001 are increased, resulting in overall

stronger hologram strength at the end of the recording.

4.3.3 The M/# with incremental fixing schedule

After the entire recording sequence is finished, we need to heat the crystal once again
and reveal the fixed holograms using uniform illumination. The diffraction efficiency
of the fixed holograms is the product of the efficiency obtained at the end of the

recording using the incremental fixing schedule, and the thermal fixing efficiency for
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Figure 4.9: System fixing efficiency as a function of the number of heating treatments.

an individual hologram (Equation 4.15). The ratio of this diffraction efficiency and
that of the M unfixed holograms is the system fixing efficiency. It is plotted as the
function of the number of heating treatments (the number of sets, M) in Figure 4.9.
The total number of holograms to be stored M is 10,000, and the erasure time constant
7. is taken as 6,000 seconds. Curve (a) is for the practical case in which the recording
is started with ¢; = 10 seconds. It shows that as M, increases (the crystal is heated
more often), the system fixing efficiency becomes higher. Curve (b) shows an ideal
case in which t; can be infinitely long. It predicts that as M, becomes closer to M,
the system fixing efficiency approaches 100%. In other words, at the limit where
M, = M (heating is applied after the recording of every hologram), the gain in the
exposure schedule from incremental heating treatment compensates all the loss due
to thermal fixing. The maximal M/# of the memory system with incremental fixing

schedule is the same as that of the original, volatile one.
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4.3.4 Thermal fixing of 10,000 holograms using incremental

fixing schedule

In the same setup shown in Figure 4.5, 10,000 holograms were recorded and thermally
fixed using an incremental fixing schedule. In the reference arm, the segmented mirror
array was replaced by a mirror since no spatial multiplexing was required for the stor-
age of 10,000 holograms. The incremental fixing procedure requires frequent removal
and repositioning of the crystal. However, since no diffraction can be observed right
after the crystal is heated, there is no reliable reference for accurate repositioning.
To increase the tolerance to repositioning error, the cylindrical lenses in the original
design were removed to improve the plane-wave quality of the reference beam. This
change was proved to be helpful in guaranteeing reliable repositioning. Five fractal
rows were used for storage with 2,000 holograms stored on each. The vertical spacing
between fractal rows was 2.4°, and the horizontal spacing between neighboring holo-
grams was 0.007°, approximately 4 times the measured Bragg selectivity. In order to
avoid overlapping which might occur due to imperfect repositioning, the angle spacing
between the two adjacent sets of holograms on the same fractal row was set to be 10
times wider than the inter-hologram spacing.

In the incremental fixing schedule, 10,000 holograms were divided into 10 sets
(M, = 10), two on each fractal row. The crystal was heated in an oven preheated to
120°C for 30 minutes after each set of M, = 1,000 holograms were recorded. The
erasure time constant 7. was empirically determined to be 6,000 seconds. The first
exposure time t; was chosen to be 10 seconds. The exposure time for the 10, 000
hologram (¢10,000) Was calculated from Equation 4.31 and 4.29 to be 0.94 second. It
was nearly twice as long as the final exposure time using the normal exposure schedule
without thermal fixing. However, because of the loss in revealing (1 — 1y =70%),
the final, system fixing efficiency is expected to be 78% (see Figure 4.9). This is
more than twice the individual fixing efficiency, without the incremental schedule.

After 10,000 holograms were recorded and thermally fixed, 30 sample reconstruc-

tions were retrieved by a cooled scientific CCD camera. They were well distributed
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among the 10,000 holograms. Some are shown in Figure 4.10. The same data analysis
procedure as described in the previous sections was used to analyze the error perfor-
mance. The average diffraction efficiency is approximately 4.6 x 107%. Compared to
that of the 10,000 holograms without fixing (1 &~ 7 x 107?), the incremental fixing
schedule yields a system fixing efliciency as roughly 66%., close to the estimated value
from Figure 4.9. All the sample reconstructions were retrieved without any measured
errors. The characteristics of these reconstructions are plotted in Figure 4.11, includ-
ing the means of the ON and OFF pixel regions, the optimal threshold, the SNR, and
estimated probability of error of the reconstructed holograms. It is very interesting
to notice that, even with the lower diffraction efficiency, the error performance of
the 10,000 fixed holograms is comparable to or even slightly better than that of the
unfixed holograms (Figure 4.5). This is not surprising because the repeated heating

reduces the electric field inside the crystal, resulting in less scattered noise. Similar

effect has been observed by other researchers [112].

4.4 Miscellaneous topics

4.4.1 Moultiple recording and fixing treatments

Thermal fixing solves the volatility problem of holographic memories by translating
the stored information from its electronic copy to protonic copy. Thermally fixed
holograms are basically Read-Only Memory (ROM). Here, we would like to address
the question of whether holographic memories with thermal fixing applied are re-
writable? In other words, can a new set of holograms be added in the memory
with no or minimal interference with the old memory content? The key issue is how
much of the original fixed holograms is retained after the recording and fixing of new
holograms.

There is a slight difference between the procedures of rewriting holograms in a
thermally fixed memory and the incremental fixing schedule we described previously.

However, it causes a great difference in the final results. In the incremental fixing
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schedule, we did not reveal the holograms before the recording of another set of
holograms. Instead, we took advantage of the slower decay rate of the electronic
gratings of the preciously stored set of holograms after heating, during the recording
of the new set to achieve higher diffraction efficiency at the end.

In a memory storing thermally fixed holograms, the electronic and protonic copies
of the holograms already reach their steady-state values after heating and revealing.
The thermally fixed holograms are the result of the difference of these two copies.
The more the electronic gratings are erased by uniform illumination in revealing,
the larger this difference is, and in turn, the higher the diffraction efficiency of the
fixed holograms becomes. When a new set of holograms are added to the memory
content, the crystal must be heated again for thermal fixing. At high temperatures,
there exist two processes: First, the protons migrate to form the copy of the newly
recorded holograms. In the meantime, the protonic copy of the previously stored
holograms decays to match their electronic counterparts that are partially erased in
revealing. As a result, the previously stored holograms are erased “thermally” after
the addition of new holograms.

The electronic grating remained after revealing, Nj5;(o0) is

Nfi(oo) = (L—A)NE(0)
— jEyq
ND]V:;;{\IAEOPI‘L -+ ‘](Ed -+ E(I)

N$,(0), (4.32)

where N7,(0) is the original value after recording. After recording and thermally

fixing a set of new holograms, the protonic copy of the old holograms becomes
n', = —Np (c0). (4.33)

Therefore, the previously stored holograms is weakened by a factor of |1 — A% When
the memory is updated by @ times, the first recorded and thermally fixed set of
holograms are weakened by a factor of |1 — Al?®. Using the same set of parameters

to evaluate this decay, we obtained a value of 82% with a thermal fixing efficiency at
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29%. After rewriting and fixing 10 times, only about 2% of the first set of holograms
remains.

We notice that the thermal fixing efficiency 1 fizing is A? which is evaluated at
Ey = —FEo (after long revealing), while the diffraction efficiency of the fixed
holograms remained after updating the memory is characterized by the term |1 — A2
It is clear that these two terms go against each other, as shown in Figure 4.12. In
other words, when the fixing efficiency is increased, |1 — A|? is always decreased, and
vice versa. The thermal fixing efficiency and |1 — AJ? can not be optimized at the
same time by adjusting the oxidation/reduction state of the material.

To equalize the strengths of the fixed holograms after multiple updating, a special
recording and fixing schedule similar to the normal exposure schedule can be applied.
However, the loss in the diffraction efficiency still exists and results in a much smaller

effective M/# than that of either the original system or with the incremental fixing

schedule.
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In conclusion, a thermally fixed memory system can not be effectively updated

storage systems with thermal fixing are Write-Once-Read-Many (WORM ) memories,

not re—writable ones.

4.4.2 Repeated recording and fixing treatment

For the storage of a few holograms where the final diffraction efficiency is the key issue,
repeated recording and fixing treatment can be applied. During holographic recording
in photorefractive materials at room temperature, an upper limit is imposed on the
final hologram strength by the interaction between different charge transport mech-
anisms (different characteristic fields). Electric fields developed during the recording
eventually inhibit further hologram growth before the available donors or acceptors
are depleted. To the contrary, if the crystal is heated after recording, the net elec-
tric field is almost zero as a result of proton compensation, leaving room for further
growth of the electronic charge grating when another round of recording is carried
out. Therefore, a hologram can be recorded to saturation, heated, and then recorded
once again to saturation, followed by another heating treatment. This procedure
can be repeated by many times until the final limit—the donor or acceptor density
((Np — N4) or Ny) is reached.

When a modulated exposing pattern is used instead of the uniform illumination
for revealing, the resulting space-charge field is simply a linear summation of the

results of revealing and normal holographic recording.

[(Bo+ BAEop) + 5 Ea Bry + m[(Eo + Eopn) + j )
By = =3k, I3 Nap (F I
( 0 -+ Np Oph> + J( d + q)

9

(4.34)

where n,; represents the protonic grating formed during heating. m is the modu-
lation depth of the new recording. R = Np/Na(Np — Ny4), is a measure of the
oxidation /reduction state of the crystal. There are two terms in the numerator: the

first is the result of revealing by uniform illumination (refer to iquation 4.18), the sec-
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ond is from normal holographic recording (refer to Equation 4.7). When the crystal is
oxidized, N4 ~ Np. Therefore, these two terms are almost in phase, and the electric
field is simply increased by an amount corresponding to the result from revealing.

If we use Equation 4.32 and rewrite the above equation in terms of the electronic
grating, it becomes

Eq i
1@&1 - Eq

N4u(Np — N, ‘
Ny + Al ji,.D A)m . (4.35)

T+
f\m -

where Nj,, Nji; are the amplitudes of the electronic grating before and after heating
and hologram rewriting. This expression for the saturation values is reached by
assuming Ny =~ Np. As this heating-plus-rewriting process is carried out many
times, the electronic grating can be enhanced to the upper limit where depletion of
either the donors or the acceptors occurs. Beyond this limit, the second term which is
responsible for rewriting is zero, there is no further increase in the electronic grating

strength.

4.4.3 Selective fixing procedures

A special application of the repeated recording and fixing treatment is selective re-
vealing of the fixed holograms. As shown in Equation 4.35, when there is a 180° phase
shift between the exposing light patterns, the electronic grating can be completely
erased as the result of “negative” recording. Therefore, the protonic grating formed
during heating can be fully revealed and 100% fixing efficiency can be obtained.

In addition, although the complex time constant is always the same during reveal-
ing, the rate of change or the characteristic time constant can be greatly improved
by selective revealing. This is similar to the fast update of dynamic photorefractive

optical memory reported in [96].
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4.5 Appendix: Derivation of the theoretical model

In Section 2.8, we described the development of the space—charge field in room-
temperature recording. Here we derive its evolution after thermal fixing is applied.
The basic set of Kukhtarev equations have to be expanded to incorporate another
mobile species, the protons, to explain the thermal fixing process. The continuity

equation and current density of the protons are

% _ 19J,

o
J, = q#pan—KBTﬂp%. (4.37)

Recording: In room-temperature recording, the space-charge field builds up in the
same way as described in Section 2.8. At any moment in the evolution, it is related
to the amplitude of the electronic charge grating N7}, by the Poisson’s relationship

q

Ey = *“J'E

N, (4.38)

Heating: During heating, if we neglect the thermal excitation of the electrons, the
electronic grating remains the same—N7, is constant. The only “free” mobile species
are the protons. They migrate under the space—charge field of the electronic charge
grating. As the protonic grating builds up to compensate its electronic counterpart,
the net space—charge field decreases. An equilibrium is established when the diffusion
of the protons equals their drift by the space—charge field. If we ignove the diffu-
sion of the protons 4, then from the continuity equation, the net field at the end is
zero. Therefore, the protonic grating fully compensate its electronic counterpart, as
indicated in the Poisson’s relationship.

If the proton diffusion is included, the development of the protonic grating can be

4The diffusivity or the mobility of the protons is indeed very small. It is the sheer number of
“free” protons that makes the protonic conductivity much larger than the electronic conductivity
(thermal or photo-conductivity).
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derived from the first-order current density J,;
Jo1 = qupnpo By + qung Bo — JRT K pipyng, . (4.39)

where Fy, By are the DC component and spatial perturbation of the space-charge
field. The evolution of Fy as a result of the change in the surface charge density is

described by

dp - o
E = TYp0 = _Q/f’pnp()ho- <140>

The solution to this equation is
Eo = ~Epppe™"/ T, (4.41)

where 7. is the dielectric time of the protons,

== (4.42)

Op  qpTipo

At equilibrium, both Eq and J,; are zero. From Equation 4.39, the amplitude of the

protonic grating is related to the spatial perturbation in the space—charge field by

. F
Npp = —]npo-z—i. (4.43)
The first-order Poisson’s relationship is
B = =5 e (N + ), (.44
eK

where N}, is the electronic copy of the information recorded at room temperature.

Combining Equation 4.43 and 4.44, the steady-state value of the protonic grating is

| ) . |
) — e e , (4 .45
ip1 <i + Ed/Eqp/ YD1s { i‘))
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o

where I, = gn,o/ K€ is the space—charge limited field of the protons. The net space—
charge field at the end of heating becomes
EyE,, N,

By = —j—dZw D1 4.46
! J ,E(] + Egp 77/;)0 ( )

The complete solution describing the time evolution of the protonic grating during

heating is

on., ; | |
Tp @;1 = —ny1 + np(00), (4.47)
where

1 P o
T T T Eadi T (4.48)

Eqp
1 T+ . .
npl(OO) == —]—;:-mj\/Dl. (449)

) Eqp

Evaluated after enough heating such that Ey = 0, n,1(c0) becomes the same as in

Equation 4.45.

Revealing: After heating, the crystal is illuminated by uniform light to reveal the
holograms. The conductivity of the protons at room temperature is much less than the
photoconductivity of the electrons, so n,; can be treated as constant. The electronic
charge grating is partially erased during revealing, leaving a net space—charge field
which modulates the refraction index of the material to form the thermally fixed
holograms.

During revealing, the protonic grating formed at elevated temperatures remains

intact, and the DC field increases again to screen the photovoltaic field. The first-
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order equations that govern the erasure of the electronic grating become

al\rgl _ q AT+ 74 AT+ 15
ar " loNpy = vrneoNpy — Yr1e N o, (4.50)
Oney INS, K i

Ja = quenaBo+ quenaoEy + JRKeT K peng — PING,, (4.52)
By = —]E(\j\fgl = Np1 ) (4.53)

Under the same assumptions we made in Section 2.8, we have

Ni, = Nua, (4.54)
Slg(Np — N
neo = 22olNp—Na) (4.55)
,‘YR[\/A \ y
(r)ncl
~ 0 4.5

Using Equation 4.50— 4.52 and 4.54— 4.56, the quasi-steady-state value of the
first—order harmonic in the free electron concentration ® is found to be
Ke ob) "K@S'ITOND . SIoNp

- - L 4.57
TonNa ot T qgeNg TN T g (4.57)

Mey = —

From Equation 4.51 and 4.53, we also have

oF, 1 ,
= —-J.. 4.58)
ey C el (4.58)

Combining this equation with Equation 4.52, the dynamics of the space—charge field

1s found to be
ol R
et = 4+ Fye, 4.59
0{ 1 + 1 ’ ( ) )

5We made yet another assumption yp N4 > SIO%%, which is valid in most cases.
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where

(Eo + - \ E()ph) + by

. q G
B = L N1, (4.60)
Ke (By+ 84 Eo) + j(Es+ )
__ K Eo + j(Ey + Ey) (4.61)

Tdi 7 ;
Fu (FO+ ~"ib()ph) ‘I‘](LJ + E])

Since the DC field changes with time, the time constant and saturation value in this
equation change with time too. So at any instant, the solution to Equation 4.58 is an
exponential function; however, the overall time evolution takes a more complex form.
If the revealing is long enough for the DC field to fully screen the photovoltaic field,

the final strength of the fixed hologram is

MQ—__J;LlUDph + ]Ed

q
T e J-—-\-AEOMH(EﬁE)

Efived =
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LleOgFe

Contents
5.1 Theoretical model . . . . ... ... ... ..., ... ... 118
5.1.1 Extended Kukhtarev equations . . . ... ... .. .. ... 118
5.1.2 Steady-state solutions . . . . . ... ... ... ..., 121
5.1.3 Numeric evaluation of the model—the dynamics . . .. .. 123
5.1.4  The M/#: writing/erasure asymmetry . . . . . . .. .. .. 127
5.1.5 Simplified model . . . .. ... o oo oo 132
5.1.6  Predictions of the M/# . . . . ... ... ... . ... 134
5.2 Experiment results. . .. ... .. ... ... ... ... ... 140
5.2.1 Writing/erasure dynamics . . . . ... ... 143
5.2.2 Experimental procedure for the M/# measurement . . . . . 145
5.2.3 Experiment results and comparison to theory . .. . . ... 147
5.2.4 Multiple holograms storage . . ... ... .......... 148
5.3 Miscellaneous topies . . . . . . ... oo 150
5.3.1 Thermal contraction and change of refraction index . .. . 150
5.3.2 Bragg shift and image distortion . . . .. ... ... .. .. 152

5.4 Appendix A: Derivation of the extended Kukhtarev equa-

In this chapter, we discuss another method of thermally fixing stored holograms
to solve the volatility problem of holographic memories using photorefractive mate-

rials. As we mentioned in previous discussions, thermal fixing can be carried out in
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one of two ways. The first is the one we discussed in detail in Chapter 4. Because
there are three steps involved in the recording and thermal fixing of holograms in a
photorefractive crystal—room-temperature recording, high-temperature fixing, and
room-temperature revealing and readout, the procedure is also called “Low-High-
Low” fixing. The second one is high-temperature recording. Namely, holograms are
directly recorded in the storage medium at elevated temperatures, followed by the
same cooling and developing procedure to reveal them at room temperature. This is
also called “High~Low” fixing. In high-temperature recording where the proton con-
ductivity dominates, protonic gratings compensate (“screen”) the electronic charge
gratings rapidly and continuously, resulting in a small net space-charge field. As
we recall from normal holographic recording at room temperature, it is the space-
charge field associated with the electronic charge separation that finally stops further
growth of the holograms. Therefore, conceivably, much stronger holograms could be
recorded by high-temperature recording, limited only by either the density of avail-
able deep acceptors Fe®* N, (for reduced crystals) or donors Fe** (Np — Ny) (for
oxidized crystals). The electric field only imposes an upper limit when the break—
down space—charge field of the material is reached after revealing [124]. In addition,
since the electric field inside the material is very weak during holographic recording at
elevated temperatures, some of the field-induced (holographic) noise sources (caused
by two-beam coupling effect in which strong diffraction interacts with the writing
beams such as self-diffraction, hologram bending, etc.) are greatly suppressed. As a
result, it would be possible to achieve higher diffraction efficiencies with less noise in
a large-scale holographic memory. This is the main reason that we set out to do the
investigation on this topic.

Application of high-temperature recording to thermally fix stored holograms was
first demonstrated by Staebler in 1975 [112] where more than 500 holograms were
stored and fixed in a LiNbOs:Fe crystal by holographic recording at 160°C". Bragg
shift due to thermal contraction (and change of refraction index}), as well as the

improvement in image quality of the reconstructed holograms were also observed .

Tn their words, this improvement was attributed to the reduction in the “buildup of optical
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Meyer et al. also conducted a series of experiments on high-temperature record-
ing, with a conclusion that the “best results were obtained by writing and fixing
the phase grating simultaneously at 180°C” [107]. High-temperature recording in
LiNbO3:Cu as well as in KNbO3 were also carried out by Hertel, Sommerfeldt, and
Montemezzani [108, 125-127]. Theoretical models have been established to explain
high-temperature recording process [107-109,127]. Among them. the one given by

Montemezzani et al. is the most complete (with no photovoltaic effect though).

5.1 Theoretical model

In this section, we develop a theoretical model to describe holographic recording in
LiNbOs:Fe at elevated temperatures. We describe the writing/erasure asymmetry and
its influence on the M/#. A simplified treatment is also presented which offers more
insight into the influence of different charge transport mechanisms on the recording
dynamics. We show theoretical predictions on the M/# in high-temperature record-

ing based on the numerical evaluation of the model.

5.1.1 Extended Kukhtarev equations

High-temperature recording in photorefractive materials such as LiNbOg:Fe is dif-
ferent from normal holographic recording and erasure because there are two mobile
species—electrons and protons, simultancously involved in the charge transport and
redistribution. The formation of electronic charge gratings is the same as in room-
temperature holographic recording, involving photo-excitation, diffusion and drift of
free carriers—electrons to spatially separate the charges. In LiNbOg:Fe crystals, the
photovoltaic effect must be considered as well to fully describe the photorefractive
process. At elevated temperatures where the protons become mobile, they drift un-
der the space-charge field set up by the electronic charge separation. As the protonic
gratings become stronger, the net space-charge field decreases. At the end, the dif-

fusion of the protons themselves will counter-balance the drift to reach equilibrium.

scattering effects during storage.”
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Here, we only describe the one-dimensional case where the spatial dimension, x. is
along the c—axis of the photorefractive crystal. To further simplify matters. we ignore
the effects of thermal excitation (its influence will be discussed later).

To describe the formation of both the electronic and protonic charge gratings, the
traditional Kukhtarev equations [27,34] have to be extended to accommodate for the
extra carriers. The extended set of equations describing both the light-induced and

thermal-induced charge transport are listed as below:

INF
a—tD = SI(Np — N) —wrNpn., (5.1)
on. ONY  10J, ,
= &, (5.2)
ot ot q Oz
s One o
J. = qumn.E+ ]XBT/,Le—a‘% + P(Np — N#)1, (5.3)
on,  14J, -
ot qox’ (54)
. dn,,
Jp = qun, B — KgT'p, an; ) (5.5)
oE ; ) -
60—;6 = (N — Ng+n, —npo — ne), (5.6)

where Np, Nj, N4 are the densities of the dopants, the ionized donors, and the
deep acceptors, respectively. n. is the density of free electrons. n, is the density of
protons, and n,g is its average or DC value. S is the photorefractive cross—section.
~vg is the recombination rate. P is the photovoltaic constant. J, .J, are the electronic
and protonic current density, respectively. E is the space—charge field. p., y1, are the
mobility of the electrons and protons, respectively. Kp is the Boltzmann Constant
and T is the absolute temperature, in IKelvin.

Under the same assumptions we made in Chapter 4—low-modulation depth, and
quasi-steady state of the free electron concentration, these equations can be linearized
and solved analytically. Among the zero—order solutions, there are some of particu-

lar interest. Shown below is the set of equations describing the buildup of the DC
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(screening) field during high-temperature recording,

ok
7_dca—to = _EO + E0557 (57}
1
Tde = Tdi 1 + o_p/o_ev (58)
1
Foss = —Eopp—m— 5.
0 0ph1+a_p/0_e7 ()9)

where 74 is the dielectric (relaxation) time constant of the electrons. Fgp, is the
characteristic photovoltaic field. . and o, are the conductivity of the electrons and
protons, respectively. The equations suggest that, at elevated temperatures where
the protonic conductivity dominates, the buildup of the DC (screening) field becomes
much faster than during room-temperature recording because of the contribution of
the extra mobile species. In addition, the DC field settles at a much lower value than
that in room-temperature recording. As a result, it is no longer strong enough to
completely “screen” the photovoltaic field. In normal holographic recording at room
temperature, the existence of the photovoltaic field causes writing/erasure asymmetry,
and in turn, improves the dynamic range of a memory system. However, as the DC
field increases, it gradually screens the photovoltaic field to reduce the degree of
asymmetry, resulting in smaller M/#. In high-temperature recording, the DC field
is always very small as the above equations indicate. As a result, the writing/erasure
asymmetry always exists and the M/# of the system does not decrease after long
exposure. This is most desirable in the holographic storage systems.

The first-order solutions to the extended Kukhtarev equations could be expressed

by two rate equations for the ionized donors and protons, coupled by Poisson’s rela-
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tionship.
ONp, ok
at - JHe N Tleg
y m[(Eo + Fopn) + JE4) — R [(VFO + %A'Egph) +JE,4 NG+ E1{_ 10)
5.
L+ Eue - ]Eue \

on S )
Pl —Jpp N npo | (Eo —]Ed) Zel + Ey (5.11)

ot 140
E = [,(NDI + np1), (5.12)

where Fou, Eq, and E,. are the photovoltaic, diffusion, and electronic drift field, re-
spectively. R = Np/Na(Np—N4)isa constant determined by the oxidation/reduction

state of the material. m is the modulation depth in the exposing light pattern.

5.1.2 Steady—state solutions

The closed-form steady-state solutions of the first—order perturbations terms are ob-
tained by making the time derivatives in Equation 5.10 and 5.11 zero. The saturation
space—charge field after high-temperature recording is

(EO + EOph) + jb—,f{

N . (Eo+ Eopn)tikyg
(Eo + %ﬁEOPh) +5(Ea+ Ey) + }d+j; Rnng (5.13)

El == —ijq

Here in this equation, we identify an extra term in the denominator as a result of
high-temperature recording. Without this term, Equation 5.13 could be reduced
to the one corresponding to the result from normal holographic recording (refer to
Equation 4.7). Normally, this extra term is very large (Rnyo is large). Therefore,
the final space—charge field E; is very small. This is the result of the continuous
compensation by the mobile protons. This equation is in good agreement to the
result Montemezzani obtained in his theory [127], except for the extra photovoltaic
field. To gain more insight into the underlying mechanisms of high-temperature
recording, we could further simplify this equation by assuming Ey is zero and N4/Np

is approximately 1 (for weakly absorptive crystals). The new expression for £ is
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then

m

Fy = —,
! J Rny

Ea. (5.14)

This indicates that the final space—charge field is determined by diffusion. It agrees
with our expectation that it is the diffusion that finally inhibits further growth of the
protonic grating. As a result, complete compensation is not possible because a net
field is needed to prevent the protonic grating from decreasing by diffusion.

The steady—state solution for the protonic grating strength n,; is

—mEqnpo [(Eo + Eopn) + 7 4]

Npy = - . - Vs . ,
T (Bt G Bo) [(Eo + $2 Eop) + 5(Ea+ By)] + [(Bo + 32 Bop) + jE4) BnoE, |
5.15

This expression could also be further reduced under the same assumptions, to a much

simplified yet intuitive solution below,

Na(Np — N ,
Npr = —m al D A). (5.16)
Np

This clearly shows that, in high-temperature recording, the grating strength is only
limited by either the density of the acceptors Fe*-—Ny, or that of the donors Fe*t—
(Np — Ny4). This also suggests that, although the net electric field is not zero, it is
not capable of stopping the growth of holographic gratings like in the normal room-
temperature recording because the diffusion of the protons is weak.

The complete expression for the electronic grating strength Njj, can be derived in
a similar way. We neglect it here because it is in a very complex form and does not
provide more information. It should not be surprising that we reach the same form
as in Equation 5.16 under the same assumptions. The only difference would be in the

signs, indicating a 180° phase shift between the two gratings.
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5.1.3 Numeric evaluation of the model—the dynamics

The set of first-order equations (Equation 5.10—5.12) can be easily solved analyti-
cally by using the short—circuit (Ey = 0) assumption. The results would be simply
exponential functions. However, under open—circuit condition that is more common
in practice, Fy changes with time during exposure. In this case, a closed—form so-
lution is not available. Therefore, we chose to use computer simulation to solve the
dynamics of high-temperature recording numerically. The numeric evaluation we
used was based on the 4""—order Rouge-Kutta method [73].

For numeric evaluation, we assigned numerical values to the variables found in

the theoretical model. Some of parameters are the same as in Chapter 4. They are

listed below:

o Photorefractive cross-section: 5 = 3.95 x 107?cm™ or equivalently for the

photo-generation rate, S = 0.97cm?/J
e Recombination rate: yp =2 x 10~%m?/s

e Doping level: 0.015 mol % Fe-doped, Np = 2.83 x 10'®cm ™

o Absorption coefficient o = 0.55cm™" at 488nm at room temperature: Ny = 2.82 X

10"%em—3

In general, the absorption of the material varies with temperature, and so are the
photorefractive cross-section and recombination rate. The recombination rate, which
is determined by the lifetime of the free electrons in the conduction band, should
increase with higher temperatures. The photorefractive cross—section 5 contains the
absorption, and is related to the oscillation strength of the Fe** transition f, as well.
This factor f, which is essentially the fraction of photons absorbed which result in an
electron in the conduction band, is also temperature-dependent. We measured the
absorption of a transmission-geometry crystal as a function of temperature within
the range from 27°C' to 180°C and found no significant variation (see Figure 5.1).

Therefore, the same absorption coefficient found at room temperature is used. In
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Figure 5.1: The absorption as a function of the temperature.

addition, because we could not find any relevant values for yg and S at elevated
temperatures from the literature, we still use their room-temperature values. The
same relationship between the absorption coefficient and the donor density (Np—N4)
from Chapter 4 is also used. The density of the protons is assumed to be 109em™2,

The conductivity of LiNbOs has been studied in a wide temperature range which
can be divided into three parts corresponding to the different dominant conduction
mechanisms. At low temperatures (< 400K), a hopping mechanism of electrons or
small polarons is assumed. At temperatures between 400K to 1000K, the conduction
is governed by mobile protons. Intrinsic conduction is believed to dominate at temper-
atures higher than 1000IX. Within each of the temperature ranges, the conductivity
follows an Arrhenius-type dependence on the absolute temperature.

The electrical conductivity of LINbOs at room temperature is about 10~'*mho/cm,
estimated from the thermal (dark) decay of a hologram written in the crystal [128].
Because of the very small value, direct current conductivity is very hard to measure.

In addition, the displacement current caused by the pyroelectric effect from random

temperature fluctuation is comparable or even higher than the conduction current.
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As a result, the electrical conductivity at room temperature is usually measured by
indirect methods, and the reported values cover a large range. The only value widely
accepted is the activation energy—0.2ev [34,129-134]. Most of the scattering of
the reported values occurs in the pre-exponential coefficient in the Arrhenius func-
tion. Here, instead of adopting the reported temperature-dependence of the electron
mobility, we chose the widely accepted value of the activation energy and the room-—
temperature mobility found by Alphonse and Shah [23,135] to determine the electron
mobility at higher temperatures.

The temperature dependence of the protonic mobility is found in [115]. It is in
the form of diffusion constant of the OH™ interstitial ions OH; , which is believed to

be the same as that of hydrogen diffusing into and inside LiNbOj crystals.
, = 0.081¢7 12540/ (5.17)

where D, is the diffusion constant of the protons. 7' is the absolute temperature.
The corresponding activation energy is 1.08 £ 0.02ev, which is in close agreement
with other reported values from 1.0ev [128], 1.1ev [133], to 1.17 & 0.02ev [106, 136].
Similar pre-exponential coefficient 0.1cm?/s was also reported by Kovacs [123]. The
Einstein relationship was used to obtain the value of the proton mobility.

The photovoltaic effect is also temperature-dependent because the photovoltaic
constant P contains the absorption coefficient. However, as stated earlier, we did
not find significant variation of the absorption within the temperature range we used.
The same P was used in our numerical evaluation. We used the same formula for
the photovoltaic field in Chapter 4, with slight modification to accommodate the
temperature-dependence of the electron mobility.

For a typical behavior of the dynamics in high-temperature recording, we chose the
example of symmetric transmission-geometry recording in which the two ordinarily
polarized writing beams are symmetric about the normal to the entrance face. The
angle between the beams outside the material was 30°, corresponding to a grating

vector K = 6.74 x 10*cm~!. The temperature was set at 150°C" and the density of
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Figure 5.2: The dynamics of holographic recording and erasure at high temperature
(150°C): (a) electronic grating Njb,; (b) protonic grating n,;; (c) space-charge field
F.

the protons n,, was assumed to be 10"em™>.

Figure 5.2 shows the dynamics of the recording and erasure of one hologram at
150°C. Curve (a) and (b) are for the electronic grating N7, and the protonic grating
n,1, respectively. It is very difficult to tell them apart because the protonic grating
catches up with its electronic counterpart rapidly at the beginning and follows closely
ever since. Curve (c¢) shows the dynamics of the space—charge field F;. Because I
arises from the difference between the electronic and protonic gratings, generally it
is much smaller than what it would be during normal holographic recording at room
temperature. At the beginning, however, F) experiences a rapid increase since the
protonic grating is lagging behind. As the protonic grating keeps growing to com-
pensate the electronic one, the space-charge field reaches a maximum and begins to
fall off as a result of the diminishing difference between the two gratings. The time
it takes for F; to reach this turning point is an indicator of how fast the protons

compensate the electronic grating. The saturation value of E) (described by Equa-
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tion 5.13) during recording provides information about the degree of compensation.
At 20,000 seconds, the recording is “turned off” by making the modulation depth m
zero. The hologram is then erased by uniform illumination of the same intensity. It
is interesting to note that Fj reaches another peak before it starts to decrease. This
is because that at the point when the recording is turned off, the protons continue to
move to further compensate the electronic grating, which already begins to decay. As
a result, Curve (a) and (b) would cross shortly after, leading to a zero electric field
(this is not shown in Curve (c) since the resolution we chose for the simulation was
not fine enough). From this point on, the space—charge field experiences a 180° phase
shift and rises. It reaches the peak and starts to decrease after the protons lose their

“momentum” and start to follow the electronic grating again.

5.1.4 The M/#: writing/erasure asymmetry

The M/# is a very important system metric. It is the product of the writing slope
Ag/7, and the erasure time constant 7.. In a photorefractive crystal without strong
photovoltaic effect, the time constant of holographic recording is real. Therefore, 7, =
7., the M/# is determined solely by Ay, the saturation grating strength. However,
in photovoltaic materials such as LiNbOs:Fe, the presence of a strong photovoltaic
effect results in a complex time constant, introducing oscillation in the recording.

This could be explained as below (neglecting the time evolution of the DC field),

ht) = Ao(l —e ), (5.18)

/7 = 1/7 + jw,, (5.19)

where h(t) is the holographic grating strength (field term, unitless). Ag is its satura-

tion value. 7, is the erasure time constant. w, is the “moving” (oscillation) frequency.
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Combining the above two equations, i(t) could be rewritten as

h(t) = Ag(l — e7/Teemiwaty, (5.20)
Intuitively, the observed buildup of a holographic grating (the absolute value of h(t))
could be treated as the result of the competition between a stationary grating and a
“moving” one. This competition leads to oscillation [41,137] which, in turn. results
in a larger rate of buildup in the observed diffraction. Taking the absolute value of
this grating strength and the time derivative at ¢ = 0, we have the expression for the
observed writing slope

ah(t)|
ot

A |
= = /1 4 T2, (5.21)

t=0 Te

During erasure which is described by h(t) = hoe™¥/7, the phase oscillation term is
gone because of intensity detection. Therefore, the erasure dynamics can be written

ELSS

|A(1)| = |hole™"". (5.22)

As indicated by Equation 5.21 and 5.22, the effective writing time constant 7, is

shorter than the erasure time constant 7. by a factor of /1 + 72w?. As a result, the
writing is faster than the erasure. This is shown in Figure 5.3. Taking the product of

the writing slope (Equation 5.21) and the erasure time constant 7., the M/# becomes

M/# = Ag\/1 + 1202, (5.23)

It is increased by a factor of /1 + 72w?2. Strictly speaking, because the DC (screening)

2A more complete form, including the spatial variations, can be found in reference [73]

6F = mE,.[—cos(Kx + ¢) + exp(—t/7c)cos(Kx + w4t + )] .

3Even without taking the absolute value, the decay behavior is very close to that of an exponential
decay with 7, as the time constant, without oscillation.
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Figure 5.3: Writing/erasure asymmetry of a transmission-geometry hologram (6 =
30°) written at room temperature.

field changes with time (its characteristic time constant is 74), the exact behavior of
grating buildup in LiNbOj:Fe is more complex than simply being in the form of an
exponential function. However, the term \/H—T?E serves as a realistic indicator as
of the influence of the writing/erasure asymmetry on the improvement of the M/# in
normal room-temperature recording. As seen from Section 5.1.1, during recording at
elevated temperatures, the DC field is negligible because of the continuous compensa-
tion of the electronic grating by the mobile protons. Therefore, in high-temperature
recording, the buildup of holographic gratings is indeed exponential. The degree
of asymmetry in the writing/erasure behavior could be described accurately by this
term.

One of the reasons that makes the M/# a good system metric is that it can be
measured by monitoring the writing and erasure of a single hologram. At room tem-
perature and, of course, with weak holograms *, the observed diffraction efficiency is

proportional to the square of the space-charge field. The space-charge field, in turn,

4The product of the photorefractive coupling constant and the thickness is much smaller than 1.
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is directly related to the spatial perturbation of the ionized donor density Nj,. There-
fore, what is observed is exactly what is recorded. The measurement from the time
evolution of the diffraction efficiency during recording and erasure can be employed
directly to determine the M/#. However, during holographic recording at elevated
temperatures, the observed diffraction is only a measure of the magnitude of the
space—charge field, which is directly related to neither of the two gratings, electronic
and protonic, but to their difference. So to measure what is really being recorded,
we have to find other means. Note here that it is the protonic copy of the stored
information which remains nearly intact after the cooling and revealing process and
determines the final diffraction efficiency of the fixed hologram. Therefore, n,; comes
naturally as a candidate for the calculation and measurement of the M/#. To mon-
itor the growth of protonic grating, we could write a hologram at high temperature,
then cool the crystal down to room temperature to reveal it. With fixing efficiency
measured beforehand, the strength of the protonic grating could be determined °.
By repeating this for different recording times, we could obtain the writing slope.
In a similar way, the erasure curve could also be obtained. This is a theoretically
plausible procedure, however, not practical. Because of the latency of the heating
device (we were not able to cool the crystal down immediately after recording), the
measured grating strength should be stronger than the actual one since the protons
continue to migrate to further compensate for the electronic charge grating as long
as the temperature is still high enough to keep them mobile. The extra increase of
the protonic grating due to the latency is more significant at the beginning where the
protonic grating does not follow its electronic counterpart well. This is problematic
because the behavior at the beginning of recording is of most interest to the measure-
ment of the M/#. As a result, this leaves us only one choice in the calculation and
measurement of the M/#-—the electronic grating Np,.

Now let us see how we can calculate and measure the M/# from electronic grating

buildup. Figure 5.4 explains the basic idea where a single hologram is recorded at

5The fixing efficiency is not needed when we want to compare the M /#’s of non—volatile systems
using “High-Low” and “Low-High—Low” fixing procedures.
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Figure 5.4: Behavior of the electronic and protonic grating during erasure at elevated
temperature (150°C): (a) electronic grating Nj; (b) protonic grating ny,;; (c) space—
charge field F,.

high temperature (150°C') for a short period of time and then erased by the same
amount of exposing intensity. We notice that the protonic grating keeps building up
even after the erasure begins. Finally, after a certain period of time, the protonic
grating catches up with its electronic counterpart, and both of them decay at nearly
the same rate. This indicates that after a certain amount of erasure, one can not tell
the difference between the two gratings. In other words, if one starts to look at the
behavior of the protonic grating later, beyond the point where it catches up, it looks
as if it followed the same recording and erasure dynamics of the electronic grating.
Furthermore, one should note that the M/# is a good measure for the system dynamic
range only in the context of a large-scale holographic memory system where many
holograms are superimposed in the same volume, with low diffraction efficiencies.
In multiple-hologram recording, most of the holograms would experience fairly long
erasure during the exposure for the rest of the holograms in the recording sequence.

Therefore, for these holograms, it is sufficient for the protonic gratings to “fully” catch
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up and follow their electronic counterparts. The observed hehavior of the electronic
and protonic gratings are the same. This justifies the use of the electronic grating

Np, as the target for calculation and measurement of the M/#.

5.1.5 Simplified model

In this section, we establish a way to theoretically predict the M/# of holographic
storage at elevated temperatures. We learn from previous discussions that the DC
field changes with time during recording, so a closed—form solution can not be ob-
tained from the theoretical model. In addition, the existence of two mobile species
makes it difficult to reach a “clean” and insightful expression for the M /#, similar to
the one we have for normal holographic recording (Equation 5.23).

To assess the M/# of high-temperature recording and, especially, to understand
the writing/erasure asymmetry and its influence on the M/#, as well as the interac-
tion between the diffusion and photovoltaic effect in causing the asymmetry, we will
make further assumptions to simplify the theoretical treatment. Since there are two
mobile species involved in high-temperature recording, there must be two exponen-
tial terms in the dynamics. However, because the proton conductivity is much larger
than the photoconductivity of the electrons, one of the exponential terms associated
with the protons must be changing much faster than the other one, which is deter-
mined by the electron conductivity. Therefore, the double-exponential solution could
be reduced to a single exponential one. We assume that the electric field inside the
material is zero because of the fast, nearly complete compensation of the electronic
grating by the protonic one. As a result, there is no interaction (coupling) between
these two gratings, and the dynamics of the grating buildup can be reduced to a
single—exponential term, determined only by diffusion and photovoltaic effect. Under
these assumptions, the two first-order rate equations 5.10 and 5.11 are decoupled.
The dynamics of the electronic charge grating is then simplified to

SPL = =N + Ny (o). (5.24)
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Figure 5.5: Comparison between the simplified model and the complete treatment

(at 150°C): (a) transmission geometry (§ = 30°); (b) 90° geometry.

The complex time constant 7 is

(1 + )

P e R N I [ [
"7 By Ny Fon (5:25)
E, Np E,

where 74 is the dielectric time constant. The saturation value of Ngl is

Na(Np — Na)
Np ’

N, (c0) =m (5.26)
which is in the same form as the one we derived from the complete treatment. Again
this shows that, because of the zero-field assumption, N, is only limited by the
density of the available donors Fe? or acceptors Fe®™ (in our case where the crystal
is oxidized, it is mainly limited by (Np — Na), the density of Fe?*).

Figure 5.5 shows the computer-simulated result of the dynamics of the electronic
grating Nj;, in high-temperature recording and erasure. Plot (a) is for the trans-
mission geometry where the outside angle between the two beams is 30°. Plot (b)

is for the 90° geometry. The solid curves in both plots show the time evolution of
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N7, solved by the complete theoretical model (Equation 5.7—5.12). The dot-dashed
curves are the result of the simplified treatment. As shown in this figure, the solutions
evaluated by both the simplified model and the complete theoretical treatment are
in close agreement to each other. From this point on, we shall use the closed-form
solutions to the simplified equations to theoretically predict the performance of high—
temperature recording, in terms of the improvement in the M/# with respect to that

obtained in room—temperature holographic recording.

5.1.6 Predictions of the M/#

The M/# is a measure of the dynamic range of a memory system. It depends on the
material parameters—the doping level, reduction/oxidation state, photo-sensitivity,
diffusion, photovoltaic and electro—optic effect. In addition, the M/# also depends on
the system parameters such as the exposing light intensity, modulation depth, aper-
ture of the writing beams, bulk absorption and the interaction length [40,41]. Here in
this section, we focus on the material-dependence of the M/# © and establish a way
to compare the performance of high-temperature and room-temperature recording
based on the improvement in the M/#, not its absolute value.

From Equation 5.25, we can extract the erasure time constant 7. and the “moving”
(oscillation) frequency w,. As mentioned earlier, the product of these two terms
indicates the improvement in the M/# as a result of the writing/erasure asymmetry.

It is now written as

N o
Np E;°

TeWy = (527)
This expression clearly shows how the M/# is affected. N4/Np (0 < Na/Np < 1) 1is
a measure of the oxidation/reduction state of the crystal. This expression suggests

that, to obtain higher M/#, N4/Np should be as close to 1 as possible—the crystal is

In other words, we analyze the “local” M/# [41] which is determined by the properties of
the storage medium, instead of the “externally observed” M/# which also depends on the system

parameters.
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Figure 5.6: Comparison between (a) 90° and (b) transmission-geometry recording.

heavily oxidized (transparent) 7. In addition, 7.w, is proportional to the characteristic
photovoltaic field Eg,p, corroborating the role the photovoltaic effects plays in causing
the oscillation and the writing/erasure asymmetry. On the other hand, it indicates
that there is less improvement in the M/# if the diffusion is stronger. This could be
explained by the fact that, with no field (thus no drift), the erasure is determined by
diffusion alone. The decay due to diffusion has a time constant proportional to the
grating period (inversely proportional to the grating vector). Therefore, for larger
diffusion fields (smaller grating periods), the erasure is faster, reducing the degree of

writing /erasure asymmetry, and in turn, making the M/# smaller 8,

The M/# of high—temperature recording vs. the grating vector:  We

evaluated the cases for both transmission-geometry and 90°-geometry recording at

7On the other hand, the material becomes less sensitive as the density of Fe’* (Np — Ny)
decreases. A trade—off must be made to optimize the overall performance similar to the treatment
found in Reference [40,41].

8This is for the M/# before revealing. E4 will come to the picture when the thermal fixing
efficiency is included to obtain the final M/# of the system. Because the fixing efficiency depends
on Ey, there should be a bump (optimum) in the curve relating the M/# and the grating vector.
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Figure 5.7: Normalized M/# as a function of the grating vector in high-temperature
recording (150°C').

150°C. The results are shown in Figure 5.6 for comparison. In transmission-geometry
recording shown by Curve (a), a profound asymmetry is observed between the writing
and erasure behaviors. To the contrary, as Equation 5.27 predicts, the erasure is
nearly as fast as the writing in 90°~geometry recording (Curve (b)). Because in both
cases, the saturation diffraction efficiency is only limited by either the density of Fe*
or Fe3T, the M/# in 90°-geometry recording is smaller.

The M/# of high-temperature recording is obtained by combining Equation 5.23

and 5.27.

Na Eopn
M/# = Agy /1 + (=== 5.28
[# 0\/ + Ny, E, ) (5.28)
Its dependence on the grating vector H:’] is plotted in Figure 5.7. In order to highlight
the influence of material parameters, we did not include system parameters to obtain
an absolute value of the M/#. Instead, we normalized the M/#’s by its value in 90°~

geometry recording. Since Ay, the saturation grating strength, is always the same in
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high—temperature recording, the only varying term is the diffusion field ;.

The improvement in the M/# by high-temperature recording vs. the
grating vector: To compare the performance of high-temperature and room-
temperature recording in terms of the M/#, the saturation grating strength has
to be considered since the electronic charge grating stops growing under the space-
charge field before it can reach the upper limit imposed by the doping and reduc-
tion/oxidation state of the material in room-temperature recording. The material-
dependent (“local”) M/# at room temperature can be written in a form similar to

the one in [41], except for the consideration of bulk asorption, beam aperture, etc.

Egph + Er%
(54 Eop) + (Es+ B,)
14 Ey/E,
1Y BB,
1 JVA Egph 1

- T 9C
i e Np E, 1+ BEq/B,’ (5:29)

A/[/# = /40

1+ (lel)zv

T =

where Ay represents space—charge-limited saturation value. It is the same as that in
Equation 5.28 if the same modulation depth is used in both cases. To reach Equa-
tion 5.29, short—circuit condition (Ey = 0) has to be applied. Otherwise, it is only the
instantaneous M/# at the beginning of holographic recording. The M/# shall drop
as the DC field increases during exposure. In other words, Equation 5.29 represents
the best-scenario M/# of a holographic storage system at room temperature.

The ratio of the M/# at high and room temperature is obtained hy dividing
Equation 5.28 by 5.29. It is a function of the grating vector }[{;{ as shown in Iig-
ure 5.8. It shows significant improvement in the M/# in the low spatial-{requency
range in transmission-geometry recording. However, for 90° geometry, the M/# of
high~temperature recording is only half of that obtained at room temperature. This
could be attributed to two reasons: First, because of the strong photovoltaic field
and higher spatial frequency in 90°-geometry recording (Eq > F,), the saturation

grating strength in room-temperature recording becomes quite close to the space-
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charge limit . Therefore, 90°~geometry recording does not gain as much at elevated
temperatures. On the other hand, the degree of asymmetry in writing and erasure
dynamics is always less with larger spatial frequencies. At higher temperatures, it
becomes even worse since Ey,j, decreases while F; increases with larger electron mobil-
ities. Therefore, in 90°-geometry recording, the loss due to decreased writing/erasure
asymmetry overwhelms the gain in the saturation strength. As a result, the M/# of

high-temperature recording is smaller than its room-temperature value.

The improvement in the M/# by high—-temperature recording vs. temper-
ature: The influence of the temperature on the M/# is also evaluated. Figure 5.9
shows the dynamics of a transmission-geometry grating at room temperature, 120°C
and 150°C, respectively. As the temperature rises, the recording and erasure both

become faster. From numeric simulation of the same transmission-geometry holo-

°The term \/( opn B in Equation 5.29 shows how the different fields (transport

N E .
ﬁ‘EDph) +(Ea+Eq)?

mechanisms) interact and determine the final saturation value of recording at room temperature.
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gram, the ratio of the M/# of high and room temperature recording as a function of
the temperature is also obtained and shown in Figure 5.10. It shows that the gain in
the M /# becomes less as the temperature rises. This is the result of less asymmetric
writing and erasure behaviors with higher temperatures which could be clearly seen
from Equation 5.27. It should be noted that this curve is only valid at temperatures
high enough for sufficient proton compensation to take place and validate the zero-
field assumption we made earlier. In addition. the temperature should be well below
180° where thermal ionization takes place.

In conclusion, in high-temperature recording, holographic recording becomes faster
with higher temperatures. In the meantime, however, the M/# sees less improvement
by high-temperature recording since the erasure becomes much faster as well. High—
temperature recording results in the highest diffraction efficiency in a single hologram.,
which is only limited by the reduction/oxidation state of the material. On the other
hand, the M/# is worse than normal room-temperature recording in 90° geometry
which is the optimal system configuration for large-scale holographic memory using
angle multiplexing. As a result, high-temperature fixing is not a practical solution

to the volatility problem in mass holographic storage.

5.2 Experiment results

The experimental setup for the measurement of the M/# at elevated temperatures
is shown in Figure 5.11. We used the 488nm line from a Coherent Innova 300 argon
laser as the light source. The laser beam was collimated to an aperture of 8mm
diameter. After an Acousto-Optic Deflector (AOD), the beam was split into two
writing beams, symmetric about the normal of the entrance face on the crystal. One
of the beams was imaged onto the crystal by a 1:1 4F system and was also used
to read out the hologram. This 4F system allowed the continuous scanning of the
incident angle of this reading beam at the same location on the crystal. Each of the
two writing beams contained approximately 35mWV/ cm?. Preferably, for readout, the

reading beam should be much weaker to avoid interfering with the existing gratings.
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Mirror

Cryostat

Figure 5.11: Experimental setup for the M/# measurement at elevated temperatures.

However, to observe the very weak diffraction during high-temperature recording. the
same light intensity was used. In other cases where the hologram was measured after
revealing, the readout intensity was deceased to 2.3mW/cm® A photo-detector,
JDT Model 370, was used to sense the diffracted signal. In order to reduce the
influence of the readout beam on the hologram, the faster analog output from the
detector was used instead of the standard GPIB digital output. The analog signal
from the UDT was sampled by a 8-bit A/D converter. The frequency response of this
data acquisition system was tested to be 20Hz. Therefore, the settling time for each
readout was set at 0.1 second. The AOD was tuned to center at 50MHz. At this RF
frequency, the angle between the two writing beams outside the material was 30.3°,
corresponding to a grating vector of magnitude as 6.73 x 10*cm™" inside the crystal.
Both writing beams were vertically (ordinarily) polarized at the crystal.

The recording material was a transmission—geometry LiNbOj:Fe crystal, of di-

1

mension 10mmx 10mmx Imm. The absorption of the crystal is 0.55cm™" at room

temperature. The crystal was mounted on a copper holder inside a Cryostat (Oxford
Instrument Optistat®=Y). The Cryostat is capable of providing a wide range of
temperatures, from 4K to 500K. In our experiment, we only used its heating function
for thermal fixing. To avoid ambient behaviors caused by heating, the cryostat was

pumped down to 70mTorr by a mechanical pump. At this vacuum level, we observed
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Figure 5.12: Angle selectivity curve of an unfixed and a thermally fixed hologram.

no significant influence of heating on holographic recording.

The reason for using the AOD is to deliver accurate angle deflection. This is very
important because the selectivity curve of the hologram recorded at high temperatures
is shifted as a result of the thermal contraction and change of refraction index of
the material. Therefore, measurement of selectivity curve with fine resolution was
required for reliable reading of the diffraction efficiency of the fixed holograms at
room temperature. Figure 5.12 shows the angle selectivity curves of an unfixed and
a thermally fixed hologram written at 150°C". Both holograms were recorded using
an RF frequency of 50MHz. After recording, the AOD scanned the reference beam
to obtain the selectivity curve. The curve of the unfixed hologram peaks at exactly
the same frequency used for recording. However, the curve of the thermally fixed

hologram is shifted due to thermal contraction and change of refraction index.
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Figure 5.13: Writing/erasure dynamics at high temperature.

5.2.1 Writing/erasure dynamics

We started our experiment by monitoring the time evolution of the diffraction directly
observed during holographic recording and erasure at 150°C". The results of a typical
measurement are shown in Figure 5.13. The first part of the curve corresponds to
what was observed during recording. The diffracted signal, though much weaker than
what it would be under normal recording conditions, clearly rises up, as a result of
the initial increase in the difference between the two gratings during recording. After
recording, two curves were taken. The first one is for hologram erasure with a Bragg-
mismatched beam (the AOD was operating at 40MHz, beyond the 374-null of the
angle selectivity curve). This erasure beam was tuned to have approximately the
same intensity as that of the total intensity of the two writing beams for recording
(~ 68mW /cm?). To obtain the second one, we simply blocked all the writing beams
to let the protonic grating fully compensate its electronic counterpart. The rate of

decay in the first case is determined by photoconductivity of the electrons as well

as the (thermal) conductivity of the protons; while in the second case, it is mainly
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Figure 5.14: Another example of writing/erasure dynamics at high temperature.

determined by the proton conductivity alone. The fact that the two decaying rates
are close to each other indicates that at this temperature, the proton conductivity
is much higher than the photoconductivity of the electrons as observed by many
researchers. Strictly speaking, the rates of change in both of the cases should also
depend on the thermal conductivity of the electrons. However, the diffraction drops
rapidly because of proton compensation; further decay caused by electron thermal
conductivity could not be resolved from the fairly high noise level due to scattering
and back-reflection from the windows on the Cryostat.

The revealing phase is shown in the second part of the plot. Instead of revealing
the fixed hologram using either of the two laser beams, we used UV erasure to avoid
the buildup of scattered noises. Because UV illumination heats up the material by
10-20K, we used the AOD to scan through the entire angle range to measure the
selectivity curve and then sampled the peak value as the readings of the revealed
hologram strength. The final diffraction efficiency of the fixed hologram is 3.3 x 107°.

Another experiment was carried out in an attempt to reproduce the result found

in Reference [112], with stronger writing beams. We obtained similar dynamics which
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is shown in Figure 5.14. However, the observed diffraction efficiency during recording

was much less.

5.2.2 Experimental procedure for the M/# measurement

The measurement of the M/# consists of two steps—the measurement of the writing
slope and the erasure time constant from single-hologram recording and erasure.
Under normal recording conditions, this could be done in real-time, by monitoring
the time evolution of the diffracted signal during holographic recording and erasure.
However, as we have shown previously in this chapter, the observed diffraction at high
temperatures could not be related directly to the hologram strength. Instead, we need
to use the strength of the electronic grating as an indicator of the hologram strength
for calculation and measurement of the M/# for high—temperature recording. The
basic difference between the experimental procedures to measure the M/# under the
two recording conditions is that the grating strength in high-temperature recording
could only be determined after revealing.

To measure the writing slope, a hologram was recorded at elevated temperature for
a certain duration of time. Instead of cooling the crystal immediately after recording,
we turned off the writing beams and let the crystal remain at the high temperature for
the protonic grating to “fully” compensate the electronic one. After 10 minutes, we
switched off the heater. It takes more than 2 hours for the crystal to cool down to room
temperature because of the vacuum condition inside the Cryostat. UV illumination
was used to reveal the fixed hologram, for 150 minutes. After revealing, the selectivity
curve was taken and the peak value was sampled to determine the final diffraction
efficiency of the fixed hologram. To refresh the crystal for a new measurement, it
was heated up to 200°C' for 60 minutes. By repeating this procedure many times,
with different recording time, the writing curve of the electronic grating at high
temperatures could be obtained. A typical writing curve is shown in Figure 5.15.
Linear regression on the square root of the diffraction efficiencies as a function of the

recording time yields the writing slope.
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Figure 5.15: A typical writing curve at 150°C'.
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Temperature (°C')  Writing slope Erasure time constant = M/#

Room temperature  1.49 x 1074 4100 0.61
120 1.72 x 1074 6100 1.04
150 1.84 x 10~* 4800200 0.88

Table 5.1: The writing slope, erasure time constant, and the resulting M/# of holo-
graphic storage at different temperatures.

To obtain the erasure curve, a single hologram was first recorded to the same
level (with the same recording time). Then the crystal was illuminated for a certain
amount of time, by one of the writing beams, Bragg-mismatched by resetting the
frequency of the RF signal that drives the AOD to 40MHz. Again, after the erasure
was done, we waited for 10 minutes before we turned off the heater. The same cooling.
revealing procedure and selectivity curve measurement, were applied to yield the
final diffraction efficiency of the fixed hologram. Multiple data points were obtained
by repeating the procedure with increasing erasure time intervals. Between each
measurement, the crystal was refreshed in a similar way. An erasure curve is shown

in Figure 5.16.

5.2.3 Experiment results and comparison to theory

Two experiments were carried out at 120°C' and 150°C. The results are summarized
in Table 5.1 along with the data we obtained from room-temperature recording.
Irom Table 5.1, the M/#'s we obtained in high-temperature recording are higher
than that of normal storage at room-temperature. To compare the M/#’s of non-
volatile storage systems using high-temperature recording and “Low-High-Low” fix-
ing, the thermal fixing efficiency has to be included. Combining the fixing efficiency
measured from previous experiment and the M/# of room-temperature recording
listed in Table 5.1, the M/# of “Low-High-Low” fixing is 0.39. As a result, the M/
of high-temperature recording is nearly three times higher (2.6% at 150°C" and 3.1%
at 120°C'), corresponding to an increase in the diffraction efficiency by a factor of 10.

However, the improvement in the measured M/#'s is not as much as what the
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theory predicts. For example, for recording at 150°C', our theory suggests an M/#
which is 3.5% larger than that with “Low-High-Low” fixing (Figure 5.10). We sus-
pect the reason to be the thermal conductivity of the electrons. Thermal excitation
of electrons is uniform throughout the volume. Therefore, it acts like additional uni-
form illumination that speeds up the recording and erasure by providing more free

carriers '°. On the other hand, it reduces the effective modulation depth to

m m

e = : 5.30°
1_{_/d/b[() 1+Ufh/g])}1 () )

meff =

where oy, and oy, are the thermal and photo-conductivity, respectively. This effec-
tively reduces the recording rate. As a result, the M/# we obtained from experiment
should be lower than the theoretical prediction without thermal conductivity. In
addition, we suspect that the system parameters which we did not include in our

predictions of the M/# might affect the final results as well.

5.2.4 Multiple holograms storage

In a separate setup shown in Figure 5.17, we demonstrated storage of multiple holo-
gram in a 90°-geometry crystal at 150°. The crystal was a 0.015% Fe-doped LiNbOs,
of dimensions Smmx dmmx 8mm. Its absorption coefficient at 4838nm was about
0.5cm™~!. The diameter of the reference beam at the crystal was about 4.5mm. The
measured selectivity was 0.007°, corresponding to a linear horizontal translation of
21pm in the periscope (Chapter 2). In order to reduce crosstalk noise, we chose an
inter-hologram spacing of 60gm, which is at about the third-null of the Bragg selec-
tivity curve of the holograms. Because of the small size of the crystal and the limited
aperture of the Cryostat, we did not use the entire horizontal angular range of the
reference beam. Instead, we recorded 600 holograms on 3 fractal rows which were
spaced every other mirror strip—4.8mm apart vertically. In the signal arm, a 2:1 4F

system demagnified the image which was displayed on the Epson TVT6000 LCTV

10The measured time constants are much smaller than the ones predicted by the theory. However,
in room-temperature recording, the measured time constants are always in close agreement (within
20%) with the theoretical predictions based on the same set of numerical values.
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Figure 5.17: Photo of the experimental setup for 600-hologram storage.

(480 x440 pixels), followed by a Fourier—transform lens of 300mm focal length. The
focused signal beam was 4mm away from the exit face of the crystal.

An exposure schedule was used to equalize the strength of all the holograms. The
erasure time constant was first chosen based on the measurements from the previous
experiments, but determined largely by trial and error since an erasure measurement
at high temperature is very time-consuming. During reconstruction, a noticeable
Bragg shift was observed (for detailed characterization, refer to Section 5.3.2). We
plot the diffraction efficiency of all the 600 reconstructed holograms as the result of
continuous reference beam scanning in Figure 5.18. We notice that, because of the
prolonged readout for all the stored holograms, the ones near the end become more
noisy. This is the result of the buildup of holographic noise due to the reference
beam exposure. It could be cured by illuminating the crystal with UV light once in
a while [112]. The average diffraction efficiency was 2.2x1077, corresponding to an

M/# of 0.27. The M/# we obtained in a separate measurement at room temperature
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Figure 5.18: Diffraction efficiency of the 600 fixed holograms.

of the same crystal in the same setup was 0.82. The drop in the M/# is 50% more
than the theoretical prediction. We can not attribute this drop to the short exposure
schedule we usually adopted to reduce the buildup of holographic noise '*. Instead,
the low M/# could be the result of electron thermal conductivity. non-plane wave

signal, scattering and Fresnel loss from the windows of the Cryostat.

5.3 Miscellaneous topics

5.3.1 Thermal contraction and change of refraction index

For thermal fixing using high—temperature recording, the recording and readout are
carried out at different temperatures. Therefore, the temperature dependence of the
refraction index and thermal expansion/contraction have to be considered.

LiNbOj3 is not completely defined by its chemical formula. Large deviations from

this stoichiometric composition may exist, characterized by two independent vari-

UThe fraction of the M/# we used-—Mtyy /7. was more than 95%.
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ables, namely the L;/N; ratio and ratio between the sum of the metals and oxygen.
Many properties of the material, including thermal expansion/contraction, change of
refraction index, are significantly affected by the stoichiometry.

For congruent LiNbOj5 crystals widely used in holographic memories, the tempera-
ture dependence of the ordinary and extraordinary refraction indices can be expressed
in a similar way as the Sellmeier oscillator [138] which is used to describe their dis-

persion. The temperature-dependent Sellmeier equations are [139-141]

W = 49048 + LIT8 x 10° + 2.3416 x 10—%17
o A3 — (2.1802 x 10?2 — 2.9671 x 10-5}")2
—2.7153 x 107°A% 4 2.1429 x 107 F, (5.31)
0.9921 x 10° +5.2716 x 1072 F
A2 — (2.1090 x 102 — 4.9143 x 105 )2
—2.1940 x 107%\] 4 2.2971 x 107" F, (5.32)

n? = 45820 +

where ) is the vacuum wavelength in nm. T is the temperature in Celsius. Tj is a

constant—24.5°C, the temperature of the original measurement in [140]. Evaluated
at room temperature, these equations yield an ng of 2.3487, close to the value 2.3489
reported in [121]. In addition, the influence of impurity doping on the index of
refraction has been studied [142], however, only under room temperature conditions.
Axial thermal expansion data have been reported for LiNbOs from X-ray diffrac-
tion [143-148], dilatometer [144,149-153], interferometer [154], and capacitance dilatome-
ter [155, 156] measurements. Gallagher et al. [149,150] observed that changes in sto-
ichiometry only have a significant effect on the thermal expansion of the c-axis; the
expansion along the other two axes (called a—axis) is virtually identical for stoichio-
metric and congruent materials. The general form of the expansion of LiNbOj is
that the a—axis expands with an increasing rate as the temperature becomes higher,
while the expansion of the c-axis reaches a maximum at about 925K and decreases

thereafter. Taylor [157] summarized the experiment results from all the previous con-

tributions and fit the data by the method of least squares to a third-order polynomial
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Temperature range a bx10¢ ¢x10% dx10'?
60—373K 13.8637  4.09 4.40 -20.2
373—1373K 13.8633  4.40 -3.69

Table 5.2: The coeflicients for c—axis expansion in congruent LiNbOs3.

Temperature range a bx10° ¢x10° dx10%?
220—523K 5.1490 1343 17.55  -16.3

Table 5.3: The coefficients for a—axis expansion in congruent LiNbOs.

as shown below.
= a(l+bT 4 cI* +dT?), (5.34)

where T is the temperature in Celsius. x is the mean cell size in Angstrom. The
coefficients a, b, ¢, and d are listed in Table 5.2 and 5.3.

We evaluated Equation 5.34 based on the parameters in the two tables. The
percentage contraction of the c—axis at room temperature (27°C') with respect to that
at 150°C is found to be 0.050%. The percentage contraction along the a—axis is 0.20%.
The thermal contraction on the a-axis is more significant. In transmission—geometry
recording, this a-axis contraction has the same effect as the shrinkage problem in
photopolymers. However, the latter seems to be much more serious. For example,

4

the shrinkage is 3% in DuPont polymers [158].

5.3.2 Bragg shift and image distortion

The main effect of the change in the refraction index on the reconstruction of ther-
mally fixed holograms recorded at high temperatures is the change in the incident
angle, hence the phase-matching condition required for Bragg-matching. In general,
the effect of index change could be compensated by adjusting the incident angle of the

readout beam to re-match the hologram. Thermal contraction, on the other hand,



5.3 Miscellaneous topics 154

imposes a more serious problem. Since the expansion is not homogeneous, one can
not solve the problem by simply adjusting the incident angle or the wavelength of the
readout beam. Significant asymmetry (or simply a-axis contraction) in the axial ex-

pansion of the material will result in distortion in the reconstructed images [113,158].

Observed Bragg shift: In aspecial case of transmission—geometry recording where
the two writing beams are symmetric about the normal of the entrance face on the
crystal, the change of the magnitude of the grating vector and the incident angle cancel
out each other. Therefore, the same incident angle used for recording is capable of
Bragg-matching the hologram. Furthermore, when two plane-wave writing beams
are used, the grating vector formed is parallel to the e-axis. As a result, the effects of
index change and a-axis expansion are both eliminated. Only the c-axis contraction
affects the phase-matching condition and Bragg-match can be satisfied by adjusting
the incident angle of the readout beam. To see this, we summarized the shift in
the selectivity curves from all the previous M/# measurements at 120°C' and 150°C
in Figure 5.19. Another measurement at 100°C is also included in the same figure.
The solid line in the figure is derived from theory based on Equation 5.31, 5.33, and
the phase-matching condition of the transmission-geometry hologram. The filled
circles represent the measured Bragg shift in terms of frequency detuning in the RF
frequency of the AOD. This figure shows a good agreement between the predicted
and measured Bragg Shift. Most of the deviation and scattering is caused by the

measurement of weak holograms and the errors in determining the incident angles.

Image distortion due to thermal contraction: When information—bearing sig-
nal beam is used, Bragg-matching condition is not satisfied with all the spatial fre-
quencies in the signal spectrum due to thermal contraction. As a result, only a portion
of the signal is Bragg-matched in Fourier-transform-plane recording, resulting in the
distortion similar to that due to the dual-wavelength effect [159]. To evaluate the
influence of thermal contraction on the image quality in the reconstruction, we chose

a simplified case where the c—axis contraction was ignored. In Figure 5.20(a). the
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Figure 5.19: Bragg shift in the selectivity curves due to c-axis contraction.
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grating K, formed between the center signal beam [;'51 and the reference Ag is par-
allel to the c—axis. Therefore, it is not affected by the “shrinkage” problem due to
a—axis (or in this case, z-axis) contraction. At the edge of the signal spectrum, Rs
writes a grating Ky with Kg. This grating has a component K. along the z axis. Af-
ter recording at elevated temperature, the hologram is revealed and readout at room
temperature. Because of the thermal contraction, K, experiences a change which

can be related to the percentage contraction Aa/a in the z axis by

A
ARy = —Ky. =2 (5.35)

a

where AK,, determines the phase-matching condition for the reconstruction of Kss
as shown in Figure 20(b). For a quick assessment of phase-mismatching as a result of
thermal contraction, we use the experimental parameters of the multiple-hologram
system. The angle between Kg and Kgp is 90° for the 90° geometry. The angle
between A g and K, is 1°, determined by the size of the SLM, the demagnifying
ratio of the 4F imaging system, as well as the focal length of the T lens in the
signal arm. The percentage contraction in the z axis is 0.20%. From Equation 5.35,
the phase-mismatching factor AK5, is found to be 7.46cm™t. This is equivalent to a
half-null shift in the reference beam with an 5mm interaction length 2. As a result.
the edge of the reconstruction is about 30% weaker than the center. This is shown
in Figure 5.21 where one 90°—geometry hologram written at 150°C' is revealed and
reconstructed at room temperature.

It should be noted that the degree of distortion due to thermal contraction mostly
depends on the bandwidth of the signal (or the size of the image in Fourier-transform-

plane recording), not on its complexity.

12The selectivity function sinc(A}g;zL) = sinc(0.59) &~ 0.5
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Figure 5.21: Reconstruction of one hologram written at 150°C.
5.4 Appendix A: Derivation of the extended Kukhtarev
equations

The extended set of equations describing both the light-induced and thermal-induced

charge transport are

AN ) V
()%D — SI(Np— N#) = veNin.. (5.36)
p | 5
o, ONp , 19J (5.37)
ot ot q Ox '
J. = quen.E+ [x’BT/,z,e—ai + P(Np — NH)I, (5.38)
£
on, 19J,
Jt q Oz~ (5:39)
on |
I, = qun,E — A'B?f,,cp—,d@, (5.40)
£
IE 7 o
(?}7 = q(NJ — Na+ny, —nu0 — 1) (5.41)

By assuming that m < 1, these equations can be linearized and separated into

two sets of equations for the DC components and first-order spatial perturbations of



5.4 Appendix A: Derivation of the extended Kukhtarev equations 158

all the variables. The DC response is listed below.
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We also assume that Np, N4 > n.. Then from the DC Poisson’s relationship, we
have N,JDFO = N,4. From Equation 5.42, 5.43 and 5.44, the buildup of the DC free

electrons 1s

1 Jdn. Slo(Np — N,
o _ oy ol Np A)j

. 5.48
YR N A ot YR N A ( )

which is the same as in normal room-temperature recording. So it is still valid to
make the quasi—steady state assumption to treat n. as a constant.
To solve the evolution of the DC field during recording, a set of boundary condi-

tions have to be used. They are

dp

LA | 5.4

ot / (5:49)
3

E, = £ (5.50)

which relate the current density to the accumulation of surface charge on the bound-
aries of the illuminated region. J is the combination of J and Jy in Equation 5.44

and 5.46. The dynmaics of DC field buildup is found to be

EO = —-Eoss(l — (,“—’/T‘IC')j
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where

1
E 58 - L b ,' ~2
0 [ $ o0 Op} (5.52)
1 =
Tde W Tdis ())3)

where o, 0. are the conductivity of the protons and electrons, respectively. 7y is the

dielectric time constant for the electrons.

The set of equations for the first-order spatial harmonics are

ON a7 v + A o -
—a{‘ = 5 ]1(¢VD — NA) - S[o]le o ”‘;’R(?”Zr(,;() :’\’Dl 4+ 1 N4 IR (\:)_.1)%)
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J?)l = qfup(n,poE] -+ nplEg) - _]‘ITXYBTl'\",LLpnrp17 (558)
i g, ; ,
El = -7 r{f([\/gl + npl -— 7151). (559)

By assuming that dn. /0t = 0, Equation 5.54, 5.55 and 5.56 yield the steady-state

value of the first—order free electron concentration.

m(Np — Na)(Slo + jPloK/q) — (STo + Yrneo + TP Lo/ q) + j K pe 0o
YRNA + p K E; — ju. K Ey '

Ty =

(5.60)

The rate of change in the electronic grating is obtained by substituting the expression

of n.; in Equation 5.60 into Equation 5.54.
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The rate of change in the protonic grating is easily obtained by combining Equa-

tion 5.57 and 5.58.
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The above two rate equations are coupled by the first-order Poisson’s relationship

. q

Ey = ~—J;:,;<.f\f*gl + 1), (5.63)

which is obtained from Equation 5.59 by simply throwing away n.; which is orders of

magnitudes smaller.

5.5 Appendix B: Derivation of the simplified model

When it is valid to assume that complete compensation of the electronic charge grating
by the protons takes place instantaneously, the electric field inside the material is zero.
So the first-order perturbations in the ionized donor and proton concentration are

decoupled. The equations describing the formation of electronic charge grating N,

become

ONF o , } \ ,
—B-[’-“— = SI(Np— Ny)— SINp, —vr(neoNp, + naNa), (5.64)
@nﬁ] 81\"7;:] [Xy .
= = P g, 5.65
ot ot +‘jq ot (5:65)
Joa = JEgTKpeng + P(Np — Ny) I, — PN, L. (5.66)

To solve this set of simplified equations, we still start with the first-order free

electron concentration using the quasi-state assumption—adn./dt = 0.
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Substituting this expression of n.; in Equation 5.64, the dynamics of N}, is found as

1 + ]’J’f/Ea é)‘\vgl - /‘\T+ + m El\; [L/{ - ] [;Uph
Eaf By = jNaBopn/NpEy 01 PN e ByfEy =GNy B [Np E,
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Chapter 6 Inter—pixel grating noise
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Like in any other storage technology, error performance is a very important issue

in the application of large-scale holographic memories. The noise sources that affect

the error performance of a large—scale holographic memory could be divided into two

classes:

e Holographic-recording-induced noise: These noise sources include crosstalk

that arises from imperfect Bragg-matching condition of complex signals [60-67],

band-pass effects due to nonuniform exposure intensity profiles, two—beam cou-

pling effects caused by the interaction between the writing beams and their

strong scattering off the holographic gratings and impurity sites inside the stor-

age material (the latter is also called fanning), inter—pixel grating noise, as well

as those from non-uniform recording and erasure due to the absorption in the

material [41,72].
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e Intrinsic noise—that does not depend on holographic recording. These include
burst errors due to material surface defect and dust particles on the optical
components, laser power fluctuation, phase variations due to the instability
of the optical setup, non—uniformity of the Spatial Light Modulator (SLM),
the original bulk scattering of the recording material, and the inter-pixel noise
which is the crosstalk between pixels due to the point-spread function of the

optical systems [160,161].

The second class of noise sources is almost deterministic. They can be eliminated
by careful engineering of the optical system or greatly suppressed by “post-recording”
processing such as illumination profile compensation described in Chapter 2 and
in [72,161]. On the other hand, most of the holographic-recording—induced noise
sources in the first class are truly random noise. They depend on the recording se-
quence, exposure times, 2-D data structure in the images, and/or the position of the
holograms. Among them, crosstalk noise is mostly local—significant crosstalk seen
by a specific hologram comes from its neighborhood. Strongest crosstalk occurs when
the holograms are separated by the first-null angle (Bragg selectivity) determined by
the center spatial frequency of the signal beam and the reference beam. To avoid
the influence of crosstalk, one can always space the holograms further apart. For
example, the inter-hologram spacing we chose in our large-scale holographic memory
was almost five times wider than the Bragg selectivity. Therefore, we did not observe
significant crosstalk. Two-beam coupling effects involving the reference beam only
occurs at the beginning of the recording as a result of the interaction between the
writing beams and their strong diffractions. So it is also a local effect and can be
eliminated by simply throwing away the first several “bad” holograms, or reducing
the exposure times. Because the exposure times for the holograms in the recording
sequence decreases exponentially, a slight change in the last exposure time (which de-
termines the diffraction efficiency of the equalized holograms) will result in significant
reduction of the first exposure time. Fanning noise, which arises from the interaction
between the main writing beams and their scattering, is very hard to suppress unless

the recording materials are of high optical quality.



6.1 What is inter—pixel grating noise? 164

In this chapter, we investigate the formation and influence of the inter—pixel grat-
ing noise. In Section 6.1—6.4, we present theoretical treatment to describe its ori-
gin and effect. In the reminder of this chapter, we experimentally demonstrate the
buildup and influence of the inter—pixel grating noise. We propose and demonstrate

the use of random-phase modulation to suppress the inter—pixel grating noise.

6.1 What is inter—pixel grating noise?

Inter-pixel grating noise is a very important yet largely ignored form of holographic
noise. It is a secondary effect—the secondary diffraction (rediffraction) of the diffracted
signal upon reconstruction, via the gratings formed between the multiple plane-wave
(spatial-frequency) components of the signal. Inter-pixel grating noise can be con-
sidered as crosstalk noise between the pixels (bits) within a page of information,
similar to a class of higher—order crosstalk noise in volume holographic interconnec-
tions [162]. This crosstalk occurs directly between the pixels when Fourier-transform-
plane recording is used where individual pixels on the Spatial Light Modulator (SLM)
are converted into plane waves inside the storage medium. During holographic record-
ing, these plane waves interfere with the reference beam to form the “useful” infor-
mation hologram. In the meantime, they interfere with each other to create noise
gratings. Upon readout, the same reference beam is used to reconstruct the plane
waves, which are converted back to the corresponding pixels for data retrieval by
imaging optics. In addition, these reconstructed plane waves give rise to secondary
diffraction (rediffraction) via the noise gratings, resulting in crosstalk noise. This is
the reason that we name this noise source inter-pixel grating noise '.

Figure 6.1 shows a simple example of the occurrence of the inter-pixel grating
noise. h; and K ; are the wave-vectors of two plane waves corresponding to two
pixels 7. 7 in the image. K, is the reference beam wave-vector. The gratings K,; and

K,; are the “useful” ones, responsible for information storage and retrieval. Upon

YA similar term— “inter—pixel noise” is used to indicate the crosstalk among the pixels due to
their finite size and limited optical aperture of the system [160, 161].
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Figure 6.1: K-space description of inter-pixel grating noise.

readout, the “output” pixel j receives light from the reference via grating [;}j. In
addition, it receives light from pixel ¢ through the intermediate step of diffraction
by grating A,; followed by rediffraction via grating ];}j. This additional light is the
inter—pixel grating noise.

It should be noted that the inter—pixel gratings noise exists, though in differ-
ent ways, when other recording configuration such as Fresnel-plane or image-plane
recording is used. In such occasions, it arises from the crosstalk between the spatial-

frequency components of the signal.

6.2 Why is inter—pixel grating noise important?

[nter—pixel grating noise is often neglected in the literature since the noise gratings
normally can not be written effectively because of two reasons: their large grating
periods and small modulation depth. The first is the result of the small angles between
the plane-wave components. The second one is due to the simple fact that the power

a pixel carries is orders of magnitudes less than that of the reference beam. However.
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in a large—scale holographic memory using LiNbOj:Fe crystals, the inter—pixel grating

noise is indeed a very important noise source because of

o the presence of strong photovoltaic field in photovoltaic materials like LiNbOj3:Fe,
which enables effective holographic recording of gratings even with very large

periods;

e the prolonged exposure sequence for multiple hologram recording which allows

the same inter—-pixel grating to be strengthened many times;

e high degree of Bragg degeneracy and weak Bragg selectivity among the pixels
because of the small angles between their corresponding plane-wave compo-

nents.

As a result. the influence of the inter-pixel grating noise should become stronger
as the total exposure time or the total number of holograms stored increases. In
addition, one must note that the inter-pixel grating noise is a global effect—any
hologram shall see the same level of noise despite of its temporal position in the
recording sequence and its physical address in the memory. Nonetheless, the amount
of noise that an individual pixel sees also depends on its spatial location in the image
and its neighborhood.

We conducted a series of experiments to characterize the system error performance
in an attempt to track down the effect of individual noise sources (for similar demon-
strations, refer to Chapter 2 and 4). We analyzed the SNR of the reconstruction
from a single, 100, 300, 1,000, 5,000, and 10,000 holograms stored in the same volume
inside a LiNbOs:Fe crystal by angle and fractal multiplexing. All the holograms are
recorded to the same strength using the same exposure schedule with the same last
exposure time. To avoid significant buildup of two-beam coupling effects (including
fanning) at the beginning due to long exposures, we did not use the full dynamic
range of the storage system ?. The inter-hologram spacing was set at five tirmes wider

than the measured Bragg selectivity to reduce the crosstalk noise.

>The last exposure time 0.48 seconds < 7./10000 = 0.6 seconds.
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Figure 6.2: SNR degradation as a function of the number of holograms.

The measured SNR as a function of the number of holograms stored is plotted in
Figure 6.2. It shows that the SNR initially remains nearly constant as the number
of holograms stored increases and drops only after a large number of holograms are
recorded. This phenomenon suggests that “inter-hologram” crosstalk noise is very
unlikely to be responsible for the degradation of system error performance since its
effect is mainly local. The crosstalk noise shall initially buildup as the number of
holograms becomes larger and reach a “plateau” when holograms further recorded
are too far away to contribute noticeable noise °.

The significant drop in the SNR as the number of holograms becomes larger indi-
cates that the dominant noise source depends strongly on the total exposure time. We
notice that any noise source that depends on the exposure time during holographic
recording is associated with the buildup of noise gratings between various sources—
the writing beams, their scattering off the holographic gratings and the impurity

centers inside the material. There are several noise sources falling into this category.

3The drop in the SNR of reconstructions from a few hundred holograms should be closely related
to the crosstalk.
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Figure 6.3: Mean of ON/OFF pixels as a function of reference beam scanning: (a)
a “blank” hologram and its neighbor from 10,000 stored holograms; (b) a single

hologram.

Among them, some are related to the reference beam. They include

e Two-beam coupling effect between the reference and signal beam. This effect

is local—it only affects the first several holograms. It was greatly suppressed in

our experiments by reducing the exposure times.

e Fanning which arises from the interaction between the reference beam and its

scattering. It vesults in the enhanced scattering due to prolonged reference

beam illumination. This noise source should not be very prominent because

of 90°~geometry recording and continuous scanning of the reference beam for

multiplexing.

Others are related to the illumination of the signal:

e Inter-pixel grating noise formed between the plane-wave components of the

signal.
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e Fanning which is the result of the interaction between the signal and its scatter-
ing. This noise is much weaker than the inter-pixel grating noise because the
bulk scattering of a fresh crystal is at least 10 times weaker than a normal holo-
gram (at pixel level). Therefore, the modulation depth responsible for writing
this type of noise gratings shall be much smaller than that of the inter—pixel

gratings.

Since fanning noise is the enhanced scattering which affects the entire background,
it is easy to differentiate it from the inter—pixel grating noise which tends to pin-
point its effect directly on the reconstructions *. In our experiments, we always left
a “blank” hologram in the recording sequence (the signal beam was not turned on
during recording). During reconstruction, we scanned the reference beam across a
range that covers this “blank” hologram and its neighbors and took images at each
increment of the scanning. To process the data, we first located the ON and OFF
signals in the Bragg-matched reconstruction of the neighboring hologram and took
their average values. We then computed the average values of the pixels falling in
the same ON/OFF locations from every reconstruction and obtained two curves as
a function of the angle change of the reference beam. The result from the 10,000
hologram experiment is shown in Figure 6.3(a). Also in the same figure, we show
the result from a single stored hologram (which is very “clean”) for comparison (Fig-
ure 6.3(b)). Ideally, the ON curve reflects the Bragg selectivity, while the OFF curve
is a flat floor. However, it is interesting to notice that, even with only one hologram
stored, the OFF curve at the Bragg-matching location is slightly higher. We attribute
this to the limited contrast ratio of the SLM, and the “inter—pixel noise” due to the
point—spread function. After 10,000 holograms were stored, the background (the part
of the curves where the “blank” hologram is) rises slightly (by < 50%). In contrast,
the OFF signal at the Bragg-matched location increases by a factor of more than 2.
This suggests a significant contribution from another noise source—the inter-pixel

grating noise.

4Here, the “background” refers to the reference beam angles that do not Bragg-match any of the
stored holograms.
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It 1s important to note that the inter—pixel gratings can buildup very quickly to be
strong enough to cause two—beam coupling effect of their own. An example is shown
in Figure 6.4. A fixed pattern signal with about 18mw/cm? intensity continuously
illuminated the crystal. The reference beam was not used. Therefore, there were
no holograms recorded except for those within the signal. After a few minutes, dark
lines appear in the bright regions, indicating a strong non-linear effect which depletes
part of the pixels via the strong inter—pixel gratings. The reason for the exchange of
energy being along the horizontal direction (c-axis) is that only the gratings parallel
or at small angles to the c—axis grow much faster since the photovoltaic effect is along
the c-axis. Shortly after, the dark areas become more noisy as part of the energy is
spread over from the bright pixels. This is the direct result of strong gratings written
by the bright pixels and the dark ones. And all of this happened within minutes!

In conclusion, the above experimental results provide evidence showing that the
inter-pixel grating noise is a very significant noise source in the application of a
large-scale holographic memory. This explains why we are interested in the inter—

pixel grating noise and justifies further investigation on this noise source.

6.3 Temporal development of inter—pixel gratings

In this section, we describe the time evolution of the inter-pixel gratings. The ques-

tions that we would like to address here are:
e How strong is an inter—pixel grating at the end of multiple hologram recording?

e How does the number of holograms affect the strength of the inter—pixel grat-

ings?

In answering these questions, we would treat the buildup of an inter—pixel grating as

a linear process, ignoring the non-linear effects that are also likely to happen.
Normally, the period of a grating formed in between two plane-wave components of

the signal is very large. Therefore, diffusion of the excited electrons is not sufficient to

separate the charges to form a holographic grating effectively. However, in LiNbO3:Fe
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Figure 6.5: Recording of a 90°~geometry hologram and inter—pixel gratings (a)
90°~geometry, (b) transmission-geometry 6, = 0.1°, (c¢) transmission-geometry
Oout = 1°.

or any other photovoltaic material, the presence of a strong photovoltaic effect alone
is capable of generating modulated photovoltaic current to effectively transport the
free electrons to form the space—charge grating. The time evolution in holographic
recording of a 90°-geometry “information” hologram and two inter—pixel gratings
with the same modulation depth are shown in Figure 6.5. The angles between the
two plane waves writing the inter-pixel gratings are 0.1° and 1° (outside the medium),
respectively. It shows that the buildup of the inter—pixel gratings is as fast as the
“information” hologram. We also learn from the figure that the saturation values of
the inter—pixel gratings are much less than that of the 90°-geometry hologram. This
is because of the screening of the photovoltaic effect by the DC field. As a result, if
the total exposure for the recording of multiple holograms is long enough for the DC
field to fully buildup. the inter—pixel gratings can be greatly suppressed. However,
the buildup of the DC field is usually very slow (whose characteristic time constant is

74:). It would take much more exposure for significant suppression in the inter-pixel
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gratings to take place than what is needed for hologram recording °. Alternatively,
“pre—exposure” by UV light can be employed to enable the DC field to buildup before
recording. By doing this, the inter—pixel grating noise can be reduced, however, at
the expense of the system dynamic range (Section 2.8).

For multiple hologram recording in LiNbOs3, an exposure schedule is used to equal-
ize the strength of all the holograms. Given the erasure time constant of the holo-
graphic memory system, the exposure time of an individual hologram in the record-
ing sequence and the total exposure time are determined by the exposure schedule.
For one “useful” (information) grating in a hologram (e.g., [z}j in Figure 6.1), it is
recorded for a certain amount of time according to the schedule, and then erased
during the recording of the rest of the holograms with different reference K,’s. This
is shown in Figure 6.6(a). To the contrary, an inter—pixel grating formed by two
plane-wave components (e.g., ];}j in Figure 6.1) is recorded for many times, when-

ever both pixels 7, j are ON. If we assume that the images to be stored in the memory

5For the recording of 10,000 holograms, it only takes about 8,000 seconds (Chapter 2).
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are uncorrelated pages of binary data, the possibilities of a pixel to be either ON
or OFF are the same across the entire image and from image to image. Therefore,
for holographic recording of M holograms, one inter-pixel grating is strengthened
repeatedly, for M/4 times on average (Figure 6.6(b)(c)). As a result, the final diffrac-
tion efficiencies of the inter—pixel gratings strongly depend on the total number of
holograms and can be conceivably large compared to that of one information grating.

The strength of an inter-pixel grating also depends on the number of pixels in
the image. The power of an individual pixel is inversely proportional to the total
number of pixels in an image. Therefore, the modulation depth of an inter-pixel
grating decreases as the number of pixels becomes larger. We define the modulation
depth for the information grating ];"m' and the inter—pixel grating ]?’2-]' to be m,; and

myy.

My = A . )
_ A4

L

where A;, A;, A, are the amplitudes of the plane-wave components in the signal, and
the reference beam. I, and I, are the intensities of the reference and the signal beam,

respectively. By assuming that the number of pixels on the SLM is N x N and half

of them are ON at the same time in a random-bit pattern, I; can be written as

N? 72
L=51"=—II (6.3)
i'=1 2 ‘
where I! = |A4;* is the intensity of a pixel. Under further assumptions that the

intensities of the signal and reference beam are the same (I, = I.), we have (when

pixel i and j are ON),

V2
Ad =145 = SF1AL (6.4)
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Combining Equation 6.1, 6.2 and 6.4, the modulation depths of the information ( “use-
ful”) and the inter-pixel gratings can be related by the following expression:

M \/E

—L = = (6.5)

My N

Normally, N, the number of pixels on the SLM in one dimension. is very large.
Therefore, the modulation depth of an inter-pixel grating is much less than that of
an information grating.

In general, the time evolution of the information and the inter-pixel grating can

be described by the following equations.

; 0Elnfo vinfo ¥ v

P = B+ EL (6.6)
OB : |
TP () 6t1 —EP(t)+ EP, (6.7)

where E7? and E® are the space-charge fields of the information and inter-pixel

grating, respectively. They change with their own complex time constants rinfo rir,

and saturation values Ei"/°, E®. During recording, the DC field also builds up,

following
Ey = —Eopi(1 = e7'™), (6.8)

where 7, is the dielectric time constant.

Based on Equation 6.6—6.8, we conducted numerical evaluation on the temporal
development of the two types of gratings using the 4th—order Rouge-Kutta method.
The parameters we used in the evaluation are the same as in Chapter 4. An exposure
schedule was used to simulate multiple hologram recording. The strength of an in-
formation grating I i OT K}j at the end of the recording sequence was determined by
the exposure schedule from Equation 6.6 and 6.8. The same schedule (the sequence
of exposures) was applied to the evolution of the inter-pixel grating ]:’z-j as well. We

assume that the pixels have equal possibilities of being 0 (OFF) or 1 {ON). At the
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Figure 6.7: Ratio of the diffraction efficiencies of the inter—pixel grating K’i]- and the
information grating K,; as a function of the number of holograms recorded with the
same schedule.

beginning of an exposure, two independent binary random-sequence generators were
used to simulate the states of the two pixels i, 7, determining whether the inter—pixel
grating Kyj should be strengthened or erased. When 1, j are both ON, the modulation
depth determined by Equation 6.5 was used to simulate recording. Otherwise, a zero
modulation depth was assigned in the simulation for uniform erasure. At the end of
the simulation, the ratio of the diffraction efliciencies of the inter-pixel grating I—{}j
and the information grating K,; was calculated. We simulated the recording of 100,
300, 1,000, 3,000, and 10,000 holograms assuming N = 1000 and the angle between
K, and I;'j is 0.5°. The results are summarized in Figure 6.7.

We learn from the figure that, although the modulation depth of an inter-pixel
grating is orders of magnitude smaller than that of an information grating, the pro-
longed, repeated strengthening during multiple hologram recording results in a grating

which is much stronger.
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6.4 Formation of inter—pixel grating noise

The above demonstration provides the temporal picture of how an inter-pixel grating
is formed during the recording of multiple holograms. It shows that an inter—pixel
grating can be much stronger than an information grating after a large number of
holograms are recorded. However, since the inter—pixel grating noise is a secondary
effect (the noise comes from the rediffraction), the crosstalk noise at a pixel from
another one via the “linking” inter-pixel grating is orders of magnitudes less than the
signal (inversely proportional to the diffraction efficiency of the inter—pixel grating).

What makes the inter-pixel grating noise a significant noise source is that it
arises from the collective behavior of multiple pixels in the image via multiple noise
gratings. A pixel writes inter—pixel gratings with all the other (N? — 1) pixels in the
same image during recording. Upon readout, it receives crosstalk noise from the other
(N2 — 1) pixels via the “direct connections.” In addition, crosstalk between pixels
can take place via “indirect connections” that are the result of Bragg degeneracy and
weak Bragg selectivity. In this section, we discuss this collective effect in detail. We

describe how the pixels are “connected” and how well they are “connected.”

6.4.1 Bragg degenerate “connections”

For Fourier-transform-plane recording as shown in Figure 6.8, the crystal is placed at
the focal plane of the Fourier—transform lens. The pixels on the SLM are converted
into plane waves by this lens. The plane waves form a “signal” cone on the K-
sphere. Normally, the size of the SLM is much smaller than the focal length of the
FT lens. Therefore, by paraxial approximation, this cone on the surface of the K-
sphere becomes a plane as shown in Figure 6.9. As a result, the inter-pixel gratings
formed in between the plane waves all lie in this plane (with no z—components). When
all the inter-pixel gratings are on the same plane, the connections between the pixels
can only be either direct, or degenerate. In other words, two pixels only interfere with
each other via the grating they form directly and other degenerate gratings with the

saimne grating vector (same orientation and magnitude).
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Figure 6.10: Links inducing crosstalk between a pair of pixels separated by horizontal
and vertical distances d, dy.

Figure 6.9 shows that the signal plane formed by the tips of all the plane—wave
components of the signal can be treated as the “image” of the SLM (from “pixel
space” to “grating space”). The grating vector of one inter—pixel grating in the signal
plane can be determined by the relative position of the two pixels on the SLM that
write this grating. As a result, the analysis of the “connection” between the pixels
can be carried out directly on the SLM plane. Figure 6.10 shows the SLM plane
where there are three “links” © between three pairs of pixels. The relative position of

pixel 5 with respect to pixel 7 is the same as that of j° with respect to 2
dm = dﬂ; (ly = dyl.

Therefore, the links /5;; and Ky ;s are degenerate. As a result, crosstalk occurs between
pixel 7 and j via the direct link [;}j, as well as the indirect “link” [;},j/.

To find a group of “indirect” (degenerate) links that a pair of pixels can use to
interfere with each other, only the horizontal and vertical distances between them, d,.

and d,, are needed 7. To assess the number of links in this group, we need to compute

®We prefer to use “links” instead of “gratings” because this is not the signal plane where the
inter—pixel grating vectors lie. However, they represent the same concept in our analysis.
7All the pairs of pixels that are separated by the same horizontal and vertical distances can utilize
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the number of all the pairs of pixels with the same horizontal and vertical distances.
This can be done in three steps: First, the number of pairs of columns on the SLM

that are separated horizontally by a distance d,. is given by

dy=—1 AT o
N.= > floor(LZ—}—) ~ N — drj l.
1==0 L

7 (6.9)

where function “floor” returns the integer value of its variable. In the second step, the
number of pairs of pixels separated vertically by a distance d, on a pair of columns

with distance d, is found to be

N, =N —d,. (6.10)
The total number of links in the group specified by (d,,d,) is then
N, = N.N,, (6.11)

where N, indicates the number of degenerate links any pair of pixels separated by
(dy.d,) can use to interact with each other. A pixel at location (z,y) on the SLM
receives crosstalk from another one at either of the four locations (x + d,,y +d,) via
the N, links in this group.

The total number of links from or to a pixel at (x,y) is the summation of all the

links (direct and indirect) between it and all the other pixels in the same image. It

can be written as

N-1N-1 ‘$—$/l+1

Niotat(2,y) = Z Z (N —

/=0 y'=0
2'#r yl#y

JN =y =), (6.12)

where Niai(,y) provides the information about how well a pixel is “connected” to
others, in which each “link” accounts for an increment in the crosstalk noise the pixel
sees. Therefore, it shows how "noisy” it is at the pixel at (z,y).

The total number of links of each pixel in an image consisting of 100x 100 pixels

this same group of degenerate links to interfere with each other.
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Figure 6.11: The number of links of every pixel in a 100 x 100 pixel image.

was computed and the result is summarized in Figure 6.11. If we assume that the
strength of the inter—pixel gratings are the same regardless of their orientations and
magnitudes, the amount of crosstalk noise at each pixels is then proportional to the
number of links. This figure shows that the inter-pixel grating noise is not uniform
across the image, and the worst crosstalk occurs at the center pixel. The number of
links to or from the center pixel is about 6 x107 which is much larger than the number
of direct links between it and all the other pixels (& N*=10%). We plot the number of
links of the center pixel as a function of the number of pixels N in one dimension on
the SLM in Figure 6.12. It shows that the number of links to or from the center pixel
in an image of 1000 x 1000 pixels is nearly 1 x 10'?. We learn from previous discussions
that for a grating formed in between two pixels on an image of the same size, the
inter—pixel grating strength at the end of recording of 10,000 holograms is about 12
times stronger than an information grating. For a quick assessment of the diffraction
efficiency of the inter-pixel grating, we assume that the M/# of the memory is 1. The
diffraction efficiency of a hologram of 1000x 1000 pixels is then 1x107%. Therefore,
the diffraction efficiency of an inter—pixel grating is about 2 x 107", As a result, the

diffraction efficiency of the “connection” consisting of all the 1 x 10" links is 24%!
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Figure 6.12: The number of “links” of the center pixel as a function of the number
of pixels N in one dimension on the image.

The inter-pixel grating noise is much stronger than the crosstalk or any other noise

sources.

6.4.2 Strength of inter—pixel gratings

In the above discussion, we show the worst-case scenario where all the inter—pixel
gratings are treated as the same and the crosstalk arises from Bragg degenerate
connections. In the remainder of this section, we modify the assumptions we made
to reach a more realistic picture of the effect of the inter—pixel grating noise.

First, we notice that the strength of an inter-pixel grating depends strongly on
its orientation with respect to the e—axis of the material (Figure 6.13). This angle-

dependence comes from two effects—the photovoltaic and the electro-optic effect.

Photovoltaic effect: The linear photovoltaic effect in LiNbO3 can be described

by the following expression relating the light intensity and the photovoltaic current



6.4 Formation of inter—pixel grating noise 183

y

"~ _Inter-pixel grating

\\TK

(direction of propagation)
X

(C-axis)
Z

Figure 6.13: The grating vector of the inter-pixel grating.

inside the material, along the c-axis.
g7 = alGl, (6.13)

where « is the absorption coefficient of the material. (i is the constant of proportion-
ality called the Glass constant [76,77,163].

When the grating vector is not parallel to the c-axis, the tensor description of the
photovoltaic effect should be used to evaluate its contribution to the formation of the

grating. It can be written as

vt s
it o= Gigéal,

1 = 1,2,3 ora,y,z. (6.14)

(751 is the element in a 3"-rank Glass tensor G. ¢; and €, are the unit vectors in

the input light polarization. For ordinarily polarized light, the photovoltaic currents
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along the z,y and z axis are (for detailed discussion, see Reference [163])

ja‘ = al51,
.jy = an-zL
jz = Q’Ggl Il (615)

Since (i1 > (G99 > (15 in LINDOg, a significant photovoltaic effect only takes place
along the z (¢)~axis. As a result, the photovoltaic current contributing to the buildup
of an inter—pixel grating whose grating vector is not along the c-axis is simply the
projection of j.—j. cosf (Figure 6.13). Therefore, the inter—pixel gratings whose
grating vectors are parallel or at small angles to the c-axis are much stronger be-
cause of the significant contribution from the photovoltaic effect. This explains the

horizontal energy exchange shown in Figure 6.4.

Electro—optic effect: LiNbOj is a uni—axial material whose index ellipsoid is writ-

ten as [164]
?;+J_ =1, (6.16)

where n,, n. are the ordinary and extraordinary index of refraction. In a typical
arrangement for holographic recording, the writing beams are ordinarily polarized,
and the grating vector of a hologram is parallel to the c-axis. Therefore, the electro—
optic coefficient used to translate the space—charge field to the spatial modulation of
the refraction index is I's;. When the grating vector of the inter—pixel grating is not
parallel to the c-axis, but pointing at an arbitrary direction as shown in Figure 6.13.
the cigen-axes of the crystal are rotated, and the electro-optic effect takes a more

complicated form. By neglecting the x-component of the grating vector, the changes
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in the index ellipsoid can be written as

1 -
A(n_z)l = —I'nk, +Ti3E..
1
A(p)z = fngy —|— F13E:.
1
Al=) = :
(=) = Twk.,
1
A(-T;E)4 = F51Ey, (617)

where E, and E. are the two components of the space—charge field E;. along the y. =

axes.

E,=E;sinf; L, = FE, cosd. (6.18)

L
2

The presence of a non-—zero A(;5), results in the rotation of the y, = axes about

the x axis. The angle of rotation is

2C
¢ = arctan B /2, (6.19)
where

1 1
A = —4+A(—=

n? + (77,2)2’

1 1
B = —+4+A(—=

n? + (713)3

1 ,

= A=) . 2
C = ALy, (6.20)

Typically, this angle is very small ®, so we could neglect the rotation of the axes. As
a result, the index modulation seen by the ordinarily polarized beams can be written

as

3

AHD = _%Q(FQQEy -+ F13Ez). (621)

3For # =~ 90° and a space-charge field of 500v/cm, ¢ is less than 0.006°.
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It depends on the angle § between the grating vector and the z (c¢)-axis.

Different spatial frequencies: The above discussion revealed the dependence of
the strength of an inter—pixel grating on the its orientation. Here we describe the effect
of the spatial frequency of a grating. The purpose is to find the spatial-frequency-
dependence of the grating strength. We repeated the evaluation of the time evolution
of the gratings as described in Section 6.3. In the simulation, we chose two extreme

cases:

e The angle between the two plane waves was 1°. This corresponds to the
highest spatial frequency of the inter-pixel gratings if an SLM of dimension

20mm x 15mm and a lens of focal length 300mm were used.

e The angle between the two plane wave was 0.003° which creates almost the
lowest spatial frequency under our experiment conditions (for adjacent pixels

on TVT6000 with 480x 440 pixels).

The results only showed a less than 5% difference in the grating strengths in the two
cases. This suggests that at very low spatial frequencies, the diffusion is overwhelmed
by the photovoltaic effect. As a result, the difference in the spatial frequencies does
not make a big difference in our theoretical treatment.

In conclusion, the variations in the grating strength only come from the orientation

of the grating vector, not its magnitude.

Bragg degenerate “connections” via gratings of different strengths: The
general numerical evaluation of the inter-pixel grating noise is very time-consuming,
since the crosstalk arises from the collective behavior of all the N? pixels via the N 4
possible inter—pixel gratings, after the storage of many random-bit pattern holograms.
As we learn from previous discussions, the worst inter-pixel grating noise occurs at
the center of the image. Therefore, in the following analysis, we only consider the
noise statistics of the center pixel. First, we would analyze the “contribution” a pixel

at (z,y) makes to the noise buildup at this center pixel. If we neglect the variations of
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Figure 6.14: The “contribution” the pixel at (z, y) makes to the noise buildup at the
center pixel of a 100x 100 image: (a) worst case where all the inter—pixel gratings are
of the same strength; (b) variations in the grating strength are considered.

the grating strength, it can be described by the number of links N, (Equation 6.11)
and shown in the form of a contour plot in Figure 6.14(a). The number of links

(“contribution” to the noise at the center) is the same for the pixels on the same

contour line.

Figure 6.14(b) describes the case where the variations in the grating strength are
included. In order to compare with the worst—case scenario where the number of
links represents the amount of contribution a pixel makes to the center pixel, we used
the “normalized” number of links. To obtain the “normalized” number of links, we
first evaluated the strength of the inter-pixel grating after the recording of 10,000
holograms. This grating strength was then normalized by the strength of a grating
that is parallel to the c-axis (see Figure 6.7). The normalized grating strength was
used to “weigh” the number of links NV, to generate the normalized number of links.
By doing this, the normalized number of links from a pixel is directly related to the
diffraction efficiency that leads to crosstalk at the center from this pixel, using the

simulation results we obtained earlier. This figure shows that for those pixels with
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Figure 6.15: The normalized number of “links” of the center pixel as a function of
the number of pixels N in one dimension on the image.

links at very large angles to the c—axis, their contribution to the noise at the center
becomes much less.

The normalized number of links at the center pixel from all the other pixels in the
same image as a function of the number of pixels NV in one dimension on the image is
plotted in Figure 6.15. As shown in this figure, the number of links for an image of
1000 %1000 is reduced to about 2x10'" because of the variations in their strengths.
[n a similar way as in Section 6.4.1, we can evaluate the diffraction efficiency of the

noise in this case. Using the same conditions, the estimated value is about 7%.

6.4.3 Bragg selectivity

When we consider the z-components of the grating vectors, most of the links in
group specified by the relative positions of a pair of pixels are no longer degenerate.
However, since the angles between the plane-wave components in the signal are very
small, these gratings are still capable of giving rise to crosstalk between the two

pixels. This is shown in Figure 6.16. In Figure 6.16(a), two pairs of plane waves
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Figure 6.16: “Connections” arising from wide Bragg selectivity.

corresponding to pixel (z,7) and (i/,7') write the two inter-pixel gratings [:’}j, I:},j/.
Upon readout, pixel j receives noise from pixel z via grating [;}j (the direct link).
In the meantime, though gratings ]Z’ij and K y are no longer degenerate, additional
crosstalk at pixel 7 from ¢ via K’i/]v exists as long as the vector R; + _l?.l'lj! ends on
the horizontal line passing through ]Z’]- and falls in the width of the selectivity curve.
In addition, because the pixels are not perfect point sources and the aperture of the
optical system is finite, a “cone” of wave-vectors instead of a single one is collected
at one pixel °. As a result, the reconstructions which are not along A’; but fall in
this cone which is mainly determined by the diffraction limit would contribute to the
noise at pixel j as well (Figure 6.16(b)).

To evaluate the total amount of noise at a pixel, we assume that the fill factor of
the SLM and CCD is 1. The rediffraction by a pixel will always contribute to the
noise at other pixels. The crosstalk between pixels is a mutual effect—the noise at
pixel i from pixel j via any noise grating is the same as that at pixel j from pixel
via the same grating. In addition, if we neglect the phase difference in the diffraction

introduced by the photorefractive phase shift, the noise at one pixel is the coherent

9The overlapping of the “cones” associated with neighboring pixels results in “inter—pixel noise.”



6.4 Formation of inter—pixel grating noise 190

Figure 6.17: The rediffraction by pixel ¢ via noise grating [_\';g.

19 As a result. when we

summation of that from every pixel in the same image
consider the crosstalk noise at a pixel, we can simplify the analysis by computing the
noise the pixel gives away by rediffraction.

To compute the amount of rediffraction a pixel 7 gives rise to via a specific grating
[;’g“ only the angle between the plane wave corresponds to this pixel and the red-
iffraction is needed. This angle can be determined in a way as shown in Figure 6.17.
First, a horizontal line is drawn from vector ];”.;, + [;'g. It intersects the K-sphere at
point P. The wave vector K pointing at P is then the rediffraction from pixel 7 via
noise grating K, ;- The angle 0 between K and K; determines the width of the Bragg
selectivity. The distance from P to the tip of vector [Z} + ]{;g is the phase-matching
factor. It determines the strength of this rediffraction by pixel 7.

We numerically evaluated the crosstalk noise at the center pixel which is believed
to be the worst across the image. The number of pixels on the SLM was assumed

to be 500 x 500. The dimensions of the SLM was chosen as 1.5cmx 2cm, which is

similar to the Epson TVT6000 Liquid Crystal TV we used in our large-scale memory

10The phase difference caused by the path difference is cancelled out by the phase in the inter-pixel

gratings.
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system. The focal length of the Fourier—transform lens was chosen as 300mm. The
exposure sequence in the evaluation was based on the recording of 10,000 holograms
with a time constant determined by equalizing the hologram strength numerically
(Section 6.3). The computer simulation was carried out multiple times to provide
enough samples to show the variation in the crosstalk due to the random recording
sequence as described in Section 6.3. The data was then processed to give the mean
and the variance of the crosstalk and an SNR was calculated.

The SNR at the center pixel was found to be 29.5 after the recording of 10,000
holograms. It is much worse than what is determined by crosstalk noise when holo-
grams are recorded at the first null of the angle selectivity curve of the neighboring
hologram [165]. In addition, one should note that this is the result based on the
assumption that the inter—pixel grating noise is a linear effect. In many applications

where significant non-linear effect exists, the SNR would be much lower.

6.5 Random—phase modulation in the signal

We learn from previous discussions that the inter-pixel grating noise is a very impor-
tant noise source in a holographic storage system. In a memory storing large amount
of holograms, it becomes the dominant factor in limiting the error performance and
hence the storage capacity of the system. Inter—pixel grating noise is a global effect
since it arises from the secondary diffraction among the pixels in the reconstruction.
This makes it hard to reduce 1. On the other hand, the inter-pixel grating noise is
not uniform across the entire image. Therefore, position—dependent threshold has to
be applied to retrieve the binary information with minimal errors. However, position—
dependent thresholding complicates detection and data processing. In addition, since
the amount of noise at a pixel depends strongly on the data structure of its neigh-

borhood, effective elimination can not be achieved by “post-recording” compensation

11 As mentioned earlier, “bad” holograms normally appear at the beginning of the recording se-
quence because of two—beam coupling effect due to long exposures. Since this kind of noise depends
on the reference beam, it only exists at the firsi several addresses (reference beam angles). Thus we
can always eliminate this “local” noise by throwing the “bad” holograms away.
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(Chapter 2 or [72,161]).

One of the reasons for an inter—pixel grating to be strong enough to give rise to
noise during readout is that it is being strengthened repeatedly in multiple hologram
recording (whenever the two pixels on the SLM are ON at the same time). There-
fore, if the phase difference between the planes waves corresponding to the pixels is
randomly and continuously modulated at either zero or = during exposure, the final
grating strength as a result of “positive” and “negative” recording shall be greatly
reduced. In the meantime, a real hologram is not affected except for the extra phase
added to each pixel which would not make a difference at the CCD because of the
intensity detection. Furthermore, since random-phase modulation is capable of stop-
ping significant growth of the inter-pixel grating, the non-linear effect as the result
of interaction between the writing beams and their strong diffraction shall be greatly
suppressed as well.

We carried out an experiment to demonstrate the effect of random—phase modu-
lation on the buildup of inter—pixel grating noise. We repeated the demonstration in
Section 6.2 to show the deterioration of the image quality due to continuous signal
illumination (refer to Figure 6.4). Then we inserted an SLM which was converted to
operate in phase modulation in the signal path. The fixed chessboard pattern was
imaged onto this SLM and focused at the crystal by an F'T lens. While the crystal was
illuminated continuously by roughly the same amount of light intensity, a sequence
of random-bit patterns were displayed on the SLM at about 5Hz. The transmitted
image was sampled at 5, 10, 20 minutes. They are shown in Figure 6.18. Comparing
the image quality of the transmission with and without random-phase modulation,
a conclusion can be drawn that, with phase modulation, the buildup of inter—pixel
grating noise becomes slower. The reason that it was not completely eliminated is

that the SLM was not operating in pure phase modulation.
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Figure 6.18: Random-phase modulation to reduce the strong two-beam coupling
effect.
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Figure 6.19: Experimental setup for the plane-wave signal experiment.

6.6 Experiment results

In this section, we describe experimental demonstrations that show the buildup of
inter-pixel gratings as well as the deterioration in the SNR as a result of the buildup
of the inter—pixel gratings. We also demonstrate experimentally the application of

random-phase modulation in the signal to improve the system error performance by

suppressing the inter-pixel grating.

6.6.1 Experiment with plane-wave signal

The main purpose of this experiment is to reveal the temporal evolution of the inter-
pixel gratings and to demonstrate the use of random-phase modulation to prevent
them from being strengthened repeatedly. The experimental setup is shown in Fig-
ure 6.19. It was based on our 160,000 hologram system with a storage capacity of
10,000 holograms using angle and fractal multiplexing. In the signal arm, the SLM
and following imaging and Fourier—transform optics were removed. Instead, we used

two plane waves to represent two pixels at the Fourier plane. The two plane waves
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were set apart horizontally by an outside angle of 1°. Two shutters were used to
control the ON/OFF states of the two beams independently.

To randomly control the phase difference between the two plane-wave beams, a
Liquid Crystal Phase Retarder (LCPR) (Meadowlark D1040) was used in the signal
path. The fast and slow axes of the liquid crystal device were at 45° to the lab axes.
An alternating signal was applied to the device to induce a change in the extraordinary
refraction index. As a result, the phase difference between the two eigen-modes
travelling through the device can be controlled electronically. A half-wave plate was
placed in front of the LCPR to align the two linearly polarized plane-wave beams
with the fast and slow axes of the LCPR. After the device, a phase difference of either
0 or 7 was imposed onto the two beams. A polarizer followed the LCPR to filter out
unwanted polarization.

To find the electronic control signals that create a m phase shift between the two
eigen—-modes, the LCPR was first calibrated. It was placed in between a pair of
crossed or parallel polarizers, and operated in intensity—modulation mode. This is
shown in Figure 6.20. The difference between the applied signals that correspond to
the maximal and minimal transmission would result in a phase change of .

To simulate the recording of binary random-bit patterns. we randomly modulated
the ON/OFF states of the two beams at the same time to form a series of random 2-bit
patterns. The crystal was exposed by each pattern according to an exposure schedule.
Ideally, since the inter—pixel grating is written by the plane-wave components in the
signal beam, to investigate their buildup, we can simply illuminate the crystal with
the signal beam for a certain amount of time. This would save a lot of trouble
because holographic recording is not involved and the noise caused by the reference
beam illumination is ruled out. However, because we did not have a large amount
of plane waves (pixels), the ON/OFF states of the two beams significantly affected
the total light intensity, thus the buildup rate of the inter-pixel grating. Therefore,
a strong reference beam was used to actually record holograms using the exposure
schedule. The intensity ratio of the reference beam and each of the plane-wave signal

was set at more than 10. This guaranteed that the total exposing light intensity,
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Figure 6.20: Liquid Crystal Phase Retarder operating in intensity-modulation mode:
(a) in between crossed polarizers; (b) in between parallel polarizers.

hence the time constant, remained nearly the same regardless of the ON/OFF states
of the two signal beams. We simulated the case for the storage of 10, 100, 300,
1.000, 2.000, 3,000, and 5,000 holograms. The same exposure schedule with the same
last exposure time was used to record equalized holograms with the same strength
despite the different number of holograms stored for each experiment. At the end of
the recording, one of the signal beams was turned on and its diffraction into the other
one via the inter—pixel grating formed during the prolonged exposure was monitored
by a photodetector. The readout was used to calculate the diffraction efficiency of
the inter-pixel grating and compared to that of the hologram reconstructed by the
reference beam. In the demonstration with random-phase modulation, we used a
random-number generator to determine whether the phase difference between the
two beams is to be set at 0 or = before recording a new hologram. At the end of
recording, the same procedure was followed to yield the ratio of the strength of the
inter—pixel grating and the holograms as a function of the number of holograms. The

results from the experiments with and without random-phase modulation are shown
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Figure 6.21: Ratio of the diffraction efficiencies of the inter—pixel grating and the
hologram as a function of the number of holograms (a) without phase modulation;
(b) random-phase modulation all the time; (¢) 7 phase shift only when the two beams
were ON at the same time.

in Figure 6.21(a) and (b).

From Figure 6.21, the inter—pixel grating is about 4 x 10* times stronger than the
5,000 (information) holograms stored. Since the modulation depth of this inter—pixel
grating is much larger than that in a practical case where there are a large amount of
pixels, the relative change or the rate of increase provides more realistic information
about its buildup. Compared to the recording of 100 holograms, the inter-pixel
grating is strengthened by a factor of more than 1,000! This shows how serious the
inter-pixel grating noise could be in a large-scale storage system. We also learn
from Figure 6.21 that the strength of the inter-pixel grating can be greatly reduced
by random-phase modulation. However, the reduction is not significant when the
number of holograms is small. This could be attributed to the fact that the ON/OFF
states of the two plane waves and their phase difference were controlled randomly and
independently. When there are not a large amount of holograms, there are not enough

samples to average out the grating buildup by “positive” and “negative” recordings.
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Figure 6.22: Experimental setup for random-bit patterns.

In order to observe the “ideal” effect of phase modulation, we chose a different way
to control the phase difference in another set of experiments. Before the recording
of a new hologram, the ON/OFF states of the two beams were compared. If they
were to be both ON, a new phase difference was set which was 7 phase-shifted with
respect to the old one. This guaranteed that whenever the inter—pixel grating was to
be strengthened effectively, the exposing pattern underwent a 7 phase shift relatively,
which “nullified” the previously written one. The result from this set of experiments
is also shown in Figure 6.21. As indicated by Curve (c), the strength of the inter—
pixel grating was further weakened. It is interesting to note that curve (b) and (c)
seem to converge at a non-zero value. This means that even with random-phase
modulation, the inter-pixel grating can not be completely eliminated. Intuitively.
for repeated recording of a hologram at the same angle location with a “perfect”
exposure schedule, the alternating “positive” and “negative” recording as used in
our experiments would leave nothing recorded at all. However, in a holographic
memory, the exposure schedule was determined by the dynamics of the buildup of
the information holograms (in 90°~geometry recording in our case), while the buildup
of an inter-pixel grating is different in the time constant. As a result, the “perfect”
exposure schedule for the information holograms is not perfect for the inter-pixel
gratings. After the repeated strengthening and weakening by phase modulation, a

residual grating remains, capable of causing noise.
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6.6.2 Experiment with random-bit patterns

In this section, we investigate the effect of the inter-pixel grating noise in a holo-
graphic memory system storing binary random-bit patterns. With random-bit pat-
terns. there are enough samples in the reconstruction that allow us to use the Signal-
to-Noise Ratio (SNR) to evaluate the system error performance statistically. In ad-
dition, the formation and influence of the inter—pixel grating noise as the result of the
collective effect among many pixels can be revealed. Another merit is the simplified
experiment procedure—we can use the complex signal alone to illuminate the crvstal
to keep track of the evolution of the inter-pixel grating noise.

To generate the random-bit patterns, we used the finest graphics mode in BASICA
which has 640 x 200 pixelson VGA display. The SLM we used was an Epson TVT6000
Liquid Crystal TV with 480x 440 pixels. Since it takes a long time for the computer
to generate the random-bit patterns in real time, we prepared a library of 100 patterns
before the recording. These 100 patterns were cycled many times for the recording
of a large amount of holograms. Therefore, the recording sequence was not strictly
random.

To randomly phase-modulate the signal, we first tried to use another SLM which
was converted to phase-modulation mode. The SLM which operated in intensity mod-
ulation to display the random-bit patterns was imaged onto the phase-modulation
SLM (PM SLM) by a 4F system. The phase-modulated image was then focused
at the crystal by a Fourier-transform lens. During the exposure corresponded to the
recording of a random-bit pattern, the PM SLM displayed a series of random-bit pat-
terns continuously to make the phase difference between the pixels time-varying and
random. The CCD detector only detected the random-bit patterns displayed by the
intensity-modulation SLM (IM SLM) to retrieve the stored information. However,

this method had several drawbacks:

o The SLMs are very lossy because of their pixelation and small fill factor (usually,
the light obtained in the filtered DC portion is only 10%); a large amount of

light was wasted by stacking two SLMs together.
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e For optimal random-phase modulation, the PM SLM needs to display the

random-bit patterns very rapidly.

o It complicates the system hardware including precision imaging optics. addi-

tional SLM and control electronics, etc.

Alternatively, we can use only one SLM for both displaying and random-phase modu-
lating the signal. This could be carried out with a phase-modulation SLM (PM SLM)
which encodes the information as phase shift 0 or 7 at the pixels. All the pixels on the
PM SLM are “ON” all the time regardless of the image to be stored since the infor-
mation is embedded in the phase, not the amplitude. As a result, all the inter—pixel
gratings are recorded every time when a new hologram is added to the memory. How-
ever, since the possibilities of one pixel being either 1 or 0 (phase-shifted by 0 or 7)
are the same in a random-bit pattern, the possibility of two pixels being in the same
state is 1/2. In other words, the two pixels are the same for half of the time, and in the
other half, they are different. In the PM SLM, when two pixels are in the same state,
the phase difference between them is zero. On the other hand, the phase difference is
7 when the two pixels are in different states. Therefore, although a pair of pixels con-
tinuously write the “linking” inter-pixel grating during hologram recording, during
half of the exposures on average, the recording is "positive” (strengthening). While
in the other half, the recording is “negative” (weakening). As a result, the inter—pixel
grating noise could be greatly reduced by the random-phase modulation that arises
from the random occurrence of the binary random-bit patterns to be stored in the
memory. This random-phase modulation comes naturally as the side-product with
a PM SLM as the displaying device. This method significantly simplifies the system
hardware. Other advantages of using a PM SLM for holographic storage include the
improved light efficiency (all the pixels on the PM SLM are ON all the time) and well
distributed Fourier spectrum in Fourier-transform-plane recording *?. However, the
use of PM SLM raises problems in the detection. Since the information is embed-

ded in the phase, special techniques are required to translate the phase information

121y Chapter 2, we had to use a separate random-phase plate to diffuse the DC portion of the
spectrum for optimal performance with Fourier-transform-plane recording.
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into intensity information for data detection and retrieval. This can be done with an
interferometer. But the interferometers are very sensitive to the environment such
as air current and mechanical vibrations. Alternatively, edge-enhancement of the
reconstructed holograms can be applied at the expense of weaker signal and lower
capacities. A better approach might be the application of a specially designed phase
plate similar to the phase-contrast microscope invented by Zernike 60 vears ago. The
basic idea is to introduce different phase excursions in different portions of the Fourier
spectrum of the reconstruction which will translate the phase-modulated signal back
to intensity modulation. This would not cost a great loss in the light intensity but
might result in a reduction in the capacity.

We simulated the recording of a single hologram, 10, 30, 100, 300, 1,000, 2.000,
3,000, 5,000, and 10,000 holograms by illuminating the crystal with random-bit pat-
terns according to an exposure schedule. At the end of every simulation, a random-bit
pattern was displayed on the SLM. The transmitted signal was then sensed by a CCD
camera (Photometric Imagepoint CCD) and sent to a computer for data analysis. By
doing this, the signal was the direct transmission while the noise was its diffraction
via the inter—pixel gratings. The SNR from the transmitted images is summarized in
Figure 6.23(a). The SNR drops from 10.3 from a single hologram down to 5.2 when
10,000 holograms were “stored,” indicating significant influence of the inter—pixel
grating noise as the total exposure increases.

In the experiment with the phase-modulation SLM, we did not use any of the
special techniques in the detection. Instead, after the simulation of the storage of
a certain number of holograms, the PM SLM was reconfigured back in intensity-
modulation mode. The SLM displayed a random-bit pattern, and the transmission
through the crystal was detected and processed. The SNR as a function of the number
of holograms is also shown in Figure 6.23. As shown by Curve (b) in Figure 6.23, the
system error performance was improved significantly by random-phase modulation.

The means and variances of the OFF pixels in the two sets of experiments are
shown in Figure 6.24. It clearly shows the reduction in the OFF (dark) pixels as the

inter—pixel grating noise was suppressed.
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We did not compare the experiment result to theory which predicts the deteri-
oration in the system error performance in terms of the SNR. The major reason is
that the SNR of simply the transmitted signal through a “fresh” crystal is lower than
what is predicted by the theory after the storage of 10,000 holograms. This is be-
cause of the limited contrast ratio of the SLM (& 30 overall) and the “inter-pixel
noise” as shown in Figure 6.3. In addition, the drop in the SNR we observed from the
experiments without random-phase modulation suggests a more dramatic increase
of the noise than what is predicted by the theory. We suspect the reason to be the
non-linear effect which is ignored in our theoretical treatment. Nonetheless. the sig-
nificant suppression of the noise by using the random-phase modulation is in good
support, though indirect, of the key point in our theory—the inter-pixel grating noise
that arises from the noise gratings formed during multiple hologram recording is the

dominant holographic noise source in a large-scale memory.
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