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Abstract

This thesis deals with the electronic properties of a semiconductor superlat­

tice and with electronic tunneling in a semiconductor heterostructure. Chapter 

2 presents the theoretical formalism of k.p method for calculating band struc­

tures for strained-layer superlattices. A strained-layer superlattice is defined as 

a structure made up of alternating layers of at least two materials with different 

lattice constants. In this type of superlattice, a uniform strain, instead of misfit 

defects, accommodates the difference in the lattice constants. A strain affects 

the band structure since it changes the atomic position, and hence, crystal field 

which is the sum of all atomic potentials. The realization of strain effects in the 

model makes possible the understanding of physical properties of strained-layer 

superlattices, for example, optical properties and transport phenomena, which 

both are functions of the band structure. The study of ZnTe-CdTe system il­

lustrates interesting strain effects in a strained-layer ZnTe/CdTe super lattice. 

The ZnTe/CdTe system has potential applications for visible-light sources and 

photodetectors. Because this system has a large lattice mismatch (≈ 6%), the 

theoretical study shows that strain plays an important role in optical properties.

Chapter 3 presents the theoretical formalism of k.p method for calculating 

band structures for semimagnetic semiconductor super lattices. A semimagnetic 

semiconductor superlattice is defined as a superlattice with one or more con­

stituent materials containing magnetic impurities. When placed in a magnetic 

field, this type of superlattice exhibits interesting and possibly useful properties 

such as band gap reduction. These features are associated with the exchange 

interaction between the itinerant band electrons and localized d electrons on 

magnetic impurities. The exchange interaction in the theory is included within 

mean field approximation. Dependences of the band structure on the magnetic 

field and temperature follow the mean field approximation.
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Chapter 4 presents the results of theoretical study of HgTe-CdTe superlat­

tices. The HgTe-CdTe system has interesting features which make it a candidate 

superior to the HgCdTe alloy for infrared application. Based on the calculated 

band structure, the optical properties of the HgTe/CdTe superlattice are dis­

cussed. The optical absorptions in the superlattice and alloy are studied and 

compared. It is shown that the superlattice could have absorptions comparable 

to or larger than those of the alloy. The effects of strain on the optical prop­

erties and transport phenomena are discussed. It is found that the transport 

phenomena may be greatly affected by even a small strain in the HgTe-CdTe 

superlattice, where the relative difference between the lattice constants is only 

0.3%. The optical properties of the HgTe-CdTe superlattice is studied for a wide 

range of valence band offset which is defined as the valence band edge of HgTe 

relative to that of CdTe and whose value is currently an unsettled issue. Both 

the band gap and absorptions of the superlattice are found to decrease rapidly 

for both negative and large positive values of offset.

Chapter 5 considers the wide-gap Cdχ-icMnxTe∕Cdι-vMnaTe superlattice and 

the narrow-gap Hgι-1Mn1Te∕Cdι-tzMnl,Te super lattices. Currently, the wide- 

gap system is of great interest because of the possibility of using it as magnet­

ically tunable laser material. In the system spin-splitting is enhanced by the 

exchange interaction between the localized 3d electrons of Mn++ and band elec­

trons. The spin-splitting reduces the band gap opposing to the Landau level shift 

which enlarges the gap. However, the spin-splitting is found to dominate in the 

system. In consequence, the band gap decreases in a magnetic field. However, 

the relative change in the band gap is shown to be small. This makes suspect the 

idea of fabricating magnetically tunable laser out of this system. Interesting re­

sults concerning dependences of magnetic effects on temperature, magnetic field 

and layer thicknesses are presented. Generally speaking, temperature random­
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izes the spin oreintation while magnetic field aligns Mn++ spins. In thin-layer 

limit, the magnetic effect in the superlattice is found to be just that of an alloy 

corresponding in composition to the superlattice. In contrast, the narrow-gap 

system is found to have larger tunability. Due to small effective mass of electrons, 

the Landau level shift is found to be important. Results regarding dependences 

of magnetic effects on temperature, magnetic field and valence band offset are 

shown.

Chapter 6 presents the theory and results of electronic tunneling in AlGaAs 

multi-barrier structures. The observation of negative differential resistance of the 

structure has been reported. However, basic mechanisms of current conduction 

in the structure have not been fully understood. We have made study of inelastic 

electronic tunneling due to electron-phonon coupling in a double-barrier struc­

ture. The current induced by the inelastic tunneling of electrons is calculated. 

The main result is that the inelastic process results in a much larger current 

than the elastic process at the voltage bias where no resonant tunneling occurs. 

Dependences of the inelastic contribution on doping level and layer thickness are 

discussed.
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Chapter 1

Electronic Properties of II-VI 

Superlattices and GaAs/AlAs 

Tunnel Structures

1.1 Introduction

Recent advances in crystal growth techniques have made it possible to pro­

duce multilayer microstructures such as superlattices and heterostructures. Su­

perlattices are structures made up of alternating layers of materials. Molecular 

beam epitaxy (MBE) and chemical vapor deposition (CVD) are both popular 

techniques for growing high quality multi-layer structures. Layers in these struc­

tures are a few tens of Â thick. The de Broglie wave length associated with the 

motion of an electron in such structures is comparable to the layer thickness. 

Thus quantum size effects are expected to be important in such systems.

Following the pioneering work of Esaki1, various types of superlattices have 

been proposed. Their properties are tailorable. The band structure, for example, 

varies with layer thicknesses. Hence, the band gap, the effective mass, and the
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optical matrix element are subject to control. Effects on electronic energy levels 

due to superlattice structure can be pictured by considering a periodic array 

of quantum wells. In an isolated well, quantization of electronic motion results 

in a series of discrete levels, which are localized in the well. Localized states 

contained in adjacent wells can interact with each other, resulting in mini-bands. 

Thus a few subbands are derived from a single free electron energy band. The 

subband width primarily depends on the strength of the interaction, which can be 

controlled by adjusting barrier thickness. The band gap is primarily determined 

by the size of quantum confinement, which can be varied by changing well width.

In general, semiconductor superlattices are classified into three categories: 

type-1, type-II, and type-III superlattices, according to relative positions of band 

edges of constituent materials. In Figure (1.1), we show band diagrams for the 

three types of superlattices. Relative positions of band edges of constituent 

materials are plotted. Electronic and optical properties displayed by the three 

types of superlattices are different.

In a type-I superlattice, both electrons and holes are confined to the same 

layer. Wave functions of electrons and holes overlap substantially, enhancing 

radiative recombination rate. A well known example of type-I superlattice is the 

GaAs/AlAs superlattice. GaAs layers, being energy wells, hold both electrons 

and holes, while AlAs layers act as barriers and expel free carriers. Due to large 

overlap of spatial positions, electrons and holes in GaAs layers recombine with 

ease, resulting in intense radiation. The wavelength of the emitted radiation can 

be tuned by changing layer thicknesses. The GaAs/AlAs multi-layer structure 

as lasing device has been an important subject in quantum electronics.

In a type-II superlattice, electrons and holes are separated. An example is 

the InAs/GaSb superlattice, in which electrons are confined to the InAs layer 

while holes are confined to the GaSb layer. Wave functions of electrons and
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j I------ 1 I------ CBE

1 I--------------- 1 I--------------- VBE

TYPE I SUPERLATTICE

I------ 1 I------ CBE

j 1------ 1 1------ VBE
TYPE II SUPERLATTICE

C(V)BE

TYPE III SUPERLATTICE
Figure 1.1: Band diagrams. Both conduction and valence band edges of con­

stituent materials are shown for three types of superlattices.
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holes do not overlap much. But carriers can be driven to interfaces by an electric 

field and radiatively recombine there. Hence electroluminescence devices can be 

made of type-II superlattices. A type-II superlattice may exhibit semiconductor- 

semimetal transition as layer thicknesses are increased. The InAs/GaSb super­

lattice is an example. The valence band edge of GaSb is higher in energy than the 

conduction band edge of InAs. In the limit of thin-layer superlattice, quantum 

effects seperate conduction subbands from valence subbands. A band gap exists, 

making the superlattice a semiconductor. On the other hand, in the limit of 

thick-layer superlattice, the subbands overlap. The band gap vanishes, making 

the superlattice a semimetal.

A type-III superlattice has a band diagram different from either of the su­

perlattices discussed earlier. One of the constituent materials is semimetallic. 

The HgTe/CdTe superlattice is an example of type-III superlattice. The HgTe 

has a zero energy gap. The superlattice has a band gap which, depending on 

layer thicknesses, varies from zero to the band gap of CdTe. It covers the energy 

range of infrared light. With wide HgTe and thin CdTe layers, the superlattice 

has electronic properties similar to those of HgTe. On the other hand, with thin 

HgTe and wide CdTe layers, it has properties similar to those of CdTe. The 

HgTe/CdTe superlattice also exhibits semimetal-semiconductor transition.

Constituent materials of most superlattices do not lattice-match. The 

GaAs/AlAs and the HgTe/CdTe superlattices are examples of nearly lattice- 

matched super lattices. The relative difference in lattice constant is less than one 

percent (0.14% for the GaAs/AlAs superlattice and 0.3% for the HgTe/CdTe 

superlattice). On the other hand, the CdTe/ZnTe superlattices, for example, 

consist of constituent materials with relatively large lattice constant difference. 

The relative difference is 6.2%. A lattice-mismatched system may contain misfit 

defects. However, it could accommodate lattice-mismatch through the formation
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of a uniform strain. Growth of such systems, called strained-layer superlattices, 

has been demonstrated. The size of strain can be adjusted to control the band 

gap2.

In recent years, semimagnetic semiconductors (SMSCs) as a class of novel 

materials have raised a lot of interest3. Narrow-gap SMSCs such as Hgι-2Mn2Te 

and wide-gap SMSCs such as Cd1-2Mn2Te have been investigated. The Mn++ 

ions contain five 3d electrons which are aligned in accordance with the Hund’s 

rule. A 5/2 spin is associated with each Mn++ ion. Without the presence of any 

magnetic field, electronic and optical properties of these systems are similar to 

the nonmagnetic HgTe and CdTe. The band gap of Hg1-2Mn2Te or Cdχ-2Mn2Te, 

however, increases with x, the fraction of Mn++. When an external magnetic field 

is applied, a SMSC displays unique behavior. The localized spins are aligned by 

the magnetic field. The exchange interaction between a mobile band electron 

and the net spin may greatly affects the energy of an electronic level. It could 

be exploited for adjusting optical properties. This is the basic idea behind mag­

netically tunable devices. With superlattices made of SMSCs, more degrees of 

freedom are gained for tailoring properties of materials.

To understand electronic properties of superlattices, various methods have 

been developed. Examples are tight binding method, pseudopotential method, 

and k ∙ p theory. Each method has its own advantages. Under certain circum­

stances, simple calculations are possible. For example, for a GaAs/AlAs su­

perlattice, since conduction and valence bands are well separated in energy, it is 

justified to use a one-band Kronig-Penny model for obtaining dispersion relations 

for conduction and valence subbands. However, when the energy separation is 

small, a multi-band calculation becomes necessary.

In the tight binding method, wave functions are normally expanded in terms 

of one s and three p orbitals associated with each atom. A period in the super­
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lattice is envisioned as a large unit cell for which the tight binding Hamiltonian 

is constructed. This method often has difficulties with getting correct conduc­

tion bands. Wave functions of conduction band states obtained are somewhat 

localized while in reality they spread in space. The effective mass of electrons 

calculated with tight binding method is usually too large. However, this prob­

lem can be avoided by the inclusion of second- or even third-nearest neighbors in 

the calculation. The tight binding method provides information about electronic 

properties on atomic scale, such as local density of states. This information is 

useful for study of defects, surface, and interface.

In pseudopotential calculation, atomic pseudopotentials are used for setting 

up the Hamiltonian. This method, due to the presence of superlattice periodicity, 

usually employs lots of plane waves as basis functions for expansion. It requires 

a powerful computer, particularly in the case of thick-layer superlattices. It has 

been developed for ab initio self-consistent calculation of electronic properties. 

Relative positions of energy band edges in heterostructures (band offsets) have 

been so determined. Pseudopotential method also resolves electronic properties 

on atomic scale, allowing the study of surface and interface properties.

To study the properties of a superlattice, we have developed a theoretical 

method called superlattice k ∙ p theory4. In this method, band gap and optical 

matrix element of constituent materials are input parameters, which are deter­

mined by fitting optical data. The bulk band structure calculated with these 

parameters can be used to predict optical properties accurately. It provides ef­

fective masses of electrons and holes for bulk materials in better agreement with 

measured values than tight binding method. It has been extended to deal with 

band structures for both strained-layer and semimagnetic semiconductor super­

lattices. In Chapter 2, we present the theory incorporating strain effects. In 

Chapter 3, we develop the theory for calculating band structures for semimag­
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netic semiconductor superlattices.

The k∙p theory has been applied to several II-VI superlattice syatems. One in 

which we may find infrared application is the HgTe-CdTe superlattice. As men­

tioned early, the HgTe/CdTe superlattice is a type-III superlattice. By adjusting 

layer thicknesses, its band gap may vary from 0 to 1.6eV, with the correspond­

ing wavelength covering 8-14μm, the atomospheric window for the infrared. The 

HgTe-CdTe superlattice was proposed in late 70’s by Schulman and McGill in our 

group5. As pointed out by Smith, McGill, and Schulman, it has advantages not 

offered by the conventional infrared material, the HgCdTe alloy6. The HgCdTe 

alloy, while capable of infrared absorption, is plagued by some problems. For 

example, the wavelength cutoff for absorption is sensitive to composition fluctu­

ation produced during growth. Moreover, the leakage current in a p-n junction 

is increased with decrease in the band gap. The superlattice, on the other hand, 

has a band gap which varies smoothly with layer thicknesses, allowing a better 

control of cut-off. The leakage current can be made small by increasing CdTe 

layer thickness. Thus, the superlattice offers promising features which may ad­

vance infrared technology. A detailed discussion of optical properties is provided 

in Chapter 4 for further assessment of the superlattice.

With band diagram similar to that of a HgTe/CdTe superlattice, the 

Hg1-sMnxTe∕Cdι-yMnyTe superlattice can be made to have a narrow energy gap. 

The band gap can be tuned by a magnetic field. It may serve as magnetically 

tunable infrared material. On the other hand, the Cdι-xMnxTe∕Cdι-yMnyTe 

superlattice has a large band gap. It has been proposed as lasing device, with 

wavelength of emission tunable with a magnetic field. In Chapter 5, we present 

discussions on magnetic effects and optical properties of the two superlattice sys­

tems. The theory for calculating band structures of semimagnetic semiconductor 

superlattices is applied to the two systems.
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While electronic properties of a superlattice may be understood with the 

various energy band theories previously mentioned, a complementary point of 

view is provided by tunneling theory. Electrons at gap states cannot tunnel 

very far. On the other hand, those which tunnel with transmission of unity 

belong to superlattice eigenstates. In reality, due to the presence of defects, 

scattering occurs. Only a finite number of layers are traversed between two 

consecutive scattering. Hence, in case a high density of defects exists, a theory 

of tunneling through a multi-layer structure is more appropriate. However, when 

the superlattice is sufficiently free of defects, electrons may travel through a 

number of periods. In that case, tunneling theory merges with energy band 

theory.

Besides raising scientific interest, multi-layer tunnel structures also offer po­

tential applications. The GaAs/AlAs/GaAs/AlAs/GaAs structure, as negative 

differential resistance (NDR) device7’8, has attracted much attention. An 

explanation on the origin of NDR, based simply on elastic tunneling in which the 

total energy and the parallel momentum of the electron are both conserved, has 

been made by Tsu and Esaki7. However, the current-conducting mechanism can 

also be inelastic. This may modify the theory of Tsu and Esaki. To understand 

the effects of inelastic processes, we have investigated electronic tunneling in­

duced by electron-phonon interaction. In Chapter 6, we present results of study 

of phonon-assisted inelastic tunneling in the double barrier structure.

In Section (1.2), we will discuss the principle involved in the superlattice k ∙p 

theory. In Section (1.3), introduction to properties of a few II-VI superlattices 

will be given, which are HgTe/CdTe superlattices, Hg1-a,Mn2,Te∕Cd1-j,MnyTe 

superlattices, and Cd1~-cMn1Te∕Cdι-yMnj,Te superlattices. In Section (1.4), we 

will describe concepts involved in electronic tunneling in a double barrier struc­

ture.
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1.2 Superlattice k ∙ p Theory

For study of optical properties, k ∙ p theory is particularly dependable. The

method employs perturbation theory. The perturbation consists of k ∙ p term

and the difference in crystal potentials of constituent materials. Wave functions

are calculated to the first order and the energy dispersion is evaluated to the

second order in the perturbation. When the band gap is large, k∙p theory can be

reduced to one-band Kronig-Penny model. When the band gap is small and the

coupling between conduction and valence bands is strong, a multi-band model 
—1

is necessary. However, the principle involved in the superlattice k ∙ p method is 

nearly the same as in a one-band Kronig-Penny model. Discussing the one-band 

calculation serves to illustrate the k ∙ p theory.

In the Kronig-Penny model, the equation describing the electronic motion is 

the following:
ħ2

2m* V2 + Vi ψ(r} = Eψ{r), (1.1)

where i labels a constituent material, m*i is the effective mass, ⅞∙ is the energy 

band edge, and ∙φ is the envelope function. Here, the effective mass is assumed 

to be isotropic. The total wave function Φ is

Φ(r) = ≠(r)u(r), (1.2)

where u{r) is the cell-periodic Bloch function, which is assumed to be the same 

for both constituent materials, i.e., u1 = u2 = u. The difference in the two Bloch 

functions complicates the problem. We will address this issue later.

To solve Eq. (l.l), we usually proceed as follows. We take the direction 

perpendicular to the layer as z-direction. The envelope function is separable. 

Due to translational symmetry in x and y directions, we write it as

Φ = exp(ι'fc∣∣ ∙ i)∣)⅛, (1.3)



10

—≠
where fc∣∣ is the parallel component of the wave vector, and ψz contains all of 

z-dependence. When putting Eq. (1.3) in the equation of motion, we get an 

equation for ∙ψz, the perpendicular component of the envelope function. We give 

the equation for ψz in the following:

7⅛λħ2 d2
2m*; dz2

Ψz
2m*;

Ψz (1.4)+ ¼ E

The equation obviously has solutions in the form of exp(⅛z). Normally in a 

bulk crystal without any boundary, kz with complex value is not allowed. Only 

solutions with real kz satisfy the Born-von Karman boundary condition. How­

ever, in a superlattice, the bulk solutions do not have to be freely propagating, 

due to the presence of interfaces. In other words, complex as well as real kz are 

allowed.

The way the above equation is solved is different from that normally taken 

in the calculation of a bulk band structure. To calculate a bulk band structure, 

we select a real Bloch vector k first, and then solve the Hamiltonian equation for 

the energy E. However, in the superlattice problem, we input an energy and a 

fc∣∣ and solve for generally complex kz.

Having solved the equation for ≠z, ψz is expressed as a linear combination of 

the bulk solutions, propagating or evanescent. We need to connect the envelope 

function across the interface. This has been an interesting subject in heterojunc­

tion problem. One set of boundary conditions which have been often used are 

the continuity of the envelope function and the current at the interface. That is,

Ψz,
iκJψ∙iφ-Φ,iJl 

*'ψzdz ψz dz2m. (1.5)

are continuous. Or equivalently,

τb,
1 dφ,

m? dz (1.6)
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are continuous. The boundary condition involving the derivative can also be 

obtained by integrating the equation for ψz (Eq. (l.4)) across the interface.

Since a superlattice displays translational symmetry in z-direction, we can 

associate with that a quantum number q, which is the z-component of the wave 

vector. The Bloch condition states that

ψ(z + cf) = exp(iqd)ψ(z), (1.7)

where d is the superlattice periodicity. With both boundary conditions and Bloch 

condition, the energy dispersion E{k^,q) can be established.

Having illustrated basic principles involved in superlattice k∙p theory, we now 

address the issue regarding the difference in the Bloch functions. In a first-order 

calculation, it is legitimate to neglect the difference. However, to calculate the 

energy dispersion to a higher order, the inclusion of the difference is necessary. 

The difference in the Bloch functions for constituent materials can be attributed 

to the difference in their crystal potentials. Pseudopotential calculation, which 

gives the Bloch functions explicitly, helps to handle this problem. The informa­

tion so obtained is used as input for k ∙ p calculation.

As strain effects are present, the k ∙ p Hamiltonian is modified. In a strained-

layer superlattice, the presence of strain does not change the symmetry of the

super lattice. Each electronic state is labeled by kx, ky, and kz as for an unstrained

crystal. However, band edges of constituent materials and dispersion relations are

changed. These changes can be described by deformation potentials. In Chapter 
—≠

2, we will show how the k ∙ p Hamiltonian is modified and how the difference 

in the Bloch functions is taken into account. The strained-layer CdTe/ZnTe 

superlattice will be taken as an example to illustrate strain effects.

On the other hand, when magnetic effects are introduced, fundamental mod­

ification of band structure is induced. Landau levels are formed. The quantum 

numbers for labeling each bulk eigenstate are kx, N, and kz. Here, N is the
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Landau level index. In Chapter 3, we will show how to set up the effective-mass 

equation for the envelope function. We will elaborate to modify the current 

continuity condition. Some of the derivations will be included in Appendix A.

1.3 II-VI superlattices

In this section, we will discuss properties of several II-VI superlattices which 

make them uniquely suitable for some applications. The discussion on 

HgTe/CdTe superlattices will center on optical properties. We will look into the 

potential of Hgι-1MnxTe∕Cdι-vMnyTe superlattice as the magnetically tunable 

version of the HgTe/CdTe superlattice. We will discuss another semimagnetic 

system, the Cdι-a,Mna,Te∕Cdι-yMni,Te superlattice, which was proposed for use 

as magnetically tunable laser.

The potential of the HgCdTe alloy and the HgTe/CdTe superlattice as in­

frared materials is attributed to unique band structures of HgTe and CdTe. The 

CdTe is a wide-gap semiconductor. The valence band states at the zone center 

(Γ point) of the Brillouin zone are four-fold degenerate. Two of them are heavy- 

hole states and the other two are light-hole states. The conduction band states 

are two-fold degenerate. The two conduction band states are primarily derived 

from ∙s orbitals of Cd while the four valence band states are primarily derived 

from p orbitals of Te. Under the operation of the tetrahedral group, these degen­

erate states transform within the subspace of functions they form. The valence 

band states constitute a basis for Γ8 irreducible representation of the tetrahedral 

group. The conduction band states form a basis for the Γθ representation.

On the other hand, the HgTe is a semimetal. Symmetries in HgTe band 

structure are inverted. The valence band and the conduction band are degenerate 

at Γ point, both belonging to Γ8 representation, while Γ6 states which are s-like
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are lower in energy. The inversion of symmetry results in a negative Γθ — Γ8 

gap. Hence, within virtual crystal approximation, the HgCdTe alloy may have a 

Γ6 — Γ8 band gap, negative or positive depending on its composition. The band 

gap can be tuned for infrared detection. By forming super lattice structures, it is 

also possible to obtain band gap suitable for infrared application.

To study optical properties, an important parameter is e2(ω), the imaginary 

part of the dielectric function, since it determines optical absorption. The calcu­

lation of e2(ω) forms a major part of Chapter 4. Optical properties are functions 

of band structure. The valence band offset, describing the relative positions of 

valence band edges of constituent materials on the energy scale, is an important 

parameter which determines the band structure. This parameter has not been 

pinned down yet for HgTe/CdTe superlattices. Another factor which affects the 

band structure is the presence of strain, which is due to lattice mismatch in the 

HgTe/CdTe system. In Chapter 4, we examine variations in electronic properties 

of this system induced by effects of strain and change in band offset.

The Hgι-xMna,Te∕Cdι-yMnyTe superlattice is the magnetic version of the 

HgTe/CdTe superlattice. This semimagnetic superlattice also has a band gap 

which covers the range of infrared light. The band gap of this system can be 

adjusted by changing layer thicknesses as well as applying a magnetic field. In 

the presence of a magnetic field, Landau levels are formed. More importantly, 

the localized Mn++ spins are partly aligned by the field. A nonzero net spin is 

established. The exchange interaction between the aligned spins and an itiner­

ant band electron, lifting spin degeneracy, splits energy levels. This effect can 

be represented by introducing an equivalent internal magnetic field. Magnetic 

effects are magnified through the internal field. Mean field theory can be used to 

relate the internal field to the external one. There are other factors affecting the 

internal magnetic field. Thermal effects, for example, which tend to randomize
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the orientations of localized magnetic moments, decrease the internal field. It is 

also possible to tune magnetic effects by changing Mn++ composition. Increasing 

the composition enhances the internal field. However, the Mn++ ions in a SMSC 

are antiferromagnetically coupled. With large Mn++ composition, the alignment 

of moments is reduced by the antiferromagnetic coupling.

The band gap of a semimagnetic superlattice varies with Landau level shift 

and spin-splitting. Landau level shift tends to enlarge the band gap, while spin­

splitting tends to reduce the band gap. Enhanced by the exchange interaction, 

spin-splitting usually dominates. A central issue in the application of semi­

magnetic superlattices is the magnitude of the relative change in the band gap, 

achievable with a currently available magnetic field, which is on the order of a 

few Tesla. In Chapter 5, we discuss the tunability of the band gap by a magnetic 

field for the Hg1-ζcMnxTe∕Cdι^yMnyTe superlattice. In this system, the electron 

has a small effective mass, resulting in a large Landau level shift.

The Cdχ-a,MnxTe∕Cdι-yMnyTe superlattice can emit intense radiation with 

energy above 1.6eV, the band gap of CdTe. The constituent material which has 

the smaller band gap acts as energy well for both electrons and holes. Both 

types of carriers are trapped there. Radiative recombination of free carriers can 

be made intense enough for the structure to lase. The energy of the emission 

depends on the strength of the external magnetic field, which affects the energy 

levels. In this system, with large electron effective mass, the Landau level shift 

is small. The band gap is reduced primarily due to enhanced spin-splitting. In 

Chapter 5, we will look into the Cdι-xMnzTe∕Cd1-yMnyTe superlattice for its 

potential as magnetically tunable lasing material.
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1.4 GaAs/AlAs Tunnel Structures

In this section, we discuss the concepts involved in the tunneling theory. Dis­

cussion will be concentrated on the GaAs/AlAs/GaAs/AlAs/GaAs structure. In 

such a structure, the middle GaAs layer is energetically preferable to electrons, 

while the AlAs layers are energy barriers. This results in quantization of elec­

tronic motion perpendicular to the layers. There are eigenstates with energies 

less than the barrier height and primarily localized in the GaAs well.

Electronic tunneling through a double barrier structure can be classified into 

elastic and inelastic processes. In an elastic process, both the energy and the 

parallel component of momentum are conserved. If either one of them is changed, 

it is an inelastic process. In Fig. (l.2), we illustrate both processes. The 

inelastic process shown in the figure creates a phonon in the barrier. Other types 

of inelastic tunneling are also possible. Plasmons or other elementary excitations 

can be excited during tunneling. Impurities can scatter tunneling electrons too.

For an electron impinging onto the structure, the transmission coefficient is 

normally exponentially small. The propagation of the wave in each barrier is 

characterized by an imaginary wave vector

J2m*(V-El)îk = i-------- ------ -—
ħ

where V is the barrier height, and Eι is the energy associated with the longitu­

dinal motion of the electron. The wave is attenuated by exp(-κd) in traversing 

through each barrier, where d is the barrier thickness. But the transmission is 

near unity when the energy of the electron coincides with one of the quasi-bound 

levels. When the device is so biased that a quasi-bound level is aligned with the 

Fermi sea in the GaAs electrode, a large tunneling current is produced. With a 

deviation from such a bias, the current drops very rapidly. This results in NDR.

In inelastic tunneling, even when the Fermi sea is not aligned with any quasi-
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TUNNELING MECHANISM

Figure 1.2: Tunneling mechanisms in a double barrier structure. Both elastic 

and inelastic processes are shown.
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bound level, electrons injected into the GaAs well may still utilize the levels as 

channels for tunneling, thus enhancing the current. The tunneling electron can 

excite an optical or acoustical phonon through electron-phonon coupling. A lon­

gitudinal acoustical (LA) phonon, for example, deforms the crystal globally and, 

hence, changes the crystal field. This results in the deformation potential cou­

pling between an electron and a LA phonon. Similarly, an longitudinal optical 

(LO) phonon can set up a dipole field which acts on the electron. This polar cou­

pling is much stronger than other types of electron-phonon interaction. Inelastic 

tunneling decreases the peak to valley ratio characterizing the current-voltage 

curve predicted by Tsu-Esaki model.

The Transfer Hamiltonian method is well suited for calculations of inelastic 

tunneling. For a single barrier structure, electrons are viewed as quasi-particles 

confined to the two regions separated by the barrier. The quasi-particle states are 

not stationary states. Their amplitudes decay with time, since they can tunnel 

from one side to the other side of the barrier. The transition rate is determined 

by Fermi’s golden rule. The transmission is proportional to the overlap in the 

barrier of wave functions of the initial and the final states in the tunneling process. 

The validity of the method lies in the fact that the transimission is small. In 

Chapter 6, we will employ transfer Hamiltonian method to analyze phonon- 

assisted tunneling and illustrate the importance of inelastic tunneling in the 

double barrier problem. Derivations of expressions for currents are presented in 

Appendix B.

1.5 Summary of Thesis

In Chapter 2, we will develop the superlattice k∙p theory for strained-layer su­

perlattices. Two versions of the theory will be given: first-order and second-order
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theories. In the first-order theory, analytical dispersion relations are given for 

superlattice subbands. This theory allows us to study the energy gap as a func­

tion of layer thicknesses and, hence, is of importance to superlattice engineering. 

In the other version, a numerical method is required for evaluation of the band 

structure. However, the difference in Bloch functions is taken into account and 

energy dispersion is obtained to a higher order of accuracy. Band structures of 

strained CdTe, strained ZnTe, and strained-layer CdTe/ZnTe superlattices will 

be calculated as examples. Transport properties are compared for unstrained 

and strained cases and qualitative difference is shown to be likely induced by the 

strain. It is found that the strain in the ZnTe pushes the light-hole band up­

wards, while in the GdTe it pulls the light-hole band downwards. As a result, the 

band diagram for a CdTe/ZnTe superlattice may vary, the change depending on 

layer thicknesses of CdTe and ZnTe. This produces a discontinuous dependence 

of band gap on layer thicknesses.

In Chapter 3, the k - p theory for semimagnetic semiconductor superlattices 

will be presented. The exchange interaction between localized magnetic moments 

and band electrons is treated within mean field theory. Effective-mass equation is 

derived for envelope functions. Boundary conditions are established. The eigen­

value equation for superlattice wave function is derived. As applications, band 

structures of Cdχ-1MnzTe and Hgι-1Mn1Te∕Cdι-yMnyTe superlattices are cal­

culated. Spin-splitting in the energy band structure due to exchange interaction 

is shown. Complex structure in the band structure is illustrated.

In Chapter 4, we present discussions on electronic properties of HgTe/CdTe 

superlattices, e2(ω) for superlattices and alloys are calculated and compared. We 

also study effects on optical properties induced by a variation in the valence band 

offset. Strain in the superlattice is included in the calculation of band structures. 

Optical properties are compared for unstrained and strained superlattices. It
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is found that the superlattice may have absorptions comparable to or larger 

than those for the alloy. Strain effects are shown to be unimportant for optical 

properties. However, they may push the light-hole subband upwards and induce 

large conductivity. The band gap is near maximum at zero valence band offset. 

Optical absorptions are found to be insensitive to variation in the valence band 

offset. However, absorption decreases very rapidly as the valence band edge of 

HgTe becomes lower than that of CdTe. This is attributed to the occurrence of 

separation of electrons and holes.

In Chapter 5, electronic properties of Hg1~xMnxTe∕Cd1~yMnyTe and 

Cdι-2,MnxTe∕Cdι-vMn2,Te superlattices are discussed. Magnetic effects, includ­

ing their temperature and layer thickness dependence, are shown. Variations 

in the band gap due to Landau level shift and spin-splitting are compared. 

Relative change in band gap with a large magnetic field at a low tempera­

ture is calculated for both systems. For Hg1-xMnxTe∕Cd1-yMnvTe superlat­

tices, we also show magnetic effects as functions of the valence band offset. 

It is found that the presence of a magnetic field reduces the band gap. The 

relative change in the band gap is 2.5% for the Cd1~xMnxTe∕Cdι-j,MnyTe sys­

tem and 10% for the Hgι-xMnxTe∕Cd1-yMnvTe system. The reduction in the 

band gap is attributed to spin-splitting, which is enhanced by exchange interac­

tion. The Landau level shift, although unimportant, is found to be larger in the 

Hgι-xMnxTe∕Cdι-yMnyTe system than in the other system. This is attributed 

to the light effective mass of electron. Magnetic effects are found to decrease 

with an increase in temperature for both systems.

In Chapter 6, we first discuss shortly the theory for elastic tunneling. Order 

of magnitude estimates are made for the peak to valley ratio. Inelastic tunneling 

assisted by barrier phonons is studied with transfer Hamiltonian method. Two 

representative types of coupling are considered: a strong one which is polar



20

optical coupling between electrons and logitudinal optical phonons, and a weak 

one which is deformation potential coupling between electrons and longitudinal 

acoustical phonons. We also show Jrea∣J0∣^ the ratio of currents at and off 

resonance. This ratio is calculated with and without the inclusion of phonon- 

assisted tunneling. The dependence of this ratio is also studied as a function of 

the doping level at the electrode. Polar coupling is shown to induce a much larger 

current than deformation potential coupling. The ratio of currents is found to be 

changed by orders of magnitude by inelastic tunneling. However, it is relatively 

insensitive to variation in doping level at the electrode.
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Chapter 2

K ■ P Theory of Band Structures 

of Strained-Layer Semiconductor 

Superlattices

2.1 Introduction

2.1.1 Background

In this chapter we present k ∙ p method of calculating band structures of 

strained-layer semiconductor superlattices. Strained-layer superlattices are made 

up of alternating layers of semiconducting materials which are lattice-mismatched. 

Lattice-mismatch either can cause misfit defects in the superlattice or can be 

accomodated by forming an uniform strain in each individual layer. It is the 

latter which we will be considering in the chapter. Technically, there is always 

some lattice-mismatch in a superlattice whose composition varies spatially. In 

GaAs/AlAs and HgTe/CdTe superlattices, the relative difference between lattice 

constants of constituent materials is a few thousandths (0.14% for GaAs/AlAs 

superlattices and 0.3% for HgTe/CdTe superlattices). In CdTe/ZnTe superlat-
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tices, the lattice mismatch is about 6.2%.

A strain in the crystal changes atomic positions and, hence, changes the 

crystal potential. The change in the crystal potential, in turn, changes the energy 

band structure. Bardeen has proposed the idea of using deformation potentials 

for describing strain effects. The change in the conduction band edge is described 

by

6Ec = α∆ (2.1)

under hydrostatic stress, where Δ is volume dilation, and a is the change in the 

conduction band edge per unit dilation and is called the deformation potential. 

Similar equations hold for valence band edges. When shear stress is also present, 

more deformation potential parameters are used to represent strain effects. They 

are all on the order of a few electron volts. We can make order of magnitude 

estimate of strain effects in GaAs/AlAs or HgTe/CdTe superlattices. Since the 

strain components are a few thousandths, the change in the bulk band structure 

is, from Eq. (2.1), on the order of a few milli-electron volts, compared to the 

band gap which is on the order of one electron volt. On the other hand, a 

relatively large strain is present in the CdTe/ZnTe superlattice. The change in 

the bulk band structure is on the order of a few tens of milli-electron volts. Strain 

effects in CdTe/ZnTe superlattices are thus bigger than those in GaAs/AlAs or 

HgTe/CdTe superlattices.

In either case, strain could play an important role in transport phenomena 

in the superlattice. Generally speaking, the presence of strain not only shifts 

edges of conduction and valence bands, but it could also invert relative positions 

of heavy-hole-like and light-hole-like valence bands under certain circumstances. 

In ordinary zinc-blende semiconductors, valence bands contain light-hole bands 

and heavy-hole bands, which are degenerate at the zone center. However, the 

degeneracy could be lifted by the application of stress. For example, an uniax-
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ial compression pushes the light-hole band upwards above the heavy-hole band, 

while an uniaxial tension pushes the heavy-hole band upwards above the light- 

hole band. This could have important effects on transport phenomena. When 

the crystal is unstrained, holes occupy largely the heavy-hole band at low tem­

perature. However, as an uniaxial compressive stress is applied, majority carriers 

become light-hole-like, causing a relatively large conductivity. On the other hand, 

when an uniaxial tensile stress is applied, majority carriers are heavy-hole-like, 

causing a relatively small conductivity. Thus, the application of a stress could 

significantly alter the conductivity.

Optical properties of a direct gap semiconductor, however, are not necessar­

ily sensitive to the occurrence of strain. Let us take absorption for example. 

Absorption function a is defined by

I(z} = 70exp(-αz), (2.2)

where To is the intensity of the incident light, and I(z) is the intensity of light 

after traversing a depth of z. The absorption at a certain frequency ω is, roughly 

speaking, proportional to D{ħω), i.e.,

α(ω) oc D(ħω),

where D{ħω) is the number of pairs of states per unit energy (i.e., joint density 

of states) available as initial and final states to the direct electronic transition

eu(fc) → q(£) = eu(fc) + ħω. (2.3)

Here, eυ and ec are the energies of conduction and valence bands at k, a general 

point in the reciprocal space. Joint density of states depends, in turn, on band 

structure over the full Brillouin zone.

In the presence of strain, an energy band is shifted more or less rigidly, at 

least so near the zone center, since strain-induced change in a band is a smooth
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function of k. Joint density of states, being a function of band structure, is 

shifted as rigidly in energy near the onset (i.e., E ~ Eg).

The situation can be best explained in the zero-order approximation, in which 

energy bands can be taken as parabolic, that is,

ħ2k2

ħ2k2
2mυ (2.4)

Joint density of states per unit volume is, in the approximation, given by (count­

ing spin degeneracy)

D(E = ħω} = ∣ d3kδ[ec(k)+δEc-ev(k)-δEv-e]

= ^(~)3/2 [E - ec(fc = 0) - δEe + eυ(k = 0) + <5Ε7v]1/2

under hydrostatic stress, where

1 = 1
m* mc mυ

Hence,

Estrained{k^'} — δEi> -(- δEyj,

(2-5)

(2.6)

Density of states is shifted in energy. So is absorption function near its on-set:

&strained{kb^) — ^unstrained{k^ δEc ~)~ δEυ]. (2.7)

A currently interesting subject is the critical thickness for which a strained- 

layer superlattice can be grown. From physical considerations, the thickness of 

the strained-layer superlattice possesses an upper limit. Strain-induced elastic 

energy increases linearly with the thickness of superlattice. Beyond a certain 

thickness, misfit defects start to take over uniform strain to lower the energy 

of the structure. The structure then contains both strain and defects. There 

have been several theories on critical thickness for growth of a strained epilayer.
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However, a theory capable of predicting critical thickness of a strained-layer 

superlattice has not been satisfactorily developed. We shall not address this 

issue further except to note that strained-layer superlattices with high quality 

have indeed been grown, with thickness beyond the critical limit predicted for 

strained epilayer growth.

The inclusion of strain effects in the theory of superlattice band structures is 

very important. The theory to be developed here is capable of predicting effects 

of strain on electronic properties. It is also helpful to data analysis. Photo­

luminescence measurement, for instance, has been performed with CdTe/ZnTe 

superlattices7. The developed theory has been used to interpret the data7.

There are several versions of k ∙ p theory of superlattice band structures. In 

the chapter we are going to present two of them. One has the analytic capability 

while the other one is more accurate.

2.1.2 Outline of the Chapter

The k ∙ p theory is basically a perturbation theory. We can perform first- 

order or second-order perturbation1. The first-order theory provides us with a 

convenient analytical expression for describing the superlattice band structure 

at the cost of accuracy. The second-order theory has the capability of describing 

the band structure to a higher-order accuracy.

In Section 2.2, we describe the first-order theory. In Section 2.3, we present 

the second-order theory. In Section 2.4, for illustration of strain effects, we 

present the results of study of the strained-layer CdTe/ZnTe superlattice. In 

Section 2.5, we summarize the study.
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2.2 First-Order Theory

2.2.1 Outline of First-Order Theory-

In the first-order theory2, we start with first-order k ∙ p calculation of bulk 

band structures of strained constituent materials. The perturbation is carried 

out around the zone center (fc = 0). In other words, zone-center states are used 

as basis functions. Perturbation calculation provides solutions at general k ≠ 0, 

which are linear combinations of the basis functions.

We then expand the superlattice wave function in terms of bulk solutions, 

which include both propagating and evanescent states. With bulk solutions as 

linear combinations of zone-center states, the expansion can ultimately be written 

in terms of the basis functions. It is then a sum of products of envelope functions 

and basis functions.

The envelope functions are to be evaluated. In the first-order calculation, 

we take zone-center states of the two constituent materials to be the same. Su­

perlattice wave functions are matched at the interface. This results in a set of 

equations for envelope functions. The Bloch condition is also imposed in ac­

cordance with the superlattice translational symmetry. This establishes another 

set of equations for envelope functions. Solutions to the two sets of equations 

provide superlattice wave functions characterized by superlattice wave vectors.

If only ⅛∣∣ = 0 superlattice band structure is concerned, we have an analytic 

expression for it. This allows us to extract fundamental quantities of the super­

lattice very conveniently, for example, band gap and longitudinal effective mass. 

In superlattice engineering, the knowledge of band gap and effective mass as 

functions of growth parameters such as layer thicknesses is required for devising 

a superlattice structure with certain desired properties. The analytic expression 

is indeed very useful for that purpose.
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2.2.2 Strained Crystal Band Structures

We start with the Hamiltonian, of a strained crystal for the zinc-blende structure6,

H = -^-V2 + + Hao + Hst, (2.8)
Zm

where V is the crystal potential, Hs.0. is the spin-orbit interaction

ff-°∙ = 5S⅛fw x 'σ" <2∙9>

and Hst is the strain-induced term. According to Bloch’s theorem, we then write 
—≠

a solution at an arbitrary wave vector k in an arbitrary band indexed by n as 

follows:

⅛i(r) = ei‰(r),

where un⅛ satisfies the periodic condition

«„iM = ⅛(jj+ ⅛ (2∙1°)

where R is a lattice vector. Substituting Eq. (2.10) into time-independent Schrodinger 

equation, neglecting k-dependent spin-orbit interaction and k-dependent strain 

term, we obtain the k ∙ p Hamiltonian equation

+ a⅛γ + κ-'w = E^1n^· (2'11∣

We will use perturbation theory to treat the above equation. The unperturbed 

equation is taken to be

+ un°W = En0un0{r}. (2.12)

Solutions to the unperturbed equation are the basis for perturbation calculation. 

Such solutions can be obtained by pseudopotential method or orthogonalized 

plane wave method. However, the knowledge of their explicit functional depen­

dence is not required for the first-order calculation, which needs only matrix 

elements of the perturbation.
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We will be concerned only with the superlattice eigenstates derived from near 

band-gap conduction and valence bands of constituent materials, ttn0(r),s of near 

band-gap conduction and valence bands are taken as basis functions for pertur­

bation calculation. Other solutions are disregarded. Perturbation calculation
—≠

will give un⅛(r} at a general k in terms of these basis functions.

The calculation is carried out to first-order in k. We need matrix elements of 

the perturbation, ħk ∙ p/m and Hat, which are evaluated between various basis 

functions. We can compute them if basis functions are given. However, for a 

number of zinc-blende crystals, these matrix elements have been tabulated. In 

either case, it will be useful to know symmetry properties of these functions. It 

leads to selection rules for the matrix elements. In the following paragraph, we 

sketch symmetry properties of basis functions for a zinc-blende crystal.

Without spin-orbit interaction, the wave functions at the conduction band 

edge are represented by ∣S ↑> and ∣5 ‡> with up and down spin, respectively. 

They have the symmetry of s-like atomic wave functions under transformations 

of the symmetry group of a zinc-blende crystal. On the other hand, the wave 

functions at the valence band edge are represented by ∣X †>, ∣X J,>, ∣Y ↑>, 

∣V ‡>, ∖Z ↑>, and ∖Z J,>. They transform like the components of a position 

vector under the symmetry transformations. The knowledge of symmetry prop­

erties simplifies calculation of matrix elements. For example, the matrix element 

< S ↑ ∖pz∖Z ↑> is nonzero while < S ↑ ∖pz∣X ↑> is zero since it has odd symmetry 

under a reflection with respect to x-y plane.

However, with spin-orbit interaction, the above functions no longer diago­

nalize the Hamiltonian. The interaction couples spin and orbital angular mo­

mentum. The wave functions are linearly combined into Kramer basis functions, 

which, for an unstrained crystal, diagonalize the Hamiltonian at k = 0 with spin-
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orbit interaction1. We list the Kramer basis functions ∖J, Mj > in the following:

S↑∙, S ‡;

∣3∕2,3∕2 >= -⅛(X + >y) †; [3/2,-3/2 >= -j,(X-iY) /;

13/2, -1/2 >= -⅛ [(x - ∙ y) ↑ +2Z ∣] ; ∣3∕2, l∕2>=-÷, ∣(X + iY) J. -2Z ↑] ;

11/2, -1/2 >= -⅛ - iy) ↑ +Z il ; (1/2,1/2 >= -⅛ {{X + iY∕i +Z ↑].
(2-13)

Now, it is easy to write down k ∙ p matrix elements with Kramer basis. For

example,

< S ↑ ∣fc∙p∣3∕2,3∕2 >= 1
√2

(k% ~b ιkyjP)

where

p ≡< S∖px∖X >=< S∖py∖Y >=< S∖pz∖Z > . (2.14)

In fact, p is the only parameter required for setting up k ∙ p matrix.

As to the matrix of Hst, the strain tensor is required. For illustration, we shall

consider the (001) grown free-standing superlattice. We assume the superlattice 

consists of alternating material layers of thicknesses a and b, respectively. The 

system in question is assumed to be in its lowest energy state. In other words, 

the elastic energy of the system is minimized with respect to the lateral lattice 

constant (i.e. the transverse force on the superlattice is zero) while subject to the 

constraint that the normal force on each interface is zero. For this configuration, 

it is easily verified that

exx — £yy j

ex{∕ £yz — £zx = θ)

while exx and ezz are related by

-2⅛
^11

(2-15)
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where Ci∕s are elastic constants of the constituent material. Denoting the con­

stituent materials by a and b, respectively, we have exx determined by the fol­

lowing expression:

∆αo Gbb fb -  ∆αo [■ Gaa 1
«0 Gaa + Gbb 5 t~XX «ο LC0α+ CiδJ

where

∆αo = <⅛- ab0,
_ «ο + °o°o — ----r---- ,

Gl Cl,11 '12
2C12

Ci11
(2.16)5

and αθ refers to a lattice constant.

Now, we are able to establish the Hamiltonian matrix. The presence of strain 

modifies the matrix. It adds a few matrix elements to the Hamiltonian through 

the use of deformation potentials. We follow Bir and Pikus6 in the inclusion of 

strain effects. (001) grown superlattices are considered. The constituent materi­

als have zinc-blende structure when undeformed. For illustration, we write down 

only nonzero matrix elements of the Hamiltonian at ⅛∣∣ = 0:

<

<

<

<

<

<

<

<

S ↑ ∣-ff∣<S, ↑>- Eg + C(exx + eyy + ezz),

S >=Eg + C(e1

3/2,3∕2∣H^∣3∕2,3/2 >=

3∕2,-3∕2∖H∖3∕2,-3∕2 > =

÷ £zz),

(^xx + ^yy) ^^f^ m^z

(^u ^t^ eyy) ^f^ n2βj3

3/2, l∕21H13/2, l∕2 >— — [(Z -)- 5m) (ezz + eyy) + (4Z + 2m)ezzJ 

3/2, — l∕2∣,ff ∣3∕2, —1∕2 >= — [(∕ + 5m) (exx + ew) + (4/ -)- 2m)e2 

3/2,1/2∖H∖ 1/2,1/2 >= - ^=(Z - m)(exx + eyy - 2ezz)

3∕2,-l∕2∖H∖l∕2,-l∕2 >-
3√2

(∕ m)(esz ^f^ £yy 2e22),

I + m

I + m
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< S ↑ ∣P∣3∕2,1∕2 >= iP(- ,),

<S‡ ∣P∣3∕2,-l∕2>=iP( kz),

J∣ I ¾yy7.
< 1/2, l∕2∣if∣ 1/2,1/2 >= —Δ Η----- -—(ea,1 + eyy + ezz),

< 1/2, —1∕2∣22^∣ 1/2,-1/2 >= -Δ + ⅛¾a, + eyy + ezz),
3

where

m < 5∣Px∣Υ >, (2.17)Ρ

Δ is the spin-orbit splitting, and ∕, m, and n are parameters describing defor­

mation potentials. Other nonzero matrix elements are obtained by taking the 

complex conjugate of those in Eq. (2.17).

Subsequently, we will reduce the 8-dimensional space to 6-dimensional by 

dropping two basis functions, ∣l∕2, —1/2 > and ∣l∕2,l∕2 >, which are split-off 

states. The spin-orbit splitting is usually so large that split-off bands do not 

significantly affect superlattice subbands near the superlattice band gap. Matrix 

elements between split-off states and the six states are included in the 6 × 6 

Hamiltonian matrix by perturbation theory:

< 3/2,1∕2∣J3^]3∕2,1/2 >6x6

= < 3/2, l∕2∣P^∣3∕2,1/2 >8x8 +
___________ I < 3∕2,l∕2∣Hjl∕2,1/2 >8x8 12___________
< 3/2,1∕2∣H∣3∕2,1/2 >8x8 - < l∕2, l∕2∣P∣l∕2,1/2 >8x8, 

< 3∕2,-l∕2∣P∣3∕2,-l∕2 >6x6

= < 3/2, — 1∕2∣jHγ∣3∕2, -1/2 >8x8 +
I <r 2/2 -1 ∕2∣ W∣1 /2. -1 /2 '>t>..o l2

Other elements of the 6 × 6 matrix are simply equal to those of the 8 × 8 matrix. 

Given the 6×6 matrix here, it is readily seen that strain effects only renormalize 

on-diagonal values of the matrix.
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It can be verified that the 6×6 problem can further be decomposed into 

two identical 1 × 1 and two identical 2 × 2 problems. The two 1 × 1 problems 

are associated with the two heavy-hole states ∣3∕2,3∕2 > and ∣3∕2, — 3/2 >, 

respectively. The two 2x2 problems are associated with ∖S ↑> and ∣3∕2,1/2 >, 

and ∖S ‡> and ∣3∕2,-1/2 >, respectively. The 1 × 1 and 2 × 2 equations for 

each constituent material are to be solved seperately. Let us consider the 2 × 2 

equation for ∣<S, ↑> and ∣3∕2,l∕2 >, for example. Let

C3∖S ↑> +C,p∣3∕2,l∕2 > . (2.19)

Then the 2×2 equation becomes

<S↑∖H∖S↑>-E <S † ∣H∣3∕2,1∕2>

<3/2,l/2|Æ|S 1> <3/2,1∕2∣ZΓ∣3∕2, l∕2> -E 

Cs and Cp are nonzero only when the determinant of the matrix in Eq. (2.20) is 

set to zero. This results in a relation between E and kz. There are two solutions 

for each given energy. The solution of the above equation results in the bulk 

band structure.

0. (2.20)

2.2.3 Strained-layer Superlattice Band Structure

In a superlattice, the crystal potential V (r) varies spatially with the superlat­

tice periodicity. Within effective-mass approximation, C3 and Cp become slowly 

varying functions of z, and kz is replaced with Pz∕ħ where Pz is the z-component 

of momentum operator. Projecting onto the S state one further transforms the 

system into a differential equation

2P2
3⅛ς

Pz[E- < 3∕2,1∕2∣H∣3∕2,1∕2 >}~1Pz+ < S ↑ ∖H∖S ↑>

We impose on Cs(z) the Bloch condition

C3(z + md} — exp(iqmd)C3(z),

C3(z) = ECβ(z).

(2.21)

(2.22)

(

V cp J



34

where d is the superlattice periodicity and m is an integer. We assume that 

the basis functions for the two constituent materials are the same. In order for 

the superlattice wave function (which is a sum of products of envelope functions 

and basis functions) to be continuous at the interface, we require the envelope 

functions be continuous at the interface. At the interface, we integrate Eq. (2.21) 

across the boundary and, since Ca is assumed to be continuous, we obtain

Ca(z),[E- < 3/2,l∕2∣tf∣3∕2,1/2 (2-23)

both continuous at the interface. The superlattice wave function restricted to 

a single material is a linear combination of the two bulk solutions. Therefore, 

there are four unknown coefficients for a superlattice consisting of two constituent 

materials. There are four equations. Two of them assure the continuity of Ca 

and (roughly speaking) its derivative at an interface, while the other two apply 

to the neighboring interface in accordance with the Bloch condition. This results 

in a set of four simultaneous equations. The function Ca are nonvanishing only 

if
cos(ρd) = cos(fcoα) cos(fc⅛δ) — ^(77 + η~1} sin(fcαα)sin(kι>b},

where
„ = ⅛.g-<3∕2,l∕2∣ff∣3∕2,l∕2 >t

ktE- < 3/2,1∕2∣-H^∣3∕2,1/2 >α' l' ,

Here kα and fc⅛ are determined by setting the determinant of the coefficient ma­

trix in Eq. (2.20) to zero for material a and b, respectively. The above equation is 

referred to as light-particle dispersion relation. It describes the mini-band struc­

ture derived from the S-like and light-hole-like states. The mini-bands include 

both valence and conduction bands.

The same procedure can be applied to the 1 × 1 equation for heavy-hole states. 

Heavy-particle dispersion relation is then obtained. It describes only heavy-hole 

valence subbands. No conduction subband is derived from heavy-hole states.
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Hence, the conduction band edge is determined only by the light-particle 

dispersion relation. However, the superlattice valence band edge is the higher 

one of the first heavy-hole and the first light-hole subband edges. The superlattice 

band gap is determined by the energy difference between the conduction and the 

valence band edges.

2.3 Second-Order Theory

2.3.1 Outline of Second-Order Theory

In the second-order perturbation theory3, we start with the empirical pseu­

dopotential Hamiltonian without spin-orbit interaction and strain effects. The 

Hamiltonian of a constituent material is made up of an unperturbed term and 

a perturbation. The unperturbed term is the sum of the kinetic energy and the 

pseudopotential obtained by averaging those of the two constituent materials. 

The perturbation accounts for the difference between the full Hamiltonian and 

the unperturbed one.

The eigenstates of the unperturbed Hamiltonian at k = 0 are taken as ba­

sis functions for perturbation calculations. Empirical pseudopotential method 

(EPM) is used to solve for unperturbed energy eigenvalues and eigenfunctions. 

The method employs plane waves exp(i<7 ∙ r),s, where G’s are reciprocal lattice 

vectors of constituent materials4. In the actual calculation, we expand a wave 

function in a truncated basis which includes 113 plane waves. The calculation 

provides 113 eigenstates. Out of them, basis functions for the perturbation cal­

culation are selected (typically 23, as actually implemented).

Next, spin degeneracy is included. “Near-in” wave functions are then chosen, 

for example, the two at the conduction band edge and the six at the valence band 

edge for a zinc-blende structure. The rest of basis functions are called “far-out”
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states. Only super lattice eigenstates primarily derived from the near-in states 

are of interest for studying near band-gap optical properties.

We then deal with the perturbation, which include the k ∙ p term, spin-orbit 

interaction, the strain term, and the difference between the material pseudopo­

tential and the averaged one. We employ Löwdin perturbation theory. It treats 

matrix elements between near-in states exactly. In the theory, however, effects 

of far-out states are also included. We calculate eigenvalues correct to the sec­

ond order and wave functions correct to the first order5. Band structures of 

constituent materials are established.

To calculate superlattice eigenstates, complex band structures of constituent 

materials are required. A scheme is used to transform the Hamiltonian equation 

into one which has kz as its eigenvalue. Solving the equation results in kz which is 

generally complex. This provides both propagating and evanescent eigenstates. 

Each state is labeled by the in-plane wave vector kx, ky, and e which is the state 

energy.

Superlattice wave functions are to be solved. They are expressed as linear 

combinations of bulk solutions at a given energy and in-plane wave vector. They 

are matched at the interface. The boundary conditions, expressed through the 

use of current density matrices, ensure the continuity of probability current. We 

also impose Bloch condition which follows the superlattice translational symme­

try. We thus set up an eigenvalue equation. The eigenvalue is exp(-iQd) where 

Q is the superlattice wave vector, and d is the superlattice periodicity. The 

eigenfunction is a superlattice eigenstate. Consequently, the band structure is 

found for a strained-layer superlattice.
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2.3.2 Strained Crystal Band Structure

Pseudopotential Description

The empirical pseudopotential method basically follows that of Bergstresser 

and Cohen4. We start with a reference material which has the Hamiltonian

h* ≡ £+>«+Vi«i=£+<y> (2-25)

where a and b label the constituent materials and Vz(r) is the pseudopotential of

material I described in terms of pseudopotential form factors. Alloy materials are

treated in a virtual crystal approximation. At this stage, spin-orbit interaction, 
—≠

and deformation potential are not included. The reference Hamiltonian has at k 

= 0 eigenfunctions

⅛≈,⅛∑‰',"1 (2-
G

where β labels the various eigensolutions, Ω is the unit cell volume, G is a 

reciprocal lattice vector and R is an expansion coefficient. The corresponding 

eigenvalue of Uβ is denoted as ejg. For crystals of zinc-blende structure, Uβ(r),s 

belong to Γi5 representation at the valence band edge, and to Γχ representation 

at the conduction band edge, in the terminology of group theory. Following the 

convention, they are made to transform like atomic p functions at the valence 

band edge, and like atomic s functions f(r) at the conduction band edge, under 

the operations of the tetrahedral group. They are accordingly denoted as X, Y, 

Z and S. When spin degeneracy is taken into account, we designate them by X↑, 

X‡, Y†, Y‡, Z↑, Z‡, S↑, and S‡. These states will be taken as near-in states 

while the rest are far-out states.
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k ∙ p Description

The Hamiltonian H; of constituent material I in the presence of a strain is

H1=Hr + ΔVl + Hlso + Hlst,

where

ΔVl = Vl - -(Va + Vi). (2.27)
2

Here JSls 0 represents the spin-orbit interaction, and Hlst represents the stress 

interaction in material P.

Now with the eigenstates of the reference Hamiltonian as basis functions, the 
—-≠ ■
k ∙ p Hamiltonian matrix of material I can be constructed. We will use Lowdin 

perturbation theory to treat the perturbation ΔV + ħk∙p∣m. In this theory the 

near-in states play the role of degenerate states. However, the theory modifies 

the near-in states for each material to include effects of the far-out states. We 

will use the notation Ud(r), where d runs over the eight states, to label the near-in 

states. We construct, in each material, the cell-periodic functions,

v,di(r) = ud(r)+∑w∙βjuli(r∙), 

β

where
< Uβ∖ΔVl + ħkrp∖Ud > (2.28)

⅛ — £ß

where the sum over β does not include the explicitly treated states labeled by d,
—≠ —t

and kj is a point in k space. The Bloch and evanescent states in each material 

are written as
„ife'.-F e 3

≠∙ = ∑CilU'1!ri, (2.29)

where N is the number of bulk primitive cells (two atoms in the zinc-blende 

structure) in the superlattice. The cell-periodic states U are normalized to a 

unit cell and the C’s are taken so that [(≠y∙)*≠y] integrates to unity over the
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superlattice volume. We construct the 8 × 8 matrices defined by

⅛(⅞) ≡< Ud∖e-i^Hlekfp∖Uldli > . (2.30)

Then we add to the above k ∙ p Hamiltonian matrices the spin-orbit interaction 

and a term which describes the strain effects through the use of deformation 

potentials. The matrix elements of the spin-orbit interaction and the strain term 

are given empirically. The expansion coefficient C’s are found by solving the 

eigenvalue equation

[⅛√g)-⅛]⅛=0, (2.31)

where e is the state energy.

Normally, the eigenstates, with kz being real, describe propagating states 

in a bulk semiconductor. The Born-von Karman periodic boundary condition 

forbids the existence of any evanescent states. But in a superlattice, the wave 

function restricted in a single material does not have to be freely propagating. 

Evanescent states are also allowed. This point becomes obvious when we think 

of the quantum mechanics of a step potential barrier. In that case, when an 

electron does not have sufficient kinetic energy to overcome the barrier height, 

the wave function is evanescent inside the barrier. It has the form exp(-∕cz) with a 

complex wave vector iκ. Generalizing this situation to the superlattice problem, 

we need to calculate complex band structures of constituent materials first. Next, 

a mathematical scheme for conveniently calculating the complex band structure 

will be presented.

The Complex Band Structure of a Constituent Material

For the purpose of complex band structure calculation, it is convenient to 

display the k dependence of Hldd,(kl3} explicitly. In the second-order k∙p pertur­

bation theory, the Hamiltonian matrix Hldd∣(klj') is quadratic in klk^. We rewrite
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Eq. (2.31) as

[¾,(⅛i)2 + ⅛'(⅛ + ¾0',]⅛ = 0, (2.32)

where the matrix H2 is the same for the two materials. Here, the symbol kj, 

without a vector sign, refers to the normal component of the wave vector. Each 

of the three H matrices is Hermitian. Eq. (2.32) can be transformed into an 

eigenvalue equation for fcj∙, viz.,

( 0 1 c ' ∕
= k

k -[H2}~iH0 -{H2}-1H1 , ,kc, V

C

kC
(2.33)

Note that in this equation we have doubled the dimension of the matrix. In 

a typical calculation, with the Kramer basis functions as near-in states, the H 

matrices are 8x8 matrices. Thus the matrix in the last equation is 16 × 16. We 

refer to Eq. (2.33) as 16-band model. This results in sixteen eigenvalues of kj for 

each given set of kx, ky, and e.

Note that because the various H matrices in Eq. (2.32) are Hermitian, if 

k satisfies Eq. (2.32), so does k*. Orthogonality relations for the eigenvalue 

equation are particularly important. The orthogonality condition is found by 

considering two eigenvalues kj and ⅛,∙. (fcl∙. = fc*), writing the two eigenvector 

equations, taking the Hermitian adjoint of the second equation, overlapping each 

equation with the other’s eigenvector, and subtracting. This procedure gives

(kj-ki)C^{H∖kj + ki} +H1}Cj = 0. (2.34)

Thus, kj equals fc,∙ or else the vector product vanishes. The vector product has 

a simple physical interpretation. It is the z component of the current-density 

operator averaged over a unit cell,

ji∙j ≡ < Ψi∙∖Jz(r)∖ψl. >a

= ⅛⅛∣fr2⅛→⅛)+ff1]c,i∙, (2.35)
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where ≠∣ is given by Eq. (2.29) and the subscript A implies an average over a 

unit cell. The orthogonality condition can then be written as

J,i,i = J,j.ieij. (2.36)

2.3.3 Superlattice Band Structure

In the description of the individual materials making up a superlattice, there 

is an arbitrary energy zero. When describing an interface between two materials, 

the energy scales of the two materials must be the same. We include an offset 

energy between the valence band maxima of the two materials. We take this 

energy offset to be given empirically.

We describe the matching between bulk eigenstates of the individual materials 

to construct the eigenstates of the interface using the z component of the current 

density operator averaged over a unit cell. In analogy with Eq. (2.35), we define 

< ∖Jz(t)∣≠J' >a= J⅛eiΨ~⅛t. (2.37)

In the above equation, the interface is taken to be a distance t from the origin.
_ —-†
We expand an interface eigenstate Φ with a given energy and fc∣∣ in terms of

the individual bulk material eigenstates (both propagating and evanescent) with 

those values of e and ⅛∣∣,

Φ(r) = ∑) Ajψj(r) + 52 ⅛(r)> (2-38)
3 «

where Aj and B,∙ are expansion coefficients and ≠j∙ (≠i∙) are the eigenstates in 

material a (b) at the given values of e and fc∣∣. The notation in Eq. (2.38) means 

that the sum on ≠ is taken for r in material a and the sum on φ is taken for r in 

material b. When calculating < ψj∣J∣Φ >a at the interface, we have

≤ t∕jy. I J∣ Φ ↑>a < ψj∙ I J∣ ) A∣sψ∣t > a = < Ψj∙ IJI Biφi >χ .
⅛ i

(2.39)
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By the orthogonality condition,

Λ = Σi,,Λ'⅛
i j3*3

(2.40)

where the interface is taken to contain the origin. Thus we are able to relate 

the expansion coefficients in the two constituent materials. The same argument 

could as well be applied in a different order to give Bi in terms of Aj.

Again, we apply the same argument to the neighboring interface at t = b 

assuming material a sits on the left-hand side of the interface at t = 0 while 

material b sits on its right-hand side. At the interface t = b, for a superlattice 

eigenstate with a superlattice wave vector Q, in accordance with Bloch condition, 

we have

Φ(t = b)==∑l [ei^a+bUje-i^aφj{t = 0)] + ∑ [Bieik<bφi{t = 0)] .
3 i

So, the interface-matching condition at t = b is

Bje'⅛∙ = ∑
3

Combining Eq. (2.40) and Eq. (2.42) we form an eigenvalue equation

∑ Mjj∣Aj∣ = e~i^a^Aj,
3l

where

(2.41)

τba

3
(2-42)

M -, — Vλ r~8fcι,a f>~ikib-L- Tab Tba 
lvl33, — 2-^e τa e Tb jj*iji∙j'-

• ⅛* Λ * Λ Vit ài 3 3 i ι
(2-43)

By solving the above eigenvalue equation numerically, we find the eigenvalue 

e-!<3(α+⅛) and the eigenvector Aj. The expansion coefficients Bi in material b are 

then found from Eq. (2.42).

2.4 Strained-Layer CdTe-ZnTe Superlattices

2.4.1 Introduction

In this section, we present results of application of the previous theory to
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the strained-layer CdTe/ZnTe superlattice. In this case, the lattice mismatch is 

relatively large (about 6.2%). The interest in this system is that it has an energy 

gap in the visible, making it a promising light source and photodetector. The 

band structures of strained CdTe and ZnTe will be shown. The band gap of the 

strained-layer CdTe/ZnTe superlattice will be discussed.

2.4.2 Strained CdTe and ZnTe Band Structures

The CdTe layer in the (001) grown superlattice contains a biaxial tensile strain 

while the ZnTe layer is biaxially compressed. This changes the band structures 

of the bulk CdTe and the bulk ZnTe.

In Figure (2.l), we show the band structure of strained CdTe. In Figure 

(2.2), we show band structure of the strained ZnTe. The valence band off-set is 

taken to be zero for the unstrained system. Without strain, the heavy-hole and 

the light hole states would be degenerate in both CdTe and ZnTe, typical of an 

unstrained zinc-blende crystal. The strain is assumed to be evenly distributed 

in the CdTe and the ZnTe layer. In other words, the lateral lattice constant of 

the superlattice is taken to be the average of those of CdTe and ZnTe. This can 

be realized by growing a CdTe/ZnTe superlattice on a substrate of Cdo.5Zno.5Te 

much thicker than the superlattice. The lateral lattice constant of the superlattice 

takes the value of that of the substrate. As shown in the graphs, the heavy-hole 

band is pushed above the light-hole band in the CdTe, which is under an biaxial 

tensile stress, while the light-hole band is pushed above the heavy-hole band 

in the ZnTe, which is under an biaxial compressive stress. Since the light-hole 

states and the heavy-hole states are decoupled at fc∣∣ = 0 (see Section 2.2), they 

separately make light-hole and heavy-hole subbands at ⅛∣∣ = 0.



44

K (π∕α)
—≠

Figure 2.1: Strained CdTe band structure at fc∣∣ = 0. The strain is assumed to 

be distributed evenly in CdTe and ZnTe. The zero energy is taken to be at the 

valence band edge of the unstrained CdTe.
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K (π∕α)

Figure 2.2: Strained ZnTe band structure at ⅛∣∣ = 0. The strain is assumed to 

be distributed evenly in CdTe and ZnTe. The zero energy is taken to be at the 

valence band edge of the unstrained CdTe.



46

2.4.3 Band Gap of the Superlattice

Since the conduction band edge of CdTe is lower in energy than that of ZnTe, 

the electron is confined in CdTe. The lowest conduction subband is somewhere 

between the conduction band edges of CdTe and ZnTe. On the other hand, strain 

makes the heavy-hole band of CdTe higher than that of ZnTe. The heavy hole is 

confined to CdTe. Due to the heavy effective mass, the first heavy-hole subband 

of the superlattice is close to the heavy-hole band of CdTe, with the edge of the 

superlattice subband being lower because of quantum confinement. On the other 

hand, strain makes the light-hole band of ZnTe higher than that of CdTe. The 

light hole is confined to ZnTe. The edge of the first light-hole subband of the 

superlattice is lower than that of ZnTe.

The superlattice valence band edge is determined by the higher one of the 

heavy-hole and light-hole subbands. In the case where the heavy-hole subband is 

higher, the superlattice band gap is equal to the energy difference between edges 

of the conduction and the heavy-hole subbands. In the case where the light-hole 

subband is higher, the gap is equal to the energy difference between edges of the 

conduction and the light-hole subbands. The relative positions of the heavy-hole 

and the light-hole subbands depend on the size of quantum confinement, which, 

in turn, depends on layer thicknesses. This results in a superlattice band gap 

whose functional dependence on layer thicknesses is discontinuous.

Results of the calculation of the CdTe-ZnTe superlattice band gap as a func­

tion of the thicknesses of CdTe and ZnTe layer are shown for the unstrained 

(Figure 2.3) and the free-standing strained-layer superlattice7 (Figure 2.4). 

The valence band off-set is taken to be zero for the unstrained system. However, 

the presence of strain effectively changes the value of valence band off-set. We 

assume the change in the valence band off-set is determined by the shift of bulk 

energy bands described by deformation potentials. Notice that in a CdTe-ZnTe
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Figure 2.3: Unstrained CdTe/ZnTe superlattice band gap as a function of layer 

thicknesses. The zero energy is taken to be at the valence band edge of the 

unstrained CdTe. The valence band off-set is taken to be zero.
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Figure 2.4: Free-standing strained CdTe/ZnTe superlattice band gap as a func­

tion of layer thicknesses. The zero energy is taken to be at the valence band edge 

of the unstrained CdTe.
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superlattice, the ZnTe layer acts like potential barrier while the CdTe layer acts 

like a potential well. This explains why in Figure (2.3) and Figure (2.4) the 

band gap changes relatively fast with CdTe layer number while it changes rela­

tively slowly with ZnTe layer number. We also see how different the two graphs 

are. The structure in the plot for the strained case is due to the discontinuous 

functional dependence of the gap on layer thicknesses.

The presence of strain also affects the luminescence intensity. When the high­

est valence subband is heavy-hole-like, the electron and the (heavy) hole are both 

confined in CdTe. They recombine to radiate more readily than in a bulk CdTe. 

This gives rise to higher luminescence intensity from the superlattice than that 

from the CdTe crystal. On the other hand, when the highest valence subband 

is light-hole-like, the electron and the (light) hole are separated in different lay­

ers. The radiative recombination becomes less likely in the superlattice and the 

luminescence intensity is weaker.

In fact, the superlattice band structure may be different if the band off-set is 

not small as have been assumed in the previous discussion. However, the study 

of the specific free-standing CdTe/ZnTe system demonstrates what effects strain 

could have on optical properties.

2.5 Summary

In summary, we have developed the k∙p theory of band structures of strained- 

layer superlattices. Two versions of the theory are presented. In one version, the 

theory provides analytical expressions for dispersion relations of light-particle 

and heavy-particle subbands. It allows us to calculate the dependence of the 

band gap on growth parameters such as layer thicknesses in a quick way. That is 

very useful in devising a proper superlattice with desired properties. On the other
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hand, the theory in the other version is less analytical but more accurate. We 

start with the calculation of complex band structures of constituent materials. 

An eigenstate is labeled by kx, ky, and kz. Generally complex kz is computed 

for each given set of kx, ky, and energy. Continuity of current at an interface 

is expressed through the use of current density matrices. This results in an 

eigenvalue equation for superlattice eigenstates with the eigenvalue exp(-iQd), 

where Q is a superlattice wave vector in the growth direction. Solution of the 

equation results in the superlattice band structure. A superlattice eigenstate is 

labeled by kx, ky, and Q.

We have applied the theory to the CdTe/ZnTe superlattice. It is found that 

the degeneracy of heavy-hole and light-hole bands is lifted by the presence of 

strain in the layers. The light-hole band is lower than the heavy-hole band in 

CdTe, which has the larger lattice constant, while the light-hole band is higher 

than the heavy-hole band in ZnTe, which has the smaller lattice constant. The 

band gap has discontinuous dependence of layer thicknesses, which is due to 

strain-induced splitting of valence band edges. Luminescence intensity from the 

superlattice is increased when effects of strain are such that electrons and holes 

are confined to the same layer. It is decreased when electrons and holes are 

seperated by the strain.

Strain effects in the HgTe/CdTe superlattice have also been studied with the 

theory developed in this chapter. The results will be presented in Chapter 4.
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Chapter 3

k ■ p Theory of Band Structures of 

Semimagnetic Semiconductor 

Superlattices

3.1 Introduction

3.1.1 Background
—l·

In this chapter, we develop k ∙ p method for calculating band structures of 

semimagnetic semiconductor superlattices (SMSCSL). SMSCSL is defined as a su­

perlattice (SL) made up of alternating layers of semiconducting materials, with 

one or more of which being semimagnetic semiconductors (SMSC). A SMSC, 

usually a ternary alloy like Cd(1-1)MnxTe, contains randomly distributed sub­

stitutional magnetic ions, Mn++ for example. It displays interesting and useful 

electrical and optical properties, particularly when being placed in a magnetic 

field. The presence of substitutional magnetic ions in SMSC leads to spin-spin 

exchange interaction between localized magnetic moments and band electrons. 

This, in turn, has rather important consequences on band structures.
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Without the presence of any external magnetic field, a SMSC behaves just like 

a non-magnetic alloy. In the presence of a magnetic field, an electron performs 

orbital motion. Its energy is quantized and forms so-called Landau levels. The 

energy levels are spin-split by the interaction between electron spin and magnetic 

field. More importantly, because the localized spins in a SMSC are preferentially 

aligned in the opposite direction of magnetic field, an internal field is effectively 

created, which acts upon band electrons in addition to the external field. Spin­

splitting of electronic energy levels could be , therefore, greatly enhanced.

With superlattices made up of alternating layers of SMSCs, properties of 

materials become more tailorable. Recently, Cdι-xMna,Te∕Cdι-yMnyTe and 

Hgι-1MnxTe∕Cdι-yMnyTe superlattices have attracted much attention. The 

Cdι-a,Mna,Te∕Cdι-j,MnyTe superlattice has been proposed as a candidate for 

magnetically tunable laser material. The Hgι-xMna,Te∕Cdι-yMnyTe superlat­

tice has been considered as magnetically tunable infrared material. Interesting 

measurements with these systems have been made. For the understanding of 

properties of semimagnetic semiconductor superlattices, it is very important to 

develop a theory to guide the work and to interprète the measured data.

3.1.2 Outline of the Chapter

We restrict our attention to the case where the magnetic field is directed along 

the growth axis of SMSCSL, since it happens to be most potentially useful as well 

as tractable in terms of computation time. Other cases, where the magnetic field 

is not directed in the growth direction of the superlattice, require that further 

approximations be made or that huge amount of computer time be consumed. 

They are not explicitly considered here, for they do not as well illuminate mag­

netic effects on the band structure of a SMSCSL. For illustration, moreover, we 

consider only (001) grown unstrained superlattices whose repeat cycle consists
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of two materials of zinc-blende structure. Multi-layer superlattices, however, can 

be treated in a smilar fashion. The case of a strained-layer SMSCSL will be left 

out, since it can be dealt with by a straightforward combination of theories in 

Chapter 2 and in this chapter.

The nonmagnetic part of the Hamiltonian of a SMSC will be treated within 

the virtual crystal approximation. The magnetic part, i.e., the exchange inter­

action between localized d-level electrons and band electrons, will be dealt with 

within mean field theory5. However, we should note that, by using experimen­

tal values of band gaps and magnetic susceptibilities, the theory will take into 

account empirically higher-order effects, which result in band gap bowing and 

antiferromagnetic cluster formation.

Since the presence of a magnetic field adds a spatially varying vector po­

tential to the Hamiltonian, the translational symmetry of the bulk crystal is no 

longer in the symmetry group. A wave function becomes a sum of products of 

slowly varying functions (envelope functions) and cell-periodic Bloch functions. 

Effective-mass theory is used to calculate envelope functions and energy eigen­

values.

Bulk solutions to the effective-mass equation are linearly combined to form 

superlattice wave functions. Boundary conditions are so formulated that the 

current is continuous at the interface. Imposing boundary conditions and Bloch 

condition results in an eigenvalue equation. Superlattice eigenstates and eigen­

values are evaluated by solving the equation.

With the developed theory, we calculate band structures of Cdι-xMna,Te and 

the Hg1-xMn1Te∕Cdι-t,MnyTe superlattice. Band structures with and without 

the presence of magnetic field are shown.

In Section (3.2), we describe the k∙p theory of band structures of semimag- 

netic semiconductors. Examples of band structures obtained by this method
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are presented for Cdι-1Mna,Te. In Section (3.3), we describe the k ∙ p the­

ory of band structures of semimagnetic semiconductor superlattices. In Sec­

tion (3.4), examples of band structures obtained by this method are presented 

for a Hgι-xMnxTe∕Cd1-yMnyTe superlattice. In Section (3.5), we summarize the 

study.

3.2 Theory of Band Structures of Semimagnetic 

Semiconductors

3.2.1 Outline of the Section

The theory is a second-order perturbation theory1. The Hamiltonian of a 

SMSC in a magnetic field is made up of an unperturbed term and a perturba­

tion. A reference material is chosen such that it has the pseudopotential formed 

by averaging those of constituent materials. Its Hamiltonian is regarded as un­

perturbed. Eigenstates of the reference Hamiltonian are basis functions for per­

turbation calculation. Empirical pseudopotential method (EPM) is performed 

to solve for unperturbed energies and wave functions. It employs a truncated 

but still very large plane-wave basis exp(zG ∙ r)⅛, where G’s are reciprocal lattice 

vectors of constituent materials. The wave function does not include a spin part 

yet. Diagonalization of the reference Hamiltonian matrix results in a number of 

energy bands of the reference material. In a typical calculation, one hundred and 

thirteen plane waves are used. The lowest twenty-three energy bands are kept for 

calculation of superlattice band structure. The lowest conduction band and the 

highest three valence bands are among them.

Spin degeneracy is then included. A set of wave functions are selected, for 

example, the two at the conduction band edge and the six at the valence band
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edge, in the case of zinc-blende structure. They are called “near-in” states while 

the rest are called “far-out” states. Only those superlattice eigenstates will be 

of interest which are primarily derived from the near-in states. In light of this, 

Löwdin perturbation theory is used. Effects of near-in states are included exactly, 

while those of far-out states are included only to first order. This establishes 

the effective-mass Hamiltonian equation for near-in envelope functions. With 

Löwdin perturbation theory, the wave function is calculated correctly to the first 

order and the eigenvalue is calculated correctly to the second order. Solving 

the equation gives band structures of constituent materials. Each eigenstate is 

labeled by kx, kz, and N, which is the Landau level index, instead of kx, ky and 

kz as in the nonmagnetic problem.

However, to calculate the superlattice problem, complex band structures of 

constituent materials are required. The effective-mass Hamiltonian equation is 

transformed into an eigenvalue equation, which has kz (the direction of magnetic 

field is taken to be +z) instead of energy as the eigenvalue. Solving the equation 

results in complex band structures of constituent materials.

3.2.2 Reference Material and Pseudopotential Calcula­

tion

The empirical pseudopotential calculation basically follows that of Cohen2. 

We start with a reference material which has the Hamiltonian

ffκ ≡ (3∙1>

where a and b label the constituent materials, and V∕(r) is the pseudopotential of 

material I described in terms of pseudopotential form factors. Alloy materials are 

treated in a virtual crystal approximation. At this stage, spin-orbit interaction, 

spin-field interaction, and exchange interaction are not included. The reference
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Hamiltonian has at k = 0 eigenfunctions

i⅛ιj=^∑⅛'l5''- (3∙2)

where β labels the various eigensolutions, Ω is the unit cell volume, G is a 

reciprocal lattice vector, and R is an expansion coefficient. The corresponding 

eigenvalue of Uβ is denoted as eig. For crystals of zinc-blende structure, Uβ(r),s 

belong to Γ15-representation at the valence band edge, and to Γι-representation 

at the conduction band edge, in the terminology of group theory. They are 

made to transform like atomic p functions at the valence band edge, and like 

atomic s functions f(r) at the conduction band edge, under the operations of the 

tetrahedral group. They are accordingly denoted as X, Y, Z and S. When spin 

degeneracy is taken into account, we designate them by X↑, X‡, Y†, Y‡, Z↑, Z‡, 

S↑, and SJ,. These states will be taken as the near-in states while the rest belong 

to the far-out states.

3.2.3 Effective-Mass Theory of a Bulk Semiconductor in 

a Magnetic Field

The Hamiltonian

The Hamiltonian H∕ of constituent material I in the presence of a magnetic 
—≠

field B, which is taken to be in z-direction, is

Hl (P + eΛ∕c)2 + w + [vi _ W] + ft
2m

+ -^-σ∙H + He, 
2mc (3.3)

—-≠
where A is the vector potential of magnetic field B, and He is the exchange 

interaction between a band electron and localized d-level electrons. He is modeled
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by

Hε = 52 J(r - Rj)Sj ∙σ,
3

(3∙4)

where j labels Mn++ sites. Within mean field theory and virtual crystal approx­

imation, we have

∑,J(f-Ri}
. 3

He = X (3∙5)

where X denotes Mn++ composition, and j runs over all cation sites since Mn++ 

ions substitute only cations of the crystal in question. Note that (Sa)=(Ss)=O 

since B points to z-direction.

Effective-mass Equation

Now with eigenstates of the reference Hamiltonian as basis functions, pertur­

bation calculation can be performed to solve

Hl⅛ι = El⅛i, (3.6)

for each constituent material. Because the Hamiltonian Hi does not possess the 

translational symmetry of a crystal, the wave function Φi becomes a sum of 

products of envelope functions and cell-periodic Bloch functions:

¾ = ∑σ√p(f∣¾(f) 
β

with normalization

f . U^Uf(τid3r= [m,W' = t (3.7)
√unttceii √Ω

The magnetic field B is assumed to be such that the bulk lattice constant is much 

smaller than the cyclotron radius

a <C (ħc∕eB)1∕2,

so the cyclotron motion encircles many unit cells. In such case the envelope wave 

function of an electron has a narrow distribution in ⅛-space. fβ(r),s are slowly



59

varying on the scale of a unit cell. In other words, fβ(P) ≈ 0 when ∣fc∣ ≈ ∣G∣. 

When putting Eq. (3.7) in Eq. (3.6), we obtain a set of equations for Cβfβ{r}'s∙

We divide the amplitudes fβ(r},s into two sets corresponding to the near­

in states and far-out states. We label them by “d” and “a”, respectively. We 

now look for solutions made up mostly of the d-states, i.e., those which con­

tain Ctιfd(rys as zeroth-order terms and Cα∕α(r),s as first-order terms. The use 

of Löwdin perturbation theory allows us to decouple equations for “d” states 

from those for “a” states. Zeroth-order terms Cdfd's satisfy the effective-mass 

Hamiltonian equation:

∑πd'diιCdfdW

Σ (edSdd> +(P + -AyD-(P+ -A) + + ∙ V + {Ud.∖ΔVl∖Ud}
C C T∏r

+Σ
α
eħ

+

(Ud>∖^Vl∖Uβ}(Uβ∖^Vl∖Ud} ι ħ
4m2c

;(Ud,\(VV ×P)∙σ∖Ud}

2mc
= ElCd∙fd∙(r},

{Ud>∖σ - B∣C∕∙d) + (Ud>∖He∖Ud} CdfdW

where

= δdd, l 1 γ<ud'∖p∖Ua×u-∖pw 
2m m2 a c0 — eα

and

V ≡ (⅞∣p∣⅞) + ∑ <¾'∣f∣ga}<gJ∆r∣gj) + a ⅛
(Udl∖^V∖Ua}(Ua∖P∖Ud) 

e0 - eα
(3∙8)

∏dd∣jz is defined in Eq. (3.8). ∏z is called the effective-mass Hamiltonian. In 

Eq. (3.8), there are no terms explicitly coupling fd with fa. First-order terms 

Cafa,s are related to Cdfd''s by

Cafa(r)
1 y-κr(-P + δ√4∕c) 

e0 ~^ad m
(Ua∖P +-cA∖Ud) +

to — ⅛
+
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(Ua∖AVl∖Ud}}Cdfd(f}, (3.9)

where eθ is the average energy for the near-in states. Derivation of the effective- 

mass equation is described in Appendix A.

C-number Matrix Form of the Effective-Mass Equation

Before looking for solutions to the effective-mass equation which, in its present 

form, is a set of coupled differential equations, we need to cast them into a matrix 

form involving only c-numbers, which can be handled by linear algebra. This can 

be best accomplished by making use of quantum numbers. Quantum numbers 

are associated with operators which commute with the Hamiltonian. When such 

an operator (say, Ô) operates upon the wave function, the operator is replaced 

by the quantum number:

0≠ = λ≠. (3.10)

Thus, if the Hamiltonian in Eq. (3.8) is expressed in terms of such operators, the 

differential equation can be transformed into an algebraic equation.

First, let us investigate symmetry properties of the SMSC Hamiltonian. They 

will allow us to find the accompanying quantum numbers. Let us choose Landau 

gauge and write

A = (-By, 0,0). (3.11)

We then observe that, in Eq. (3.8), components of the operator K ≡ (P+eA∕c)∕ħ 

satisfy the following commutation relations:

— IP J~i
[X1,¾] = - ∣K,,K,] = -------, (3.12)

c

while the others being zero. Since the Hamiltonian Hi given in Eq. (3.3) does 

not gain extra dependence on x or z with the introduction of a magnetic field, it 

preserves the translational symmetry both in x-direction and in z-direction for a
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zinc-blende structure. It suggests that we label each eigenstate of Hi with wave 

vectors kx and kz, and write

Λ(f) =√∣l∙m∙⅛⅛). (3.13)

Then, the differential operators Px and Pz in Eq. (3.8) can be replaced by ħkx 

and ħkz, respectively.

Furthermore, we introduce the creation and destruction operators a? and a, 

where

ai≡V⅛''-,κ∙>-

a=∖∕⅛≈-,κ∙>- <s∙ι4>

Here, ω = eB∣mc is the cyclotron frequency. It can be proved that the creation 

and destruction operators as defined above satisfy the following property:

[δ, a†] = 1. (3.15)

We define the number operator

N ≡ 2†a. (3.16)

Moreover, with the new variable y' ≡ y — ħkx∣rrwj, we have

2t⅛n(√) = √ra + l∕¼+ι(√), 

ahn{y,} = y∕τihn-1(y')

Nhn(y,) = nhn(y,). (3.17)

Here, ⅛n(y') is the harmonic oscillator function with quantum number n:

hn(y') = (∖∕ψ√) ∙ (3.18)
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On the other hand, Kx and Ky can be expressed in terms of the creation and 

destruction operators:

Now, let us put Eq. (3.19) back in Eq. (3.8) and replace Pz there by ħkz. Then 

a and S† are the only operators involving differentiation in ∏d'd5z∙

We can form various linear combinations of the basis functions to facilitate 

the set-up of Hamiltonian matrix. Kramer basis functions prove to be the most 

convenient for that purpose. We list them in the following:

¼(f) = ∣S↑>! U2(r) = ∣i S

%R = ∣⅛(x + .∙r)↑)i E71(rη = 1⅛(X-.T) i); (32θ)

t⅞(f) = l⅛[(X - iY) ↑ +22 W; ¼(0 = !ζ⅛[(X + iY) I-2Z †l); 

t7'W = l⅛ l~(χ - iγ) ↑ +z †l); ¾(r) = l⅛ [(-r + ∙'m +z ↑]>.

We introduce a column vector with the transpose

(Ci/ι, C3f3, C5fζ, Cγfτ, C2f2,C4f4, C6fβ, Csfs}. (3.21)

It turns out that, with Kramer basis and the column vector, the effective-mass 

Hamiltonian ∏ can be written as

∏⅛ ,(∏≈),
(3.22)

where ∏o, ∏⅛, and ∏c are all 4 × 4 matrices.

Let Nm be the number density of cations in the parental nonmagnetic mate­

rial, a ≡ (S∣He∣S)∕Ω and β ≡ (X∖He∖X} ∕Ω describing exchange interaction be­

tween band electrons and localized d-level electrons, C ≡ ⅞2∕m, and s ≡ eB∕ħc. 

Matrix elements of the 4 submatrices can be written in terms of these parameters.
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Let us examine, for example, (∏α)ιι^

(∏a)11 = 2CsA'(N+ ^) + Cs(N + 1) + (A'+ ^)Ck2z +

ec + ∆εc + ^XNma(S^. (3.23)

In (∏o)ιι, the first and the second terms describe spin-splitting and Landau 

level shift. The third term represents the motion in z-direction. ec + ∆eo is the 

conduction band edge. The last term is due to exchange interaction. Values 

of the various terms are calculated with knowledge of the pseudopotential form 

factors and eigenfunctions of the reference Hamiltonian in Section (3.2.2).

Here, the average spin (S^ is empirically determined by Brillouin function: 

(S⅛ = —S*Bs(i),

where S* is the effective saturation spin of the magnetic ion and

Bs(i)
25 + 1 iv,2S + l^ 

coth( ~n"cl i)
2S 2S

1 , l 1 ∖—— coth(--t}. 
2S x2S ', (3.24)

with t = gμSB∕kβT*. Here, S is the saturation spin of a magnetic impurity, 

e.g., 5/2 for Mn++. g is the gyromagnetic factor of the magnetic ion. T* is the 

effective temperature equal to T + Taf- S* and Taf are empirically determined 

and account for effects of the formation of antiferromagnetic clusters, which 

effectively reduces the magnetization. Without any cluster formation, S* = 5/2 

and Taf = θ∙

Solutions to the Effective-Mass Equation

The matrix ∏∕ can be divided into two parts:

∏i = ∏° + ∏i1. (3.25)

While ∏i1 can be treated by second-order perturbation theory, we shall neglect 

it as small. If we neglect B in ∏ and some of the ai2 and a2 terms in the off- 

diagonal matrix elements of ∏α and ∏⅛ (see Appendix A), the effective-mass
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Hamiltonian ∏ reduces to ∏o, which can be solved exactly. It can be proved that 

the eigenvectors of ∏o has the following form
∕

C1hn(y')

1

<⅛-1(y') 

C,5hn+1 (y ) 

C7hn+1(y') 

C2hn+√y')
(3.26)

C4hn+2 (y )

C6hn(y') 

C8hn(y') j

in terms of linear harmonic oscillator functions ∕⅛n(y,),s. For n = —2, we put

Ci = C3 = C5 = Cγ = C2 — Ce = Cs = 0. For n = —1, we put C1 = C3 =

Ce = Cs = 0. For n = 0, we put C3 = 0. The operation of ∏o on the column 

vector in Eq. (3.26) creates the same vector multiplied by a c-number matrix. 

This produces a c-number matrix form of the effective-mass equation. However, 

the inclusion of ∏1 in ∏ will mix an infinite number of vectors with various n.

The c-number matrix form of the eigenvalue equation can be exactly solved 

by numerical method. We thus find eigenvalues and eigenstates of the effective- 

mass Hamiltonian of a SMSC. Each eigenstate is labeled by kx, kz, and n, where 

kz is a real number.

3.2.4 Examples of Semimagnetic Semiconductor Band Struc

tures

In this section, we apply the above theory to the calculation of a SMSC band 

structure. We present the band structure of Cdo.7sMno.22Te in Figure (3.l). The 

magnetic field is zero. The temperature is taken to be zero. The crystal has the 

zinc-blende structure. The band structure is similar to that of the nonmagnetic
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CdTe. Each band is doubly degenerate. The heavy-hole and light-hole bands are 

degenerate at the zone center. The band gap is about 1.94eV in comparion to 

1.6eV for the CdTe band gap. The subsititution of Cd by Mn simply increases 

the band gap.

The band structure of Cdo.78Mno.22Te in the presence of a magnetic field of 

5T is shown in Figure (3.2). The Landau index is N = 1. The temperature is 

taken to be zero to allow for the maximum exchange interaction. The two-fold 

degeneracy of each band is lifted by the magnetic field. Spin-splitting of each 

band is enhanced by the exchange interaction due to Mn++ ions. Valence bands 

show anti-crossing behaviour.

3.2.5 The Complex Band Structure of a Semimagnetic 

Semiconductor

Normally, the eigenstates, with kz being real, describe propagating states in a 

bulk semiconductor. The Born-von Karman periodic boundary condition forbids 

the exsistence of any evanescent states. But in a superlattice, the wave function 

restricted in the layer of a single material does not have to be freely propagating. 

Evanescent states are allowed. This point becomes obvious when we think of the 

quantum mechanics of a step potential. In that case, when the electron does not 

have sufficient kinetic energy to overcome the barrier height, the wave function 

is evanescent inside the barrier. It has the form exp(-∕cz) with a complex wave 

vector iκ,. Generalizing this situation to superlattice problem, we need complex 

band structures of constituent materials to calculate superlattice solutions. Next, 

we present a mathematical scheme for conveniently calculating the complex band 

structure.

In the second-order k - p perturbation theory, the effective-mass Hamiltonian 

matrix ∏ is quadratic in kz. For a given set of kx, kz, and n, the effective-mass
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K (π∕α)

Figure 3.1: The band structure of Cdo.7sMno.22Te at zero magnetic field. The 

temperature is taken to be zero. The zero of energy is taken to be at the valence 

band edge. K is expressed in units of π∕α where a is the lattice constant of 

Cdo.7sMno.22Te.
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Figure 3.2: The band structure of Cdo.7sMno.22Te at a magnetic field of 5T. The 

temperature is taken to be zero. The zero of energy is taken to be at the valence 

band edge at zero magnetic field. The Landau index is n = 1. K is expressed in 

units of π∣a where a is the lattice constant of Cdo.7sMno.22Te.
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equation can be written as

EC = ΠθC = (iΓ0 + H1kz + H2kty C, (3.27)

where Ho, Hi, and H2 are coefficient matrices and are functions of kx and n. 

Here, we use the same symbol ∏o to denote the corresponding c-number matrix. 

Eq. (3.27) can be transformed into an eigenvalue equation for kz, viz.,

0 1 

-jff2-1(H0-β) -E⅛1H1

λ c Ί c Ï
= kz

7 < σ'1' 1 < C(1) ,
(3.28)

where C,(1) ≡ kzC. Note that in this equation we have doubled the dimension of 

the matrix. In a typical calculation, with the Kramer basis functions as near-in 

states, the H matrices are 8 × 8 matrices. Thus the matrix in Eq. (3.28) is 16 × 16. 

This results in sixteen eigenvalues of kz for each given set of kx, n, and E.

Because the various H matrices in Eq. (3.27) are Hermitian, if kz satisfies 

Eq. (3.27) , so does k*. But it does not necessarily follows that kz and k* represent 

different eigenstates. Moreover, if (C1∕1, C3f3, C5f5, C7f7, C2f2, C4f4, C3f3, 

C3f3) is the transposed eigenvector corresponding to kz, then it can be proved 

that (-fc2) is also an eigenvalue with (C,1∕1, C3f3, C5f5, C7f7, -C2f2, -C4f4, 

~C⅛h, -C3fs) being the transposed eigenvector. The degeneracy of kz and 

(-kz) states can be attributed to the invariance of the Hamiltonian under the 

operation of reflection with respect to x-y plane.

The invariance of the Hamiltonian can be verified as follows. First, the unitary 

matrix of the reflection operating on a spinor is bσz, with b being an arbitrary 

constant with the magnitude of unity. The reflection operation on the spatial 

part of the wave function changes spatial coordinates x, y and 2 to x, y and (-z). 

To verify the invariance of the Hamiltonian, let us examine, for example, the σ∙B 

term in the Hamiltonian. Under the reflection, the magnetic field is not affected, 

while σ transforms as follows: σx → -σx, σy → -σy, and σz → σz. Therefore,



69

the σ ∙ B is invariant. We can similarly prove the invariance of other terms in 

the Hamiltonian.

Therefore, for a given set of kx, n, and E, we have sixteen eigenvalues, with kz, 

(-kz), k*, and (—fc*) always appearing together. If no magnetic field is present, 

then it can be proved that kz, (-kz), k*, and (—k*z) always represent different 

eigenstates, whether kz is real or imaginary. In such case each real energy band 

is two-fold degenerate, since there are two different eigenstates for each kz. Each 

band is symmetric with respect to kz = 0 due to Kramer degeneracy, i.e., kz 

and (—kz} states are degenerate. However, with a magnetic field, time reversal 

symmetry is removed. But with the approximation which replaces ∏ with ∏θ, the 

reflection with respect to x-y plane becomes an element of the symmetry group. 

With that, kz and (—kz) states are degenerate and they represent different states. 

However, kz and k* represent the same eigenstate when kz is real, while kz and 

(—fc*) represent the same eigenstate when kz is imaginary.

3.3 Theory of Band Structures of Semimagnetic 

Semiconductor Superlattices

3.3.1 Outline of the Section

In this section, we describe the calculation of a superlattice band structure 

based on complex band structures of its constituent materials.

As mentioned in the previous section, an eigenstate in the bulk material can 

be labeled by three quantum numbers: kx, kz, and n. To calculate a superlattice 

eigenstate, we first select kx, n, and E, and find all the kz,s through complex band 

structure calculation. Usually there are sixteen eigenstates for a given energy. A 

superlattice eigenstate restricted to a constituent material is a linear combination
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of them.

Upon them we impose boundary conditions and the Bloch condition as well. 

The boundary conditions are set up through the use of current density matrices. 

This ensures the continuity of probability current at the interface. The Bloch 

condition expresses the translational symmetry of the superlattice. It allows us 

to associate with each eigenstate a wave vector Q in the growth direction of the 

superlattice. Imposition of these conditions results in an eigenvalue equation. 

The eigenvalue is exp(î'Qd), where d is the superlattice periodicity. The eigen­

vector is a superlattice wave function. This way we obtain the band structure of 

a semimagnetic semiconductor superlattice.

3.3.2 Electron Wave Function in a Single Material

Let Nx,Ny, and Nz be numbers of unit cells traversed in going across the 

sample in x, y, and z direction, respectively, ly is the y-length of a unit cell. 

m[d, n) is the index of the oscillator function for d state in n-Landau level. From 

Eq. (3.9), Eq. (3.13), and Eq. (3.26), the electron wave function for a kz in 

material I is given by

⅜kx,kz,n-,ι(p} — .ei{kzX+k1Z) ∑cifd^ui^ + ∑CafaUatf 
L d α√IVJVr2

— 1 ~ei(kxX+k,Z} V~v rl πl (-Λ
y∕NxNz L/i? d∖kz,kz,n∖.r )■>

with

Fd-,kz,kz,n(∑} — ∖fiv h^d,n)(y')Ud(rj + -⅛ 
m ~

(⅛(d,n)(y')) ∙ (Ua∖P∖Ud}

eo - eα
hm(d,n){y'}{Ua∖^vl∖ud} 

eo — eα

Normalization of the single material wave function requires that

ΣI¾∣2 = 1.
d

(3.29)

(3.30)
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To use this wave function in the superlattice problem, however, we need to 

examine whether extra field is produced by magnetization in the superlattice. 

From basic magnetostatics,

V ∙ B = 0. (3.31)

In the problem, the magnetic field in a layer is uniform and perpendicular to 

the layer. Hence, from Eq. (3.31), B is continuous at the interface. It follows 

that the magnetic field is uniform throughout the superlattice. In other words, 

magnetization in one layer does not influence electronic motion in other layers. 

The wave function described here is valid for use in the superlattice problem.

3.3.3 Boundary Conditions at Interfaces

Now, we need boundary conditions to connect Φ; across the interface. Obvi­

ously we want Jz, the z-component of the probability current, to be continuous 

at every interface. The current matrix element between two states, say, ∣1) and 

∣2), is given by

(1∣Λ∣2) = Xθl∣Pz + ^χ∣2)-(2lP, + ∣Λ∣l))

= ^(<l∣^i2>-<2I^Il>)> (3.32)

since Az = 0 with Landau gauge. The current density operator jz(f0) is given by

ili(⅞) I3> = l<Φ(P - ⅛)a l⅛ - <2∣i(r - fi)Λ!⅛]

Let us define
l⅛J ξ √⅛e"i'x+ti "1⅛t∙'t-'∙,rλ

(3.33)

(3.34)

where J denotes one of the sixteen kz eigenvalues. We shall use the symbol ∣d⅛j∙. r) 

to represent the function corresponding to k*. In terms of

*∣W = ∑<⅛∣⅛).
d

(3.35)
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Now, let us first calculate (dklj, n∖jz(r0)∖dlkj, n,}A, the averaged value of the matrix 

element over a unit cell. Since the superlattice structure preserves the transla­

tional symmetry in x-direction, kx is a quantum number. Hence, in the matrix 

element, kxs become the same. For definitiveness, we take I = a and l' = b. 

Putting Eq. (3.34) and Eq. (3.29) in Eq. (3.33), and integrating over y', we get

I dylo(dkj,n∖jz{fo) ∖d'kj,n^A

1 i(⅛-*,⅛∙ 1 [(HJ)ιiιi,(⅛J + *j,) + m)id, - Δjj,] ⅛,n,,
NxNz∩

where

Δdd'
<¾∣a∣¾χ¾∣∆rι∣¾.)

(Ud∖ΔVa∖Ua}(Ua∖Pz∖Ud.} (3.36)

ħ
m

Σ

The subscript A means the average over a unit cell of constituent materials. We 

have listed ∆,dd∣ in Appendix A.

To calculate the matrix ∫dy'o{d'k^inl\jz{ro)\dk^,^A, we simply set the last 

term in Eq. (3.36) to zero. The matrix ∫ dyθ(d'fcy,n,∣ja(ro)∣dfcy, ^a is similarly 

calculated. The matrix ∫ dy'Q^!k^, n,\jz{fQ}\dk^ ^A is found by taking the complex 

conjugate of ∕ <∕y⅛(d⅛j∖n∣yz(r0)∣d,fej∖n,)Λ∙

The boundary condition expressed through the use of current density matrices 

only couples bulk states with the same n, as indicated by δ function in Eq. (3.36). 

This allows us to take n as a quantum number for a superlattice eigenstate.

Now, we are in a position to connect wave functions across the interface. 

Let us consider a heterostructure with only a single interface. In material Z, 

the superlattice wave functions Φ, with quantum numbers kx, n, and E, can be 

written as

Φ(r5 kx, n,E) = ∑ ∏, E, klz,j),
3

(3.37)
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where Φ/(γ; kx, n, E, ∕⅛w∙),s are eigenstates in material I given in Eq. (3.29). At 

the interface, we must have

∑n^φj(r0) = ∑uιΦj(η,). (3.38)

Following the same procedure as in Chapter 2, we calculate the current density 

at the interface and get

D“ = Vλ —— Tab Db lj] Zs ja j]*tljf> 
i J*3

and similarly

n6 = V'__ jba.Γ)a2A Zs jb di*]lj3'>

where

J"∙,i∙ = Σ(¾.)∙C'',j,(Λ'.⅛∣<i⅛)Λ.
d,d>

(3.39)

From Eq. (3.39), for the two expressions for D", and Dbi to be consistent, it follows

that

∑1 jab 1 jba _ c
To jJ*< Jb ji*j' ~ 0^,ι

i d3*3 di*i
(3.40)

and

∑l jba 1 jab _ c
Jb di,j ja j3,i' ~ °ii'’

j ui∙i j,3
(3.41)

3.3.4 Bloch Condition for a Superlattice Wave Function

A superlattice contains infinite number of interfaces. Since the superlattice 

has translational symmetry in z-direction, a superlattice eigenstate has a super- 

lattice wave vector Q. From Bloch theorem, the superlattice wave function must 

satisfy

Φ(r + d2) = etW(r), (3.42)

where d is the superlattice periodicity.
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3.3.5 Superlattice Eigenvalue Equation

We now choose z = 0 at a certain interface, with material A on its left side 

and material B on its right side. The application of the boundary condition 

at this interface results in Eq. (3.39). At the next right interface we apply the 

boundary condition again. With Eq. (3.42) we then obtain at the neighboring 

interface
pαetQ(da+dt)e-i⅛^α = ∑ A- J^iDbieik<di. (3.43)

i 3*3

We combine Eq. (3.39) and Eq. (3.43) together to obtain the superlattice eigen­

value equation

where

M,

∑Mjl,Daj, = et'O(^+⅛)pj,
3,

— -¾⅛ydq τa⅛ ikhidh τba
ij' - 3 ya,~'j,3*ie ~τl>i*3l'<J{ti

(3.44)

Ja 
j 3*3

(3.45)

This equation can be solved numerically by matrix diagonalization.

3.4 Examples of Semimagπetic Semiconductor

Superlattice Band Structures

In this section, we apply the above theory to calculate band structures of the 

Hg0.95Mn0.05Te∕Cd0.78Mn0.22Te superlattice. Cases with and without magnetic 

field will be shown.

Hgo.95Mno.05Te is a semimetal with a negative band gap induced by symmetry 

inversion. Cdo.7sMno.22Te has the band structure shown Figure (3.1), typical of 

a zinc-blende structure. The band gap is 1.94eV. Hgo.95Mno.05Te has the band 

structure similar to that of HgTe shown in Chapter 4. The p-s gap is — Q.leV.

In Figure (3.3), we show the band structure of the superlattice of 

Hgo.95Mno.o5Te/Cdo.78Mno.22Te at fc∣∣ = 0. The magnetic field is zero. The tern-
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perature is taken to be zero. There are five molecular layers of each material 

in each superlattice unit cell. The Mn++ compositions are chosen such that the 

lattice constants of the two constituent alloys are matched. The strain in each 

layer is therefore zero.

The mini-band structure is due to zone-folding effect in a superlattice. The 

first conduction subband, the first light-hole subband, and the first three heavy- 

hole subbands are shown in the graph. Each subband is actually two-fold de­

generate. The band structure shown here is similar to that for a nonmagnetic 

HgTe/CdTe superlattice, which will be discussed in detail in Chapter 4. The 

band gap is about 0.7eV.

In Figure (3.4), we show band structure of the Hgo.95Mno.o5Te∕Cdo.78Mno.22Te 

superlattice at a magnetic field of 5T. The temperature is taken to be zero. The 

two-fold degeneracy in each band is lifted. There are totally ten subbands shown 

in the graph. If we compare this graph with Figure (3.3), we see that, near the 

zone center, the highest and the fourth valence subbands are spin-split bands of 

the first heavy-hole subband in Figure (3.3). The second and the third subbands 

are spin-split bands of the light-hole subband. The fifth and the sixth, and the 

seventh and the eighth are spin-splitted bands of the second and the third heavy- 

hole subband, respectively. The subbands show anti-crossing behavior. Notice 

that the conduction subbands are almost degenerate at the zone center in the 

superlattice. In contrast, the conduction bands in Cdo.7sMn22Te are spin-split as 

shown in Figure (3.2). This is due to the superlattice structure mixing the s-like 

and p-like states. The s-like states are split opposite to the way the p-like states 

are split. The two spin-splittings nearly cancel out each other at the zone center.
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Figure 3.3: The band structure of Hgo.95Mno.05Te/Cdo.7sMno.22Te superlattice at 

fc∣∣ = 0. There are five molecular layers of each alloy in each superlattice unit cell. 

The zero of the energy is taken to be the valence band edge of Cd0.7sMn0, .22Te. 

The valence band off-set is taken to be zero. K is expressed in units of π/d where 

d the superlattice periodicity.
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Figure 3.4: The band structure of Hg0.95Mn0.05Te/Cd0.78Mn0.22Te superlattice at 

B = 5T. The Landau index is n = 1. There are five molecular layers of each alloy 

in each superlattice unit cell. The zero of the energy is taken to be the valence 

band edge of Cdo.78Mno.22Te at zero magnetic field. K is expressed in units of 

7r∕d where d the superlattice periodicity.
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3.5 Summary

In summary, the k∙p theory of semimagnetic semiconductor superlattices has 

been developed. Mean field approximation and virtual crystal approximation 

are assumed. The effective-mass theory is used to calculate the band structure 

of a SMSC. The complex band structures of constituent SMSCs are computed 

prior to the calculation of the superlattice band structure. With approximations, 

each eigenstate can be labeled by kx, n and kz. The complex kz is calculated 

for each given set of E, kx and n. With approximations, only the eigenstates 

with the same kx and n are coupled in the presence of the interface. The use of 

current density matrices ensures the continuity of current at the interface. An 

eigenvalue equation for the superlattice eigenstate is established. The eigenvalue 

is exp(z'Qd) where Q is the superlattice wave vector in ^-direction. The solution 

to the equation results in the superlattice band structure. Each superlattice 

eigenstate can be labeled by kx, n, and Q. The formalism of this chapter can be 

combined with that of Chapter 2 to treat the band structure of a strained-layer 

semimagnetic semiconductor superlattice.

Band structures of the bulk Cdo.7eMno.22Te and the 

Hg0.95Mn0.05Te/Cd0.78Mn0.22Te superlattice have been shown for both zero and 

finite magnetic fields. The bands are doubly degenerate with no magnetic field. 

The degeneracy is lifted by a magnetic field. The bands show anti-crossing 

behavior.

The method developed in this chapter has been applied to a number of sys­

tems, such as Hgι-xMnzTe∕Cdι-yMnyTe and Cdι-1Mna,Te∕Cdι-vMnaTe super­

lattices. The results will be presented in Chapter 5.
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Chapter 4

Theoretical Study of HgTe/CdTe 

Superlattices

4.1 Introduction

Superlattices of HgTe-CdTe have been proposed as novel materials for ap­

plication as infrared materials1’2, particularly those operating at wavelength be­

yond 10μm. Experimental studies of properties of these superlattices are now 

underway3,4. These man-made systems have the advantage of allowing us to 

adjust a number of properties of the material so that the interesting features 

are near optimum for a given application in the infrared. In this chapter, we 

apply the theory developed in Chapter 2 to analyze the various properties of the 

HgTe-CdTe superlattice and compare them with those of the alloy.

The conventional infrared material is the HgCdTe alloy, which has disad­

vantages such as cut-off wavelength fluctuation and relatively large tunneling 

current. The HgTe has a negative Γ6-Γ8 gap while the CdTe has a positive one. 

Within virtual crystal approximation, the band gap Es of the Hg1Cd1-xTe alloy 

is a linear function of the composition: — 0.3x + 1.6(1 — x). Photons with energy



81

less than the band gap are not absorbed. The cut-off wavelength is determined 

by the band gap of the alloy:

λc = hc∣Eg(x}.

For detecting infrared light with wavelength of 8-14μm, the band gap must be 

made near zero. For example, a band gap of 0.1eV gives a cut-off of 12μm. In fact, 

when the band gap is exactly zero, a singularity exists and the cutoff is infinite. 

This makes the control of cut-off difficult for infrared absorption. A fluctuation 

in the composition during growth may result in a relatively large variation in the 

cut-off. Moreover, in a narrow-gap HgCdTe alloy, effective masses of the light- 

hole band and the conduction band are directly proportional to the band gap. 

Thus, as the band gap is made small, so are the effective masses. This increases 

the leakage current produced by tunneling electrons in a photodiode.

On the other hand, in the case of superlattice, the band gap is controlled 

by the thicknesses of the HgTe and CdTe layers. The dependence of the cut­

off on growth parameters such as layer thicknesses is smooth. Qualitatively, the 

superlattice can be modeled by a quantum well. The HgTe layers act as potential 

wells while the CdTe layers are like energy barriers. Or equivalently, the band 

gap is inversely proportional to the square of the HgTe layer thickness:

¾ oc —, (4.l)

where L is the well thickness. In other words, the cut-off has a square dependence 

on the HgTe layer thickness:

λ oc L2. (4.2)

Although this approximation is not really valid for a HgTe/CdTe superlattice, 

it does give us some idea about the smooth dependence of the cut-off on growth 

parameters such as layer thicknesses. Furthermore, the effective mass can be
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made large with large CdTe layer thickness while the band gap can be made 

small with wide HgTe layers. With the superlattice, we decouple the unwanted 

relation between the effective mass and the band gap in the alloy.

The near band-edge optical properties of such superlattices are very important 

for the applications that are envisioned. The displacement D is related to the 

electric field E by

D = eÊ, (4.3)

in an isotropic dielectric material, where e is the dielectric function. The imag­

inary part of the dielectric function makes the displacement D and the field Ë 

oscillate in different phases in time. The energy of the field is then absorbed 

by the material. The optical absorption is roughly proportional to e2(ω), the 

imaginary part of the dielectric function. For either photoconductive or photo­

voltaic detectors, the knowledge of light absorption as a function of frequency is 

required. The function determines amount of the carriers generated by the light 

and, hence, determines the current or the voltage. The understanding of e2(ω) 

is thus important for exploration of the super lattice as IR materials.

However, the dielectric function depends on the superlattice band structure 

which, in turn, depends on the value of the valence band offset. The valence 

band offset, defined as ΔEυ = E^aTe — E^dτe throughout the chapter, describes 

the relative positions of HgTe and CdTe valence band edges. Therefore, it effec­

tively determines the barrier height in the superlattice problem. In spite of both 

theoretical and experimental efforts, the precise value of the band offset for this 

heterostructure is currently not well known.

On the theoretical side, the common anion rule12,13 states that the location 

of the valence band edge relative to the vacuum level (energy gap plus electron 

affinity) depends heavily on the anion of the compound semiconductors and, 

hence, predicts essentially zero valence band offset for the HgTe-CdTe superlat-
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tice. The LCAO theory of Harrison states that the valence band maximum at k 

= 0 is given by Eυ = (εcp + e“)/2 - {[(e≈ - e“)/2]2 + K⅛}1∕2 where ecp is the p-state 

energy on the metallic atom (cation), e“ is the p-state energy on the nonmetallic 

atom (anion) and the matrix element Vxx is an appropriate interatomic matrix 

element between atomic p states on adjacent atoms14. The valence band offset 

is given by the difference in these absolute energies. The LCAO theory agrees 

with the common anion rule on the estimated value of the band offset, which is 

nearly zero. On the other hand, the recent theories of Tersoff15 and Harrison16 

predict a large valence band offset of ~ 0.5eV.

On the experimental side, an early experiment performed by Kuech and 

McCaldin17 gave a large value 0.52eV for the upper limit of the valence band 

offset, but the value could be quite different due to interdiffusion in the sample 

and inversion at the interface. The recent magneto-optic experiment of Guldner 

et al5 concluded that ΔEυ = 40meV. However, recent theoretical work10 has 

shown that the failure to include strain in the theoretical work of Guldner et 

al5 made the interpretation of their data suspect. On the other hand, the X-ray 

photoemission spectroscopy (XPS) measurement6’7 gave 0.35eV for the value of 

valence band offset.

Thus, the value of the valence band offset could be any number from 0 to 

0.5eV. The uncertainty in the band offset leads naturally to the question how 

sensitive the properties of the superlattice are to the value of band offset.

As to the crystal structure, the lattice constants of HgTe and CdTe are not 

exactly the same ( dHaTe =6.462 Â and dCdre=6.482Â), and, hence, there is lattice 

mismatch in the superlattice. Generally speaking, the layers in the superlattice 

may be strained with essentially no misfit defect generation if the layers are 

sufficiently thin and the difference in lattice constants of constituent materials is 

less than a few percent18’19. Superlattices have been grown both on CdTe and
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CdZnTe substrates. The CdZnTe substrates are chosen to near lattice match 

the HgCdTe. The superlattice grown on CdTe produce the largest strain in the 

HgTe since the HgTe will be under maximum strain and CdTe will be unstrained. 

We will be considering this case to illustrate strain effects in the superlattice. As 

commonly known, the strain in the HgTe-CdTe superlattice opens up a band gap 

in the HgTe and, hence, converts the semimetallic HgTe into a semiconductor. 

The same phenomenon was found in α-Sn. The conversion of HgTe layers is 

expected to have effects on the properties of the HgTe-CdTe superlattice.

In Section (4.2), we present the optical properties of the HgTe/CdTe super­

lattice in terms of the imaginary part of the dielectric function. In Section (4.3), 

we present the band gap and optical properties of the HgTe-CdTe superlattice 

as functions of the valence band offset. In Section (4.4), we present a study of 

strain effects on the band structure, the band gap and optical properties of the 

HgTe-CdTe superlattice at zero temperature. In Section (4.5), we summarize the 

study.

4.2 Optical Properties of the HgTe/CdTe Su­

perlattice

In this section, we discuss optical properties of the HgTe/CdTe superlat­

tice, particularly light absorption. The absorption as a function of frequency 

determines the wavelength cutoff. For intrinsic case, the wavelength cutoff λc 

is determined by the band gap. For wavelengths shorter than λc, the incident 

radiation is absorbed and electron-hole pairs are generated. Hence, knowing the 

absorption function a(ω) is important for characterizing an IR material.

The absorption function describes the decay of the incident light intensity as
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a function of the traversing depth:

I(z} — Io exp(-az).

Roughly speaking, the absorption is proportional to the imaginary part of the 

dielectric function. The absorption function a is related to the imaginary part 

of dielectric function e2(ω) by the formula

ωe2
« = ---- ,cn

where c in the light velocity, and n is the real part of the index of refraction. For 

a nonabsorptive material, the imaginary part of the dielectric function is zero. 

The complex index of refraction is

n + ik = ∖Je1-∖- ie2. (4.5)

To determine a, we need not only e2 but also n, which is a function of both 

e1 and e2. In principle, with the knowledge of e2(ω), the function ei(ω) can be 

calculated through Kramers-Kronig relation:

2 „ f∞ se2(ω)7 fc

ι∏ = lp i7Γ JO ωi
-ds. (4.6)

However, this requires full knowledge of e2(ω), i.e., the value of e2 at any fre­

quency. In practice, we will model ∈ι(ω) very roughly to get some idea about the 

absorption.

4.2.1 Dielectric Function

We discuss near band edge optical properties. Only interband transitions are 

considered. Our discussion will center on e2, which is a second rank tensor. For 

a zinc-blende crystal, the k ∙ p theory in first-order approximation gives a band 

structure which is isotropic in k space. Thus e2 reduces to a scalar. However, the
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superlattice structure has a unique direction which makes energy bands cylin- 

drically symmetric. Therefore, two independent parameters are necessary for 

specifying e2. These two parameters correspond to polarizations of light parallel 

and perpendicular to the layers, which are denoted as e∣ and , respectively.

With the assumption that the field spatially varies appreciably only on the 

scale of a large number of unit cells, perturbation theory gives the expression for

£2·

4π2e2
m2ω2

d3k
(2τr)3 δ[Ee(k) — Ev(k) — ħω]∖ < c∣e ∙ p∣u > (4.7)

where ω is the photon frequency, c and v refer to degenerate conduction and

valence bands, respectively, ê denotes the direction of polarization and p is the 

momentum operator. If we assume the matrix element is a smooth function of

k, then in the previous equation, we can factor the matrix element out of the

integral and get

e2(ω) oc D(ħω) ∣ < c∣e ∙ p∖υ > ∣2, (4.8)

where D(ħω) is the joint density of states at the energy ħω, describing the number 

of pairs of states available as initial and final states to the electronic transition

Eυ(k) → Ec(k) = Eυ(k) + ħω.

Here only direct transitions are considered. We have neglected the spatial 

dependence of infrared field, which varies smoothly over a few thousands of Â. 

Indirect transitions involving phonons or other elementary excitations are higher- 

order processes, and hence are neglected.

We have studied both e2 and for the superlattice. However, is found 

to be smaller than eJj. For perpendicular polarization, (cl ∣p^ ∣∕2,∕2l), the optical 

matrix element between the heavy-hole-like and conduction subbands, is near 

zero. Optical transitions between heavy-hole-like and conduction subbands are 

unlikely. But (cl∖pz∣Zhl >, the matrix element between the first light-hole-like
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and the first conduction subbands, is finite. Hence, q⅛- is primarily determined 

by optical transitions between the light-hole-like and conduction subbands. Due 

to the small joint density of states, Cj is relatively small. However, with parallel 

polarization, (cl∣p∣∣∣⅛∕ιl > is finite, e!j is determined primarily by optical tran­

sitions between the heavy-hole-like and conduction subbands. The large joint 

density of states results in a relatively large e!j. The configuration of parallel 

polarization is hence preferred for IR detection. The study of optical properties 

in this chapter will center on e!j∙

We have calculated e2 for superlattices in two ways. To evaluate the integral 

over the first Brillouin zone for e2, we can perform effective-mass model calcu­

lations, assuming that the momentum matrix element is a smooth function of 

the wavevector, replacing the momentum matrix element with its value at zone 

center and taking it out of the integral. In the effective-mass approximation, we 

found that, for the transitions between a valence band i and a conduction band

yjħuj -  Eg
e2(ω)t∙i = Aij ,

where

Aij = 4∖∕2(e2∕m2⅞)m∣∣my2∣ < j∖e ∙ p∖i > [2 (4.9)

is to be averaged over direction and summed over degenerate bands i and j. Here, 

l∕m∣∣ and l/m± are the parallel and perpendicular components to the interface 

of l∕r∏j — l∣m,i, repectively. mj∙ and m,∙ are the effective masses. The dielectric 

function of the alloy can be calculated in a similar way. In such case, the band 

structure is taken to be isotropic. So the parallel and perpendicular masses are 

equal.

We can also employ an interpolation scheme similar to that proposed by 

Raubenheimer and Gilat8 and calculate the integral in Eq. (4.7). The difficulty 

with ordinary schemes for numerical integration (such as Simpson’s rule) is that



88

the integral, involving a δ function, makes the numerical convergence very slow. 

The scheme of Raubenheimer et al speeds up the convergence.

4.2.2 Band Structures of HgTe, CdTe and HgCdTe

Band-edge features for the valence band and conduction band of HgTe and 

CdTe are shown in Figure (4.1). The valence band edges are tentatively aligned 

to reflect the smallness of the valence band offset. CdTe is a wide gap semi­

conductor; whereas, HgTe is a symmetry-induced zero gap semiconductor. In 

CdTe, the states at the valence band maximum and at the conduction band min­

imum have Γ8 and Γ6 symmetries, respectively. The Γ6-states are conduction 

band edge states which transform like atomic s functions. The Γ8-states include 

heavy-hole (∣3∕2,±3∕2}) and light-hole (∣3∕2,±1∕2)) states. The Γ7-states are 

split-off (Il∕2√tl∕2)) states. The k∙p matrix element between the ∣S ↑) (∣S ‡)) 

function of Γ6 symmetry and the ∣3∕2,l∕2) (∣3∕2,-1∕2}) function of Γ8 symme­

try pushes the conduction band and the light hole band away from each other. 

However, in HgTe the states at the valence band maximum and at the conduction 

band minimum both have Γ8 symmetry. The states of Γβ symmetry lie below the 

Γ8 edge in HgTe. This is because the relativistic effect in HgTe is so large that 

it brings down the Γθ states below the Γ8 states. Again the k.p matrix element 

makes them curve away from each other. The heavy hole band remains curving 

down since the heavy-hole states do not couple to the Γ6 states.

The interband optical matrix element in HgTe at k=0 is given by (Γ8∣p∣Γ8). 

This matrix element, while not zero, is known to be small. The optical absorption 

in CdTe is governed by (Γ6∣p∣Γ8) which is quite large. The band structure of a 

HgCdTe alloy with a positive Γ6-Γ8 gap is similar to that of CdTe except that 

the band gap is smaller. The value of the momentum matrix element remains 

the same in zero-order approximation. However, the joint density of states, being
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BAND STRUCTURES

HgTe

Γ
8

Figure 4.1: Band structure for HgTe and CdTe near the center of the Brillouin 

zone for HgTe-CdTe superlattices. Band offsets and symmetries of bulk states 

are also shown.
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proportional to m*3∕2 (or Eg3∕2), is small for the alloy with a small band gap.

4.2.3 Band Structure of a HgTe/CdTe Superlattice

In Figure (4.2), we show the band structure of a representative superlattice. 

The calculation was carried out for 14 layers of HgTe and 4 layers of CdTe. The 

band offset is taken to be 40meV and the strain in the layers is taken to be 

zero. Energy dispersions are shown for both wave vectors perpendicular to the 

layers kz (measured in units of π∣dsL∙, where dsL is the total thickness of each 

repeat of the superlattice, 60Â in this case) and for wave vectors parallel to the 

layers kx (measured in units of π∕α, where a is the lattice constant of bulk HgTe, 

approximately 6.42A). The superlattice has a direct band gap. Zone-folding 

effects in the superlattice growth direction are clearly illustrated in the graph. 

This results in a mini-band structure. The dispersion in z-direction is relatively 

flat. In the superlattice with a small gap, with the assumption of small valence 

band offset, the valence band states have almost pure Γ8-character, while the 

conduction band states have finite Γβ-character in the HgTe layer and primarily 

Γ8-character in the CdTe layer. Hence, the optical matrix element is finite but 

smaller than that for the alloy. The thicker the HgTe layer, the larger the matrix 

element. On the other hand, since the CdTe layer is the potential barrier, the 

thicker the CdTe layer, the larger the perpendicular effective mass and the joint 

density of states.

4.2.4 Comparison of Superlattices and Alloys

In this section, we present the comparison of optical properties of the 

HgTe/CdTe superlattice and the HgCdTe alloy. As mention, the alloy has a small 

joint density of states and a large optical matrix element, while the superlattice 

has a reduced optical matrix element and a large joint density of states. From
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HgTe-CdTe SUPERLATTICE

Kχ (π∕α) Kz (π∕dsι)

Figure 4.2: Band structure of a representative superlattice. The zero of energy 

is taken to be the valence band edge. Dispersion for wave vectors perpendicular 

to the layers kz and for wave vectors parallel to the layers kx are both shown.
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Eq. (4.8), the dielectric functions for the superlattice and the alloy might be 

comparable. We have carried out numerical evaluation of dielectric functions.

The results of our study are presented in Figures (4.3) and Figure (4.4). In 

Figure (4.3), we have plotted the near band edge values of 4(u>) for a wide band 

gap superlattice made up of 38.5Â thick layers of HgTe alternating with 38.5 Â 

thick layers of CdTe. The resulting superlattice has a band gap at 0.233 eV. The 

polarization of the light is parallel to the layers. For comparison, the results 

for an alloy with the same band gap are shown. The important result of this 

calculation is that the magnitude of e2(ω) f°r the superlattice is comparable to 

that of the alloy.

In Figure (4.4), we present the results for a superlattice containing 70.6 Â 

thick layers of HgTe and 70.6 Â thick layers of CdTe in one unit cell. This 

superlattice has a small band gap about equal to 0.107eV. The cut-off wavelength 

is about 12μm. The polarization of the light is parallel to the layers. The 

exciting results are that the superlattice has e2(ω) larger than that for the alloy.

To compare the absorption, we need, as mentioned, to calculate n or cχ. In 

principle, eχ can be calculated through the use of Kramers-Kronig relation if e2 

is given for all frequencies. But in fact, we do not fully know the imaginary 

part of the dielectric function. It can be calculated only if we know the band 

structure of the superlattice over the whole range of energy. We need to make 

rough approximation to estimate n. We assume that n of the superlattice is 

about equal to that of the alloy, since n does not change by orders of magnitude 

with semiconductor materials.

Hence, with the assumption about n, we get some idea about the absorption 

by calculating only e2. Optical properties of the superlattice near the band edges 

are such that the absorption may be comparable to or even bigger than that for 

the alloy.
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PHOTON ENERGY (eV)

Figure 4.3: Predicted ej vs. photon energy. The superlattice is made up of an 

alternating structure consisting of layers of HgTe 38.5 Â thick and layers of CdTe 

38.5 Â thick. The superlattice has a band gap of 0.233 eV. For comparison, e2 

for the alloy of the same gap is also plotted.
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Figure 4.4: Predicted e∣ vs. photon energy. The superlattice is made up of an 

alternating structure consisting of layers of HgTe 70.6 Â thick and layers of CdTe 

70.6 Â thick. The superlattice has a band gap of 0.107 eV. For comparison,e2 

for the alloy of the same gap is also plotted.
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4.3 Band Offset and Optical Properties

In the previous section, we have assumed that the valence band offset is zero. 

As mentioned, the offset of HgTe valence bands with respect to those of CdTe 

varies from 0 to 0.5eV. In this section, we examine the effect of variation in the 

band offset on the band gap and optical properties of the HgTe-CdTe superlattice. 

We have calculated the band gap and optical properties of the superlattice with 

the band offset (ΔEv = E1υlaτe — E^dτe} varying around zero.

In Figure (4.5), we show the band gap as a function of the band offset for 

three superlattices with unit cells composed of 50 Â HgTe and 50 Ä, 50 Â HgTe 

and 25 Â CdTe, and 50 Â HgTe and 75 Â CdTe, respectively. As the valence band 

offset becomes negative, the conduction and the valence band edges move toward 

each other. As the band offset becomes positive, both edges move in the same 

direction. But the valence band edge moves more in the energy. As shown in 

the figure, the band gap has a maximum at ΔAu = 0meV and decreases by a 

small amount with respect to a variation in ΔEυ around zero. In contrast, the 

variation in band gap with Δ-E,u < 0meV is faster than that with ΔEυ > 0meV.

In Figure (4.6), we show optical properties as a function of the band offset. 

Only transitions from the heavy-hole-like band to the first-conduction band are 

considered, since they determine near band-edge absorptions. The effective mass 

of the valence band is taken to be infinite compared to the effective mass of 

the conduction band. A is plotted versus the band offset for the superlattice 

with alternating layers of 50 Â HgTe and 50 Â CdTe. The electric field is taken 

to be parallel to the interface. It is found that A is a slowly varying function 

with ΔEυ > 0meV around zero. However, A decreases relatively fast as ΔE,u 

becomes negative. This has to do with the fact that the electron and the hole 

are confined in different layers, namely, HgTe and CdTe layers, respectively, in 

the case of negative ΔJElu. The recombination rate of the electron and the hole
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Figure 4.5: The band gap as a function of the band offset for three superlattices 

with unit cells composed of 50 Â HgTe and 50 Â, 50 Â HgTe and 75 Â CdTe, and 

50 Â HgTe and 25 Â CdTe.
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Figure 4.6: A is plotted versus the band offset for the superlattice with alternating 

layers of 50 Â HgTe and 50 Â CdTe. The electric field is parallel to the layers.



98

is decreased. This results in a small optical transition rate, and hence small e2.

4.4 Strain Effects and Optical Properties

The HgTe/CdTe superlattices have been fabricated on two different sub­

strates, CdTe and CdZnTe. The CdZnTe have Zn concentrations which make 

the lattice constant of the substrate nearly match the average lattice constant 

of the HgTe-CdTe superlattice. In this section, we examine the role of strain 

in the HgTe layers in HgTe-CdTe superlattices grown on CdTe substrates. We 

will discuss the effects of strain on the band structure, the band gap and optical 

properties of the superlattice. The CdTe substrates result in the largest strain in 

the HgTe layers of the superlattice. The lattice constant of the overall superlat­

tice structure is that of the CdTe. The strain is in the HgTe layers only. CdTe 

layers are unstrained.

In Chapter 2, we have seen that the strain in the CdTe/ZnTe super lattice 

pushes the light-hole band upward in the ZnTe which, having the smaller lattice 

constant, is under biaxial tensile stress. In a HgTe/CdTe superlattice grown 

on CdTe substrate, the HgTe layer, with the smaller lattice constant, is also 

under biaxial tensile stress. The conduction band in the HgTe actually has the 

light-hole band character (recall the inversion of Γ6-symmetry and Γβ-symmetry 

shown in Figure (4.1). It gets pushed upwards by the strain. Thus a finite band 

gap is opened up. This results in a strain-induced semimetal-semiconductor 

transition. As a result, some features of the superlattice band structure may 

change with the presence of a strain. In Figure (4.7), a strained HgTe band 

structure is shown. The strain is taken to be the same as that in the HgTe layer 

in a (111) HgTe/CdTe superlattice grown on CdTe substrate. HgTe, with the 

smaller lattice constant, has a positive volume dilation. With that, the Γ8-levels,



99

Figure 4.7: The band structure at zero k∖∖ for the strained HgTe. The dispersion 

is along the growth direction of the superlattice. The strain is that in the HgTe 

layer in a superlattice grown on a (ill) CdTe substrate, a is the lattice constant 

of the bulk HgTe. The band gap is around 14meV.



100

being bonding orbitals in LCAO (linear combination of atomic orbitals) picture, 

become higher in energy. Figure (4.7) shows that the center of weight of Te­

states is pushed up compared to that in unstrained HgTe, which is taken to be 

zero in the energy scale. However, the Γβ-levels are anti-bonding orbitals. The 

energy decreases with a positive volume dilation. The band gap opened up by 

the strain is approximately 14meV. We expect strain induces the same order of 

magnitude changes in super lattice band structures. They are discussed in the 

next paragraph.

In Figure (4.8), we show the band structures at zero fc∣∣ for the superlattice 

grown on a (ill) CdTe substrate. There are 180Â of HgTe and 44Â of CdTe in 

each unit cell of the superlattice. This particular superlattice was chosen, since 

it was the one studied by Guldner et al5. On the left of Figure (4.8), we show 

the band structure for the unstrained superlattice with zero valence band offset. 

The structure agrees with the result of Guldner et al5. The band gap is near 

zero. The top two valence subbands are accidentally degenerate due to the choice 

of zero valence band offset in our calculation. The highest valence subband is 

derived from 13/2,3/2 > and ∣3∕2, —3/2 > heavy hole bands of HgTe and CdTe, 

and the second valence subband is related to ∣3∕2,l∕2 > and ∣3∕2, —1∕2 > light 

hole bands of HgTe and CdTe. As shown on the right of Figure (4.8), the band 

structure for the strained superlattice shares some common features with that 

of the unstrained one. The strained superlattice has a direct band gap. The 

band gap is about zero. The effective masses of the electron and the hole are 

about 0.002me, and the effective mass of the heavy hole is about 2me for the 

motion perpendicular to the layer. The effective mass of the electron is about 

0.007me for the motion parallel to the layer. These values are comparable to those 

for the unstrained superlattice. However, interesting differences are observed in 

the strained superlattice band structure. The degeneracy of the two valence



101BAND STRUCTURES HgTe-CdTe SUPERLATTICE

Kz (π/d) Kz (π∕d)

UNSTRAINED STRAINED
Figure 4.8: The band structure at zero fc∣∣ is shown for the superlattice grown on 

a (111) CdTe substrate. dsL is the lattice constant of the superlattice. There are 

180 Â HgTe and 44 Â CdTe in each unit cell of the superlattice. On the left is the 

band structure for the unstrained superlattice. The band gap is about 3meV. 

The top two valence subbands are degenerate in our calculation. On the right is 

the band structure for the strained superlattice. The band gap is about 2.7meV. 

The separation between the top two valence subbands is 10meV.
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subbands is lifted. The separation between the two valence subbands is 10meV. 

The upper valence subband is light-hole-like while the lower one is heavy-hole­

like for wave vectors perpendicular to the layer. For the motion parallel to the 

layer, the effective mass of the hole of the upper valence subband is 0.05me 

which is larger than that of the lower one 0.006me. We have also studied the 

band structure of the (001) strained superlattice of the same composition. It 

has a band structure similar to that of the (111) strained superlattice. The 

band gap is 2meV. The separation between the two valence subbands is 14meV. 

We would like to stress that the band structure plotted here for the strained 

superlattice is qualitatively different from that obtained under the conditions 

of zero strain and 40meV offset by Guldner et al5. Guldner et al5 obtained an 

inverted valence band structure in which the upper valence band is heavy-hole- 

like. Consequently, the effective masses of the subbands occur in different order 

in the two cases. In a magneto-optical experiment, the valence band offset is 

determined by adjusting its value to fit various observed transitions between 

Landau levels. The adjustment depends on effective masses of the subbands. 

Therefore, the difference in the order of effective masses may lead to a new value 

of band offset. Interpretation of magneto-optic data with a model including 

strain is important for extracting the correct value.

In Figure (4.9), we present the band structures at zero ⅛∣∣ for the (111) su­

perlattice consisting of alternating layers of 70.6 Â of HgTe and 70.6 Â of CdTe. 

The band structure of the unstrained superlattice with zero valence band offset 

is shown on the left of Figure (4.9). The band gap is about 0.1eV. The top 

two valence bands are degenerate in our calculation. The band structure of the 

strained superlattice is shown on the right of Figure (4.9). The strained super­

lattice has a direct band gap. The highest valence subband is light-hole-like and 

the second valence subband is heavy-hole-like for the motion perpendicular to
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Kz (π/d) Kz (π∕d)

UNSTRAINED STRAINED
Figure 4.9: The band structures at zero fc∣∣ for the (111) superlattice consisting of 

alternating layers of 70.6 Â HgTe and 70.6 Â CdTe. dsι, is the lattice constant of 

the superlattice. On the left is the band structure for the unstrained superlattice. 

The band gap is about 0.1eV. The top two valence subbands are degenerate in 

our calculation. On the right is the band structure for the strained superlattice. 

The band gap is 3meV less than that in the unstrained superlattice. The two 

valence subbands are separated by 7meV.
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the layer. This superlattice has a band gap which is 3meV less than that in 

the unstrained superlattice. The two valence subbands are separated by 7meV. 

The effective masses of the electron for motions perpendicular and parallel to the 

layer are about 0.1me and 0.03me, respectively. For the motion perpendicular to 

the layer, the hole of the first subband has an effective mass 0.06me, while that 

of the second subband has one about me. For the motion parallel to the layer, 

the hole of the second subband has an effective mass about 0.08me, while that of 

the first subband has a larger one about 0.5rae. Strain effects on the band gap 

are not big for a thin-layer superlattice such as the one discussed here. Shift on 

the order of 10meV in some of the energy bands is caused by the strain. For the 

(001) superlattice of the same composition, the band gap is 95meV, and the two 

valence subbands are separated by 12meV.

In Figure (4.10), we show 4(ω), ^-he imaginary part of the dielectric constant 

for the electric field polarized parallel to the layers, for the superlattice whose 

band structure is plotted on the right of Figure (4.9). The curve shows that the 

superlattice is direct with e!∣(ω) oc - ¾)1^2 near the band edge. At higher 

frequencies e∣(ω) increases more rapidly as the transitions between the second 

valence band and the conduction band begins to contribute to £2- Only direct 

transitions are included in the calculation. Since the superlattice is direct, the 

largest contribution will come from the direct transitions. Hence, we expect the 

inclusion of indirect transitions will make a small change in the results which are 

obtained. Results given here are similar to those obtained in the previous calcu­

lation which assumed zero strain. We again found that (ω) of the superlattice 

under the strain is comparable to that of the HgCdTe alloy with the same band

gap.
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PHOTON ENERGY (meV)

Figure 4.10: Predicted el vs. photon energy. The superlattice considered here 

is made up of an alternating structure consisting of layers of HgTe 70.6 Â thick 

and layers of CdTe 70.6 Â thick.
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4.5 Summary

4.5.1 Optical Properties

We found that the optical matrix element for the alloy is larger but the joint 

density of states for the superlattice is larger. Since the optical absorption is 

determined by both the matrix element and the density of states, the superlattice 

could have absorption comparable to that for the alloy. Furthermore the fact that 

superlattices of various layer thicknesses may have the same band gap, implies 

the possibility of adjusting optical properties independent of band gap. With 

thicker HgTe, the optical matrix element can be increased, while with thicker 

CdTe, the effective mass and hence the joint density of states are increased. The 

optical properties of the superlattice can be tuned to be near its optimum. We 

have presented the comparison of the optical absorption of the superlattice with 

that of the HgxCdι-xTe alloy. Since we do not know eι(ω), a crude approximation 

is made that n, the real part of the index of refraction, is about the same for the 

superlattice and for the alloy. This simplifies the comparison of the absorption 

down to that of ∈2(ω), the imaginary part of the dielectric function. Our results 

show that the superlattice, with its larger joint density of states, produces e∣ 

larger than that of the alloy with the same band gap. We therefore conclude 

that the superlattice might have absorptions comparable to those of the alloy.

4.5.2 Band Offset Effects

We have studied the dependence of the band gap and optical properties on the 

valence band offset. We found that the band gap and the optical properties of the 

superlattice are slowly varying functions with positive ΔEυ (= E^gTe — E^dτe) 

near zero. However, they vary relatively fast as ΔEυ becomes negative. In 

general, a large variation in the band offset may also lead to a large change in
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the band gap and optical properties of the HgTe-CdTe superlattice. At a negative 

offset, the electron and the hole are separated and the radiative recombination 

rate is decreased. The optical absorptions are expected to decrease.

4.5.3 Strain Effects

We have studied the influence of strain on HgTe-CdTe superlattices grown on 

CdTe substrates. We found that the strain makes changes in the band energies 

on the order of 10meV. The changes in the optical properties and band gaps 

of superlattices with gaps near 100meV are found to be small. However, for 

superlattices with thicker layers of HgTe or for transport properties, the changes 

in the band structure could be very important. The light-hole-like subband 

is pushed up above the heavy-hole subband at zero valence band offset. The 

majority carrier at low temperature would be light-hole-like while they would 

be heavy-hole-like in the unstrained superlattice. The conductivity is thus very 

sensitive to the appearance of strain. However, for most of the superlattices 

of interest for infrared detector application out to 20 μm, strain effects result in 

small changes in the band gap and imaginary part of the dielectric constant. The 

band gap changes by a few meV with strain included, 4 curve contains a small 

tail corresponding to optical transitions from the light-hole-like subband to the 

conduction subband.
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Chapter 5

Theoretical Study of

Semimagnetic Superlattices in a 

Magnetic Field

5.1 Introduction

5.1.1 Semimagnetic Semiconductors

Novel Materials

The new group of semiconducting materials, semimagnetic semiconductors 

(SMSCs) or diluted magnetic semiconductors, has been extensively studied. SM- 

SCs are in fact solid solutions of Aγ^xMxB type which are formed by the sub­

stitution of the A component in an ordinary semiconductor AB by 3d or 4/ M 

component. If the MB compound is a magnetic semiconductor, then Aι-xMxB 

solid solutions are continuously filling the gap between normal nonmagnetic and 

magnetic semiconductors. In this case Ai-xMxB is the missing link between AB 

and MB and the terminology semimagnetic semiconductors adequately reflects
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the situation.

In a zero external magnetic field (B = 0), typical SMSCs such as Cdχ-xMnxTe 

or Hgι-xMnxTe behave like their normal nonmagnetic counterparts. They have 

conduction and valence band structures which depend on Cd or Hg substitu­

tion by Mn. Changing the composition x, we can modify band structures, e.g. 

effective masses of electrons and holes, the forbidden energy gap Es, etc.

The qualitative difference between Hg1-xMnxTe and Hgχ-xCdxTe, for exam­

ple, is revealed when an external magnetic field is applied (B ≠ 0). In this case 

the presence of magnetic ions, through the exchange interaction J between local­

ized magnetic moments (LMMs) and mobile band electrons, essentially affects 

free charge carrier behaviour. In zero-order approximation the modified band 

electron behaviour can be described through the introduction of the spin average 

(Sz} proportional to the bulk magnetization.

In magnetic semiconductors, the strongly interacting system of magnetic ions 

is in a magnetic state and does not respond to the external magnetic field. In 

contrast, magnetic ions in SMSCs respond to an applied magnetic field while 

their concentration in SMSCs is comparable to that in magnetic semiconductors. 

In this situation the Mcomponent characterized by spin polarization {Sz) plays, 

in an SMSC crystal, the role of an external magnetic field amplifier. This makes 

it possible to observe in SMSCs extremely large magneto-optical effects.

Effects of Temperature and Magnetic Field

The dependence of average spin on temperature and magnetic field makes 

it possible to observe in a SMSC effects due to temperature or magnetic field 

variation. Both temperature decrease and magnetic field increase result in an 

enhancement of the spin polarization (Sz}.

Changing the magnetic component content x over a wide range, it is possible
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to observe compounds with the same crystal structure in paramagnetic and spin- 

glass states in succession. In general, at low temperature and high composition 

(x is a few tens of percent, say), spin-glass phase is formed. The origin of the 

spin-glass transition is the so-called lattice frustration mechanism. The topology 

of the fee lattice cannot accommodate all nearest neighbors to order antiferro- 

magnetically, and this frustration leads to a frozen but disordered state, i.e., a 

spin glass. In the chapter we confine our discussion to the paramagnetic state 

only.

The antiferromagnetic coupling among magnetic ions is also present in the 

paramagnetic state. But when the composition x is so small (a few thousandths, 

say), the magnetic ions can be assumed to be isolated. They do not interact with 

the surrounding magnetic ions. In the dilute region, the magnetization of the 

system is simply described by

M -^sQMn^B (Sz} j

where Ns is the number of magnetic ions per unit volume, μg is the Bohr mag­

neton, and {Sz} is the thermal average of the total spin operator S of the Mn++ 

ions, given by
{S,) = -SB, (sm"^sb') ■ (5.1)

Here S = 5/2 is the total Mn++ spin, k is the Boltzmann constant, T is the 

temperature, and -Bs(Z) is the Brillouin function

25 + 1 
2S ' 25

coth Z_
25 (5-2)

In the paramagnetic region with interactions among magnetic ions, the mag­

netization is empirically described by a Brillouin function

™=-s^ (!⅛⅞) ■ <5∙3> 

where 50 is the effective magnetic moment per spin and To is the effective tem­

perature. They have been tabulated as functions of x and Γ15.
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Electron in a Magnetic Field

—≠
When an external magnetic field B is applied in z-direction, the Hamiltonian 

is modified. The theory detailing the motion of an electron in a magnetic field 

has been described in Chapter 3. The momentum operator p is to be replaced 

with
→ → l eÄ
P→P+ —, 

c
—≠

where A is the vector potential of the magnetic field:

A=(-By,0,0), (5.4)

in Landau gauge. The presence of magnetic field affects the orbital motion of 

an electron. The crystal Hamiltonian no longer has translational symmetry in 

y-direction. But the translational symmetry is preserved both in x-direction 

and in z-direction. In addition, there is the spin-field interaction term in the 

Hamiltonian:
eħ

2mcσ ∙ B. (5.5)

This term induces spin-splitting of energy levels. The exchange interaction Hε 

does not change the symmetry of the Hamiltonian within virtual crystal approx­

imation and mean field approximation. The energy levels are labeled by kx, kz, 

and N. Here, kx is the wave vector associated with the translational symmetry 

in x-direction. N is the Landau level index describing the quantization of orbital 

motion, kz is the wave vector associated with the translational symmetry in 

z-direction.

With no magnetic field, the crystal has a band structure typical of a zinc- 

blende structure. Each band is doubly degenerate. The heavy-hole and the light- 

hole bands are degenerate at the zone center. With a magnetic field, the two-fold 

degeneracy is lifted. Within effective-mass approximation, the energy levels of
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the conduction band of a nonmagnetic semiconductor can be approximated by 

El = Ec + (TV + ±}ħωc + ±gcμBB,

El = Ec + {N + ^)ftωc - ^gcμβB, (5.6)

where ωc = eB∕mcc, the cyclotron frequency, Ec is the band edge, and gc is 

the g-factor. The second term in Eq. (5.6) induces Landau level shift, which 

pushes the energy level upwards. The third term induces spin-splitting, which 

lowers the energy of states with ↑ spin when gc is negative, as is in CdTe. In a 

semimagnetic semiconductor, spin-splitting is enhanced by the exchange inter­

action. In Chapter 3, we saw that in the Hamiltonian matrix (∏α)n contains 

a term XNma{Sz}/2 and (∏i,)n contains -XNma(Sz}/2 due to the presence of 

the magnetic ions. In consequence, the energy levels of the conduction band of 

a semimagnetic semiconductor are approximately described by

El = (N + ∣)∕tωc + ±gcμβB - ±XNma(Sz},

El = (N + ^ħωc - + ^XNma(Sz}. (5.7)

In CdMnTe, the second term and the exchange term in Eq. (5.7) have opposite 

signs. Depending on the magnitude of average spin, the exchange term could 

be larger than the second term in magnitude. This might effectively reverse the 

sign of g-factor. As to the valence bands, due to the degeneracy of valence bands 

at the zone center, the quantized energy levels of the valence bands are more 

complicated. But generally speaking, each band form Landau levels which are 

spin-split. The spin-splitting is also enhanced by the exchange interaction.

On the whole, the band gap of the material is narrowed by spin-splitting of 

the levels, while the orbital motion quantization tends to enlarge the band gap. 

The two effects compete with each other. Generally, the enhanced spin-splitting 

in a semimagnetic material dominates over the Landau level shift. However, in a
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narrow-gap material, the small effective mass results in large Landau level shift 

which could appreciably decrease the narrowing of the band gap.

The two effects have different temperature dependence. The Landau level 

shift does not depend on the temperature at all. However, the spin-splitting has 

a strong temperature dependence. An increase in temperature tends to random­

ize the orientation of localized magnetic moments. Therefore, as temperature 

increases, spin-splitting becomes reduced. Landau level shift is going to win out 

at some point. Since Landau level shift increases the energy of an electronic level, 

the band gap begins to widen at a sufficiently high temperature.

The two effects also have different magnetic field dependence. As the intensity 

of magnetic field increases, magnetic spins are aligned and saturated at some 

point. Beyond that point the spin-splitting is nearly constant until the point 

is reached at which the σ ∙ B term in the Hamiltonian is comparable to the 

exchange interaction Hι. Beyond that point, the spin-splitting, dominated by 

the σ ∙ B term, again increases with the intensity of field. As to the Landau 

level shift, it keeps increasing with the intensity of field. When the magnetic 

field is so large that magnetic breakdown occurs and the cyclotron radius is 

comparable to the lattice constant, the energy band picture is no longer valid. In 

such case Eq.( 5.6) does not hold which is based upon the use of effective-mass 

approximation. However, we restrict our attention to the case where effective- 

mass approximation is valid.

5.1.2 Semimagnetic Superlattices

Because the introduction of a superlattice provides more degrees of freedom 

in devising a material with prescribed properties, it is natural to extend the study 

of SMSCs to the field of semimagnetic semiconductor superlattices (SMSCSLs). 

This way we are able to adjust a number of properties of materials such as
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optical properties and band gap by the application of a magnetic field and/or by 

changing layer thicknesses.

The growth of high-quality Cdι-1MnxTe∕Cd1-yMnyTe superlattices and 

Hgι-sMnxTe epilayers has recently been demonstrated using molecular beam epi­

taxy techniques1’2’3’4’5. Growth has been achieved with both a [ill] and [100] 

growth axis6. These materials are particularly interesting because of the pres­

ence of the magnetic Mn++ ion. The Cdι-xMnxTe∕Cdι-yMnyTe superlattice has 

been proposed as magnetically tunable laser materials. The

Hgχ-xMnxTe∕Cdι-yMnvTe superlattice has the potential for being magnetically 

tunable IR materials. The strong exchange interaction between the localized 

3d electrons of the Mn++ ions and itinerant band electrons gives rise to large 

Zeeman splittings of the energy bands. Magneto-optic studies of these super­

lattice systems have recently been performed7,8,9. Magnetic field dependence of 

the luminescence has been seen. Laser emission has been observed from these 

superlatticeslθ. The energy of the stimulated emission peak has been shifted by 

application of a magnetic field.

To study the superlattice, we use the theoretical method which has been dis­

cussed in detail in Chapter 3. We employ the superlattice k.p theory of band 

structures of semimagnetic semiconductor superlattices. Each eigenstate is la­

beled by three quantum numbers: kx, N, and Q. Here, kx is the in-plane wave 

vector associated with the translational symmetry in x-direction. N is the Lan­

dau level index. Q is the superlattice wave vector associated with the superlattice 

translational symmetry in the growth direction.

In the case of a superlattice, the magnetic field affects the energy levels in 

the same way as in the case of a bulk crystal. The Landau level shift tends to 

increase the band gap while the spin-splitting tends to reduce the band gap.

In the following, we present our first theoretical study of the electronic proper-
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ties of superlattices formed from semimagnetic semiconductors. In Section (5.2), 

we present the results for Cd1-xMnxTe superlattices formed by layering materials 

with different values of x. The Cdo.8Mno.2Te/Cdo.7Mno.3Te system is explicitly 

considered. In Section 5.3, we present the results for Hgι-xMnxTe∕Cdι-yMnυTe 

superlattices. The Hgo.95Mno.05Te/Cdo.78Mno.22Te system is considered explicitly. 

In Section 5.4, we summarize our study of the two semimagnetic super lattices.

5.2 Cdι-xMnxTe∕Cdι-jzMnyTe Superlattices

In this section, we present our study of Cdι-xMnxTe∕Cd1-yMnyTe superlat­

tices. Specifically Cdo.8Mno.2Te/Cdo.7Mno.3Te superlattices were chosen. The 

strain effects due to the lattice constant difference of the two constituent ma­

terials (~ 2%) are neglected in order to illustrate only the effects of magnetic 

field and temperature on the band structure of the superlattice. The band gap of 

Cdo.8Mno.2Te is 1.88eV and that of Cdo.7Mno.3Te is 2.04eV. The valence band off­

set is taken to be zero in accordance with observed strong luminescence from the 

superlattice. The reasons are in the following. Strong luminescence is attributed 

to the increased radiative recombination rate, which indicates that electrons and 

holes are both confined in Cd0.eMn0.2Te layers. Hence ΔEυ is at most equal to 

ΔEg, which is equal to 0.16eV. In addition, the common anion rule also predicts 

a small valence band offset. Therefore, although there has not been any direct 

measurement of the band offset, we assume the valence band offset is zero in the 

calculation. The superlattice is taken to be (001) grown.

In Figure (5.1), we show the lowest conduction band and highest valence band 

energy levels at Qz = 0 for a Cdo.sMno.2Te/Cdo.7Mno.3Te superlattice consisting 

of six molecular layers of each constituent material for three cases: no magnetic 

field, a magnetic field of 5T neglecting exchange interaction (at high spin temper­
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ature) and a magnetic field of 5T including the exchange interaction (at zero spin 

temperature19). At B = 0, the conduction band states are 2-fold degenerate and 

the valence band states are 4-fold degenerate. (Because the valence band offset 

is taken to be zero and lattice mismatch is neglected, there is no splitting of the 

heavy- and light-hole bands.) For the B = 5T and high spin temperature case, all 

degeneracies are broken, the conduction band states move to higher energy and 

the valence band states move to lower energy. However, the size of the splittings 

and the motion of the levels are quite small. (The splittings of the two conduc­

tion band states and the highest two valence band states are so small that they 

are not resolved in Figure( 5.1).) For the B = 5T and zero temperature case, 

much larger splittings, due to the exchange interaction, occur and the bandgap 

of the superlattice is decreased by the magnetic field. The states are labeled 

according to the primary characters of the corresponding wave functions. All 

states shown are made up primarily of n = 0 harmonic oscillator eigenfunctions.

The states labeled Su has primarily ∣S l∕2> atomic character, Sd has primarily 

∣S —1/2 > character, HHdhas primarily ∣3∕2 — 3/2 > character, LHd has primar­

ily ∣3∕2 — 1/2 > character, LHu has primarily ∣3∕2 1/2 > character and HHu

has primarily ∣3∕2 3/2 > character. The unlabeled lines indicate the energy

levels of states made up primarily from n = 1 harmonic oscillator functions. The 

positions of states made primarily from higher harmonic oscillator functions are 

not shown. It is clear from Figure (5.1) that the magnetic field splittings in the 

superlattice are dominated by the exchange interaction. The relative change in 

the bandgap is ≈ 2.5%.

In Figure (5.2), the derivative of the bandgap with magnetic field of the 

Cdo.8Mno.2Te/Cdo.7Mno.3Te superlattice at small magnetic field and zero temperature19 

is shown as a function of the number of molecular layers of the X = 0.2 alloy for 

three ratios of the superlattice layer thicknesses. Also shown, for comparison,
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Figure 5.1: Energy levels of the lowest conduction band and highest valence band 

states at Q2 = 0 for a Cdo.8Mno.2Te/Cdo.7Mno.3Te superlattice consisting of six 

molecular layers of each constituent material for three cases: no magnetic field, 

a magnetic field of 5T neglecting exchange interaction and a magnetic field of 5T 

including the exchange interaction.
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MOLECULAR LAYER (X=0.2)

Figure 5.2: The derivative of the Cdo.8Mno.2Te/Cdo.7Mno.3Te superlattice 

bandgap with magnetic field as a function of the X = 0.2 alloy layer thickness 

for three layer thickness ratios. The corresponding derivatives for the X = 0.2 

and X = 0.3 alloys are shown as straight lines.
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are the corresponding derivatives for the two constituent alloys. First, notice 

that the derivative of the X = 0.3 alloy is less than that of the X = 0.2 alloy. 

This occurs, according to the results of Ref. (14), because of stronger antiferro­

magnetic coupling in the X = 0.3 alloy. That is, the net Mn++ spin (absolute 

value of the composition times the average spin X<Sz>) is larger in the X = 0.2 

alloy than in the X = 0.3 alloy at zero temperature and small magnetic fields. 

The derivatives in the superlattice lie between those of the alloys. For the thin 

layer superlattices, the results are simply averaged. That is, the 1:1 superlattice 

result is half way between the X — 0.2 and X = 0.3 alloys; the 2:1 superlattice 

is 1/3 and the 1:2 superlattice is 2/3 of the way between the X = 0.2 and X = 

0.3 alloys. For thin superlattices, the electron and hole wavefunctions are not 

well confined by energy barriers. Indeed, the only barrier for holes is due to the 

exchange interaction itself, like the “spin superlattices” of Ref. (21). As the 

superlattice layer thicknesses increase, the magnitude of the derivative increases, 

moving toward the value of the X = 0.2 alloy. This occurs because the carrier 

wavefunctions are better confined in the X = 0.2 alloy in the thicker superlat­

tices. The effect is not very large, however, because the barrier for holes is small 

and the exchange interaction is larger for holes than for the electrons. However, 

if the valence band offset is positive (i.e., the valence band edge of Cd0.8Mn0.2Te 

is higher than that of Cdo.7Mno.3Te) and not nearly zero, then the holes will be 

rather confined to Cd0.eMn0.2Te layers. The superlattice curves will not be so fiat 

and they will approach to the X = 0.2 curve more rapidly with the increase in 

layer thickness. On the other hand, if the valence band offset should be negative 

(i.e., the valence band edge of Cdo.8Mno.2Te is lower than that of Cdo.7Mno.3Te) 

and not nearly zero, then holes would be confined to Cdo.7Mno.3Te layers. The 

superlattices results would approach to the X = 0.3 curve, instead, with the 

increase in layer thickness.
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In Figure (5.3), we show the change in bandgap with magnetic field at three 

magnetic fields for a Cdo.gMno.2Te/Cdo.7Mno.3Te superlattice consisting of eight 

molecular layers of each alloy as a function of inverse temperature19. The 

arrows indicate the zero temperature asymptotes. The bandgap reduction is due 

to the exchange interaction of the band electrons with localized 3d electrons on 

Mn++. At low temperatures the Mn++ spins align in the direction opposite to the 

magnetic field, leading to a net interaction with the band electrons. At higher 

temperatures, the Mn++ spins are randomized and there is no net exchange 

interaction with band electrons (within mean field theory). From the figure, 

one sees that the strength of the net exchange interactions decreases rapidly 

with increasing temperature for temperatures above 5K. In fact, the band gap is 

expected to increase at sufficiently high temperature because the change in the 

band gap will be dominated by the Landau level shift alone, which enlarges the 

band gap. Also notice that, the three cases have different aymptotic values at low 

temperature limit. Even at zero temperature, the antiferromagnetic coupling still 

prevents local magnetic moments from all being aligned in the same direction. 

The degree of alignment depends upon the intensity of applied magnetic field. 

The larger the magnetic field, the more the number of aligned spins. This explains 

why the asymptotic values are different. With a sufficiently large magnetic field, 

the antiferromagnetic coupling among magnetic ions would be broken and all 

the moments would be aligned in the same direction. The graph shows that the 

degree of alignment at zero temperature does not increase in proportion to the 

strength of magnetic field. The degree of alignment of magnetic ions, with the 

magnetic field increasing from 10T to 15T, is not improved as much as with the 

field increasing from 5T to 10T. It implies that the use of a magnetic field around 

10T may be most economic while a full band gap reduction is nearly achieved at 

low temperature.
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Figure 5.3: Change in bandgap of the 8x8 Cdo.8Mno.2Te/Cdo.7Mno.3Te super­

lattice as a function of inverse temperature and three magnetic fields. Arrows 

indicate the zero temperature asymptotes.
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5.3 Hgι-xMnτTe∕Cdι-yMπ2zTe Superlattices

In this section, we are going to present results of our study of another inter­

esting system: Hgo.95Mno.05Te/Cdo.7sMno.22Te superlattices. The specific confu­

tation of Mn++ was chosen such that the two consitituent materials are lattice- 

matched. The Hgo.95Mno.o5Te has a band structure similar to that of HgTe. The 

conduction band and the valence band both belong to Γ8-symmetry. The p-s 

gap is — 0.1eV. The Cdo.7sMno.22Te has a band structure similar to that of CdTe. 

The p-s gap is 1.9eV. Therefore, the Hgo.95Mno.05Te/Cdo.7sMno.22Te superlattice 

is expected to have a band gap varying from 0 to 1.9eV. This feature makes it 

very attractive in the consideration of magnetically tunable infrared material.

In Figure (5.4), we show the energy levels at Qz = 0 for a 

Hgo.95Mno.o5Te/Cdo.78Mno.22Te superlattice consisting of fifteen molecular layers 

of each constituent material19. The valence band offset is taken to be zero 

tentatively. The dependence of magnetic effects on the value of valence band 

offset is shown in later figures. At B = 0, the conduction band states are 2-fold 

degenerate and the valence band states are 4-fold degenerate due to choices of zero 

valence band offset and zero strain. For the B = 5T and high spin temperature 

case, all degeneracies are broken, the conduction band states move to higher 

energy and the valence band states move to lower energy. For the B = 5T and zero 

spin temperature case, much larger splittings, due to the exchange interaction, 

occur and the bandgap of the superlattice is decreased by the magnetic field. The 

states are labeled according to the primary wave function characters they carry. 

We note that the conduction band states with a strong ∣3∕2 1/2 > (∣3∕2-1∕2 >)

character also carry a ∣S l∕2> ( ∣S —1/2 > ) character of comparable magnitude. 

However, the exchange integrals for light-hole and S characters have opposite 

signs with the exchange integral for the light-hole states being larger in magnitude 

than that for the S states15. Since order of the splitting is determined by the light-
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Figure 5.4: Energy levels of the lowest conduction band and highest valence band 

states at Qa = 0 for a Hgo.95Mno.o5Te/Cdo.78Mno.22Te superlattice consisting of 

fifteen molecular layers of each constituent material for three cases: no magnetic 

field, a magnetic field of 5T neglecting exchange interaction and a magnetic field 

of 5T including the exchange interaction.
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hole character, we label the conduction band states showing only their light-hole 

character. We find that the Landau level shift of the conduction band states is 

larger than that in Cdo.8Mno.2Te/Cdo.7Mno.3Te since the lighter electron effective 

mass here gives rise to a larger cyclotron frequency which, in turn, induces a 

larger Landau level shift. The splittings of valence band states are similar to those 

in Cdo.8Mno.2Te/Cdo.7Mno.3Te. However, because the bandgap here is smaller, 

the relative change in the bandgap is larger and is ≈ 10%.

The above analysis of wave function characters of each state is very impor­

tant for evaluation of the superlattices as IR detectors. The optical absorption is 

determined by the electronic transition rate induced by the harmonic field of the 

light. Hence, (c∣p∣u), which is the optical transition matrix element, determines 

the strength of the absorption. The only nonzero elements are those whose bra 

and ket states have same spin (since the momentum operator is spin-diagonal) 

and opposite symmetries (since the momentum operator has odd symmetry). For 

the system considered here, the matrix element for the lowest transition is primar­

ily determined by (LHu∖p∖HHd) and (Su∖p∖HHd), both of which are very small 

compared to that for the transition from the top valence band level to the second 

conduction band level. The latter depends on the matrix elements {LHd∖p∖HHd} 

and {Sd∖p∖HHd}. While {LHd∖p∖HHd} is nearly zero, (Sd∖p∖HHd} is finite. In 

light of this, the optical gap is the energy difference between the top valence 

band state and the second conduction band state while the thermal gap is the 

difference between the top valence band state and the bottom conduction band 

state. This need to be taken into account in the consideration of noise problem.

In Figure (5.5), we show the change in bandgap with magnetic field at three 

magnetic fields for a Hg0.95Mn0.05Te/Cd0.78Mn0.22Te superlattice consisting of fif­

teen molecular layers of each alloy as a function of inverse temperature19. The 

arrows indicate the zero temperature asymptotes. At low temperatures the Mn++
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Figure 5.5: Change in bandgap of the 15 x 15 Hgo.95Mno.05Te/Cdo.7gMno.22Te su- 

perlattice as a function of inverse temperature and three magnetic fields. Arrows 

indicate the zero temperature asymptotes.
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spins align in the direction opposite to the magnetic field, leading to a net in­

teraction with the band electrons. At higher temperatures, the Mn++ spins 

are randomized and there is no net exchange interaction with band electrons 

(within mean field theory). From the figure, one sees that the strength of the net 

exchange interactions decreases rapidly with increasing temperature for temper­

atures above 5K. Notice the intersection at about 5K of the two curves for B = 

10T and B = 15T. Below 5K, because of Mn++ spin saturation, the reduction 

in the bandgap resulting from the enhanced spin splitting is about the same at 

both magnetic fields. However, at B = 15T the Landau level shift is larger and 

results in a bit smaller net decrease in the bandgap. Above 5K, the spins are not 

saturated and the larger magnetic field of 15T gives rise to a larger net spin of 

Mn++ and hence, a larger spin splitting. As a result, the two curves cross each 

other.

In Figure (5.6), we show the change in bandgap as a function of valence band 

offset at three magnetic fields at zero temperature19 for a

Hgo.95Mno.o5Te/Cdo.78Mno.22Te superlattice consisting of fifteen molecular layers 

of each alloy. The bandgaps are about maximum around zero valence band 

offset. As the valence band offset decreases from zero, both the valence and 

conduction band edges move toward each other. This results in a rapid drop in 

the bandgap. As the valence band offset increases from zero, both band edges 

move in the same direction but the valence band edge does faster. This results 

in a slow decrease in the bandgap. The results for B = 5T and B = 10T are 

close to each other due to the fact that the spin splittings are about the same at 

both fields at zero temperature.

In Figure (5.7), we show the bandgap as a function of magnetic field at zero 

temperature19 for a Hgo.95Mno.05Te/Cdo.78Mno.22Te superlattice consisting of fif­

teen molecular layers of each alloy for three values of valence band offset. The
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Figure 5.6: Bandgap of the 15 x 15 Hgo.95Mno.o5Te/Gdo.7sMno.22Te superlattice 

as a function of the valence band offset at zero temperature for three magnetic 

fields.
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curves become flat as we increase the magnetic field, and hence Landau level 

shift, which opposes reducing the bandgap. The derivatives of the bandgap 

with magnetic field at low magnetic field are also shown. At negative valence 

band offset, the hole is confined in the Cdo.7eMno.22Te layer where the exchange 

interaction is larger due to the higher concentartion of Mn++ it contains. When 

the valence band offset becomes positive, the hole is confined in Hgo.95Mno.o5Te 

where the exchange interaction is smaller due to the lower concentration of Mn++ 

it contains. Consequently, the magnitude of the derivative decreases as the va­

lence band offset increases from negative to positive value. Also notice that, as 

the intensity of magnetic field increases, the band gap curve becomes more flat. 

This means that localized spins begin to be saturated and hence the spin-splitting 

tends to be nearly constant. The band gap therefore does not change as rapid 

as at low magnetic field.

5.4 Summary

In summary, we have made our first theoretical study of electronic properties 

of semimagnetic super lattices. The magnetic field is taken to be perpendicular 

to the layers of superlattices. We have assumed both mean field theory and 

virtual crystal approximation. Effective-mass approximation has been made in 

the calculation. Changes in band structures of semimagnetic superlattices have 

been investigated.

In the wide-gap system, the valence band offset was chosen in accordance 

with the experiments. In the narrow-gap system, values of effective spin and tem­

perature describing antiferromagnetic cluster formation were obtained by linear 

extrapolation and/or interpolation extracted from the table for CdMnTe. Some 

uncertainty is expected to be caused by these choices. We have specifically calcu-
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Figure 5.7: Bandgap of the 15 x 15 Hgo.95Mno.o5Te/Cdo.78Mno.22Te superlattice 

as a function of magnetic field for three valence band offsets.
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lated dependences of the band gap on the layer thickness, temperature, magnetic 

field and valence band offset for Hgo.95Mno.o5Te/Cdo.78Mno.22Te and 

Cdo.8Mno.2Te/Cdo.7Mno.3Te superlattices. The exchange interaction is dominant 

in Cdo.8Mno.2Te/Cdo.7Mno.3T superlattices. But the Landau level shift is also 

important in Hg0.95Mn0.05Te/Cd0.78Mn0.22Te superlattices. Above 5K, the ori­

entations of Mn++ spins are randomized, the exchange interaction is small and 

hence, the bandgap reduction is small. In Cdo.8Mno.2Te/Cdo.7Mno.3T system, the 

valence band offset is small. As a result, holes are not strongly confined in the 

small band gap (X = 0.2 alloy) material layers and the magnetic properties of 

the superlattice are similar to that of an alloy. In Hgo.95Mno.o5Te∕Cdo.78Mno.22Te 

system, the bandgap is maximum around zero band offset. The change in the 

bandgap at low field is found to decrease with the offset varying from negative 

to positive value, since the site of hole confinement shifts from Cdo.7sMno.22Te 

to Hgo.95Mno.o5Te layers. The fraction of change in the bandgap is larger in the 

narrow-gap material (≈ 10%) than that in the wide-gap material (≈ 2.5%) at a 

low temperature (such as 5K) and a large magnetic field (such as 5T).
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Chapter 6

Barrier Phonon-Assisted 

Inelastic Tunneling in a 

GaAs-AlAs-GaAs-AlAs-GaAs

Structure

6.1 Introduction

This chapter deals with the inelastic electronic tunneling assisted by barrier 

phonons in a double barrier structure involving GaAs and AlAs. Semiconductor 

heterostructures involving GaAs and AlAs have been the subject of both the­

oretical and experimental studies. In GaAs-AlAs-GaAs-AlAs-GaAs structures, 

AlAs layers act as energy barriers while the middle GaAs layer acts as a well. 

We will consider GaAs-AlAs-GaAs-AlAs-GaAs double barrier structures which 

are specifically doped as n-i-i-i-n. In other words, the GaAs electrodes are n- 

type while the AlAs barriers and the GaAs well are undoped. Observations 

of resonant tunneling of electrons through double-barrier structures have been
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reported1. Tsu and Esaki2 have theoretically treated the general case of elec­

tronic tunneling through multiple barriers. In the double-barrier case, resonant 

tunneling was shown by them to give rise to a current maximum (Jp) at the 

voltage bias (V0) where the fermi sea of an electrode is aligned in energy with 

any of the quasi-bound states in the GaAs well. The current drops very rapidly 

at other voltages. Under such circumstances, the two AlAs barriers act as if 

they were put together to form a single barrier and block the propagation of 

the electron. Subsequent works have refined the theory for calculating the bar­

rier transmission (T) and current-voltage (J-Vo) characteristics. Mukheriji and 

Nag3 allowed for complexities of the band structure in momentum space such as 

nonparabolicity. Vessel, Lee and Lockwood4 considered the difference in mass 

from layer to layer and took into account the fact that GaAs and AlAs layer 

could have arbitrary potential energy profiles due to contributions from space 

charge. In the self-consistent analysis, Ohnishi et al have included the Hartree 

potential in the calculation of resonant tunneling current5. The peak current 

they calculated agrees with the measured value. However, the measured valley 

current is greater than the theoretical value by one order of magnitude. The 

increased valley current cannot be understood within their model5. However, 

all the above theories have assumed conservation of the electronic energy and 

the momentum parallel to the layer. In other words, only elastic tunneling has 

been considered. But, in the recent study of GaAs-AlAs-GaAs structure, Collins, 

Lambe and McGill6 reported the observation of inelasic tunneling of electrons. 

In such tunneling, the excitation of AlAs phonons could take away finite amount 

of energy and momentum from the tunneling electron. Hence, the total energy 

and the transverse momentum of the tunneling electron are no longer conserved. 

This involves many-body effects. As we shall show, they could enhance the cur­

rent off resonance by orders of magnitude in Tsu-Esaki model. This suggests
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the importance of the inclusion of inelastic tunneling in calculations such as the 

self-consistent analysis of Ohnishi et al. However, inelastic tunneling has not 

been included in any of the theories previously mentioned. In this chapter, we 

present the first theoretical study of the effects on the tunneling current in a 

double barrier structure due to the electron-phonon interaction. The transfer 

Hamiltonian method proposed by Bardeen7 originally for the treatment of the 

tunneling of electrons through a single barrier structure is extended to calculate 

phonon-induced inelastic tunneling in a double barrier structure. For illustra­

tion, we shall consider the zero temperature case where only phonon emission 

is possible. In this case, with proper approximations, we obtain analytical ex­

pressions which shed some light on the important effects of inelastic tunneling. 

These effects change I-V characteristics for a double barrier structure.

In Section (6.2), we describe the theory of elastic tunneling. In Section (6.3), 

we present the theory of inelstic tunneling assisted by barrier phonons. In Sec­

tion (6.4), we compare I-V characteristics with only elastic tunneling included 

with that with both elastic and inelstic tunneling included. In Section (6.5), we 

summarize the study.

6.2 Theory of Elastic Tunneling

In this section, we will discuss analytically the I-V charateristics with only 

elastic tunneling included. Only the order of magnitude of a quantity will be 

considered. We define the elastic tunneling as a process in which the energy E 

and the in-plane wave vector fc∣∣ of the tunneling electron are both conserved:

Δ.Ε = 0,
∆fc∣∣ = 0.

If either one of them is violated, we call it an inelastic tunneling process.
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In Figure (6.l), the Γ (i.e. k — 0) conduction band edge diagram is shown. 

The barrier height (the conduction band off-set) is taken to be 55% of (EAlAa — 

E^aAa}, the band gap difference9. We consider only symmetric structures. We 

assume the voltage drop across each barrier is half of Vα, the voltage bias. The 

square-barrier approximation is adopted. The dashed line shows the lowest quasi­

bound level Ei. With the effective mass approximation, the three-dimensional 

wave equation may be seperated into transverse and longitudinal parts. The 

transverse part simply describes the in-plane propagation of a free electron with 

the effective mass m*. Hence ≠t, the transverse part of the wave function, is

A = ^=exp(i⅛∣∣r∣∣ (6.1)
where A is the cross section area of the structure. The total wave function ψι for 

an incident electron in the left electrode is

Ψι = ∙ψt[exp(ikιx') + ∙Rexp(-zfciτ)j, 

while the wave function in the right electrode is

φr = ψt[T exp(i'⅛rx)], (6.2)

where kι and kr are longitudinal wave vectors of the electron in the left and right 

electrode, respectively. R and T are the reflection and transmission amplitudes. 

To understand the transport properties, we may simply solve the quantum me­

chanics for the double barrier system illustrated in Figure (6.1). By matching the 

wave functions and their derivatives at each discontinuity, the problem is solved. 

Thus R and T are obtained. It can be verified that we have an approximate 

expression for T at the resonance energy i.e., E = E1

TT* ~ 1, (6.3)

while off the resonance energy i.e., E ≠ E1

TT* ~ exp[-2(∕q + ∕cr)d], (6.4)
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Double Barrier Structure

X 4

Figure 6.1: The Γ (i.e. k — 0) conduction band edge diagram of a double barrier 

structure. The positions of the four interfaces are X1, X2, X3, and Xi. The lowest 

quasi-bound level is represented by E1. The two barriers are equally thick. The 

thickness is equal to d.



140

where d is the barrier thickness, iκι(iκ,r) is the imaginary wave vectors in the 

left(right) barrier. In a GaAs-AlAs-GaAs-AlAs-GaAs device, the barrier height 

is about leV while the fermi energy Ef is about a few tens of meV for a dopant 

density ~ 1018cm-3. Hence, the electronic energy is always lower than the barrier 

height. The wave vector in the barrier is always imaginary.

Note that according to Eq. (6.3) and Eq. (6.4), the ratio of the transmission 

at resonance to that off resonance is

≈ exp[2(κi + κr)d].
1 1off

This expression shows that the ratio increases exponentially with the barrier 

thickness. It shows how rapidly the transmission drops as the energy of the 

incident electron deviates from that of the quasi-bound level.

It is also useful to work out the resonance width. The width of the resonance 

is inversely proportional to the lifetime for which the electron stays in the well. 

The lifetime, in turn, is inversely proportional to the leakage rate exp(-2∕cd), 

where κ, is the smaller one of κ,t and κr (in practice, κ,ι ≈ κr in our calculation). 

Therefore, by dimensional argument, the width of the resonance is

δE ~ Ei exp(-2∕cd). (6.5)

Knowing the width and the transmission at and off resonance will allow us to 

represent the transmission approximately by a Dirac-6 function with a proper 

pre-factor. From Eq. (6.3), Eq. (6.4) and Eq. (6.5), we model the transmission 

TT* by

ΓΓ* ≈ E1 exp(-2κd)δ(E± + eVa∕2 - E1), (6.6)

where E± is the energy correponding to the perpendicular motion of the tun­

neling electron. In fact, this expression agrees with that obtained in the WKB 

approximation.
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The above approximate expressions are very useful for the estimation of cur­

rent flowing in the tunneling device at a certain bias. In the following, we will 

employ them to calculate the current density at and off resonance. To find the 

net tunneling current, we need to consider electronic tunneling both from the 

left and from the right Fermi sea. The net current density is

1=j⅛ J rek> I" ik‘ f I '<b> - <6∙7>

where f(E) is Fermi distribution function. E is the energy of the incident electron 

with respect to the conduction band edge of the left barrier and E, is the energy 

of the transmitted electron with respect to the conduction band edge of the right 

electrode. They are related by

El — E + eVa. (6-8)

At low temperature, Eq. (6.7) reduces to 

C7Π*j ≈ L {Ef - ε^rdE,. (6.9)

When the bias is such that the left Fermi sea is aligned in energy with the quasi­

bound level, the current reaches its maximum. Putting Eq. (6.6) in Eq.( 6.9), we 

obtain the peak current density Jp

Jp ≈——^EiEp exp(-2κ,d). (6.10)
2τt2ħ

On the other hand, when the bias is off the resonance value, putting Eq. (6.4) in 

Eq. (6.9) results in the valley value Jυ
2
exp(-4∕cd). (6.11)

From Eq. (6.10) and Eq. (6.11), we obtain the ratio of the peak value to the 

valley value

<∕v S''-'
em

2τr2⅞∙j
Jl/F

∣^2^

E
Jυ Ep

- exp(2∕cd). (6.12)

Thus, the ratio increases exponentially with the barrier thickness.
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6.3 Theory of Inelastic Tunneling

We use the transfer Hamiltonian method proposed by Bardeen7. We extend 

the method to treat the inelastic tunneling of an electron through the excitation 

of an AlAs phonon.

Parameters specifying the device in question are given in the following. The 

cross section area is A. Each electrode has the length L. The effective mass of 

the electron is taken to be m* whether in GaAs or AlAs. The left barrier and 

the right barrier are taken to be equally thick: di = d2 = d. w is the width of the 

well. The voltage bias Va is such that the lowest quasi-bound level Eχ is lower 

in energy than the conduction band edge of the left electrode (see Figure (6.l)). 

We choose the states ψr and ≠z so that ≠r is matched to the correct solution for 

X > x2 but decays in the region x < x1 instead of satisfying the wave equation, 

and, similarly, ψι continues to decay for x > x2. Then ≠r is a correct solution 

for the Hamiltonian H foτ x > x1 and ≠i is correct for x < x2. With WKB 

approximation, we have

≠z(z)

≠z(x)

X ≤ X1,

(6.13)

where kι is the wave vector of the electron in the left electrode, iκ,ι is the imaginary 

wave vector in the left barrier, and χι (x) is defined in the equation. Similarly,

≠r(≈)

≠r(τ)

H sin(fcrx + zyr), x > x4,

eik^x^e~κ,r(x-xι)

^∕[sin(⅛ww)]2e-2κ2d2 + [4 cos(⅛ww)]2e2κ2d2

llXr, X ≤ x2, (6.14)
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where kr is the wave vector in the right electrode, iκ,r is the imaginary wave 

vector in the left barrier, kw is the wave vector in the well, iκ,2 is the imaginary 

wave vector in the right barrier, and χr(z) is defined in the equation. The 

electron-phonon coupling in the left AlAs barrier gives arise to the interaction 

Hamiltonian

h∙-=+°fie",η (615) 

for the deformation-potential (DP) coupling due to the longitudinal acoustical 

(LA) phonon mode qλ, where q is the phonon wave vector and λ specifies the 

polarization1. Here, Dγ is the deformation potential for Γ-valley electrons, p is 

the density, υa is the sound velocity in AlAs and VAiAa is the volume of the left 

barrier. On the other hand,

¾=4⅛, ⅛1¼, (6.16)+ p~i%r 
gλeq 8πl‰ eoo e0' 

for the polar (PO) coupling due to the longitudinal optical (LO) phonon mode 

qλ1. £q and eoo are the dielectric constants at zero and optical frequencies, re­

spectively. Other kinds of electron-phonon coupling, piezoelectric coupling for 

example, are much weaker and much less important1. They are not considered 

here. According to Fermi’s golden rule, the transition rate of an electron from 

the left electrode to the right electrode, with the excitation of one AlAs phonon, 

is given by
O7r

Wir = (—)∣Λ4∙∣2<S(q + eVα - er - ħω), (6.17)

where ħω is the phonon energy, and q and er are the kinetic energies of the 

electron in the left and right electrode, respectively. Here, the matrix element 

Mιr is given by

Mir =< ⅛i∖Hep∖Vf >, (6.18)
where Φi∙ and Φ∕ are the initial and final states. The temperature is taken to be 

zero to simplify our analysis. At zero temperature, only phonon emission needs
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to be considered. The inelastic tunneling current is

Ji∏- ∑∑∑M ∕(efc)[l - ∕(⅛)]^(e⅛ + eVα — e⅛∕ — ∕iω) (6.19)
Qλ ⅛ ⅛∕

at zero temperature. The general expression for J,∙n at a finite temperature may 

be derived with the use of many-body theory. Bennett et al8 have given the 

derivation of the formula for the single barrier case. We do not attempt to treat 

finite temperature case, however. Replacing ∑ with ∫, we have (see Appendix

B)

Ji,
4πe v~' [ d3 q « I ο Γ di k Γ ∑J (2π)3 9' J (2π)3 ∕d3k Γ d3kl

(2π)3 J (2π)Jr(<a⅛MΓ∕(√)[ι-∕(⅛)]

<5 ft - fc∕∣∣ - g∣∣) (27τ)2<5(efc + eVa - efc, - ftω),

where T is the overlap integral

T(q±',k±,kl±) = i e'q^xχ↑χrdx. 
J χ1 (6.20)

Suppose now the electron is scattered into the quasi-bound level, then ≠r in 

the left barrier would be enhanced by the exponential factor eli2d2. This can be 

verified by setting cos(fctuω) to zero in Eq. (6.14) when near resonance. This 

would in turn increase T by the same factor. Therefore, the contribution to the 

inelastic current for such a process would dominate over others without taking 

the resonant level in the tunneling. It turns out that for PO coupling, we have

Jin ≥ 2Aem*2d2 -2κ0d1^i∕vh ei χ
(2π)3⅞5∕cθ 2

-e2ħω-(l∕e0 — l∕eoo)tan~1(l∕q0d1) 
π <7o

(6.21)

For DP coupling, we have

Jin ≥
2Aem*2dl^_2liodi^sι∕γιE1 πkp D}ħ × 
(2π)3½sκg 2 2π2 2pva

{⅛1(⅛2 + 9o)1/2 + 5o sinh-1[(¾dι)-1]}. (6.22)

×
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Here, Eb is the zero bias barrier height, κ,0 = ∖∣2m*Eb∣ħ2, Vb = 2Eb∣κ0d1, and 

q0 satisfies h2gθ∕2m* = eVo∕2 — ħω — Eχ. Derivation of the above equations is 

described in Appendix B.

6.4 Comparison of Elastic and Inelastic Tunnel­

ing

In this section, we compare contributions to the current from the elastic 

and the inelastic process. We consider only the inelastic process induced by 

PO coupling or DP coupling. Inelastic processes induced by other couplings 

will further increase the inelastic current. Therefore, the inelastic current we 

are concerned with here is a lower bound of the actual value. However, even 

without a complete knowledge of the inelastic current, we can still demonstrate 

the dramatic change in order of magnitude of the current which is due to inelastic 

processes.

In Figure (6.2), we plot the lower limit of Jin∕ Je, the ratio of inelastic current 

to elastic current, versus barrier thickness for biased symmetric structures with 

w — 50 Â, Ef = 50meV and Va = 0.4V. Both LO and LA phonon-induced effects 

are shown. For thin barrier cases where d = 20 Â, polar coupling induces 

inelastic current comparable to the elastic current. As can be seen, deformation 

potential coupling has much smaller effects than polar coupling. The reason is 

that the PO coupling is much stronger than the DP coupling. We may neglect 

the contribution from DP coupling in comparison to that from PO coupling. 

Effects of both coupling increase as barrier becomes wider, due to the exponential 

enhancement in the right wave function ψr. For the thick barrier case where 

d = 40 Â, polar coupling even gives rise to an inelastic current which is a thousand 

times as large as the elastic one.
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d (A)

Figure 6.2: The lower limit of Jin∣Jl,, the ratio of inelastic current to elastic 

current, versus barrier thickness for biased symmetric structures with w = 50 Â, 

Ef = 50meV and Va = 0.4Volts. E1 ≈ 150meV with respect to the conduction 

band edge of the GaAs well. Both LO and LA phonon-induced effects are shown.
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In Figure (6.3), we plot the upper limit of the ratio of the resonant current, 

which occurs at Va = 0.3V, to the current at Va = 0.4V, which occurs off res­

onance, versus barrier thickness. The dotted line is obtained with Tsu-Esaki 

model2, which includes only elastic process. In that case, the ratio shown here 

is equal to the peak to valley ratio of the J-V curve. The solid line is obtained 

with inelastic tunneling included. The peak current is mostly due to the elastic 

tunneling, since, at resonance, the elastic current is much larger than the inelas­

tic current. The current off resonance is largely due to the inelastic tunneling, 

since the inelastic current is much larger than the elastic current, as shown in 

Figure (6.2). The ratios shown by the two curves are comparable for thin barrier 

cases. However, as the barrier becomes thicker, the solid curve only varies slowly, 

since both J0n and J0∕f have same exponential dependence (see Eq. (6.3) and 

Eq. (6.21)). For barrier thickness equal to 40Â, magnitudes of the two ratios 

differ by seven in the natural log scale. The theory with the inelastic process 

included predicts a much smaller value of ratio for thick barrier cases.

In Figure (6.4), the upper bound of the ratio are shown versus Fermi energy 

for the symmetric structure with d = 40 Â and w = 50 Â. The solid curve in­

cludes contribution from the inelastic process and the dashed curve includes only 

contribution from the elastic process. The curves are shown for the region from 

Ef = 5meV to Ef — 50meV corresponding to dopant density from 1017∕cm3 to 

1018∕em3 currently used in the tunneling experiment. We see that both curves 

behave similarly as Fermi energy changes. The difference between them is main­

tained through the Fermi energy range of interest. This shows the importance 

of the inelastic process for both low and high doping cases.
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Figure 6.3: The upper bound of the peak current at Va — 0.3V (at resonance) to 

the current at Va = 0.4V (off resonance) versus barrier thickness with and without 

the inelastic part of the current included for biased symmetric structures with 

w = 50 Â, and Ef = 50meV.

d (A)
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Fermi Energy (eV)

Figure 6.4: The upper bound of the ratio of the peak current to that at Va = 0.4V 

for the elastic and inelastic processes are shown versus fermi energy for the sym­

metric structure with d = 40 Â and w = 50 Â. The curves are shown for the 

region from Ef = 5meV to Ef = 50meV corresponding to dopant density from 

1017∕cm3 to 1018∕cm3 currently used in the tunneling experiment. The solid curve 

includes contribution from the inelastic process. The dashed curve includes only 

contribution from the elastic process.
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6.5 Summary

In summary, the inclusion of the inelastic tunneling in the theory for double 

barrier structures is very important. We have studied specifically the inelastic 

tunneling induced by phonons. Two types of coupling have been considered. The 

polar optical coupling is much stronger than the deformation potential coupling, 

and hence the current induced by PO coupling is much larger than that by DP 

coupling. Because of similar reason, we expect the effect of piezoelectric (PE) 

coupling is also negligibile in comparison to that of PO coupling.

The electron-phonon interaction induces a channel through which the elec­

tron can tunnel much more readily than through the elastic channel. With the 

excitation of a barrier phonon, the electron can utilize the quasi-bound level to 

tunnel through the barrier. The inelastic resonant tunneling enhances the cur­

rent off resonance by orders of magnitude. The effects are best reflected in the 

big difference between the magnitudes of current ratios which are predicted, with 

and without inclusion of electron-phonon coupling, in the simple model of Tsu 

and Esaki2. We expect the inclusion of inelastic processes to be important in any 

refined theory such as the self-consistent analysis of Ohnishi5. In our analysis, 

the difference under some circumstance can be as large as seven in the natural 

log scale. The study of the particular phonon-induced inelastic tunneling indi­

cates the importance of general inelastic tunneling in a double barrier structure. 

Other mechanisms such as impurity scattering could also be critical to current 

transport in a double barrier structure.
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Appendix A

k ∙ p Theory for Semimagnetic 

Semiconductor Superlattices: 

Derivations and Matrices

A.l Introduction

In this appendix, we derive the effective-mass Hamiltonian. We also give 

Hamiltonian matrix and current density matrices involved in the calculation of 

band structures of semimagnetic semiconductor superlattices.

In Section (A.2), we derive effective-mass Hamiltonian equation for a semi­

magnetic semiconductor under the influence of a magnetic field. In Section (A.3), 

we describe the Hamiltonian matrix for a zinc-blende structure. In Section (A.4), 

we give the current density matrices.

A.2 Derivation of Effective-Mass Equation

The Hamiltonian Hj of constituent material I in the presence of a magnetic
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field B, which is taken to be in z-direction, is

Hl --
(P + eA∕c)2 + + [Vi _ +

2m 
eħ

4m2c2
vy X (p + -a)

c

2mc
σ ∙ B + He, (A.1)+

where A is the vector potential of magnetic field B, and Hι is the exchange inter­

action between a band electron and localized d-level electrons, which is treated 

within mean-field approximation.

For each constituent material, we want to solve

piφ, = ElΦl (A.2)

with perturbation theory. Basis functions for perturbation calculation are taken 

to be eigenstates Uβ of the reference Hamiltonian Hr at k = 0, which is

P2
Hr = — + <r>. 2m U.3)

Within effective-mass approximation,

with normalization

⅛ι = ∑Cβfβ(r)Uβ(r) 

β

Lj>w>W'ψ,W'W r = 1. (A.4)

The ∕is(r),s are slowly varying on the scale of a unit cell. In other words, fβ(k) ≈ 0 

when ∖k∖ ≈ JG∣. We Fourier-analyze fβ(r) and write

μ.5)

Then, substituting Eq. (A.1), Eq. (A.4), and Eq. (A.5) into Eq. (A.2), we 

have

Σ Σ ¾∕i (⅛)√iq iι±⅛l + P + (k + tA∕c)-P
β % 2m 2m

now

m
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ħ
+W + l½-W] + i^(vrxp).σ

4m2c2 W X (⅛ + -Ä)

= El∑f∑tCβfβ{k)eikpUβ(r}. 
ß k

eħ
2mc

σ ∙ B + He}Uβ(r)

(A.6)

ħ
σ +

The derivation of the effective-mass equation for fβ{r} involves lengthy manipula­

tions. We shall only sketch important steps. Multiplying Eq. (A.6) by Uβ>(r)eik'∙f,, 

then integrating over all space, a set of simultaneous equations are obtained for 

⅛-space amplitudes fβ(k),s. In the derivation, the approximation is used that 

fβ{k) ≈ 0 when ∣fe∣ ≈ ∣G∣. We then go back to r-space by multiplying the k- 

space equations by etk 'r and summing over k,. We thus end up with the equation

Σ{⅛⅛∙++ei/c)2
-δββ> +2m

(.P + eA/c) ,→ ħ .. .
WI∙P + τrτ√i,× vr)l¾} +

{Uβ,∖Vl-(V}∖Uβ} + {Uβ,

imci 
ħ

4ra2c2
(vr ×P)-σ∖Uβ)

eħ
2mc 

EιCβ∣fβ∣{f).

{Uβ,∖σ ∙ B∖Uβ} + {Uβ,∖He∖Uβ}}Cβfβ(r)

(A.7)

m

Next, we shall reduce the dimension of the above simultaneous equations in 

the spirit of Löwdin perturbation theory. We divide the amplitudes fβ(r),s into 

two sets corresponding to the near-in states and far-out states. We label them 

by “d” and “a”, respectively. In the following, the use of perturbation theory 

will allow us to decouple equations for “d” states from those for “a” states. We 

now rewrite Eq. (A.7) in terms of the new labels. For fd(r),s

(P + eA∕c)2
-⅛'+Σ (-dfidd, +

2m

(p + ca∣c∖ . (¾,∣P + -Ai(σ X VV) ∣¾> +

{Ud>∖vl-iy)∖Ud}-b{Ud>
4mc2

ħ
4m2c2 (VF ×P)-σ∖Ud} +

m
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β?Ζ-

∙ S∣¾) + (7i,∣¾∣Γ7d)

(P ÷ eΛ∕c) ft------^j~λ ■ + × VV)I¾) +

cdfd(f) +

4mc2
(Udl∖Vι-(y}∖U0l}}Cafa(^ 

= ElCd,fd,^.

For ∕α(r),s, we similarly have

(A.8)

2m --- δaa' +

(P + eA∕c) ⅛
------ ' ∙ (Ua,∖P + ~M(σ × VV)∖Ua}

4mc2
{Ua,∖Vl - ty)∖Ua) + {Ua,∖~P∏^v × p) ∙ 0W + 

4nrci 
eħ

2mc (Ua,∖σ ∙ B∖Ua) + (Ua.∖HM)

(P ÷ eA∕ c)

Ca∕a(f) +

~ ∙ (Ua,∖P + √½(σ × W)lE∕d} +
4mc2

(Ua,∖Vι- W∖Ud)}CMf) 

ElCa,fa,(r}- (A.9)

Σ

Σ

Σ

m

m

ħ

ħ

In Eq. (A.8) and Eq. (A.9) we keep matrix elements of the momentum operator 

P and pseudopotential difference Δ½ ≡ Vi — (y) between d-states and «-states. 

Other terms which couple d-states with «-states, being small, have been dropped. 

In Eq. (A.8) and Eq. (A.9), the coupling of fd with fa appears explicitly.

We now look for solutions made up mostly of the d-states, i.e., those which 

contain Cdfd(r),s as zeroth-order terms and Cafa(r)'s as first-order terms. With 

this in mind, we will decouple Eq. (A.8) from Eq. (A.9). First, we solve Eq. (A.9) 

for Cafa(r),s in terms of Cdfd(r),s. It turns out that, with Eι replaced by e0, the 

average energy for the near-in states,

Cafa(r) -Σ
“ d

(P + eA∕c) 
m • (Pα∣P H—A∣t∕d} + c

1
eo - e
{ua∖^vl∖ud)}cdfd{f). (A.10)
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Putting Eq. (A.10) back in Eq. (A.8), we obtain for Cdfdffl s effec⅛ve mass 

equation

∑π*dtCdfd{r}

(* + (P + c-A) . S. (P + ⅛) + (⅛±⅛> ∙ V + {Ui, IΔV,I¾> 
c c m

+ „ ⅛∆β⅛∣∆iw + (vr x ΡΊ ■ S∖ud)
4m2c2 'e0 — eja

eħ
2mc 

= ElCd∣fd∣(r),

{Ud,∖σ - B∖Ud} + (Ud∣∖He∖Ud} Cdfd(r)

Σ

where

and

= ^dd' 4- _JL sr (Ud'∖P∖ua)(ua∖P∖Udl^ 
2m m2 e0- ea

V ≡ (⅞,∣F∣¾> + ∑<^∣ji∣g°><y-!^⅞> + 

(Ud∙∖ΔV∖Ua)(Ua∖P∖Ud)

ιldd∣iι is defined in Eq. (A. 11). ∏√ is called the effective-mass Hamiltonian matrix. 

In Eq. (A.11), there are no terms explicitly coupling fd with fa.

A.3 Hamiltonian matrix

In this section, we give explicitly matrix elements of submatrices ∏α, ∏⅛, and 

∏c of ∏ for the zinc-blende structure. Since they are all Herrnitian j only upper 

triangular matrices will be given.

Matrix elements of ∏o are in the following:

= 2CsA,(IV + ∣) + C'5(AΓ + l) + (Λ' + i)C'^ +
2

(∏α)l 1
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(∏α)l2

(∏a)l3

(∏a)l4

(∏a)22

(∏a)2 3

2 4

(∏a)33

(∏a)34

ec + ∆ec + -XNmafy,

= i Py/scß + Cy∕sBkza,

= iPy[s∣ia-iC^s∣iBkza∖ 

= P∖∣2s∣2a - Cy∣2s∣3Bkzcβ, 

= —Cs {Ιι + 72)(^r + -) + -κ, + (72 - -7ι)C⅛2 +

eυ + ∆ev + -XNmβ(S⅛,

-∣C,s√3 [(72 - 73) S†2 + (-72 + 73) a2] , 

i Cs∖β]2 [(72 - 73) S†2 + (72 + 7s)a2] ,

-Cs (7ι-72)(7V + ^)-i∕cj (72 + τ,Ιι}Gk2z +

ev + ∆et, - -XNmβ{S⅛, 

i Csy/2 - i V2^2Ck],

i^XNmβ(S⅛,(∏o)44 = -cs[71(2v + i)-κ-∣] -^hCk2z-X +

eυ + ∆ev + ^XNmβ(S⅛.
o (A.12)

Matrix elements of ∏⅛ are in the following:

(∏6)11

(∏i)l2

(∏ft)l3

(∏δ)l4

(∏⅛)22

= 2CsA'(N+ -) + CsN + (A'+ -}Ck2z + 
2 2

ec + ∆ec — -XNma!β^,

= i Py/sa — iCy∕sBkzai,

i P∖J^s]⅛cβ + iC yjs∣2Bkza, 

Pyj2s∣2cβ + iCyj2s∣2Bkza 

-Cs [⅛ +-γ2)(JV+ ∣) - ! 

⅛ + Δ⅛ - ±XNmβ(S⅛,

+ (72 - ^Ι1}Ck2z +

(∏⅛)23 ic,s√3 [(72 + 73) St2 + (72 - 73)S2] ,
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(∏⅛)2 4 

(∏ft)33

(∏⅛)34

(∏ft)44

i Cs∖Jzj2 [(-γ2 + 73)«†2 + (72 - -73)α2] ,

-Cs bl-¾)(JV+l) + 5-c'

E. + ∆E, + -XNmβ∣^, o
i Cs∙∖∕2 Ιi{N 4- _) + -∕c + _

i^-XNmβ^,

-Cs 7ιUv +j) + κ +j

- (72 + ~Ιι}Ck2z +

- i y/fr-frCkl +

-ΙιCk↑ - A

eυ + ∆eu - -XNmβ(S⅛. (A.13)

Matrix elements of ∏c are in the following:

(∏c)l3 =

(∏e)l4 =

(∏c)23 =

(∏c)24 =

(∏c)3l =

(∏c)32 =

(∏c)34 =

(∏c)4i =

(∏c)42 =

(∏c)43 —

-Pk,
√6

CsB( †2

-1=Pkz - —=CsB( 
√3 2√3 v
iC(∖∕Qs)^3kza, 

-C(∖∕3s)^3kza,

X2 - a2}

-Pkz

-i C(V0s}^3kza,

-3C'(√s)<γ3fciιαt,
i

√3
Pkz,

-C{y∕3s]q3kza, 

-3C (y∕s}q3kzai. (A.14)

a a

We give the expressions of Δ, ec, Δ, eυ, B, P, X, 7l5 72, 73, and κ which 

appear in ∏ matrix elements:

∆e, = (s∣∆yjs) + ∑ ^1^1*,
j∈Γ1 e≈ e3

Δeu = <V∣ΔΓ∣X> + ∑ E5ΔWt,
∕er,β e« eJ
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-iħ
m <s∣p,∣z) + ∑J∈Γιs

(siΛ∣t¾(p∙1∣∆y∣z)

(s∖pz∖ui)(υj∖∆V∖z'∣
⅛ — ej∙

A, __ 1 v~-∖m z~*,i∈rιs
B m J∈Γ is7ι = -(F-∏72 = -(F + ∖73 = -(i,~
κ = -(F-

Q 6«

w⅛ww
e0 - ej∙

ΣJ∈Γ1 £0 - ⅛
l<∙s∣WΨ

P

where J1, G,jSγi and are interband matrix elements:

m ~z J∈Γ1

G = 1
2m ⅛ J∈Γ12

H1 = 1 V~-Λ 1
m i⅜ J∈Γχ5

h2 = 1 Σ -
m i⅜ts

∖(Z∖Pz∖Uj}∖*
5eu Cj 

l<g∣Λ[¼)∣2
Cv €.j

ffl⅝)l,
5

(*I∙P,M>I∖

ew ej' (A.15)

Unfortunately, the symbol “B” here denotes, in accordance with the convention, 

a second-order purturbation matrix element rather than the magnetic field. Val­

ues of the above parameters are calculated with the knowledge of the empirical 

pseudopotential form factors and eigenfunctions of the reference Hamiltonian 

Hr.
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A.4 Current Density Matrices

The current density matrix element between two bulk eigenstates is

∕ dy'o (dk↑∙,n ∖jz (r0} I d'⅛n,} a
1 .-(⅛-V)⅛ 1 [(i‰(⅛" + 4‰ + (κ1∙)ij,‰n,

NrNz∩
^ ∆rf⅛∣ fim(d,n)m(d',n')] 5

where

^dd'
ħ r(Ud\Pz\Ua}(Ua\^VB\Ud,} 
m a ⅛ - eα

ι {Ud\^VA\Ua}(Ua\Pz\Udiy
e0 - e≈

(A.16)

Here, m(d,n) represents the index of the harmonic oscillator function in ∖dkjt∏}.

To calculate the matrix ∫dy'o(d'kjin,∖jz{ro}∖dkfi,^, we simply set the last term 

inEq. (A.16) to zero. The matrix ∫ dy'o{d'k?,nl\jz(ro)\dk?, r) is similarly calculated.

The matrix ∫ dy'0(d'k^nl∖jz{r0')∖dkf^.^ is found by taking the complex conjugate 

of f dy'0(dkfiiJjz(r0)∖d'kfi n!). In the following we give nonzero ∆dd, explicitly:

<ετ1∣∆∣i⅞} = ≡∣θ,

<t7e∣Δ∣CΛ1> = ⅛B,

<t⅞∣∆∣¼> = ≡jθ,
<E⅞∣∆∣jy2) = ⅛b,

<E71∣Δ∣E7s> = ¾
<D⅞∣Δji71> = ≡∣ffi,

(ι7j∣Δ∣tTτ) = ≡jθ,

(1U,∖∆∖U2} = ≡∣β,
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<εr3∣∆∣t⅞> = ≡j0, 

<E⅞∣Δ∣i¾> = -^θ, 

<E7s∣Δ∣i7τ> = ⅛, 

(σ7∖∆∖u3) = ^θ, 

(¼∣∆∣%> = -^θ, 

(%∣δ∣k1> = ⅛>,

_ 2i
<E74∣Δ∣E⅞> = -^-θ,

—2?
<¾]∆∣¾) = -^Θ,

where

tfb V—∖Φ = -2- ∑ 
m⅛

tfb y—>
θ = 2- ∑m α∈Γ15
© = 2— ∑ 

m *∈r15

(Z\Pz\Ua)(Ua\XVA\S)
⅛ - eα

(s\pz\ua}(ua\xvA\zy
e0 - ea

(X\Py\Ua)(Ua\XVA\Z)
eu

By letting Θ = 0, the function <5m(d,n),fn(d',n') in Eq. (A.16) becomes δnn 

I ⅛(<i⅛∕.,n∣Λ(r∣l) M,⅛.>4

,z" 1 [(fl-j)4j,(fc. + ⅛J,) + (fl∙i)iι, _ δ,j,] ⅛
NrN,n

(A.17)

(A.18)

. Hence,

√. (A.19)
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Appendix B

Derivation of Inelastinc

Tunneling Current in a

GaAs-AlAs-GaAs-AlAs-GaAs

Structure

B.l Introduction

In this appendix, we derive the expression for inelastic tunneling current in a 

GaAs-AlAs-GaAs-AlAs-GaAs structure. The inelastic tunneling considered here 

is induced by barrier phonon excitation. Upper limits of the tunneling current 

will be given. In Section (B.2), we present the derivation.

B.2 Derivation

We start with the expression for the current:

⅛ = ≠ Σ Σ Σ W(⅛)l1 - ∕(⅛)]i(⅛ + ‘V. - ⅛ - ⅛") (B.l)
9λ ⅛ *,
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at zero temperature. Replacing ∑ with f, we have

jin = i d3qW)* f i⅛ i λ∣m∣2∕H[i- ∕(⅛)]

×
4πe
~ħ^

×

0(fc∣∣ - k∣∖∖ - g∣∣)(2π)2<5(e⅛ + eVa - efc, - ħω}
^∕⅛¾∣7⅛∕ g⅛(iχift,*ω∣7⅛)H - Z(et,)]

5(fc∣∣ - fc∕∣∣ - q∣∣)(2π)20(e⅛ + eVa - efc, - hω}. (B.2)

Here, we have

Uq - 4πe[‰ω(l∕e0 - l∕eoo)∕87r]1∕2∕ρ, (B.3)
for polar optical coupling of an electron with an optical phonon, and

U, = Dt{Λq∕2pv,)1∣'t, (S∙4)

for deformation-potential coupling of an electron and an acoustical phonon. T is 

the overlap integral

Γ(g±jfc±,^±) = f e'^xχ*lχrdx.
J Xl

(B.5)

Substituting the expressions for χι and χr, we obtain

2krki c-κτdl eosh(κ⅛d1) - cos(gj_rfi) 
m,κrκι k2d + ρ2

________________ 1_______________ _
[sin(fcww)]2e-2κ2d2 + [4cos(fcww)]2e2κ2d2 ’ (B.6)

where κ∑> = κι — κr and κ,χ — κι + κr. For the electron with its energy near the 

resonant level, the factor

________________ 1________________
[sin(fcww)]2e~2κ2cι2 + [4 cos(fcωw)]2e2κ2d2 (S.7)

in ∣Γ∣2 can be approximated by a 6 function

Elf,f
τl,tu-

eV,
--ft). (B.8)
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where Eι is the energy of the first quasi-bound level in the well which is approx­

imately equal to π2ħ2 ∕2m*w2.

Now, following Bennett et al1, we make the approximation 

cosh(κpdχ) — cos(5χdχ) 1
(B.9)'-,di⅛+⅛ 2 

asumming both ∕c∕>d1 and q±di are small. For the cases where the assumption 

of ki)dι being small does not hold, the approximation underestimates the value 

of ∣Γ∣2 and therefore Ji∙n. Furthermore, to be consistent with the assumption 

that q±dι is small, we shall confine the calculation of the integral over q± in such 

domain that ≤ dχ1. In so doing, we again underestimate J,∙n. However, 

for mose cases of interest, the former approximation would result in reasonable 

estimate of order of magnitude of Jjn.

In the calculation of the integral of jin, κ,τ is evaluated by expanding κ,ι and 

rer about the zero energies of the two electrodes. We assume the effective barrier 

heights seen by the electron are ¾∙i = Eb — eVα∕4 for the left barrier, and 

Eb∙,R = Eb + eVa∣⅛ for the right barrier, for a symmetric structure with zero bias 

barrier height Eb. Then

κr ≈ 2κ⅛ - (e⅛x + ⅛ - eVo∕2)κ0∕2^δ, (B.10)

where

e*x = ⅛2⅛∕2m,, 

e⅛fχ = ħ2kt2jj2m*,

k,q = -∖∣2m*Eb∣ħ2. (B.ll)

After we integrate over d3kf, we get

3 in 5^e (27γ)3∣^∣2 I Al ∣0 de^e= 2Λem,2⅜ ..qJ ⅞∕v.v ! J⅛-∣ffj2
(2π)3⅞5zcθ

E

ek±∕Vb

-<5(⅛ + eVa∕2 -ħω- ħ2(k^ - qtf∕2mt - Γ1)∕(⅛), (B.12)
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where V⅞ = 2J¾∕κo⅛∙ Using the fact that e2efcj-∕v6 ≈ 1 for interesting cases, and 

integrating over de⅛χ, we obtain

∕'Jin
2Aem2MAsdl 2κod El/Vi Γ d3q ,2 , 2 

(2π)3ft5∕cθ ⅜7 (2π)^ 9'

× γθ{[⅛ + ⅛2 - ⅛ - 9∣[)2] - [⅛ + «0 - (¾ - SΙ)2]}. (3.13)

where q0 satisfies ħ2q%∕2m* = eVa∣2 — ħω — Ei. Θ is the step function. The 

integral over d2fc∣∣ can be treated as follows:

M *■■> - √M√l⅞⅛ac..)

> 2 i ⅛∣∣dfc∣∣ f d[cos(≠)](...) (B.14)

since the integrand is nonnegative. The integral over dφ on the right side of the 

inequality can be evaluated analytically and results in a function G(fc∣∣, ⅛∣∣ ). Thus 

we are left with an integral over d3q and dfc∣∣

f d^∖Uq∖2∣ k\\dk\ïG(kb^\) ≈ 2∕ ⅛lc7⅜ = ¾,g±)∣2⅛∣

For PO coupling, we have

"Λ'n ≥ 2Aem*2dl -2κod1 E1∕vh ei
(2τr)3ft5∕c2 2 X

2 fc4
-e2ħω-(l∕e0 - l∕eoo)tan~1(l∕q0d1). 
π qo

For DP coupling, we have

Jin ≥
2Aem*2d2^2κodι^sι∕vhE1 ττkp D2ħ 
(27τ)3⅞5∕cθ 2 2π2 2pvs

{⅛1(<*r2 + 5o)I/2 + 5Ssinh'1[⅛⅛)~1l}

(B.15)

(B.16)

(B.17)
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