A NON-LTE ANALYSIS OF A SAMPLE OF O STARS

SELECTED FROM GALACTIC OB ASSOCIATIONS

Thesis by

Kent Grimmett Budge

In Partial Fulfillment of the Requirements
for the Degree of

Doctor of Philosophy

California Institute of Technology

Pasadena, California

1990

(Submitted February 16, 1990)



ii

ACKNOWLEDGEMENTS

I wish to acknowledge the support of the National Science Foundation through a Graduate Re-
search Fellowship. I am also grateful for the support of Wal Sargent, Judith Cohen, Ann Boesgaard,
Jeremy Mould, and Ken Libbrecht, all of whom helped cover the balance of my tuition and stipend at
one time or another through research assistantships and/or provided the computer facilities needed
for research.

I am particularly grateful to Ann for arranging a very productive trip to the Institute for
Astronomy of the University of Hawaii, whose hospitality I wish to acknowledge.

Many of the computations for this research were made at the San Diego Supercomputer Center,

whose support I also wish to acknowledge.



iil

ABSTRACT

The tables of non-LTE line profiles and equivalent widths published by Mihalas and his collabo-
rators [33], [7], [35] have been revised and extended to four different values of the abundance ratio
He/H. Bolometric corrections have been calculated for V' magnitudes. The theoretical line profiles
have been fit to echelle spectrograms of 22 galactic O stars by x? minimization. It is found that the
stars with the lowest surface gravities are fitted best by theoretical spectra with unexpectedly high
helium abundances (He/H ~ 0.50), while the stars with higher surface gravities are fitted best by
theoretical spectra with He/H~ 0.10, the accepted cosmic ratio. This suggests a systematic failure
of conventional non-LTE, plane-parallel models for the more luminous O stars, probably as a result
of the neglect of geometrical dilution.

The formula, log He/H = 1.1234-0.4791 logg, gives a good fit to the relation between the
apparent helium abundance and log g. Using this relationship, the apparent abundances have been
reduced to what are probably true abundances relative to the normal cosmic abundance. It is found
that there is no significant difference in the average helium abundances of the associations observed.
However, the stars HD 12993, HD 242908, and HD 193595 may be blue stragglers with moderately
enhanced helium abundance (He/H ~ 0.19).

Relative carbon abundances have been determined empirically by comparison of the CIV 5812A
and Hell 45424 equivalent widths. It is found that the association Cyg OB2 is overabundant in
carbon by ~ 50%. Likewise, the blue straggler HD 236894 is underabundant in carbon by a factor
of two.

The estimated effective temperatures of the sample are compared to the previously accepted
calibration of MK spectral types to the effective temperature. Estimates of the radii and masses
of the stars in the sample have been calculated from their physical parameters and their absolute

visual magnitudes.
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1. INTRODUCTION

The evolution of very young stellar populations is of great interest, since these stars have a
decisive influence on the interstellar medium and the chemical evolution of the universe and are
generally believed to be the precursors of Type II supernovae.

However, while young, massive stars are bright and easily observed, the observations are difficult
to interpret. This is unfortunate, since recent developments in the theory of stellar evolution have
led to detailed predictions of the evolution of the stellar parameters and surface chemical abundances
of such stars [14], [30] that beg to be confirmed observationally.

This situation is changing. Advances in computational methods and capacity have made it
possible to calculate efficiently model stellar atmospheres in which the approximation of local ther-
modynamic equilibrium (LTE) is not made [27]. Since departures from LTE give rise to many of
the difficulties in analyzing the spectra of very hot stars, the new computational methods promise
to revolutionize the interpretation of such spectra.

In addition, advances in instrumentation have made it possible to observe large numbers of
moderately bright objects in a short time. Faint objects that were previously inaccessible may now
be observed. For example, the McCarthy echelle spectrograph at the Palomar 2m telescope [29] can
obtain spectrograms of 12th magnitude stars with a moderately high signal-to-noise ratio (~ 100)
in the best orders in less than two hours. Thus, one can build up statistics by observing a large and

varied sample.

1.1 MASS LOSS AND EVOLUTION OF YOUNG POPULATIONS

In a recent review [14], Chiosi and Maeder have summarized the results of recent theoretical
calculations of the evolution of massive stars in which both convective overshoot and mass loss have
been taken into account. They come to the following important conclusions:

1. Convective overshoot in the cores of evolving main sequence O stars results in the availability

of significantly more hydrogen for core burning than previously thought. This results in the observed
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extension of the main-sequence band to supergiants of type A0 [11], [32].

2. Mass loss explains the large numbers of red supergiants observed in the initial mass range
from 20 to 50 Mg and the absence of any red supergiants brighter than My < —95 [24] and
may explain the compositional peculiarities of Wolf-Rayet stars that are not contact binaries. The
statistics on red supergiants vs. blue supergiants are given in Table 1 .

They find that models calculated with a moderate degree of overshooting and average observed
mass-loss rates have the following properties:

1. For stars initially more massive than 60 Mg, the mass-loss rates are so great that the outer
layers of the stars are entirely peeled away, resulting in a bare helium core, quasi-homogeneous
evolution, and no red supergiants. The stars pass through a luminous blue variable (LBV) phase
and become Wolf-Rayet stars.

The abundance changes associated with this evolutionary scheme are very marked: The surface
hydrogen abundance is reduced by a factor of 2 by the time the star reaches its lowest surface
temperature of about 11000K, and hydrogen disappears completely as the star returns to the left
side of the color-magnitude diagram. Later, triple-a products appear, and the surface helium mass
fraction is reduced by a factor of two at the end of the carbon-abundant Wolf-Rayet (WC) phase.

2. For stars with initial masses in the range of 25 to 60 M, the evolution of the star is sensitive
to the exact rate of mass loss at different evolutionary phases. Mass loss on the main sequence favors
the formation of red supergiants by suppressing the intermediate convection zone and thus reducing
the amount of core hydrogen available. Mass loss during the red supergiant phase, on the other
hand, shortens the red supergiant phase. If mass loss during the red supergiant phase is sufficiently
great, the star becomes a Wolf-Rayet star.

During the evolution from O star to red supergiant, CNO-processed material comes to the
surface; the carbon-to-nitrogen ratio thus goes from the cosmic value of 4 prior to the red supergiant
phase to the CNO equilibrium value of 0.025 after the star returns to the left side of the color-

magnitude diagram. The surface hydrogen abundance drops abruptly to zero halfway through



Table 1. Theoretical Luminosities and Lifetimes (in units of 10® years)

Fraction of Fraction of
Initial He phase at He phase at
mass H-burning He-burning logTepy > 4.2 logTey; < 3.8
(M/Mg) logL/L lifetime lifetime (%) (%)
15 4.25 11.582 2.344 1 55
25 4.85 6.624 1.222 16 38
40 5.34 4.530 0.856 58 14
60 5.70 3.708 0.707 93 0
85 5.98 3.253 0.760 100 0
120 6.23 2.810 0.840 100 0

After Chiosi and Maeder [14]
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the nitrogen-abundant Wolf-Rayet (WN) phase, accounting for the transition from WN stars with
hydrogen (WNL) to WN stars without hydrogen (WNE). Finally, triple-a products appear very
abruptly, the helium abundance goes to zero, and the star becomes a WC star.

3. Less massive stars always become red supergiants, but if the mass-loss rates are low, the star
makes a blueward loop during the red supergiant phase and may cross the Cepheid instability strip
repeatedly. Larger mass-loss rates tend to suppress this loop.

As with more massive stars, CNO-cycled material appears during the red supergiant phase and
produces marked abundance changes. However, for stars of 15 Mg or less, the C/N ratio does not
drop below 1 during the first red supergiant phase and equilibrium CNO abundances are not yet

established during the blueward loop.

1.1.1 Observational Consequences

The theoretical predictions described by Chiosi and Maeder may be checked observationally on
several points. First, one may look for the surface abundance changes predicted for the more massive
stars. For the most massive, one may expect to see a significant increase in the helium content while
the star is still near the main sequence. At lower masses, an increase of the helium abundance will
be evident when the star returns to the left side of the color-magnitude diagram. Unfortunately, the
high excitation of the optical helium spectrum makes it impossible to trace the helium abundance
during the cooler phases of the star’s evolution, as we would otherwise wish to do.

The carbon-to-nitrogen ratio should change markedly at the same evolutionary phases at which
the helium abundance changes. Unfortunately, although molecules of both elements are visible in
red supergiants, the molecular data and model atmospheres are in a very primitive state at present
and one cannot hope to trace accurately the abundances at cooler temperatures. One is restricted
to an analysis of the atomic spectra at the same temperatures at which the helium abundance may
be studied.

Finally, one may attempt to determine the stellar parameters Te;y, logg, and My with suf-
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ficient accuracy to make a reasonable estimate of the stellar radii and masses. One then detects
the effects of mass loss in the same way that one detects mass exchange in binary systems: The
stars that have experienced mass loss will be overluminous for their masses. However, since both
the bolometric magnitude My, and log g are difficult to determine accurately, this procedure is of
limited usefulness.

The determination of T.y; and logg for a sufficiently large sample of stars also permits an
accurate calibration of the mapping of the (T.s;, log g) plane to the two-dimensional MK spectral
types. This is of value for studies in which the observed spectral types are used to construct
theoretical temperature-luminosity diagrams for OB associations with known distance moduli [24],

[25).

1.2 THE ANALYSIS OF O STARS USING SIMPLE NON-LTE MODELS

Rapid progress is being made in the computation of self-consistent models of radiation-driven
stellar winds [2], [16] and in the application of the effects of wind blanketing to photosphere models
[1], [12], [47]. Likewise, the new computational techniques are making possible an attack on the
difficult problem of line blanketing in non-LTE model atmospheres [5], [48]. One may anticipate
that it will soon be possible to calculate efficiently non-plane-parallel non-LTE models as well.

These refinements have the unfortunate effect of greatly increasing the computational cost
of analyzing a particular star. Not only does each model computation take more computer time
than one for a plane-parallel, unblanketed, non-LTE model, but the fact that such models require
additional parameters prevents the computation of a master model grid for use in the analysis.
One must perform a series of computations for each individual star analyzed. Since preliminary
indications are that the effects of blanketing (both wind- and line-) and of departures from plane-
parallel geometry are small for many O stars, it is reasonable to investigate what can be learned,
using a grid of the simpler non-LTE models.

With these motivations, a sample of O stars stars selected from a number of galactic OB
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associations [24] has been observed with the McCarthy echelle at the Palomar 2m telescope. The
observed line profiles have been compared with a grid of theoretical line profiles calculated at the
San Diego Supercomputer Center, using non-LTE model atmospheres with a range of effective
temperatures, surface gravities, and helium abundance fraction. The method of x? minimization
has been used to determine the choice of stellar parameters, giving the best fit of theoretical profiles

to the observed profiles for each star.
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2. OBSERVATIONS

2.1 OBJECT SELECTION

A sample of 36 stars from eight galactic associations was chosen for study. The particular OB
associations sampled were selected to cover a range of ages (based on the relative numbers of O, B and
M supergiants known to be members of each association) and galactocentric distances [24]. Table 2
lists the associations and stars selected for study. Figure 1 gives the theoretical H-R diagrams for
the selected associations. In the diagram at upper left, circles represent members of Cyg OB2 and
triangles, members of Aur OB2. In the upper right diagram, circles represent members of Cyg OB1
and triangles denote members of Cep OB2. In the lower left diagram, circles denote Gem OB1 and
triangles denote Per OB1. The final diagram is a composite for all the associations observed. In all
diagrams, filled symbols indicate stars for which parameters were eventually derived by the method
of analysis described here. Parameters for other stars are taken from the paper by Humphreys [24].
The stars analyzed all fall in the region of moderate-luminosity O stars; cooler objects and Of stars
were not observed or were dropped from the sample. The associations themselves appear to be of
slightly different ages, with Aur OB2 and Cyg OB2 being the youngest and Per OB1 and Gem OB1
being the oldest.

The stars selected for analysis included no known binaries, and where estimates of vsini were
available, no stars with vsini > 160 km/sec. However, such data are scanty, and a number of the
objects selected were found to have excessive vsini and were not included in the final analysis.
Likewise, stars showing strong Of characteristics were eventually dropped from the sample because
the plane-parallel models described later were found to be completely inadequate to describe such
stars. Those O stars observed but not analyzed are indicated in italics in Table 2.

Spectroscopic binarity is a more difficult problem, since for most companions bright enough
to affect the measurements, the spectra of the two components would be nearly indistinguishable

unless separated by large orbital Doppler shifts. Thus, it is possible that a number of spectroscopic



Table 2. O Stars Observed

Star | Spectrum V.| BV | M, | Remarks
Per OB1 R=11.73kpc
236894 o8V 9.37 0.19 -3.9
12993 06.5V 8.95 0.20 -4.4
13022 09.5 II-III 8.76 0.32 -4.9
13268 ' oT: 8.18 0.13 -5.0 Large vsin
Aur OB2 R=13.14kpc
242908 04V 9.04 0.28 -5.3 NGC 1893
242926 o7V 9.35 0.34 -5.1 NGC 1893
242935 orv 9.43 0.20 -4.6 NGC 1893
35619 o7V 8.55 0.24 -5.6
Gem OB1 R=11.49kpc
42088 06.5 7.55 0.07 -4.5
254755 09 Vp 8.84 0.60 -4.8
256035 09 Vp 9.16 0.55 -4.3 Large vsini
Cyg OB1 R=9.71kpc
193514 OT Ibf 7.40 0.45 -6.2 Of
193595 o7 8.72 0.36 -4.6
193682 05 8.41 0.51 -5.4 Large vsin¢
194094 09 III 9.02 0.59 -5.0
194280 0C9.7 Iab 8.39 0.76 -6.1
228841 065V 8.94 0.56 -5.0 Large vsin¢
229234 09.5 III 8.92 0.77 -5.6 NGC 6913
+36 4063 09.5 Ib 9.71 1.14 -5.9 Confused
Cyg OB2 R=9.85kpc
# 1 o9V 11.09 1.42 -5.4 Large vsini
#3 09: 10.22 1.61 -6.8 Large vsini
#4 o7 111 10.22 1.17 -5.6 +40 4219
#6 o8 v 10.67 1.22 -5.2 Large vsini
#7 03 If 10.50 1.44 -6.1 Oof
# 8A 06 Ib 8.98 1.29 -7.2 +40 4227 Large vsin i
# 8B 08: 10.31 1.35 -6.0
# 8C 05 111 10.08 1.35 -6.2 Large vsini
#9 O5If 10.80 1.93 -7.3 of
# 10 09.5Ia 10.04 1.43 -6.5 +41 3804
# 11 05 If 10.04 1.43 -6.5 +41 3807 Of
Cep OB2 R=10.21kpc
204827 095V 7.95 0.81 -5.0 Tr 37
207198 09 Ib-II 5.96 0.31 -5.5
207538 095V 7.31 0.33 -4.2
209975 09.5Ib 5.11 0.09 -5.7 19 Cep
Miscellaneous
9 Sgr 04V 5.97 0.03 -6.1

A Ori 08 3.66 -0.19 -5.2
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binaries have crept into the sample.
The selection of stars with a low vsini will bias the sample towards slow rotators. Since the
ultimate objective of this research is to test the models of Chiosi and Maeder [14], in which rotation

1s neglected, this bias may actually be advantageous.

2.2 DATA COLLECTION AND REDUCTIONS

The sample of stars was observed with the McCarthy echelle spectrograph on the Palomar 2m
telescope [29]. This instrument covers the entire optical spectrum from about 3650A to 80004,
with partial coverage to 10000A. Each order covers from 100A (in the near infrared) to 50A (in the
violet). The detector is a Texas Instruments 800 x 800-pixel charge-coupled device (CCD) cooled
with liquid nitrogen. It is routinely soaked in oxygen and flooded with ultraviolet light prior to use
to improve the quantum efficiency at short wavelengths.

For each observation, the signal-to-noise ratio for the optimal orders, those covering the wave-
length range from about 5850A to 6550A, was better than 100. The signal-to-noise ratio usually
decreased rapidly farther towards the blue, both because of the decreased sensitivity of the CCD
detector and because most of the objects observed show significant reddening from interstellar dust.
The stars from OB2 Cyg were particularly difficult in this respect, with a typical reddening of
E(B — V) ~ 1.5, or greater. In most cases it was impossible to obtain a high signal in the blue
orders without saturating the red orders and ruining the exposure. As a result, the analysis was
restricted to lines longward of the Hy line at 4342A.

Flat fields for calibration were prepared by summing frames obtained by exposing the echelle
to a diffuse incandescent source through a series of broad-band filters. This made it possible to
obtain a satisfactory exposure level in the blue orders of the echelle without overexposing the orders
in the red. A thorium-argon lamp was used to obtain a comparison spectrum for the wavelength
calibration.

The spectrograms were reduced using the echelle routines in the FIGARO data processing
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package [29]. The flat field, comparison, and object spectrograms were first remapped to remove
curvature from the orders (using the FIGARO routine CDIST). A normalized flat field was then
obtained by dividing the raw flat field by a copy of the flat field that had been smoothed in the
direction parallel to the orders; this ensured that the flat field was close to unity everywhere (while
retaining pixel-to-pixel variations and interference fringes), so that noisier, low-signal rows in each
order were not artificially amplified when the flat field was used to calibrate the object spectra.
After the observed spectrograms were divided by the normalized flat field, the rows making up each
order were summed and an estimate of the crosstalk between orders was subtracted from each order
(using the FIGARO routine ECHTRACT).

The profiles of the hydrogen and helium lines were obtained by fitting a polynomial to the two
orders adjacent to each order containing a line of interest; the central order was then divided by the
average of the two polynomials. This provided a way of estimating the continuum level even in the
presence of very strong wings, as illustrated by the profile obtained this way for HF in Vega (Figure
2 ). Unfortunately, the results were rarely this good for the spectrograms of O stars presented here;
the Stark wings are much shallower in O stars, and confusion from stellar and interstellar lines and

bands resulted in some uncertainty in the continuum level.

2.3 DATA QUALITY AND SYSTEMATIC ERRORS

The chief source of uncertainty in the observations is ambiguity in the continuum level, rather
than Poisson noise. The technique of interpolating the continuum from adjacent orders is most
effective for the Balmer lines, with their strong wings. The much narrower neutral and ionized
helium lines are much more sensitive to small, local errors in the continuum-level determination.

Such errors arise primarily from two sources: imperfect flat-field calibration and confusion with
stellar or interstellar lines and bands. The former effect is noticeable for the Hel 4471A line and for
the red wing of the Hy Balmer line (which is located near the end of an echelle order). Here one

sees that the local continuum level is not flat. The effect is reproducible from night to night despite
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the fact that fresh flat fields were obtained and used each night.

The second effect is seen, e.g., with the Hel 6678A line and the Balmer lines. In the case of
Hel 66784, a diffuse feature (probably intrinsic to the star rather than an interstellar feature) badly
confuses the red wing of the line. Likewise, stellar OII lines confuse the already uncertain calibration
of the red wing of Hy.

In general, the effects of poor flat-field calibration are more troublesome than the effects of
interstellar bands. Future work on these objects would best be done on an instrument with superior
photometric characteristics, even at the expense of a lower signal-to-noise ratio and/or resolution.
However, the confusion from lines and bands sets an ultimate limit on the quality of observational
line profiles.

Another uncertainty in the data is the absolute wavelength calibration. The FIGARO software
for carrying out the calibration is computationally expensive; since little information about the
physical parameters is contained in the wavelength of the line centers, it was decided to use a
single wavelength calibration for all spectrograms. However, thorium-argon comparison spectra
were obtained each night for possible future use in determining radial velocities.

Finally, a particular difficulty with echelle spectrograms is the problem of removing crosstalk
between orders and accounting for scattered light in the instrument. The McCarthy software [29]
for reducing echelle data does an excellent job of accounting for both effects for spectra that are well
focused on nights of fair-to-excellent seeing. It is unlikely that such background light has significantly

affected the line residual intensities.

2.4 OBSERVED EQUIVALENT WIDTHS

Although profiles were used in the fit of theory to data described in Chapter 4, the equivalent
widths of helium lines contain useful information in a concise form. Table 3 gives equivalent widths
(in mA) for lines of neutral and ionized helium, along with equivalent widths of the prominent CIII

emission line at 5696A and the CIV absorption lines at 5801A and 5812A. Some qualitative analysis
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Table 3. Equivalent Widths of Helium and Carbon Lines

Object | Hel 4471 | 4713 | 4922 | 5016 | 5876 | 6678
Per OB1
236894 770+ 30 160 + 50 598 £ 50 267 £ 10 893 £ 30 679 £ 50
12993 522 133 271 171 827 209
13022 695 230: 582 296 1022 733
Aur OB2
242908 287 <20 50 25: 514 <22
242926 574 94 315 128 714 246:
242935 448 74 444 126 572 179
35619 532 115 242 126 800 299
Gem OBl
42088 411 63 169 117 663 233
254755 577 175 464 226 911 527
Cyg OB1
193595 606 197 294 238 916 509:
194094 567 225 402 311 952 658
194280 672 200 495 331 1035 787
229234 616 226 397 303 1027 660:
Cyg OB2
#4 425 106 200 197 892 544:
# 8B 347 < 60 < 26 116: 722 -
# 10 583 234 444 283 900 692
Cep OB2
204827 801 186 540 292 780 634
207198 763 264 394 313 1101 721
207538 885 246 548 294 826 726
209975 822 245 405 312 1064 761
Miscellaneous
9 Sgr 182 <20 <20 <20 330 470:
A Ori 589 149 254 238 974 490




Table 3. (Cont.)
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Object | Hell 4542 | 4686 | 5412 CIII 5696 | CIV 5801 | 5812
Per OB1
236894 273+ 70 466 £ 100 471 £ 40 <2020 72 4+ 80 45 + 50
12993 567 660 863 -123 285 225
13022 143 284 224 <20 59 28:
Aur OB2
242908 608 688 820 -92 278 240
242926 430 660 759 -111 214 170
242935 295 471: 509 -63 219 141
35619 382 643: 871 - 276 189
Gem OBl
42088 479 683 715 -109 340 258
254755 318 259 433 -145 239 166
Cyg OB1
193595 651 756 903 -170 306 230
194094 251 509 388 -61: 161 115
194280 99: 232 209 56 46: 47
229234 230 439 371 88 204: 206:
Cyg OB2
#4 446 439 741 -302 490: 422
# 8B 445 105 745 -401 638: 476
# 10 117 151 237 -166 - 266
Cep OB2
204827 173 357: 252 < 80 64: 53:
207198 298 359: 511 -302 231 175
207538 125: 385 223 90 38 <13
209975 224 230 372 -235 175 137
Miscellaneous
9 Sgr 625 630 909 -32 161 132
A Ori 389 484 624 -211 349 257
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of the carbon features is presented in Chapter 5. The detectability limit for weak lines was ~ 80
mA for the stars with vsini > 100 km/sec and ~ 20 mA for stars with vsini ~ 60 km/sec.

The equivalent widths were measured using the FIGARO routine GAUSS. This routine de-
termines the continuum level by fitting a polynomial to the continuum with iterative rejection of
outlier points. Equivalent widths may then be obtained both by simple integration and by fitting of
Gaussian profiles. The values quoted here were obtained by simple integration and compared with
the results from fitting Gaussian profiles to estimate the uncertainties in the values. This allows for
the effects of imperfect continuum normalization and blends and the uncertainty in the wings of the
Stark-broadened ionized helium lines.

The Balmer lines, since they are dominated by the shallow Av—32 Stark wings, are difficult to
measure equivalent widths for. It was quite common to measure values for the equivalent widths that
were up to a factor of 2 smaller than those of the theoretical profiles that best matched the observed
profiles. Hence, no observed equivalent widths for the Balmer lines are presented here. The profiles

are presented later, along with the helium line profiles and the corresponding best theoretical fits.



17

3. THEORY

3.1 BACKGROUND

It is generally recognized that model atmospheres and synthetic spectra for hot stars cannot
be approximated usefully under the assumption of local thermodynamic equilibrium [34]. The
calculation of non-LTE model atmospheres is considerably more difficult than the calculation of
LTE model atmospheres, primarily because of the detailed dependence of the source function at
each frequency on the radiation field at all frequencies.

An LTE calculation may be thought of as a very restricted scattering problem in which the source
function at each frequency is uniquely determined by a single weighted integral of the radiation field,
the constraint of radiative equilibrium, which is characterized by a single quantity, the temperature.

That is, at each depth point,

S(v) = B,(T) (1)

subject to the condition
(e}

/ (J, = B,(T))xydv = 0. @)
0
(Convective energy transport is negligible in the atmospheres of O stars.) Thus, it is relatively easy

to organize the transfer equations describing the model atmosphere by frequency in such a way
that the resulting computational algorithm scales linearly with the number of frequencies [41]. One
determines (to first order) the perturbation to the single integral of interest, the condition of radiative
transfer, resulting from the perturbation of the radiation field at each frequency and depth: Since the
condition of radiative equilibrium is only approximately satisfied by the starting model atmosphere
(obtained by a gray atmosphere calculation or some other simple analytic approximation), one sets
the perturbation in the condition of radiative equilibrium equal to the opposite of the current value
of this integral (which should be, but is not yet, equal to zero):
o0 oo

- / (JO — BO(T)K0dv = A / (Jy = By (T))kydv = / (AT, — %2,” AT)kydv, (3)
0 0 0
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which, after the integral is replaced by a quadrature sum, has the form
A= "WnAJ, - XNAT, (4)
N N

where A, Wy, and X are scalars. These coefficients are calculated for each depth point, requiring
of order N D operations (where N is the number of frequency points in the quadrature sum and D
the number of depth points). Here the opacity is assumed to be constant; this approximation may
be dropped (as was done for the actual calculations) without changing the form of the last equation.

The transfer equation may then be used to determine the perturbations in the radiation field

resulting from a perturbation to T'; one gets equations of the form
AJ, = YpATp. (5)
D

The scalar coefficients Yp are calculated for each frequency, and AJ, is eliminated from Equation

4; this takes of order N D3 operations. One is left with the system of equations
A = MAT, (6)

where A and A T represent vectors over all depths and M is a D x D matrix [34]. This system is
solved for the corrections to T (and thus the source function at each depth) in of order D3 operations.
The computational cost is dominated by the calculation of the coefficients to Equation 5 so that the
calculation time scales as N D3.

In the case of a non-LTE calculation, on the other hand, the source function is defined by a
very large number of radiation field integrals, each with a different weighting function, in addition

to the temperature; that is,

S(V)=SV(T’NL)a (7)

subject to the same constraint of radiative equilibrium (Equation 2), and additional constraints of

the general form

[ee] (o]
Ng Z AL,L'/Jmu,LHL'dV+CL.-.L'(T) = Z Np BL,L'/Ju":u,L’»—»LdV'i‘CL’r—»L(T)
L'#L J L'ZL J

(8)
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Here L represents the number of atomic levels and Ny represents the occupation numbers for these
levels, which characterize the constraint equations. The quantity Cr/.r(T) includes spontaneous
radiative de-excitation or recombination.
If one attempted to proceed as with the LTE calculation, organizing by frequency, one would

eventually end up with equations of the form

A = MAN, 9)

where A and A N represent vectors over all depths and all constraints and M is the corresponding
square matrix. M will have ~ 500-5000 rows and columns (since for a typical non-LTE calculation,
there will be ~ 50 depth points and ~ 10 — 100 constraints), and the computational cost becomes
astronomical.

Thus, one cannot organize the problem by frequency, and one is forced to organize it by depth;

the resulting equations have the form

Q=AAY; ;+BAY;+ CAY, (10)

at each depth point d [33]; here 9 represents a vector over all frequencies and constraint equations
at a single depth point. The only full matrices that must be inverted are (N + L) x (N + L)
matrices. Thus, the computation time scales as (N + L)3D. Although this is much more practical
than the organization by frequency, it puts a severe limit on the number of frequencies and atomic
levels that may included in the calculation. The models calculated by Mihalas, Auer, and Heasley
[36] (hereafter MAH) were restricted to 105 frequencies and 11 atomic levels and were expensive to
compute even for such a simple description of the radiation field and atomic physics.

Recently Anderson [6] has pointed out that it should be possible to sum many transfer equations
describing the same line or continuum into a single equation, approximately describing the total
radiative energy density in that line or continuum. Thus, the number of equations linearized is

greatly reduced, since many quantities AJ, are reduced to a few quantities AE} representing the
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total energy density in a “block” of frequencies describing one line or continuum. In addition, the
presence of both the occupation numbers (each characterizing a constraint equation) and the energy
densities in the solution vector 1 is redundant, since the corrections to the one are given by the
corrections in the other (to the same order of approximation as the overall computation); thus,
the large solution vector v containing corrections to all frequencies and occupation numbers may
be replaced by a much smaller vector ¥ 4n4 containing only corrections to the temperature and a
few energy densities E,. The temperature could, in principle, be eliminated as well, since, like the
other variables of constraint, it is uniquely defined by the radiation field; but since its presence
would introduce non-linearities into the subsequent calculation of the new values for the constraint
variables (through collision terms), it is treated explicitly.

The actual numerical approximation made is that the detailed distribution of the radiation field
in a particular block of frequencies dominated by a single line or continuum and formed at similar
depths is fixed. One then solves (to first order) for the factor by which all the mean intensities
in each frequency block should be multiplied in order to better satisfy the transfer and constraint
equations. The resulting equations are similar in form to Equation 10. These are solved and the mean
intensities in each block are multiplied by the correcting factor for that block. The level populations
are then revised using the modified mean intensities and temperatures, the transfer equations for all
frequencies are solved using the resulting source function, and the distribution of the radiation field
in each frequency block is updated. The whole procedure is iterated to convergence.

The resulting method converges linearly rather than quadratically (as is characteristic of the
complete linearization procedure), but the convergence rate is acceptable for moderate error toler-
ances. It typically requires less than fifteen iterations to reach a tolerance of 0.01% in the surface
flux. The number of operations per iteration scales as DB3, where B is the number of frequency

blocks.
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3.2 MODEL ATMOSPHERE AND SYNTHETIC SPECTRUM CALCULATIONS

The calculation of theoretical line profiles proceeds in several steps. A gray model atmosphere
is first calculated, using an approximate T-7 relationship. This model is then used as the starting
approximation for an LTE model atmosphere code. The resulting LTE model is then used as the
starting approximation for a non-LTE code employing the Anderson algorithm.

At this point, the temperature and electron density at each depth in the model atmosphere
is fixed. However, an effort is made to improve the accuracy of the hydrogen and helium level
populations further by carrying out a calculation in which the level populations of one element are
refined while holding the populations of the other element and the temperature and electron density
fixed. This permits an approximate treatment of a larger number of transitions for each element,
using more detailed line profiles.

Finally, profiles for selected lines are calculated, using the most accurate available theoretical
line broadening data.

The whole set of computer codes is written in FORTRAN 77 for use on a CRAY or other
compatible vector processor. The codes proved to be well suited for vector optimization, and it
was usually possible to vectorize by frequency index rather than by depth index (the number of

frequencies being much greater than the number of depths).

3.2.1 Approximations

The chief approximations made in the theoretical calculations are (1) the approximation of
plane-parallel geometry; (2) the neglect of metallic line blanketing; and (3) the approximations in
the atomic physics.

The use of plane-parallel models has a number of practical advantages. First, it is considerably
more difficult and computationally expensive to calculate models with spherical symmetry than to
calculate plane-parallel models, because one is obliged to use many more angle points in the moment

sums. Second, the use of spherical models introduces an additional physical parameter, since Teyy
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and log g are replaced by the total luminosity, mass, and radius at the base of the atmosphere. Since
the plane-parallel models described here already have three physical parameters, the introduction of
a fourth would make it impractical to calculate a grid of models, and one would be forced to make
calculations for individual stars.

In any case, an analysis using spherical geometry would need starting estimates of the stellar
parameters, and these would be best provided by the plane-parallel analysis described here.

It cannot be denied that atmospheric extension and stellar winds have important effects. The
most obvious effect is that opaque transitions will arise from a larger radiating area, resulting in
greater flux in the line. This is generally recognized as the mechanism whereby the prominent
emission lines of supergiant stars, including the Of stars, originate. In particular, it will be seen
later that the Hell 4686A line is much weaker in most of the observed spectra than in the theoretical
spectra calculated here.

The other important effect of atmospheric extension is the geometric dilution of the radiation
field in the outer regions of the atmosphere. This has the effect of reducing the source function in
strong lines. In particular, as was first pointed out by Ghobros [18], the population of the 235 level
of neutral helium is most strongly overpopulated relative to a non-LTE plane-parallel model. Voels
et al. [47] find that the the 66784, 5876A, and 4471A lines are all suspect. It will be seen later
that the 5876A line reproduces poorly the observational material presented here, but that the fits
to the other two lines seem satisfactory (except for the 66784 line at higher T.sy).

The effects of neglecting winds are difficult to estimate at present. Although rapid progress is
being made in the theory of radiation-driven stellar winds, practical computations of stellar spectra
(such as, e.g., Voels et al. [47]) use an assumed value for the mass-loss rate. This, in turn, must be
estimated from observations of P Cygni profiles of ultraviolet resonance lines that are not available
for the bulk of the stars observed here. Two of the five stars studied in detail by the Colorado
group [12], [47] show significant effects from wind blanketing: ¢ Pup, spectral type O4f, and «

Cam, spectral type 09.5 Ia. For the other objects (¢ Ori A, spectral type 09.7 Ib; é§ Ori, spectral
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type 09.5 II; and AE Aur, spectral type 09.5 V), the effects of wind blanketing were found to be
negligible. Thus, for the most luminous supergiant and Of stars, the neglect of wind blanketing may
be serious, while for less luminous objects, the effects are not important.

The second approximation, the neglect of metallic line blanketing, is made for the same reasons
as the approximation of plane-parallel geometry. Non-LTE metallic line blanketing greatly increases
the computational cost of a model and introduces at least one additional free parameter, the metal-
licity. The main physical consequences of metallic line blanketing in non-LTE models are a slight
reduction in the effects of departures from LTE (because the mean thermalization depth in ionization
continua is reduced) and heating of the atmosphere through backscattering. Since backscattering
by stellar winds has a similar effect, the neglect of metallic line blanketing may be no worse an
approximation than the neglect of spherical geometry.

Werner [48] has calculated plane-parallel non-LTE model atmospheres that treat detailed line
blanketing by hydrogen, helium, and carbon. Although his models cover a somewhat different
temperature range than those described here (60000K to 100000K), his general conclusions may be
relevant. He finds that the optical lines of hydrogen and helium are only marginally affected, the
changes in the line profiles being limited to the line cores. The models with line blanketing show
shallower line cores for the combined H3/Hell and Hv/Hell lines and the Hell 46864 line and deeper
line cores for all other lines. The effects, however, are not great.

The atomic data used are somewhat uncertain. Although the radiative rates are generally
reliable (those for hydrogen and ionized helium being exact, and those for neutral helium being
excellent approximations), the collision rates are uncertain even for the hydrogenic atoms because
of the difficulty of the theoretical calculation. Those for the lowest levels (n < 3 for hydrogen and
neutral helium and n < 5 for ionized helium) are from fairly sophisticated theoretical calculations
and/or laboratory measurements. Those for higher levels are much more uncertain. However, since
the collision rates are important mainly for determining the thermalization depth of line transitions,

the uncertainty in these rates is unimportant when the thermalization of the corresponding lines
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is dominated by the overlapping continuum absorption (for which the cross sections are reliable).
This is certainly the case for infrared transitions, since the continuum absorption increases rapidly

towards lower frequencies.

3.2.2 The Gray Atmosphere Calculation

The gray atmosphere program, GRAY, is a highly modified version of the MAH code written
for the same purpose. The main differences are in the formats of the input and output files and in
the neutral helium bound-free cross sections used. The file format was developed with the intention
that it be as general as possible, so that models calculated with different approximations, e.g., LTE
vs. non-LTE, could be represented in the same format (Table 4 ).

The neutral helium bound-free cross sections for the lowest states are represented as Kramers’
cross sections modified by Gaunt factors. The Gaunt factors were approximated by fitting rational
functions to values calculated from the tables of Stewart [44], Jacobs [26], and Steward and Webb
[45]. The resulting approximations are quite good close to the absorption edge, but are less accurate
at higher frequencies where autoionization levels give a complex structure to the cross section. Since
the lowest autoionizing state has a rather high excitation (55.4 eV), no autoionizing states have been
included in the neutral helium model atom, and the structure these levels give to the photoionization
cross sections are probably of little importance. The relative contribution of the radiation field at
such high frequencies to the bound-free rates for neutral helium is small.

The program GRAY optionally includes negative hydrogen ion opacities [17], [19], although
these were not used for the O star models described here (since they are negligible at temperatures

characteristic of O star atmospheres).

3.2.3 The LTE Calculation

The gray model atmospheres are used as starting approximations for an LTE atmosphere code
(LTE), which uses the highly efficient Rybicki method described above [34], [41]. This LTE

calculation improved the convergence of the subsequent non-LTE calculation by providing a first
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Table 4. Format of Machine-Readable Model Atmospheres

Line | | FORTRAN Format | Explanation

1 (A80) Model title-not used by programs

2 (2F9.0, ¥8.2, F8.8, F8.5, 415)  T.zy, Tiine, Log g, He/H, Z, control switches

3-15 (8F10.6) Log abundance (relative to H=12.0) for 92
elements.

16 (215) Number of depth and frequency points

17+ (5E15.7) Frequency grid

18+ (215) Frequency quadrature rule and grid point:

first value is 2 for trapezoid rule and 3 for
Simpson’s rule, second value gives the grid
point for which the rule applies. The final
line has zero for both values.

19 (215) First value flags use of negative hydrogen ion
opacities; second flags inclusions of lines

20+ (15) Atomic number of an element whose model and
occupation numbers are given by the succeeding
lines. The final line has zero as the value.

214+  (16I5) Gives number of levels and lines for each ion of
the particular element being described, starting
with the negative ion.

224+ (5E15.7) Ionization frequency of each level starting with
those of the negative ion; a new line is started
for each ion.

23+ (215) Lower and upper state of each line transition
24+ (5E15.7) Occupation numbers of all levels of all ions at

each depth in the atmosphere, listed in that
order without any breaks.




26
approximation with an accurate temperature and electron-density stratification at large optical
depths. The continuum opacities used are identical with those in the gray model calculation, and
line opacities have been added to the calculation. The line profiles used are depth-dependent Doppler

profiles. It is assumed that microturbulence is negligible.

3.2.4 The Non-LTE Calculations

The MAH non-LTE model atmosphere code was modified to use the Anderson algorithm and to
treat many more transitions and continua. Whereas the original calculations were made with model
helium ions with only two levels and with six hydrogen line transitions (and none of helium), the
modified code handles ten hydrogen levels, all neutral helium levels with a principal quantum number
of five or less, and fifteen ionized helium levels. In addition to continuum radiative transition rates,
the program handles ten hydrogen line transitions and fourteen neutral helium line transitions (all
those connecting levels with principal quantum number n < 5) and ten ionized helium transitions
(all those connecting levels with principal quantum number 2 < n < 6). More transitions are
used for neutral helium than hydrogen because of the non-degeneracy of the nl levels of the two
spin systems. The code includes an automatic scheme for allocating frequency blocks; the criteria
described by Anderson [6] are used to determine the frequency block assignment. Since the resonance
lines of ionized helium are extremely opaque [22], they are assumed to be in detailed balance; the
lines arising from the first excited level are treated as if they were resonance lines for purposes of
determining block assignment.

As a test of the algorithm, a continuum-only model (non-LTE, no lines) was calculated, us-
ing complete linearization and compared with one calculated by the Anderson algorithm using an
identical frequency grid and identical atomic data. The resulting level populations were identical to
within the tolerance of the calculations.

The opacities used in the non-LTE calculations were identical with those used in the gray

and LTE calculations. The collisional excitation rates for transitions between the lower states of



27
hydrogen were taken from Aggarwal [3]. Collisional excitation rates for transitions between lower
states of neutral helium were taken from Aggarwal et al. [4] and Berrington et al. [10]. Collision
strengths for ionization from lower states of hydrogen, neutral helium, and ionized helium are from
Lennon et al. [28]. All other collisional rates were identical with those of the original code. These
are represented as the product of a Boltzmann term, exp (-k_—%), a power of T' (usually T‘l/z), and
a rational function of T determined by a least-squares fit.

Generally, model convergence was reasonably rapid. However, for a small number of models
(roughly 10% of all those calculated), it was necessary to employ a radiative/collisional switching
method [23]. The calculations using the switching method were carried out after normal calculations
had been attempted for all points in the model grid, and it was later discovered that the switched
calculations had inadvertently been made with a slightly modified set of ionization frequencies for
the upper states of neutral helium. This did not appear to have had any significant effect on the
calculations, which is not surprising, considering that the associated continua are very weak.

With a suitable grid of models, the next step was to refine the individual line spectra for hy-
drogen and helium by carrying out a more detailed calculation for each spectrum while holding
the temperature, electron density, and level populations of the other element fixed. The hydrogen
spectrum code replaces the Doppler profiles with more accurate line profiles that include the Stark
effect, and allows for the effects of the overlapping ionized helium lines. Ten transitions are in-
cluded explicitly, and the rates of all other transitions connecting the first ten levels of hydrogen are
estimated at the start of the calculation using the equivalent two-level atom approach [34].

A similar calculation is used to refine the helium lines. The line profiles used are Voigt profiles
with a damping width that is the sum of the natural damping width and the quadratic Stark
damping width [20]. The effects of the overlapping hydrogen lines are taken into account for the
ionized helium lines.

For the model at T,;; = 30000K, logg = 3.0, He/H=0.20, the equivalent widths of the Hell

4686A and Hel 5016A lines were vanishingly small. In the case of the Hell 46864 line, this was due
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to a flux in the line wings that exceeded the continuum flux; the profile itself appeared reasonable.
The tiny equivalent width for the Hel 50164 line reflected the actual line profile. All other lines
for this model were consistent with those of the adjacent models in the grid. The reasons for this
inconsistency in the two lines is unclear, although it may have something to do with the low gravity
of the model (close to the Eddington limit for this effective temperature). The equivalent widths
and line profiles of these two lines were interpolated from adjacent models for use in the tables and

fits presented here.

3.2.5 Line Synthesis

For the final line synthesis, the Balmer line profiles are calculated using theoretical absorption
profiles from the tables of Vidal, Cooper, and Smith [46]. The ionized helium line profiles are taken
from the very recent unified-theory calculations of Schéning and Butler [43]. For neutral helium,
the Voigt profiles are replaced by unified-theory profiles for the lines with forbidden components

(the 4471A and 49224 lines) at densities in excess of 10! electrons/cm? [8], [9].

3.2.6 Computational Costs

The gray model computation is extremely fast and represents a negligible fraction of the total
computation cost. The LTE calculation takes less than a minute of processor time on the CRAY to
complete a model calculation. The non-LTE code is somewhat more expensive, taking slightly less
than one minute per iteration for a total of up to 12 minutes per model. The code for refining the
hydrogen populations takes less than a minute per model, but that for helium is quite expensive (more
than 10 minutes per model) and is also expensive in memory usage. In light of the computational
cost, the benefits of the refined population codes are probably insufficient to warrant their use for
future calculations. They are included here primarily to rule out the possibility that discrepancies

between theory and observation arise from too simplistic a model atom.
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3.3 RESULTS

Figure 3 gives the profile of the HS line for a model with Teyy = 35000, logg = 4.0, and
[He/H]=0.10 at each stage of the calculation. The profiles, in order of increasing depth, correspond
to the gray model, the LTE model, the non-LTE model, and the non-LTE model with refined
treatment of the hydrogen spectrum. It is evident that the effects of departures from LTE are
sizable, as was noted two decades ago by Auer and Mihalas [7]. However, the more refined non-LTE
calculation has little effect outside the line core.

The temperature structure for the same model is given in Figure 4 , along with the temperature
structure of the Mihalas model with the same effective temperature, surface gravity, and helium
abundance fraction [33]. It is evident that while the structures are identical at depth, the tempera-
ture is significantly higher in the outermost layers of the atmosphere in the new model. Since heating
by photoionizations from the ground state of hydrogen largely determines the temperature structure
in the upper atmosphere [34], it is likely that the higher temperature results from the additional
transitions included in the model hydrogen atom. These permit electrons to cascade freely into the
ground state. Although the change in the temperature structure is pronounced, it does not have a
large effect on the calculated line profiles, the effects being restricted to the cores of the stronger

lines.

3.3.1 Theoretical Equivalent Widths and Profiles

The equivalent widths o