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ABSTRACT

The effects of heat release were studied in a planar, gaseous reacting mixing
layer formed between free streams containing hydrogen and fluorine in inert
diluents. Sufficiently high concentrations of reactants were employed to pro-
duce adiabatic flame temperature rises of up to 940 K (1240 K absolute). The
Reynolds number at the measuring station, based on velocity difference, 1%
temperature thickness and cold kinematic viscosity was approximately 6x10%
The temperature field was measured with cold wire resistance thermometers
and thermocouples. Flow visualization was accomplished by schlieren spark and
motion picture photography. Mean velocity information was extracted from

mean pitot probe dynamic pressure measurements.

Though the displacement thickness of the layer, for zero streamwise pressure
gradient, increased with increasing heat release, the actual growth rate of the
layer did not increase, but instead decreased slightly. The overall entrainment
into the layer was seen to be substantially reduced as a consequence of heat
release. Calculations showed that the decrease in layer growth rate can be

accounted for by a corresponding reduction in turbulent shear stress.

The mean temperature rise profiles, normalized by the adiabatic flame tem-
perture rise, were not greatly changed in shape by heat release. A small
decrease in normalized mean temperature rise with heat release was observed.
Large scale coherent structures were observed to persist at all levels of heat
release in this investigation. The mean structure spacing decreased with
increasing temperature. This decrease exceeded the rate of layer growth rate
reduction, and suggests that the mechanisms of vortex amalgamation were, to

some extent, inhibited by heat release.
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Imposition of a favorable pressure gradient resulted in additional thinning of
the layer, and caused a slight increase in the mixing and amount of chemical
product formation. The change in layer growth rate can be shown to be related

to a change in free stream velocity ratio induced by pressure gradient.
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Chapter 1

INTRODUCTION

1.1. Background

Combustion processes in turbulent flows are of great interest and have
significance in many practical applications. As chemical reactions can occur
only when fluids are molecularly mixed, understanding the flow processes lead-
ing to mixing is vital to the understanding of turbulent combustion. In many
cases, the amount of chemical product formed and heat released as a result of
mixing is limited by the entrainment of species into the layer, which is itself

related to the dynamics of the turbulent flow structure.

A major advance in understanding turbulent shear flow was the discovery
that the flow processes in a shear layer are dominated by large scale coherent
structures. This was reported by Brown & Roshko [1974] in a high Reynolds
number gas phase shear layer and also by Winant & Browand [1974] and Dimo-
takis & Brown [1978] in liquid shear layers. The discovery of large scale coher-
ence has motivated new measurements of composition. Konrad [1976] measured
the probability density function of the concentration of individual species in a
nonreacting gas shear layer. Those results allowed estimation of the amount of
product that would be obtained in a chemically reacting shear layer. Another
significant finding reported in that work was an asymmetry in the shear layer
entrainment, with more high speed than low speed fluid entrained. Detailed con-
centration measurements were performed in a liquid shear layer by Kooches-
fahani [1984]. Those measurements indicated that the transport in the layer is
dominated by large scale structures. It was also shown that, at high Reynolds

numbers, the composition of the mixed fluid appears to be quite uniform within



the individual structures.

The amount of mixing and product formation in a gaseous shear flow with
chemical reaction was studied by Mungal & Dimotakis [1984], utilizing the
hydrogen-flucorine reaction. That investigation was conducted under the condi-
tions of low heat release, with no apparent coupling between heat release and
the Aluid mechanics. Exploratory reacting shear layer studies in ligquid were per-
formed by Dimotakis & Brown [19768] and more systematically by Breidenthal
[1978], who determined the integral amount of product in the layer, and by
Koochesfahani [1984], who was able to provide detailed measurements of pro-

duct concentration and its average profile across the layer.

Much of the recent research in flows with combustion has been directed
towards understanding the effects of the flow field on the combustion process.
The effect of the flow field on small flame elements has led to the development of
analytical models, for example, the strained-flame models of Marble & Broadwell
[1977] and Broadwell & Breidenthal [1982], which have made substantial contri-
butions to the understanding of reacting shear flows. Little research effort has
been directed, however, at the reverse problem: understanding how the
combustion processes affect the flow field, that is, the layer growth, entrain-
ment, and large scale structure dynamics. The study of these effects was the

focus of the present investigation.

An investigation into the effects of heat release was conducted by Wallace
[1981] who used the nitric oxide-ozone reaction to study the mixing and
combustion in a reacting shear layer. The maximum adiabatic flame tempera-
ture rise attained during that investigation was about 400 K. Studies in react-
ing shear layers at high temperatures (& 1400 K flame temperature rise) were
performed by Ganji & Sawyer [1979], Keller & Daily [1983] and Pitz & Daily

[1983]. In all of these investigations large scale structures were observed to



persist in the flow at high temperatures,

The present work is a sequel to the low heat release experiments of Mungal &
Dimotakis [1984], and can be considered to fill the gap between the low heat
release studies of Mungal & Dimotakis [1984], and Wallace [1981], and the high
heat release investigations of Ganji & Sawyer [1980], Keller & Daily [1983] and
Pitz & Dailey [1983]. The reactants employed in the present experiments, hydro-
gen and fluorine, allowed the systematic study of heat release effects over a wide
range of temperatures. In this work the flame temperature rise ranged from

186 K to 940 K.

1.2. Research Program Objectives

The objective of this work was to determine the effects of heat release due to
combustion in a reacting shear layer. Specifically, this work studied the effects
of heat release on the layer growth and entrainment, the amount of mixing and

chemical product formation, and the large scale structure dynamics.

It is not obvious a priori whether the release of heat by a reacting flow would
serve to increase or decrease the growth rate of a shear layer. The earlier
results of Wallace [1981] suggested a slight decrease in layer growth rate with
increasing heat release. Wallace [1981] also found some decrease in layer
entrainment with heat release. The total amount of entrainment is of course
directly related to the growth rate of the layer. An interesting question is how
the entrainment ratio might be altered by heat release. Growth and entrain-
ment information in the present study was obtained from mean temperature

and velocity profiles, as well as by schlieren flow visualization.

Different methods exist for measuring or inferring the amount of mixing that
occurs in a shear layer. Two methods which have been employed are the so-

called passive scalar technique and the chemical reaction technique. In the



passive scalar technique (see e.g. Konrad [1976]), the concentration of a non-
reacting entity in the fluid (e.g. dye or a selected species) is measured and then
used to determine the amount of mixing (Konrad [1976], Rebollo [1973] in
gases; Koochesfahani [1983] in liquids). The chemical reaction method relies on
the molecular mixing to allow the formation of some sert of product, which once
measured is used to infer the amount of molecular mixing that occurred (in gas,
Wallace [1981], Mungal & Dimotakis [1984], Briedenthal [1978], in liquid
Koochesfahani [1984]). The present work used the chemical reaction technique,
with the measured temperatures used to determine the amount of product

formed.

The existence of large scale structures as a characteristic of turbulent shear
flows has become increasingly well accepted. Statistical investigations of the
large scale motion have been undertaken in the cases of turbulent shear layers
without heat release (Brown & Roshko [1974], Bernal [1981]) which have docu-
mented the convection trajectories and the spacings of the structures. How heat
release affects these features was investigated in the present work by use of

schlieren motion picture flow visualization.

The effects of pressure gradient in conjunction with high heat release was
also investigated. The effects of pressure gradient in reacting flow are of
interest because many practical devices have fixed geometry and do not have a
means of manipulating the pressure gradient. Some investigators, for example
Bray & Libby [1981] and Spalding [1984] have suggested that a pressure gra-
dient might serve to enhance the mixing and combustien in a reacting flow. The
effects of pressure gradient on the layer growth and flow structure were investi-
gated by Rebollo [1973] in a nonreacting shear flow. In some cases reported in

the present work, a favorable pressure gradient was imposed on the flow. The



layer growth, entrainment, large structure dynamics and product formation

under these conditions were investigated.



Chapter 2

EXPERIMENTAL FACILITY AND INSTRUMENTATION

2.1. Flow Apparatus

The experiments described here were conducted in the blow-down facility
documented by Mungal & Dimotakis [1984]. A planar shear flow was established
between free streams resulting from the discharge of separate volumes of
fluorine in an inert diluent and hydrogen in an inert diluent. The hydrogen-
fluorine reaction has the advantages of simple and fast chemistry, high exother-
micity, and the ability to be sustained over a wide range of reactant concentra-
tions, A small concentration of nitric oxide was included in the hydrogen-
carrying stream to help sustain proper ignition. The species under these condi-
tions can be regarded as reacting spontaneously upon becoming molecularly
mixed, thus eliminating the need for ignitors and flame holders. Details of the

hydrogen-fluorine reaction are presented in Appendix D.

A schematic overview of the facility is shown in Figure 2.1. The charges of
chemicals for each run were loaded into two separate gastight Teflon FEP
bladder bags, each of which is contained in a Teflon coated steel reactant tank
of 0.57 m3 volume. The desired concentrations of each species were obtained by
a partial pressure technique. The loading procedure was estimated to be accu-
rate in absolute concentration to 3—5% by Mungal & Dimotakis [1984]. The

reactant tanks are pressurized by an external surge tank of 12.7 m? volume.

In this investigation, most runs were conducted with nominally matched free
stream densities. To offset the density difference that would have resulted from

varying amounts of hydrogen in one stream, the densities of the free streams



were matched for most cases by using as a diluent a mixture of nitrogen and a
small amount of helium, on the fluorine side, and a mixture of nitrogen and a
small amount of argon on the hydrogen side. The intent of this procedure was
also to match the heat capacities of the two free streams, allowing the measured
temperature rise to be simply related to the heat release in the flow. Details of

matching gas mixture properties are provided in Appendix B.

The gas mixtures were discharged through sonic orifices into the contraction
section. The sonic orifices ensured choked flow and served to decouple the mix-
ture supplies from the downstream sections of the facility. The mass flux there-
fore depended only upon the conditions in the large external surge tank. During
a typical run, the pressure decrease in the external tank caused the mass fluxes
to decrease by about 5%, corresponding to a change in mass flux during the

data acquisition interval of about 1 %. See also Mungal & Dimotakis [1984].

In order to keep the free stream conditions constant from run to run, the
throat areas of the sonic metering orifices were adjusted to minimize variations
in free stream velocity which could have resulted from the differences in gas
properties of the various mixtures employed. The sonic metering valve open

area, 4;, was estimated by the following formula:

L
. (RTy?

RGP Sebiial- LA U A , T =
A; Pl (7) Pi UL A4 M=

. (.1)

where:

R = mixture gas constant

To = ambient temperature



Po = external surge tank pressure
¥ = mixture specific heat ratio
pi = free stream density

U; = free stream velocity

A; = contraction exit area

Each stream entered a Teflon TFE lined settling and contraction section for
turbulence suppression. The high speed stream emerged from a 6.1 contraction
with an exit area of 5x 20 c¢m; and the low speed stream, from a 4:1 contraction
in a 7.6 x 20 cm exit area. The two streams met at the tip of a horizontal stain-
less steel splitter plate, with a trailing edge included angle of 3.78°. The high
speed free stream turbulence level was cited by Mungal, Dimotakis & Broadwell

[1984] to be about 2/3%.

The high speed upper sidewall was fixed for all runs at 0° (horizontal) and the
divergence angle of the low speed lower sidewall was adjusted before each run
for the desired streamwise pressure gradient. The wedge-like geometry of the
planar shear layer displacement allow this simple means of accommodating or
imposing any desired pressure gradient. Externally controlled actuators were
installed to allow adjustment of the wall divergence without the need to open the
test section. The contraction and test section dimensions are indicated in Fig-
ure 2.2. A new contraction on the low speed side was constructed to ensure that
enough test section wall divergence was available at the highest expected levels

of heat release for this investigation.

The test section vertical sidewalls, through which the flow was viewed, con-
sisted of a 1 inch (25 mm) thick outer Pyrex plate (Corning borosilicate 7740)

combined with an inner sacrificial 1/8 inch (3.2 mm) thick polished Pyrex



sheet. The inner sheets became etched by the flow and were periodically
replaced. Pyrex was selected for its thermal toughness, high strength, and rela-
tively low cost. Unfartunately, Pyrex is not an especially good material for opti-
cal visualization. This was not a serious problem for the present work due to the
large optical signal strength at high heat release. Further, the thick outer plate

was optically polished to help improve the flow visualization results.

The test section is connected to the exhaust gas catch bags by a 51 em diam-
eter stainless steel duct with a high pressure atomizing spray system, which
cooled and partially neutralized the hot exhaust flow with an aqueous sodium
hydroxide solution. A photograph of the facility, showing the contraction, test
section and exhaust duct, is shown in Figure 2.3. Additional photographs of the

facility can be found in Mungal [1983].

The exhaust collection system consists of a double set of catch bags. The
inner bags are of Teflon FEP film, 0.005 inch (0.13 mm) thick, with a total capa-

city of approximately 13 m3

. For additional safety in handling high concentra-
tions of hydrogen and fluorine, each inner bag is completely enclosed in an
outer bag made of Dupont Tedlar film, 0.004 inch (0.10 mm ) thick. Tedlar was
selected for its high strength, low cost, and excellent weatherability, and it also
has good resistance to fluorine and hydrogen fluoride. All bags in the facility
were fabricated in house with an Accuseal Series 80 heat sealing machine. The
interspaces between the two sets of bags were purged with nitrogen to help
sweep away any exhaust gases which might escape the inner bag. The inter-
spaces were positively vented by an air ejector connected to a sodium hydroxide
scrubber bath to remove any reaction products before venting to the atmo-
sphere. The exhaust gases in the catch bags were scrubbed after each run to

remove any remaining toxic components after which inerts and any unreacted

hydrogen were vented to the atmosphere.
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2.2. Diagnostics

Five diagnostic techniques were employed during the course of this investiga-
tion: schlieren/shadowgraph flow visualization, cold-wire resistance thermome-
ter and thermocouple temperature measurement, pitot probe mean dynamic
pressure transverse profile measurement, and two-point streamwise pressure

gradient measurement.

2.2.1. Flow Visualization. An optical system was constructed for the facility
to allow schlieren/shadowgraph flow visualization. The schlieren method is
more sensitive than the shadowgraph technique and ig better suited to low heat
release runs. At higher heat release, enough optical thickness variation was
present in the flow to permit shadowgraphy, but it was found for the conditions
of this investigation that the schlieren technique resulted in better large scale

structure resolution. The schlieren/shadowgraph system is shown in Figure 2.4.

The system is a variation of the schlieren system employed by Liepmann
[1947]. The folded configuration utilized was selected for two reasons: first, to
allow the entire optical system to be housed in a single box assembly; and
second, to permit easy positioning of the optics. This allowed selection of the
portion of the flow to be photographed and also provided access to the test sec-

tion without dismantling and realigning the optical setup.

The schlieren heads are 10 inch (254 mm) diameter £6.5 spherical mirrors
(Scott Optical), and the lower mirrors are 14.5 inch (368 mm) diameter circular
flat mirrors (Drews Optical). All mirrors in the system were figured to one tenth
of a wavelength of visible light. The entire setup is housed in a wooden box, re-
enforced for strength and rigidity. A 5 m# He-Ne laser (Spectra Physics Model
155A) was employed periodically to aid in optical alignment. It was found, how-
ever, that the wooden structure was sufficiently stable so that realignment was

seldom required.
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High time resolution spark photographs were taken with a spark source
(8 3 usec duration ), synchronized with a motor-driven 35 mm camera, at a
rate of approximately three frames per second. Motion picture data were taken
with a high-speed pin register camera (Teledyne Model DBS 55) at a rate of 450
frames per second. Illumination was provided by a 200 #aift continuous mer-
cury vapor lamp (Ealing Stabilarc 250 Lamphouse, with a 250 Watt Universal

Power Supply).

A circular source mask and a circular hole spatial filter were used in place of
the conventional source slit and knife edge in an effort to give equal weights to
gradients in index of refraction in all directions and thus better resolve the
large scale structure of the flow. The hole sizes were increased with increasing
flow temperature to optimize (reduce) sensitivity as needed. Some of the design
criteria for the schlieren system were suggested by the discussion in Merzkirch
[1974]; the final design benefitted from discussions with L. Hesselink, presently

at Stanford University.

2.2.2. Temperature Measurement. Temperature data were recorded with a
rake of eight 2.5 um diameter platinum-10% rhodium cold wires, with a typical
wire span of 1.5 mm, welded to Inconel prongs of 0.014 inches (0.36 mm ) diame-
ter. This was the same type of probe employed by Mungal & Dimotakis [1984].
The welding was accomplished with a Unitek 80 microwelder power supply. The
wires were run with a constant current of 0.4 mA, which produced, under condi-
tions of natural convection, an estimated 0.2 K overheat. This was negligible
compared with the combustion temperatures measured and, as a consequence,

the probe sensitivity was independent of velocity to a very good approximation.

It was found that the 2.5 um resistance wires in the hottest regions did not
survive runs in which the adiabatic flame temperature rise exceeded approxi-

mately 600 K (900 K absolute). For this reason, a rake of 25 um Chromel-
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Alumel thermocouples was employed for the hottest runs. The leads of the
25 um thermocouple junctions (Omega Engineering CHAL-001) were welded to
prongs consisting of Chromel and Alumel wires of 0.010 inches (250 um) diame-
ter. Figure 2.5 shows construction details for both the cold wire and thermo-

couple probes.

Both the cold wire and thermocouple rakes were positioned across the
transverse extent of the layer. The spacing for both types of probes was nomi-
nally 0.97 cm. The total data rate for the resistance wires was 80kHz,
corresponding to 10 kHz per probe. This rate was comparable with the
estimated frequency response of the wires and was selected to give the desired
amount of data during the data acquisition interval. The length of the data
acquisition interval was selected to ensure the passage of a minimum number of
large scale flow structures (typically about 140). The thermocouples were sam-
pled at 500 Hz each, for a total data rate of 4 kHz; their considerably lower fre-

quency response than the resistance wires did not warrant a higher rate.

Thermocouples produce a voltage proportional to the junction temperature
and normally do not require calibration. The resistance wires were calibrated as
described in Mungal, Dimotakis & Broadwell [1984] using a hot and cold jet of
known temperature. Both types of probes produce accurate mean tempera-
tures: estimates of the amount of error caused by conduction, radiation, and
other effects, are presented in Appendices A and B. The temperatures measured
by the thermocouples were typically within 5% of the mean temperatures indi-

cated by the cold wires under the same run conditions.

Following Mungal & Dimotakis [ 1984], a function of the form



-13-

T=exp(c; +cay +cay? + cy® +cs59y?) (2.2)

was employed to represent the mean temperature profile. This function gen-
erally provided a good fit to the mean temperature rise data. The coefficients
for the present investigation were determined by a nonlinear least squares fit

and representative values are tabulated in Appendix E.

A typical circuit for temperature signal amplification is shown in Figure 2.6,
Note that this circuit allows for selectable impedance matching suitable for
either cold wire or thermoccouple input. The circuit also contains a third-order

low-pass Butterworth filter whose knee (3 dB down point) was set to Bk Hz.

2.2.3. TVelocity Measurement. The mean velocity was exiracted from the
mean dynamic pressure profile, which was measured by a pitot probe rake of
fifteen probes connected to a miniature manometer bank filled with a fluorine
resistant oil (Hooker Chemical Fluorolube FS-5). The bank had an adequate
time response to yield a reliable mean dynamic pressure profile during each
run. The 17 manometer tubes were sized to be critically damped with an inside
diameter of 3 mm. The two outermost tubes were connected to a static pert on
the low speed sidewall at z = 43.7 cm and were used to provide static references
for the other 15 tubes. The bank was photographed by a second motor-driven
35 mm camera. The photographic data were digitized using a Hewlett-Packard
HP9874 digitizer and processed to yield dynamic pressure profiles. This tech-
nique of measuring the pitot pressure was estimated to be accurate to approxi-

mately 57%.

The mean velocity was extracted from the mean dynamic pressure profile by

using the relation:
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[

U ={2R@ET + To)p: - ) /P (2.3)

where

R = mixture gas constant
ps = test section static pressure
p: = measured mean pitot pressure

T = measured mean temperature rise

Ignoring differential diffusion effects, the gas constant can be determined by
the mixture molecular weight, which is exactly known when the free stream den-
sities are equal. In cases where the free stream mixture molecular weights were
not exactly equal, the molecular weight of the mixture in the layer was
estimated by modeling the mean distribution of each free stream component
across the layer with an error function profile. In this calculation the flow could
be taken to be nonreacting, since the hydrogen-fluorine reaction does not cause

a change in mixture molecular weight.

The calculated velocities for each photographic frame were carefully exam-
ined to determine the time of settling of the manometer bank, and only those
frames after settling occurred were averaged into the final result. A nonlinear
least squares curve fit was applied to the resulting data to represent the mean

velocity profile in the form:

U(y) =b5tanh{bl +bzy +b3'y2+b4'ys +b8 . (2.4:)

Rebollo [1973] estimated that the accuracy of extracting mean velocities from
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pitot and test section sidewall static pressures in non-constant density flows is
about 4~-57%. This error estimate was made by estimating the contributions to
the mean measured pitot pressure by the fluctuations correlations pu %, pu'?,
and p'u”. The magnitudes of these correlation terms were estimated by Rebollo
from his experimental data, which were for a flow with a free stream density
ratio of pp/p; = 7. In the present experiment, the density ratio of the cold free
streams to the hot layer center is at most three, suggesting that the Rebollo

error estimate represents an upper bound under these conditions.

2.2.4. Sidewall Static Fressure. The static pressure was measured on low
speed lower sidewall at two downstream locations (z = 5.1 cm, z = 30.0 em) and
recorded as a differential by use of a Datametrics type 573 fluorine resistant
barocel sensor and a Datametrics type 1013 Modular Signal Conditioner, with
the output signal recorded on a strip chart by a Gould Recorder 110. Most of
the runs in the present investigation were performed with the sidewalls adjusted
to the requisite divergence angle to ensure a zero streamwise pressure gradient.
With experience it was possible to anticipate the proper wall setting for the
desired pressure gradient. For some runs, the walls were left fixed at the angle
required for zero pressure gradient at zero heat release, which allowed the heat
release to induce a favorable streamwise pressure gradient (accelerating flow),
as a result of the combustion displacement effects. For runs at nominally zero
streamwise pressure gradient, the low speed free stream velocity was typically

constant to within 3% throughout the test section.

2.3. Computer Data Acquisition

The temperature data were taken and recorded using the HYDRA-1 system
which was designed and integrated by P.E. Dimotakis and D.B. Lang. The system
has a Digital FEquipment Corporation L3I 11/23 CPU and a Data Translation DT
3362 1R bit, 32 channel A/D converter. The DT33682 has a maximum throughput
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rate of 250 kHz. The system also has a Datasouth DS-180 line printer, a Hewlett-
Packard HP9872 plotter, and an Andromeda DAC-11 D/A converter. The D/A con-
verter was used by the computer to furnish signal pulses which controlled the
run sequence by opening and closing the main opening valves and initiating the
data acquisition at preselected times. The motor-driven cameras were also
activated in this manner. Post-run data processing was also accomplished on
the system, which involved removing pre-run offsets and applying either a cali-
bration constant for the thermocouples or a conversion formula (derived in

Appendix A) to the cold output signal.

2.4. Run Conditions

The nominal flow velocities for this investigation were:

Uy=2R2m/s  U;=88m/s, r=U/U, =040 ,

with equal free stream densities, ie,,

at one atmosphere pressure.

One advantage of employing the hydrogen-fluorine reaction is that combus-
tion can be sustained over a wide range of reactant concentrations. Reactant
concentrations ranged from 2 % fluorine and 2% hydrogen up to 6% flucrine and

24 Z hydrogen, with adiabatic flame temperature rises in the range

186K < ATr < 939K ,
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resulting in maximum mean temperature rises in the range

124K < ATy < 550K

The corresponding peak density changes were

030< 22 < 085 |
Po

where Ap is the density difference between the cold free streams and the

minimum mean density in the layer.

The equivalence ratio, ¢, is defined here as the ratio of the low speed free
stream molar concentration, cgg, to the high speed free stream molar concen-

tration, cq;, divided by the low speed to high speed molar stoichiometric ratio:

(coz/Co1)
= m— 2.5
v (coz/Co1)s (2:5)
or,
¢
o= (2.6)
01 :

since the hydrogen-fluorine stoichiometric ratio is unity. Equations (2.5) and
(2.6) can be thought of as representing the volume (or mass) of high speed free
stream fluid necessary to completely react with a unit volume (or mass) of low
speed free stream fluid. Volume and mass, if differential diffusion effects are
ignored, are interchangeable in this discussion because the free stream densi-

ties in this experiments were nominally equal. For this investigation, the
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equivalence ratio was in the range ¢ =1 to ¢ = 1/8, with the lean reactant,
fluorine, always on the low speed side of the layer. As the heat release was
increased, it was determined that no obvious deviation from the simple trends
with heat release (to be discussed later) warranted extending the heat release
further. This consideration, in addition to issues of safety, restricted the use of
high speed free stream hydrogen concentrations in excess of 24 %; hence for the

higher levels of heat release the extreme value of equivalence ratio was ¢ = 1/4.

The measuring station for the cold wires and pitot probes was 45.7 cm down-
strearn of the splitter plate trailing edge for all runs. The thermocouple rake
was normally positioned at z = 44.8 cm. The local Reynolds number at the

measuring station was typically

Re;, = AU S, /v~ 8x10% (R.7)

where AU = U; — Up, 4, is the width indicated by the 1% level of the mean tem-
perature profile, and v is the cold free stream kinematic viscosity. This value of
the Reynolds number is well above that for the mixing transition as reported by
Konrad [1978], Breidenthal [1978] and Bernal et al. [1979]. The corresponding
Reynolds number based on the high speed free stream velocity and on the down-
stream distance was typically Re; = U,z/v~ 6x 10° The momentum thickness
of the high speed boundary layer on the splitter plate, 6, was calculated by
Thwaite's method and yielded a Reynolds number based on momentum thick-
ness of [/;6;/v ~ 240. At the measuring station the normalized distance to the
splitter plate was estimated to be

z/6, ® 2800. This is substantially larger than the value of z/6, = 1000 which
Bradshaw [1966] suggests may be required for the layer to become self-similar.

This value of £ /6, is in the range of other shear layer investigations, for example
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z/6, & 2300 in Dimotakis & Brown [1976]; /6, ® 2900, in Browand & Latigo
[1979]; and z/6, ® 4000 for Brown and Roshko [1974].

A composite spark schlieren photograph of two different runs is shown in Fig-
ure 2.7. The flow is from left to right with the high speed free stream in the
upper half of the figure. The splitter plate tip and the temperature and pitot
probe rakes at the measuring station are visible at the extreme left and right

edges of the figure, respectively.

All the flows in the present investigation are momentum dominated with
negligible effects of buoyancy. The relative importance of buoyancy is indicated

by the Richardson number:

_ Ap 90 2.8
po (AUR ' (2.8)

where g is the gravitational constant. For the present investigation, the max-
imum value of Richardson number is /i ™ 0.004. Koop & Browand [1979] sug-
gest that a minimum value of R & 0.05 is required for buoyancy to become

important.
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Chapter 3
RESULTS FOR ZERO STREAMWISE PRESSURE GRADIENT

3.1. Shear layer Displacement

One consequence of heat release and the corresponding density reduction is
that the outer flow will tend to be displaced away from the shear layer. The
amount of this displacement can be calculated from the steady continuity equa-
tion, The continuity equation for this flow can be developed by expressing the
components of velocity and density as the sum of mean and fluctuating parts,
e, T =U+u" U =V+v' and §=p + p', where the primes indicate the fluctuat-
ing parts. The mean quantities are shown with no diacritical marks. The result-
ing continuity equation is

ad

P D)+ a7 0 (3.1)

where pff\" =pV + pw’, the bar being used to denote the time average. It is
assumed here that g’ << pU. An estimate for the magnitude of p'u’ compared

with pU is presented in § 3.3.

Integration of equation (3.1) over the entire layer relates the transverse velo-

cities in the free streams:

0
peVe—pVi= [ (o U)dy . (3.2)

where p, 2 and V,, are the free stream densities and transverse velocities on the

high speed and low speed sides, respectively. In the present investigation, the
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free stream densities were nominally matched, i.e., p; = pa. The low speed lower
sidewall divergence generally resulted in V; # 0. The high speed upper sidewall,
neglecting its boundary layer displacement effects, guaranteed that V; = 0. The
layer geometry is shown in Figure 3.1. Introduction of the similarity variable
n =y /6(z), where y is the layer transverse coordinate and é(z) is some charac-
teristic layer thickness (e.g., 6,), and normalizing by the low speed free stream

conditions gives:

dn . (3.3)

This expression provides a means of defining the layer displacement thickness,
6°. Physically, 6° is a measure of how much the low speed free stream is

deflected owing to the presence of the shear layer.

The displacement calculation requires knowledge of the layer density and
velocity profiles. The density can be calculated from the mean temperature rise
profile, assuming that the static pressure is uniform across the layer. As will be
seen in § 3.5, the similarity shape of the mean temperature rise profile, normal-
ized by the adiabatic flame temperature, does not greatly change with heat
release. A single symmetric model profile provides, in fact, an adequate
representation of the measured profiles for unity equivalence ratio over all
values of heat release. For the purposes of this displacement estimate, the mean
velocity profile similarity shape will also be taken as not having changed with
heat release. How the mean velocity profile changes with heat release is dis-
cussed in § 3.2. It will also be assumed that the peak of the mean temperature

profile coincided with the center of the mean velocity profile.
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Conservation of mass for the top half of the layer requires that the model
profiles satisfy the following condition:

A
M "4‘0 P U,y mo (3.4)

where 7, is an arbitrary point in the high speed free stream outside the layer
and 7, corresponds to the location of the dividing streamline. The dividing
streamline, 7,, corresponds to the location at which p V= np U. This is also the
point at which the shear stress in the layer is a maximum. These conditions are
expressed by the following formula, which can be derived by combining the con-
tinuity and x-momentum equations:

U]
Uy |

1 -

") e
°2U{__U__T]d7,=f U dn . (8.5)

= polU1 | Uy ng Poly

Equations (3.4) and (3.5) determine the transverse locations of the model

profiles.

The calculated displacement from equation (3.3) is compared with the experi-
mental results, including some unpublished data of Mungal, in Figure 3.2. The
experimental results were obtained by taking the low speed horizontal sidewall
deflection angle, 8, as a direct measure of §°/(z — zg), the tangent of the angle
by which the low speed free streamline was shifted owing to the presence of the
shear layer. It was assumed for this calculation that the boundary layer dis-
placement thickness on the low speed lower sidewall was small. The parameter
(oo — P)/pg represents the mean normalized density reduction in the layer due
to heat release, where p is the mean density in the layer and pg is the average

(cold) density of the free streams. It can be noted from Figure 3.2 that the
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displacement thickness is less than zero for a layer with no chemical reac‘tion.
and becomes positive, increasing steadily with increasing heat release. No
dependence of the layer displacement on equivalence ratio was observed. The
solid line in Figure 3.2 represents a linear least squares fit to the data; the
dashed line is the result of evaluating equation (3.3), here taking the layer
growth rate to be dd,/dzr = 0.156 = constant. The fair agreement between the
calculated curve and the data points suggests that the layer growth rate was not
greatly changed by heat release. The effect of heat release on layer growth is

discussed in detail in the next section.

The mean density reduction parameter, (pg —p)/pq is of course a function of
the adiabatic flame temperature rise, ATr. This dependence is shown for the
present investigation in Figure 3.3. Some results calculated from the data of
Mungal [1983] are also included. The mean density changed greatly (with adia-
batic flame temperature) at low heat release but was seen to change less rapidly
at high temperatures. The data suggest, in fact, that there may be a limiting
value of (p — pg) /po for very high flame temperatures, and the present data sug-
gest that the limiting value for a reacting shear layer is substantially less than
unity (perhaps 0.4 to 0.5 for the conditions of this investigation). A limiting
value of the mean density reduction might be expected if large scale structures
persist at all levels of heat release, resulting in the flow consisting of alternating
regions of hot, low density structure fluid and cold, high density free stream
fluid. This would imply that even in the extreme casze of infinitely high tempera-
tures, where the cores of the structures would consist of fluid with zero density,
the regions of cold, unreacted free stream fluid between structures would result
in a finite mean density and a value of (pg — ) /pg less than unity. How the large

scale structures are affected by heat release is discussed in § 3.6.
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The corresponding value of mean density reduction for the U, = 0 shear layer
of Ganji & Sawyer [1979] is (oo —P)/pg® 0.85 for ATp/ To =4.5. It should be
pointed out that their Uz = 0 layer reattached and thus was characterized by
the recirculation and entrainment of hot products into the low speed side. This
caveat may explain the difference between their result and the present data. On
the other hand, their Uz/U; & 0 shear layer data may not necessarily be

directly comparable to the Uz / U; ® 0.4 data presented here.

3.2. Shear lLayer Growth Rate

The actual shear layer growth rate, in spite of large heat release and large
densily changes, did not increase and, in fact, showed a slight decrease, even
though the displacement thickness increased with heat release. This effect was
noted by Wallace [1981] and is observed in the present set of experiments, in
which the maximum mean flow temperature increase is about three times

greater than that of Wallace.

Several different measures of layer thickness are possible. One measure is
the observed 1% thickness of the mean temperature profile, é;. This parameter
has been shown by Mungal [1983] and Koochesfahani [1984] to correlate well
with the visual thickness of the layer, 6,2, as defined by Brown & Roshko [1974].
The parameter 6, /(z — %), which represents the layer growth rate, is plotted
versus the mean density in the layer in Figure 3.4. These results and all results
in this chapter are at nominally zero streamwise pressure gradient. Since it was
difficult to hold the speed ratio exactly equal to the nominal value of 0.40 from
run to run and also because the density ratio of the free streams was slightly
different from unity for some runs, each value of 8, /{x — zq) was corrected by
normalization with the expected growth rate for a cold layer with the identical

speed and density ratio, using an expression derived in Dimotakis [1984]:
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1__81/2
=g —_—

z —Iq 1 +st/%r | 409 L¥T
Tl -r

, (3.6)

where 7 = Up/ U, and s = pg/p,. This formula was shown to work well in
predicting the effect of density ratio and speed ratio on the growth rate of a
nonreacting shear layer. The parameter £ can be determined using a growth
rate formula presented in Brown & Roshko [1974]. In particular, £ = 0.38 if in
equation (3.6) 6 = 6,4,. This correction was also applied to the data of Mungal

[1983] included in Figure 3.4.

A straight line least squares fit to the data in Figure 3.4 suggests that the
thinning, for a mean density reduction of 40 %, may have been as large as 15%.
The main point here is not that the layer thinning was large with heat release,
but rather that in no case was the layer growth rate seen to increase with
increasing heat release, in spite of the displacement effect. No obvious depen-

dence of the thinning trend on equivalence ratio was observed.

The slight reduction in layer thickness with increasing heat release was
confirmed by the mean velocity data. Sample velocity profiles, at different heat
release but identical speed and density ratios, are presented in Figure 3.5. Each
profile in the figure was shifted to facilitate comparison by the required amount
to force U =(U,+Uz)/R at y/z =A0. In real space, the profiles were shifted
towards the low speed side with increasing heat release, a consequence of the
high speed upper sidewall being at a fixed horizontal position. It can be seen
that the hotter layer profile was noticeably steeper as measured by the max-
imum slope; in agreement with Wallace [1981]. Normalization of the maximum
profile slope by the free stream velocity difference gives the vorticity thickness,

6, of the layer,
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In addition to an increase in maximum slope with heat release, the mean velo-
city profile was also observed to change somewhat in shape. Velocity profiles at
low and high heat release are again plotted in Figure 3.8, against the normalized
transverse coordinate y /4,. The dashed line represents a hyperbolic tangent
profile with the same maximum slope. The proflle at high temperature appears
fuller than the corresponding low temperature profile. A modified symmetric fit
of the form

-t _ 1,1, Y X
U= 0, -2t ztenhlo.(55) + 5 (5] (3.8)

provides a very good fit to mean velocity proflles over all temperatures in this
investigation. The parameter & can be thought of as a measure of how the
profile differs in fullness from a pure hyperbolic tangent profile, and decreases
with increasing temperature as the profile becomes more hyperbolic tangent-
like. Including the change in profile fullness does not have a significant effect on
the model calculations of shear layer displacement described in the previous

section.

A plot of the vorticity thickness variation with heat release, 6,/(z — z¢), with
each value corrected for variations in speed ratio and density ratio using equa-
tion (3.8), is shown in Figure 3.7. These results are seen to be qualitatively con-
sistent with the mean temperature profile growth rates shown in Figure 3.4. The
solid line represents the change in vorticity thickness, §,, implied by the reduc-
tion in 1% thickness, d,, assuming that 4,/6, & 0.55 = constant. This value of

6,706, is somewhat higher than the corresponding value of Brown & Roshko
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[1974], who report a value of §,/48, ® 0.48. The vorticity thickness data, with
each point normalized by the corresponding cold flow vorticity thickness, g
are shown again in Figure 3.8 for comparison with Wallace [1981]. The portion
of the present results at moderate heat release, including some of the unpub-
lished data of Mungal, are seen to be in good agreement with Wallace [1981].
Since the data of Wallace were originally given in terms of ATysx/ Tq, the max-
imum mean temperature rise over the ambient temperature, it was necessary to
use for the abscissa parameter of Figure 3.8 the quantity A7yax/ (A Tuax + To).
This quantity is slightly different than (pg — 5)/pg because the density is not a

linear function of the temperature rise, but nonetheless renders a comparable

thinning effect to Figure 3.7.

An investigation, at higher temperatures, by Pitz & Daily [1983] in a combust-
ing mixing layer formed downstream of a rearward facing step found that the
vorticity thickness did not appear to change between their cold runs and high
heat release runs. Keller & Daily [1983], however, reported that in a reacting
mixing layer between a cold premixed reactant stream and a preheated combus-
tion product stream, the vorticity thickness increased significantly with increas-
ing temperature. Possible explanations for the effects of heat release on layer

growth rate will be discussed in Chapter 4.

A complicating consideration in any discussion of growth rate is the location
of the virtual origin, ¢, since the relevant similarity downstream coordinate is
y/(z - z{o)‘ The trends in layer thinning reported here do allow the possibility
that part of the effect could be accounted for by a shift in the virtual origin with
heat release. Wallace [1981] in fact suggested that up to 1/3 of the observed
reduction in layer growth rate could be due to a shift in virtual origin, towards
more positive values (downstream direction). This shift was attributed to the

heat release tending to suppress the initial shear layer instability. The changes
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in g with heat release were investigated by digitizing the edges of photographs
and performing by eye a linear fit to the apparent layer edges. The 1% points of
the mean temperature profliles were also used te aid in the fitting process. Typi-
cal edge fits at high and low heat release are shown in Figure 3.9. The values ‘of
zg for all levels of heat release in this investigation are presented in Figure 3.10.
The possible error in locating zy by this method is estimated to be typically
about 5% of the downstream distance to the measuring station at x = 45.7 cm.
Though the data allow the possibility of some change in virtual origin, they do
not support the proposal of any significant increase (to more positive values),
as suggested by Wallace [1981]. A decrease in 2, (to more negative values) would
in fact suggest that the reduction in layer growth rate is greater than that
reported here. A representative constant value of zg = — 3.2 ¢ was used for all
calculations and normalizations in this investigation. This value was also used
in normalizing the data of Mungal for comparison with the results of the present

study.

It should also be mentioned that the initial conditions (e.g. boundary layer
thicknesses on the splitter plate) can have a significant effect on layer growth.
This has been discussed, for example, by Browand & Latigo [1979]. See also Batt
[1975], Bradshaw [1966], and the discussion in the review paper by Ho & Huerre
(1984]. Tripping the high speed splitter boundary layer was seen to cause a
significant change in the growth rate of a reacting shear layer by Mungal et al.
[1984]. In the present experiment, the boundary layer initial conditions were

essentially fixed.
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3.3. Shear layer Entrainment

The volumetric entrainment of free stream fluid into the layer must have
been greatly reduced by heat release. This is implied by the observations that
the mean velocity profile shape was not greatly changed with increasing tem-
perature, and that the layer growth rate did not increase, while the displace-
ment increased substantially due to the density reduction in the layer. In this
section, two methods for calculating the entrainment will be discussed. These

will be referred to as the geometric method and the integral method.

The geometric method for entrainment calculation, proposed by J. Brown
[1978] and Dimotakis [1984], uses the geometry of the layer as shown in Figure
3.1 to derive an approximate relation for the overall entrainment. That is,

v
(z —xzo) U,

o]
=n,—(n, +tan@)r T

—r (3.9)

where r = U,/ Ug, m, and 7, are the similarity coordinate edges of the shear

layer, and £ is the deflection angle of the low speed lower sidewall.

The integral method relates the amount of entrainment into the layer to the
mean velocity and density (i.e. temperature) profiles as follows:

V _dé fMpU
(z —zo) Uy T odz .[)‘g Pl an (8.10)

where V is the volume flux into the layer per unit span. This expression
assumes that the layer is self-similar at the station at which the integral is per-

formed.
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Strictly speaking, the temperature and velocity fields cannot be expected to
be exactly self-similar in a flow with heat release. This statement is based on
the results from Mungal et al. [1984], which suggest that there is a Reynolds
number dependence on product formation. Since the growth rate does appear
to be a function of product formation (i.e. heat release) it may also change

slightly with Reynolds number (downstream distance).

A common difficulty of both the integral and geometric methods involves
selection of proper values for 7, and 7, Konrad [1978] was able to circumvent
the difficulty of edge point selection by incorporating the intermittency. This
allows expressing in integral form the entrainment as

14 _d8 [T\ pU
(x _Zg) U1 B .&-Z—‘j_‘w 7(7]) pOUl dn ! (311)

where ¥ (n) is the intermittency, that is, the mean fraction of the time that tur-
bulent fluid is encountered. The expressions (3.9) and (3.10) can be thought of
as indicating the amount of fluid that is entrained into the overall boundaries of
the layer; the expression (3.11) gives the amount that actually enters the tur-
bulence. Equation (3.11) will be referred to as the integral method with inter-

mittency.

An estimate for the intermittency can be made by relating it to the probabil-
ity of finding mixed fluid at a given location in the layer. Koochesfahani [1984]
showed that the total mixed fluid probability, P, (v ). can be related to the aver-
age product concentrations, &, at very high and very low equivalence ratios, as

follows:
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plyiv==) ZpYi¢=0)

P, =
m(y) Coi Coz

(3.12)

The average product concentration can, at low heat release, be related to the
mean temperature rise (see § 3.5 ) by & (¥ :¢) =AT(y ;p) CA},/AQ. where A@ is
the molar heat release of the chemical reaction and C;, is the specific heat. This
gives for the mixed fluid probability,

AT(y ;
Cpy

AT(y :
Coz

:
E

Pn(y) = Aﬁ% ==L 2%' (3.13)

It was shown by Mungal and Dimotakis [1984] that the amount of product
formied is close to the asymptotic limits for ¢ =8 and ¢ = 1/B. These limits
mean physically that the lean reactant has been burned out. Taking, as an
approximation, the intermittency to be equal to the total mixed fluid probabil-

ity, gives, in similarity coordinates,

Co BT(yi¢=8) , G BT(yip=1/8)

7(ng)~ (3.14)

The parameter § is used to indicate a possible functional dependence on heat

release; a possible choice is § = (5 ~ pg) /po.

It is not clear exactly how intermittency changes with heat release, as in this
investigation the cases ¢ =B and ¢ =1/8 were not run at high heat release.
However, it will be seen in § 3.5 that there was some decrease in the heights of
the mean temperature rise profiles, normalized by the adiabatic flame tempera-
ture rise, with heat release. This allows the possibility that the intermittency

may have been affected by heat release.
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The resulting entrainment data, using the geometric, integral and integral
with intermittency methods, are presented in Figure 3.11, The data sets labeled
6, and 4,4 were calculated without intermittency using for edge points the 1%
and 107% points in the mean temperature profiles, respectively. The solid and

dashed lines are least squares fits to the data.

The lowest sets of data in Figure 3.11 were calculated by the integral method
with intermittency. The data sets in Figure 3.11 labeled ¥(y :0) and ¥(y ;§) are
with the intermittency unchanging and changing with heat release, respectively.
For the set with changing intermittency, the heights of the intermittency profile
was taken to decrease in direct proportion to the decrease in the normalized
mean temperature profiles at ¢ =1 /4 with heat release, as shown in § 3.5. The
data with changing intermittency do not suggest a significantly different trend
than the results calculated incorporating the intermittency estimated from the
low heat release results. It should be emphasized that this change in the inter-
mittency with heat release is speculative and that the actual dependence of the

intermittency on temperature has not yet been established.

It can be seen that, regardless of the choice of method or of reference points,
the inference is that the total entrainment into the layer was strongly reduced
as a function of heat release, amounting to about 50%, for a mean density in the
layer of 407% below its nominal cold value. That the entrainment reduction was
in excess of the mean density reduction suggests that the decrease in entrain-
ment flux more than compensated for the additional displacement due to den-

sity change.

The incorporation of intermittency understandably indicates a lower entrain-
ment than the calculation without intermittency. With this in mind it should be
pointed out that the entrainment results calculated with intermittency should

always be below the calculated values without intermittency using the edge
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points corresponding to 6,.

The entrainment reported by Konrad [1976] for an nonreacting shear layer,
estimated using intermittency, is included for comparison in Figure 3.11. This
value was scaled , as suggested by equation (3.10), by the estimated growth rate
at zero heat release in the present experiment, and is in fair agreement with the

present results.

The difference between the integral and geometric methods can be used to
infer, in an approximate fashion, the amount by which the quantity piZ differs
from the approximation p I/ used for the computations in this chapter. The
difference is the fluctuation correlation term pu’. Examination of Figure 3.11
suggests that, in view of the apparently very good agreement between the
integral and geometric methods over all values of heat release, that the error
introduced by neglecting p™¢’ is not greater than about 4% over the width of the
layer. If it is assumed that the profile pu'(n) is Gaussian-like in nature, the
maximum error near the centerline of the layer could be as much as about 9%.
Since the mean velocity itself is only estimated to be accurate to about 4%
(Rebollo [1973]), however, the data allow the possibility that pu’ could be, in

fact, on average much smaller than 4% of p U.

3.4. Entrainment Ratio

Methods analogous to the integral and geometric methods for total entrain-
ment can be developed to give estimates of the volumetric entrainment ratio,
that is, the ratio of high speed entrained fluid to low speed entrained fluid. The
geometric result is developed in J. Brown [1978] and Dimotakis [1984] and is:

U, 7
YR S ) S
E, U, - tang (3.15)
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An integral method for estimating the entrainment velocities into the layer can
be derived from formulas presented in Konrad [1978], here put into linear simi-
larity coordinates:

Ve dé M pU
= =2 dn 3.18
U, z ‘l’-o pPo U, ( a)

and

Ve o
2 _ si__d_f LY 40 (3.18b)

where Ve,, are the entrainment velocities into the high speed and low speed
sides of the layer, respectively. The corresponding integral formulas incorporat-

ing the intermittency are:

Ve, dé , .. U

—L - 2¢ L g 3.17

U, = dz (m) PTG ( a)
and

Ve 4§ [0 p U

The corresponding volumetric entrainment ratio is given by

Vel
Vez

B, = (3.18)

The problem is again, for the calculations without intermittency, how to
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properly choose the values of 7, and 7,. This issue here is much more critical
than in the evaluation of the methods for the total entrainment, since small
errors in Ve, and Ve, can result in large errors in the ratio £,. An additional
difficulty in the geometric calculation of (3.15) is that the boundary layer on the
low speed lower sidewall adds to the apparent layer displacement and can result
in an observed value of 8 which exceeds the actual §°/(z ~ z,) of the layer. This
could cause (3.15) to indicate a substantially higher entrainment ratio than

actually occurred in the flow.

The calculations from the integral entrainment formulas, equations (3.16a)
and (3.18b), are presented in Figure 3.12. The solid line represents the calcula-
tion using model temperature and velocity profiles described in § 3.1, and the
1% points of the mean temperature profile to get 7, and n,. The layer growth
rate is allowed here to decrease with heat release as indicated by Figure 3.4. The
corresponding calculation for the 10% points gives the dashed line shown in Fig-
ure 3.12. The 1% calculation indicates a small increase in volumetric entrain-
ment ratio, that is, a tendency for more high speed than low speed fluid to be
entrained, amounting to about 3% from the lowest to the highest heat release in
this investigation. The corresponding 10% calculation indicates a decrease in
volumetric entrainment ratio with heat release of about 2%. The corresponding
calculations using the geometric formula (equation (3.15)) and the 1% and 10%
points of the mean temperature profile do not yield substantially different

results,

The calculated result from the integral formulas with intermittency ( equa-
tions (3.17a) and {3.17b) ) is shown in Figure 3.12 by the dotted line. This result
suggests a decrease in entrainment ratio of approximately 5% over the range of
temperatures studied in this investigation. An additional estimate of the change

in entrainment ratio with heat release, using large scale structure statistical
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information, is presented in § 3.6, and is consistent with these results.

It is worth noting that the actual values of entrainment ratio calculated by
the methods without intermittency appear to exceed substantially the values
calculated taking intermittency into account, and also the value given by Kon-
rad of £, ™ 1.3 for the non-reacting layer at comparable speed ratio. This sug-
gests that somewhat more high speed fluid may be within the overall boundaries
of the layer, but yet unmixed, than low speed fluid. Viewed another way the
suggestion is that the intermittency profile is not exactly symmetric about the

center of the shear layer.

3.5. Temperature Rise and Amount of Product Formation

Time resolved temperature measurements were performed using the cold
wire probes described in § 2.2.2. Sample time traces are presented in Figure
3.13, corresponding to a run with 2% Fp and 2% Hjp, with an adiabatic flame tem-
perature rise of 186 K. Similar traces were presented, for conditions of low heat
release, by Mungal & Dimotakis [1984]. Figure 3.13 consists of individual traces
representing the temperature rise recorded by each individual probe, with the
high speed free stream towards the top of the figure; the low speed free stream
towards the bottom. The horizontal axes represent 51.2 msec of real time,
corresponding to 512 data points per probe; each probe was sampled at a data
rate of 10 kHz. A run normally consisted of 24 such records of 8x 512 data
points. The vertical coordinate of each trace is AT/ Tysx, where ATyx is the
maximum temperature rise recorded for each record. The traces are represen-
tations of the temperatures sensed by the probes as the hot and cold fluid ele-
ments convect past them; hence the leading edge of any fluid element appears
in the figure to the left of the corresponding trailing edge. The physical distance
between the outermost probes was nominally about 6.8 em, and at the nominal

mean convection velocity of 15.4 m /s the time axes correspond to 78.8 em of



-37 -

flight distance. This means that in the figure the probe spacings are exag-
gerated roughly five times compared with the time axes. Time traces
corresponding to a 4% Fp and 4% Hp run (ATp = 36B K) and a 8% Fp and 6% H,

run (A7r = 553 K') are shown in Figures 3.14 and 3.15, respectively.

The following features can be observed in each of the Figures 3.13 - 3.15:
there are large, hot structures, separated by cold tongues of cool free stream
fluid which penetrate deep into the layer. These observations are consistent with
the findings of Mungal & Dimotakis [1984] at low heat release and suggest that
large scale structures continue to play a dominant role in the shear layer at
elevated temperatures. The convection velocity and mean structure spacing sug-
gest that roughly seven large structures passed the measuring station during
the time intei'val represented by each time trace. It should be noted that con-
duction error (see Appendix A and also Scadron & Warshawsky [1952] and
Paranthoen et al. [1982]) prevented the probes near the center of the layer
from indicating a zero temperature rise, which would have corresponded to the

cool, unmixed tongues of recently entrained fluid.

The average, over the entire run, of all time trace records results in a mean
temperature rise profile. The resulting profiles, normalized by the corresponding
adiabatic flame temperatures, are presented in Figure 3.18 for three different
equivalence ratios (¢ = 1, 1/R2, 1/4) at the lowest level of heat release in this
investigation, with 2% free stream fluorine and with the adiabatic flame tem-
perature rise in the range 186 K < ATy < 302 K. The transverse ccordinate,
y/8,, indicates the distance from the splitter plate tip normalized by the
corresponding value of §, for each run, with positive values towards the high
speed side of the layer. This coordinate was employed to enable easy com-
parison between profiles with different layer thicknesses. The corresponding set

of mean profiles for 4% free stream fluorine, 368 K < ATr < 498 K, is shown in
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Figure 3.17, and in Figure 3.18 are displayed the mean temperature profiles for
the highest heat releases of this investigation, 8% free stream fluorine,
553 K < ATpr < 900 K. All temperature rise profiles are fitted using the
exponential fit given in equation (2.2), § 2.2.2. The fit generally provided a good
description of the data. The observations of Wallace [1981] and Mungal & Dimo-
takis [1984] that the adiabatic flame temperature is not observed in the mean
at any point in the layer is seen to persist in the present experiments at high
heat release. This suggests that the mean temperature profiles, as is the case at
low temperature, resulted largely from a 'duty-cycle” phenomenon where each
probe spent a greater or lesser portion of the run time immersed in hot struc-
ture fluid, depending on its location in the layer, as proposed by Mungal & Dimo-
takis [1984]. This is consistent with the data shown in Figures 3.13 - 3.15 where
distinct large, hot regions of fluid were seen to persist in the layer at elevated
temperature. This gives a higher mean temperature near the center of the layer
and a lower value out near the layer edges. Employing an excess of high speed
reactant (i.e., ¢ < 1) results in a shift in the mean temperature rise profile
towards the side containing the lean reactant, consistent with the low heat

release results of Wallace [1981] and Mungal & Dimotakis [1984].

Konrad [1978] and Koochesfahani [1984] demonstrated in shear flows with no
heat release that the composition of the mixed fluid appears to be fairly uni-
form across the layer. This was also seen to be the case in the low heat work of
Mungal & Dimotakis [1984], and appeared to persist, to some extent, in the
present experiments. The extent to which the temperature in the large struc-
tures was uniform can be inferred by considering the maximum recorded tem-
peratures at each point across the layer. The mean profiles at two selected
values of heat release for ¢ = 1, and also the maximum and minimum tempera-
tures recorded during the course of the entire run, are shown in Figure 3.19, A

similar comparison for ¢ = 1/4 is made in Figure 3.20, In both cases, it can be
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seen that at lower temperatures the maximum temperatures in the central por-
tions of the layer were relatively uniform, suggesting a fairly uniform tempera-
ture in the large structures. It can be seen, however, that above about
ATz~ 500K , the maxima appear somewhat more peaked near the center of the
layer, suggesting that at higher temperatures the core regions of the structures
may have become relatively hotter than the structure edges. As was the case in
Mungal & Dimotakis [1984]. none of these data were compensated for conduc-
tion error; the probes were incapable of resolving the highest temperature rises
(near the adiabatic flame temperature rise) as well as the lowest temperatures

(near zero for the cold free stream fluid).

An interesting result is that the mean temperature profiles, normalized by
the adiabatic flame temperatures, were not observed at a given equivalence
ratio to change greatly in shape, despite the large values of heat release. Runs at
different heat release but with identical equivalence ratios are presented in Fig-
ures 3.21, 322 and 3R3 for g =1, ¢ =1/2, and ¢ = 1/4, respectively. In these
three figures, the peaks of profiles representing runs with more than 2% F; were
shifted to coincide with the peak of the 2% F, profiles to aid comparison. As
previously, the transverse coordinate for each profile is normalized by the
corresponding 6,. There appears to be no qualitative change in the profiles at
¢=1land ¢ =1/2; at ¢ = 1/4 a slight reduction in the profile height on the high

speed side can be observed.

The trends in amount of heat released and product formed can be quantified
by use of the following definitions. An integral measure of the amount of pro-
duct in the layer was used by Breidenthal [1978] and Konrad [1976], to define a

"product thickness "
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z c
op = J_ —ﬁ—)—dy (3.19)

where the integrand is the local concentration, ¢ (¥), normalized by a selected
free stream concentration, ¢g, or ¢gz. For the present investigation, ¢ is taken
to be the lean reactant (low speed free stream), i.e., cgz. In the present work,
since the density in the flow is strongly changed by heat release, two extensions
of (3.19) are possible, depending on whether the product fraction (moles of pro-
duct divided by total number of moles in the sampling volume) or product con-
centration (total number of moles) is to be represented. The molar fraction of

product can be related to the increase in the enthalpy in the gas, i.e.

f” H(T) — H(To)

d 3.20
— cozA @ Y ( )

sz =

where H(T) is the molar enthalpy, and A@ is the molar heat release of the chemi-
cal reaction. For constant specific heat, H(T) — H(Ty) = C;ZS—T The specific
heat at constant pressure, é;. is constant to within 1.6% in the range of max-
imum mean temperatures seen in this investigation (300 K <

AT + Ty < 900 K). This gives

2 qy . (3.21)

This relation was used by Mungal and Dimotakis [1984] to relate the tempera-
ture rise to the amount of preduct, i.e,, product fraction, and defines what will
be called in this work the product fraction thickness. The value of C"}, employed

in this investigation was 5}, = 7.082 cal /maole.



-4]1 -

The heat release of the chemical reaction can be related to the flame tem-

perature as follows:

C"%iw N (1+¢)ATr . (3.22)

This expression is approximate, as C;, of the mixture cannot be taken to be con-
stant at the higher values of A7r (which exceed the maximum mean tempera-
tures by 50% or more). The C’; of nitrogen at, for example, 1200 K is about 8%
higher than the value at 600 K. Using (3.22) it is possible to give the following

approximate expression for the product fraction thickness:

1 AT(y)
bp, N le AT dy . (3.23)

The mean of the temperature profile is given by:

<AT> = Lls—f_:ﬁ(y)dy . (3.24)

where 6 is a suitable layer width, e.g. § = §,. This allows simplification of (3.23)

to:

0p, N L < AT>

(3.25)

The product fraction thicknesses for this investigation are presented in Figure

3.24. Each value of dp, is normalized by the corresponding local width, §,, which

varies, as the case may be, for each value of heat release (as shown in Figure

3.4). Some of the low heat results calculated for the data of Mungal [1983] are
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included for comparison. For the present investigations (cgz> 2%), some
decrease in the product fraction thickness for all equivalence ratios with heat
release is indicated, amounting to approximately 17 % for a mean density reduc-
tion of 40 %. By contrast, the data suggest an increase in product fraction thick-
ness with heat release between the low heat release results (cg; = 1) of Mungal
[1983] and the present results at cg; = 2. Possible explanations for these effects

are presented in the following discussion.

The mean temperature rise can be related directly to the probability density

function of the reactant concentrations as follows:

1
AT(y) =f0 AT(c) P(c) de (3.26)

where P(c) is the mixed fluid fraction probability density function. The func-
tion AT(c) depends only on the chemistry and the equivalence ratio, and is
described by Mungal & Dimotakis [1984]. The product fraction thickness can

thus be related to the probability density function:

Op, N 1+¢f f—i—lfy; P(c)dcdy . (3.27)

The suggestion has been made (see for example Peters & Williams [1980]) that
the probability density function of the reactant concentrations may be strongly
changed by heat release. Since it was observed that there was some change in
product fraction thickness with heat release, Equation (3.27) suggests that P(c)
did change to some extent with increasing temperature. Wallace [1981] sug-
gested that if the volumetric entrainment ratio does not change with heat
release, the mixture fraction of the mixed fluid should also be unaltered. This

leaves the 'mixedness” within the layer as the changeable parameter in the
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probability density function. Wallace has suggested that the change in "mixed-
ness” is due to a reducticn in the efficiency of mixing owing to the increase in

the size of the fine scales with the increased viscosity caused by heat release.

This argument suggests that there should be a decrease in product fraction
thickness with increasing heat release, in agreement with the present results
(cge = 2). However, the entrainment results of § 3.4 do allow the possibility that
the volumetric entrainment ratio was changed by heat release, Further, as it is
not clear how the intermittency changes with increasing temperature, it is not
necessarily true that the mixture fraction of the mixed fluid is unaltered by

heat release.

Another possible explanation for the decrease in product fraction thickness
with heat release is that the actual adiabatic flame temperature rise may be
different from the nominal flame temperature rise calculated from the heat of
reaction and the product species enthalpies (see Appendix D, equation (D.2)).
This phenomenon depends on the ratio of reactant species mass diffusivities
and mixture thermal conductivities, which changes with increasing reactant
concentrations, and is discused in detail in Appendix C. There it is suggested
that, for the F,—H; reactant pair, that increasing reactant concentrations
could cause the actual flame temperature rise to decrease in relation to the

nominal flame temperature rise.

On the other hand, at low temperatures, the product fraction thickness
apparently increased with increasing heat release. One possible explanation for
this increase in product fraction thickness at low temperatures is that the
characteristic chemical time of the reaction decreased substantially with
increasing reactant concentrations, i.e. the chemical reactions became faster.
This is quantified in Appendix D. Note, however, that if chemical kinetics were

the explanation, the increase in product fraction thickness at low heat release
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as the hydrogen concentration was increased ( ¢ =1 > ¢ = 1/4), would prob-
ably have been higher than the corresponding increase at higher heat release
(faster chemistry at ¢ = 1). That this does not appear to have been the case

argues against an explanation based on kinetics.

A second possibility is that a decrease in entrainment ratio with heat release
caused an increase in product fraction thickness. A decrease in entrainment
ratio would cause relatively more of the lean, low speed reactant to be entrained
and would yield a higher mean temperature. A decrease in entrainment ratio is
consistent with the results of § 3.4 and is also suggested by the vortex statistics
of § 3.6. In any event, the mechanisms responsible for the observed product
fraction increase with heat release at low temperature appeared to be outbal-
anced by other mechanisms at higher amounts of heat release, where a reduc-

tion in product fraction was measured.

An alternative definition for a thickness based on the density of product can
be obtained by multiplying the local product fraction in the integrand by the

local density, as follows:

. _ ~ GATW) py)
5Pa=j_'“ YIS dy . (3.28)

The thickness defined by this relation will be termed the density-weighted pro-
duct thickness in this work. The motivation for this alternative definition is to
account for the decrease in the concentration of product, as the density in the
layer decreases, owing to heat release. The earlier definition, the product frac-
tion thickness defined in equation (3.21), could perhaps indicate a finite value
even in the limit of infinite temperature rise (zero density) in the layer. The

density-weighted product thickness is the same as the product fraction
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thickness for very low temperature rise (i.e., small density changes). Relating
the density ratio to the local temperature gives
61’2 1 = (:;ﬁ(y) Tq

= — d . 3.29
8, 51‘[w Co2d@ To+AT(y) Y ( )

The results of the total product calculation suggested by equation (3.29) are
shown in Figure 3.25. It is seen that the total amount of product (analogous also
to the total amount of heat release), when normalized by the low speed free
stream lean reactant concentration, is seen to substantially decrease with
increasing temperature. This decrease is partially due to the decrease in the
product fraction in the layer at higher temperatures discussed previously, but
appears to be mostly a consequence of the strong reduction in the entrainment

of the reactants into the layer due to heat release.

The data in Figure 3.25 suggest a measure for determining some characteris-
tic value of the heat release parameter, (pg — p) /pg, below which the effects of
heat release can be ignored. This characteristic value could be defined as the
break point in each (constant-¢) curve. Assuming that these curves tend to a
constant value as (pg —p)/po tends to zero suggests a means for extrapolating
the product fraction thickness data, as presented in Figure 3.24, to lower values
of heat release. It should, of course, be recognized that the analysis of the
amount of product formation in terms of the density-weighted product thick-
ness suggests that the apparently more complicated behavior of the product

fraction thickness may be, to some extent, an artifact of its definition.

It was observed by Mungal & Dimotakis [1984] that some ramp-like tempera-
ture rise features in the streamwise direction appeared to exist at low heat

release. This was interpreted with the aid of a suggested vortex picture by
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Bernal [1981] in which secondary streamwise vortices are superimposed on the
primary two dimensional structure. The effect of this is to cause slight ramp-
like features in the mixed fluid by biasing the fluid concentration in the large
structure towards the nearer free stream value. These ramp-like features can
be seen to persist in the present experiment, as shown in Figures 3.26 and 3.27,
for ¢ = 1 /4. The ramp-like features do not appear quite as clearly as they would
in a ¢ = 1 /8 case, and appear as though they may have been slightly suppressed

by increasing heat release.

3.8. Large Scale Structure Dynamics

The work reported by Wallace [1981] and by Mungal & Dimotakis [1984]
showed that the large scale structures which characterize nonreacting shear
flows also are found in reacting shear layers at low heat release. Other investi-
gations { Ganji & Sawyer [1979], Pitz & Daily [1983] and Keller & Daily [1983])
have shown thaﬁ large scale coherence is also observable in shear flows at high
temperatures (adiabatic flame temperature rise ™ 1400K). This section
addresses the question of what effect high heat release has on the large vortical
structures. In the present work, vortex statistical information was obtained
from motion picture data which were taken at a rate of 450 frames per second
over the full range of heat release. Large scale structures were observed to per-
sist for all values of heat release in this investigation. Sample spark schlieren
photographs, corresponding to the lowest and to one of the highest levels of
heat release in this investigation, are presented in Figure 3.28. The schlieren
sensitivity was reduced for the high heat release case and makes qualitative
comparison of the fine details between the two flows difficult; in both sample
photographs, however, the large scale structures can be clearly discerned. Ganji
& Sawyer [1979] argued that the schlieren visibility of the structures suggests
that the large structures retain their predominately two-dimensional nature

even as the heat release increases.



- 47 -

Statistical vortex distribution data were obtained by digitizing, frame by
frame, the schlieren motion picture data using an HP9874A digitizer. The loca-
tions of the apparent centers of each identifiable vortex were digitized. In most
frames it was possible to readily identify each individual vortex. The
phenomenon of vortex pairing occasionally made identification of individual vor-
tices difficult, and in fact in some frames it was difficult to pick out any large
scale structures. Ganji & Sawyer [1979] pointed out that heat release might
serve to render the boundary between two merging structures invisible, while
they might still be two separate fluid entities in the fluid mechanical sense.
Nonetheless, a typical motion picture was digitized to provide, typically, about
1800 points corresponding to individual vortex locations. Normally about 1300
frames were digitized, corresponding to about 2.8 sec of run time, during which
over 300 large scale structures were convected through the test section and the
field of view. This technique is estimated to produce mean statistics accurate to
about 5%. In addition, the location of the apparent edge of the layer was also
digitized, yielding typically about 400 sample edge points. The edge points were

used to estimate the location of the virtual origin, as explained in § 3.2.

As noted by Dimotakis [1984], the positions of the individual vortices, in the
mean, can be expected to constitute a geometric sequence:
z, . (3.30)

Ty = |1+

where here the coordinate z, is taken as the downstream distance of the nt*

vortex from the virtual origin, 24, and [ is the mean vortex spacing.

Sample histograms of four different runs, with varying amounts of heat

release, are presented in Figures 3.29 and 3.30. The histograms show the
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relative frequency of each value of vortex spacing normalized by the 1% tem-
perature thickness of the layer, 6,. Increasing temperature appears to have
caused a decrease in the mean normalized vortex spacing, 1/6,. The
corresponding profile widths, as characterized by the standard deviation of the
histograms, o, also appear to have been reduced with heat release. The change
in width could be partially due to vortex recognition difficulties at high tempera-

ture.

The solid lines in Figures 3.29 and 3.30 represent the lognormal distribution
predicted by the statistical theory of vortex circulation formulated by Bernal

[1981]. The distribution is

PA(A) = (3.31)

(2m)1 726\

Here A = 1/6, and § is related to the variance of the experimentally determined
distribution, ¢, by:

g? = [El:;]z[e“?a - 1] . (3.32)

The values of & for the theoretical distributions shown in Figures 3.29 and 3.30

were calculated using the /8, and o indicated by the experimental data.

The parameter ¢ in equation (3.31) was shown by Bernal to be related to the
relative frequencies of vortex pairing, tripling and tearing. Bernal found a value
of & =0.28 in the nonreacting layer and showed that this value implies that
pairing is the dominant vortex amalgamation mechanism. Increasing the rela-
tive frequency of tripling would result in a larger value of &, increasing tearing,

a smaller value of . In the present work, the values of & calculated from the
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measured results were observed to be nearly constant over the entire range of
heat release, with a mean value of ¢ = 0.25. The near-constancy of & suggests
that the relative frequencies of pairing, tripling and tearing are not affected by
heat release. It should be pointed out, however, that an increase (or decreas‘e)
of both tripling and tearing relative to pairing could also yield an unchanging

value of §.

The decreasing trend in mean normalized vortex spacing, [/ 6,, with heat
release is shown in Figure 3.31. The decrease was substantial and appears to
have been as large as 25% for a mean density reduction in the layer of 40%. Vor-
tex pairing is the mechanism which accounts for the increase in mean structure
spacing with downstream distance. Since the vortex spacing was observed to
decrease at a faster rate than the decrease in layer thickness, it appears that
the mechanism of vortex pairing may have been inhibited, to some extent, by
heat release. Since comparison with the Bernal theory suggests that the relative
frequencies of pairing, tripling and tearing are not changed by heat release, it
would appear that all three mechanisms were inhibited to a comparable degree

by heat release.

The nonreacting case in this experiment is observed to have a mean vortex
spacing of 1/(z —z) ® 0.27, compared with the values of 0.31 (Brown & Roshko
[1974]): 0.24 (Bernal [1981]); and 0.27 (Koochesfahani et al. [1979]). Schlieren
flow visualization in the nonreacting flow was accomplished by using, as free
stream fluids, nitrogen and a density matched mixture of helium and argon.
There was, for cases with zero streamwise pressure gradient, little observed vari-
ation in mean vortex spacing with downstream distance. The end of the mixing
transition region (Reg1 = 2x 10%) was located at approximately z = 15 em., and
generally no significant difference in vortex statistics upstream and downstream

of this point was observed. The variation of I/(x —z,) is presented versus layer
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mean density in Figure 3.32.

The decrease in mean vortex spacing has implications for the volumetric
entrainment ratio into the layer. In Dimotakis [1984], the following expression

is proposed for estimating the entrainment ratio:

(3.33)

E,,=sé-l+£_-
z

This implies that the reduction in vortex spacing must be accompanied by a
reduction in the volumetric entrainment ratio, ie., a larger fraction of
entrained fluid from the low speed free stream. The observed decrease in mean
vortex spacing indicates, using equation (3.33), a decrease in entrainment ratio
of roughly 4% over the range of heat release in this investigation. This is con-

sistent with the entrainment ratio calculations of § 3.4.
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Chapter 4

DISCUSSION OF HEAT RELEASE EFFECTS ON LAYER GROWTH

One result presented in the last chapter was that though the total displace-
ment of the layer increased substantially with heat release, the actual layer
growth rate did not increase, and in fact, appeared to decrease slightly. Possible
explanations for this phenomenon are presented in this chapter. The following
mechanisms are discussed: the decrease in turbulent shear stress caused by
the density change owing to heat release; the change in static pressure distribu-
tion across the layer caused by heat release; the redistribution of vorticity owing
to the action of baroclinic torque; and the change in kinematic viscosity with
increasing temperature. The experimental data suggest a decrease in shear
stress which can be attributed to the density reduction in the layer caused by

heat release.

4.1. Effect of Heat Release on Turbulent Shear Stress

One mechanism which may be responsible for the observed heat release
effects on layer growth and entrainment is a decrease in the turbulent shear
stress in the layer. It might be expected that a decrease in shear stress could be

related to a decreased layer growth rate. This will be quantified in this section.

The turbulent shear stress can be calculated from the time-averaged equa-

tions for conservation of mass and z- momentum, which are

2 (pu) + 5%—(;: My~o | (4.1)
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(puz>+§y—<pm7>~—§§—+?—f— . (4.2)

8
oz oy

The corresponding ¥ -momentum equation is

B iy 0P
5 (pu™®) ~ oy (4.3)

where pV=pV +p7’, as in § 3.1. The momentum equations (4.2) and (4.3) were
developed in the same fashion as the continuity equation in § 3.1. It is assumed
that the Reynolds stresses are much larger than the viscous stresses, and also
that all fluctuation correlations in u (p'z—f'z, 2Upu’, and W) are small com-
pared with the product p U2, The gradients in the y direction are assumed to be
much larger than gradients of similar quantities in the z direction. The quan-
tity T in the z-momentum equation (4.2) is the turbulent shear stress , where
+= —pu'vu , the Reynolds stress, plus higher order terms (W', Upv' and
Vpw'). For the purposes of this discussion it is not necessary to state exactly

which fluctuation terms constitute T.

The z-momentum and continuity equations can be cornbined by introducing
the similarity variable and also a stream function. Taking 7 = y /6(z), where
6(z) is a characteristic layer width (e.g. 6,;), allows rewriting of the z-momentum

equation (4.2) to give

40 (4.4)

dU dé au dr
d d dzx

pduds o pdU _ dr
-ne n dz P n an n

R
3

The continuity equation (4.1) is identically satisfled if the two-dimensional mean

velocity components are derived in terms of a stream function of the form:
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¥ =poUyd(z) f(n) . (4.5)

where the velocity-density products are given by

pU=—aa-—- and pff\‘:—%. (4.8a,b)

Putting the relations (4.6a) and (4.8b) into linear similarity coordinates gives

the following relations for the velocity components:

= s &
U=US3 _Ldn (4.7a)
and

o Uos(n 3l _ sy db

V=U8(n an DRl (4.7b)

where §(n) = p,/p. Combining (4.7a) and (4.7b) with (4.4) gives:

UR dé [

s
AUt dz |

d ~ d*f
dnf + § d’flz

- 1 d1 _ n dp
poAUZ dn  poAU? dn

dd
el (4.8)

Equation (4.8) provides, for given f(n) and §(n) profiles, a means of calculating
the shear stress profile. The second term on the right hand side (pressure

term) is small.

Equation (4.8) can be integrated with respect ton to determine the layer
shear stress profile. Enforcing the deflection condition presented in equation

(3.4), § 3.1, ensures that the calculated shear stress profile tends to zero shear
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stress in both free streams. Calculated turbulent shear stress profiles are
shown in Figure 4.1. The density and velocity profiles obtained from the experi-
mental results in Chapter 4 provided the functions f () and §(n). The growth
rate, dd/dz, was taken to be that indicated by Figure 3.4. It can be seen that
with increasing heat release, a marked decrease in shear stress is indicated. A
broadening of the shear stress profile with heat release is also apparent; this
results from the broadening of the mean velocity profile U(n) as was seen in Fig-
ure 3.5. The calculated shear stress at zero heat release agrees well with the
values of 7= —p@Zw" reported by Spencer & Jones [1971] for nonreacting flow.

That comparison is made in Figure 4.2.

The decrease in shear stress with heat release is consistent with the mixing

length scaling argument of Prandtl [1925]:

, (4.9)

where [ is the mixing length. Putting 8 U/ 0y into similarity coordinates gives :

1% |dU| aU
Tmpaa dn | dn (4.10)

By taking I ~ 6, equation (4.10) suggests that if the similarity mean velocity
profile is not strongly changed by heat release, the shear stress will decrease
with decreasing density. An alternate argument is that if the correlation 47" is
not greatly changed by heat release, then the Reynolds stress, 7= —pu™v’, will
decrease with decreasing density. It should be pointed out that some change in
the velocity field does apparently occur with increasing heat release. This was

seen in the broadening of the mean velocity profiles in Figure 3.6. In addition,



-55 -

an argument is presented in § 4.3 suggesting that the vorticity distribution
within the large structures is altered by heat release, implying a change both in
the mean velocity as well as in fluctuating velocity correlation terms. Nonethe-
less, it is argued here that these changes in the velocity field are not large com-
pared with the change in density caused by heat release, which can therefore be

regarded as the dominant effect.

It is unclear, however, what value of density to choose in estimating the tur-
bulent shear stress reduction caused by heat release. One choice is the mean
density at the given transverse station in the layer. Another possibility is sug-
gested by considering the large scale nature of the flow. Rajagopalan & Antonia
[1981] found in a nonreacting flow that at least 80% of the total shear stress
appeared to be contained within the large scale structures. It was seen in § 3.6
that large scale structures appear to persist at all levels of heat release. This
suggests that an appropriate method for estimating the shear stress in a flow
with heat release might consist of a combination of the cold shear stress and
some representative large scale structure shear stress. The shear stress can

then be expressed as:

(n) = (1 - &) To(n) + & 7o(n) ﬁ.? . (4.11)

where To(n) is the shear stress profile for the nonreacting flow, p° is the struc-
ture density, (here taken to be uniform within the structure), and & is the frac-

tion of total stress contributed by the large scale structure.

In order to obtain an estimate for the temperature in the structures from
the mean temperature profile, it must be kept in mind that, as pointed out by

Mungal & Dimotakis [1984], cold tongues of fluid appear to penetrate well into
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the layer. It was seen in § 3.7 that this appears to be also the case at high heat
release. These statements suggest a value of a representative homogeneous
large scale structure temperature somewhat higher than the maximum mean
temperature. The structure density can thus be expressed as:

* 7
bz — 2
Po To + € ATuax (4.12)

where ATyx is the maximum mean temperature rise in the layer and @ is a

weighting factor of value greater than unity.

Estimated shear stress profiles at high heat release, calculated by both the
mean density method and the cold shear stress method, are shown Figure 4.3.
The cold shear stress profiles used in the computations were broadened to
match the width of the hot shear stress profile. It appears that the method of
equation (4.11) may provide a more suitable match to the calculated shear
stress profile than does the method of weighting with local average density,

which underpredicts the peak values of shear stress.

The dependence of the peak shear stress on heat release is shown in Figure
4.4, The solid line represents the peak shear stress calculated from the mean
velocity and density profiles. The dashed and dotted lines correspond to the
peak shear stress predicted by the method of equation (4.11), assuming values
of @ =08,8d =1.0and & = 1.0, € = 1.1, respectively. These two curves are seen
to be above and below the result calculated from the mean velocity and density
profiles. This method does not allow determination of @ and € separately. It
does, however, suggest that the scaling of equation (4.11) is reasonable and is
consistent with the possibility that at least B0% of the shear stress is contri-

buted by the large scale structures. Also included in Figure 4.4 is the trend in
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maximum shear stress that would occur if the layer growth rate were constant
and unchanged by heat release. The implication is that even if the layer growth
rate were constant, the turbulent shear stress must decrease substantially in

order to compensate for the additional displacement due to heat release.

It should be noted that the preceding arguments are included as an a pos-
teriori effort to estimate the magnitudes of the various effects that enter in the
accounting of the growth rate of the shear layer. It is questionable whether
such arguments could have been used to predict these results pricr to their
establishment by these experiments; that would have required the prediction of

the relative insensitivity of the mean velocity profile to heat release.

4.2. Changes in Static Pressure Profile with Heat Release
Heat release changes the distribution of static pressure in the layer. An
estimated static pressure profile can be obtained by integration of the lowest

order y-momentum equation (4.3), and gives:

Ap =p —p;=pu? (4.13)

where p; is the free stream static pressure. If it is assumed that the 11_’2_proﬁ1e
is not altered to any significant degree by heat release, then equation (4.13)
gives a crude means of calculating the dependence of the pressure profile across
the layer on heat release. Using the v? profile measured in a nonreacting shear
layer by Spencer & Jones [1971] results in the calculated curves presented in
Figure 4.5. The width of the v? profile has been scaled to match the width of
the shear stress profile calculated from equation (4.8). These results suggest

that heat release decreases the static pressure deficit in the layer.
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Equation (4.13) does not, however, indicate a difference in static pressure
between the two free streams which is known to exist in these flows (Spencer &
Jones [1971]). To get an estimate for this requires that higher order terms be

included in the y-momentum equation:

B o - _%p 0T _08 =
az(pUV)+ay(pVe) oy T oz ay(pv)
- L evew) - Z(Upw) (4.14)
By oz ‘

Unlike equation (4.2), equation (4.14) does not lend itself to combination of pu"
and p V by use of the continuity equation (4.1). It is thus necessary, in order to
make use of (4.14), to take pv” ® 0 and pu’ ~ 0. Introduction of similarity coor-

dinates 77 = y /4 gives

dé dv 4V dp 2 d - dr dé
e b O Y —— = -~ —_ —_— _—) ——— ,
2z an TPV dn an AU dn[pv] M dn dz (4.15)
where 7(n) = v"?/AU?. This leads to
Us d§ df . d®f . df\. 1dd _ 0 df
Asz(ndn dn+ns dn? sdn +§ -&—7_7- §2 dn
1 _dp ,_ 71 dT (4.16)

T poAUZ dn  poAU? dn

Integration of (4.16) to obtain the pressure profile can be accomplished directly
if the stress term —nd7/d7n is neglected. Alternatively, this term can be elim-

inated by combining equation (4.16) with equation (4.7), which gives
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U d§ df ~ d%f a8 1 di
2 —_— +2 s — + ——

3

(4.17)

Evaluation of (4.17) for conditions of zero and high heat release results in the
calculated higher order curves presented in Figure 4.5. While the development
leading to (4.18) and (4.17) is crude, it can be seen in Figure 4.5 to indicate two
qualitative features. First, a pressure decrement on the low speed side of the
layer is indicated. This is in qualitative agreement with the experimental results
of Spencer & Jones [1971]. Secondly, the analysis predicts that the pressure
difference between the free streams decreases with increasing heat release. The
pressure difference across the layer is plotted in Figure 4.6 for all values of heat
release in this investigation. Both equation (4.18) and equation (4.17) suggest a
reduction in the pressure decrement of about 50% for a mean density reduction
of 40%. It should be noted that the magnitudes of all the pressure decrements

are very small compared with the dynamic heads in the flow,

It might be expected that the static pressure will be less in the large scale
structure cores than in the free streams. A decrease in the pressure difference
between the layer center and the free streams could be expected to partially
account for the reduced entrainment. The relative contribution of the statie
pressure change with heat release to the shear stress decrease can be estimated
by including the pressure difference, as given by equation (4.13), in the shear
stress calculation of equation (4.8). The effect of the small pressure term on the
shear stress calculation is shown in Figure 4.7. It can be seen that including the

effect of pressure has a small effect on the shear stress calculation, implying
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that the effect of the change in static pressure distribution on layer growth is
small. The calculated shear stress no longer goes back to zero on the low speed

side of the layer because the expression for the pressure profile is approximate.

4.3. Effect of Baroclinic Torque

That baroclinic torque might play a role in influencing the layer entrainment
was suggested by Wallace [1981]. The main point of his argument is that the
action of baroclinic torque, which results from nonaligned density gradient and
acceleration vectors, redistributes the vorticity in the layer. The more diffuse
vorticity was argued to result in a reduction in the induced entrainment veloci-

ties into the layer.

The argument begins with an examination of the Euler equation

i . u?y Vp _
at+wxu+v(2 P =0 , (4.18)

where the vector identity (V)@ = &x4 + V (u?/2) was employed. Taking the

curl of (4.18) gives:

2O 4 ava)= L2vpoxvp + (3-9)2 (4.19)
Dt P
where :gt_ = :—t + (i -V ) is the substantial derivative. Equation (4.19) can be

further simplified by noting that (see, for example, the discussion in Serrin

[1859]),



-81 -

D(&/p)

(4.20)

where the continuity equation was used to substitute for Dp/Df. This can now

be combined with equation (4.19) to give:

-D—(%/‘Ql=l—ol-z—(Vprp)+(E>'V)ﬁ . (4.21)

Taking the view that the processes in the layer are controlled by structures
which are basically two dimensional, the terms (&-V )% in (4.19) and (4.21) can
be taken to be zero. It can be seen from (4.21) that the baroclinic torque
changes the vorticity. This was illustrated graphically by Wallace [1981] using a
figure reproduced in Figure 4.8. Surmised contours of density and velocity were
superimposed on a typical large structure. The contours are depicted in a refer-
ence frame which is moving with the structures with their convection velocity.
Wallace argued that the baroclinic torque action would be strongest at the
points labeled "A", and should augment the vorticity at those points. Since a
control volume of fixed size enclosing the entire structure will always indicate
the same circulation, Wallace argued that the vorticity concentrated at other
points (the braids and structure cores) decreases owing to the action of baroc-
linic torque at points "A". This redistribution of vorticity was concluded to result
in a reduced locally induced entrainment velocity and a lower layer growth rate.
Winant & Browand [1974] also concluded, using a vortex interaction theory, that
a change in the vorticity distribution within the large structures, in the direc-

tion of more diffuse vorticity, would lead to a smaller layer growth rate.
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A difficulty with the baroclinic torque argument is that it is not readily
quantified, especially since it is seen in equation (4.21) that the quantity
affected by the action of baroclinic torque is not simply & but rather & /p.
Numerical simulations by McMurtry et al. [1985] do however show that the vorti-
city does in fact appear to be redistributed in the large scale structure by heat

release.

4.4, Viscosgity Change with Heat Release

Work by Yule et al. [1980] in a reacting propane-air jet found a much longer
potential core compa'red with a nonreacting jet, implying a decrease in the shear
layer growth rate. They reported an increase in potential core length from
about three initial jet diameters in the cold case to about 20 initial jet diameters
in the reacting flow, which had a maximum mean temperature of up to about
1700 K absolute. The change in core length was attributed by Chigier & Yule
[1979] to a delay in the establishment of turbulent flow owing to the increase in

kinematic viscosity with heat release.

The change in kinematic viscosity with temperature can be estimated by:

1+8
- M _ M| T
V= _ 4.22
P PO[TO] (4.22)

where o is the viscosity at ambient temperature, 7p. The exponent & has the
approximate value & & 0.73 for nitrogen. Equation (4.22) indicates an increase
in kinematic viscosity of about 20 for the hottest temperatures of the investiga-
tions of Yule et al.[19B0]. For the present work, by contrast, the highest mean
maximum temperature rise was substantially less, amounting to about 580 K
(8B0 K absolute), and would have caused the kinematic viscosity to increase by a

factor of about 6. This change in kinematic viscosity sufficed to reduce the
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nominal Reynolds number in the present investigation (here based on the hot
kinematic viscosity) of Res ® 6x10* to Res; ® 1x10% Since the flow is still at
high Reynolds number under these conditions, it seems unlikely that viscosity
plays a large role in the reduction in layer growth. Further, it was seen in § 3.2
that the location of the virtual origin, for the present investigation, did not exhi-
bit any significant change with heat release. This suggests no substantial delay

in the development of layer growth owing to heat release.

In conclusion, all four mechanisms described in this chapter probably play
same role in accounting for the observed layer thinning and reduced entrain-
ment. However, it is seen that the estimated decrease in turbulent shear stress
can by itself easily account for these effects and thus may represent the major
contribution to the experimentally observed trends. It should be pointed out
that this phenomenon is not necessarily inconsistent with the effect of the

baroclinic torque.
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Chapter S

RESULTS FOR NONZERO STREAMWISE PRESSURE GRADIENT

Some runs in this investigation were performed with a nonzero streamwise
pressure gradient. The effects of pressure gradient in reacting flows are of
interest because many practical combustipn devices have fixed geometries and
thus do not have a means of relieving the induced pressure gradient. In this
chapter the effects of heat release combined with streamwise pressure gradient
on shear layer growth, entrainment, amount of product formation, and large

scale structure dynamics are discussed.

A pressure gradient in the present investigation was imposed by fixing the
sidewalls for the reacting flow in a position corresponding to zero pressure gra-
dient in the unreacting flow, This yielded a naturally induced favorable pressure
gradient in the case of flow with heat release. In this investigation, such favor-
able pressure gradient runs were made at reactant concentrations of up to 8%
fluorine and 8% hydrogen, corresponding to a flame temperature rise of up to

553 K. This was sufficient to induce a pressure increase, over the distance from
the splitter plate tip te the measuring station, of about 1/2 of %—po U;, the low

speed free stream dynamic head. This served to increase the high speed velocity
from the nominal B2 m /s to 23.1 m /s and the low speed velocity from

B.Bm /sto 11.3 m /s between the splitter tip and the measuring station.
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5.1. Shear Layer Growth

The thickness of the layer, at a fixed measuring station, appeared to be less
for the cases with favorable pressure gradient than for the corresponding react-
ing flows with no streamwise pressure gradient. This can be seen in Figure 5.1,
where comparative mean temperature profiles with identical levels of heat
release, but with and without pressure gradient, are shown. The comparison in
layer thickness with the least squares fit to the zero pressure gradient cases of
Figure 3.2 is given in Figure 5.2. It must be noted that for flow with pressure
gradient the parameter 6, /(z — zg) represents simply a normalization by the
downstream distance and does not necessarily represent that layer growth rate,
since the layer with streamwise pressure gradient is, as will be seen later in this
section, not in general self similar. The additional thinning caused by pressure
gradient does not seem surprising in an accelerating flow. The change in layer
growth rate appears to have been essentially due to a change with downstream
distance in speed ratio induced by pressure gradient. This will be quantified in

the following discussion.

For nonreacting shear layers with equal free stream densities, a commonly
used expression for relating the growth rate to the speed ratio was given by

Brown & Roshko [1974]:

Ouviz _ 1l -7
= —zg) =0.38 e (6.1)

where 4, is the visual thickness of the layer. For the moderate values of the
streamwise pressure gradient in this investigation, it can be assumed that this
similarity relation holds locally (suggested by M. M. Koochesfahani in private dis-

cussions), i.e.,
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Loam (5.2)

where the parameter A(Y) is a growth rate parameter, which is taken to depend
only on the amount of heat release. The speed ratio, r(z) = Up(z)/ U,(z) is
here a function of downstream distance. Equation (5.2) is essentially a state-
ment that the layer is in local equilibrium, that is, that the speed ratio changes
slowly compared with the rate at which the layer growth adjusts to it. Integra-
tion of equation (5.2) gives the layer growth as a function of downstream dis-

tance,

5(z) = A(T) le:—’l“i)- dz . (5.3)

2o 1 +17(2)

The free stream velocities can be determined from the corresponding Ber-

noulli equations, assuming that the streamwise pressure gradient

M = constant. The results are:

dzx
UR(z) = Uf - 57[35 z (5.42)

and
Uf(z)=Udg - ;22—{%% z (5.4b)

where Ug, and Ug; are the high speed and low speed free stream velocities,

respectively, at some reference point, e.g., at the start of the test section. The
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assumption that the pressure gradient, dp /dz, was constant can be evaluated
by comparing the velocity indicated by equation (5.4a) with some of the experi-
mental results from Rebollo [1973]. This comparison is made in figure 5.3. The
dashed line is the fit suggested by equation (5.4a) assuming that the pressuAre
gradient is constant, with a chosen value of dp /dz = +0.017 forr /cm. The
agreement is good and lends support to the idea that the pressure gradient is

constant or nearly constant in these flows.

The speed ratio as a function of downstream distance can be expressed by

combining (5.4a) and (5.4b). The result is:

1
_ 1 -2z z
r(z)=7o 1 -Rllrfsz (5.8)
where
O= dp /dz /gz (5.8)
p Unz

is introduced as the pressure gradient parameter, which has units of inverse

length, and Tg = Uog/ UOI'

The effect of pressure gradient on speed ratio, as expressed by equation (5.5),
is plotted in Figure 5.4. The values of [1 < 0 given are typical for this investiga-
tion at different levels of heat release. The effect of a favorable pressure gra-
dient is seen to increase the speed ratio (that is, drive it towards unity); for an
adverse pressure gradient, to decrease it (drive it towards zero). It can be seen
that the speed ratio is affected less by a favorable pressure gradient than by an
‘adverse one of similar magnitude. The adverse pressure gradient solutions

become, in fact, singular far enough downstream.
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The trend in layer thinning over the full range of heat release of this investi-
gation is shown in Figure 5.5, where the normalized layer thickness at the
measuring station (6;/6;)) is given against (pg —5)/po. Where 6), is the layer
thickness without pressure gradient. The experimental results are seen to be

consistent with the predicted trend.

In this investigation, the layer was not self-similar in the presence of a
streamwise pressure gradient. Rebollo [1973] showed that in ordevr to have simi-~
larity, the layer growth must be linear and the free stream dynamic heads must
be matched. The changing speed ratio precluded linear layer growth, as seen in
equation (5.2). Furthermore, in this work the free stream dynamic heads were
not matched. Thus the layer in this investigation was not self-similar in the

presence of a streamwise pressure gradient.

5.2. Shear Layer Entrainment

The entrainment into the layer with pressure gradient can be calculated by
extending the geometric and integral methods employed in § 3.3. The geometric
entrainment formula for the total volumetric entrainment into the layer must
take into account the change in free stream velocities in the presence of a pres-
sure gradient. For the pressure gradients in this investigation, the free stream

velocities given in equations (5.4a) and (5.4b) can be closely approximated by:

Udg

U™ Uy -1 Cd (57)
Ugi

Uz ~ Uog -z . (58)

Using these relations and the geometry of Figure 3.1 allows calculation of the

overall volumetric entrainment into the layer:
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+7 (1 -Iz)(-n, + tanp) +H%g- (5.9)

where h, and hp represent the distances from the splitter tip to the upper and
lower sidewalls, respectively. This equation does not represent the entrainment
locally, but is rather indicative of the entrainment into the entire layer, from
splitter tip to the measuring station. Unlike the corresponding zero pressure
gradient formula, equation (3.10), § 3.3, equation (5.9) shows that for nonzero
streamwise pressure gradient the entrainment depends, to some extent, on the
geometry (specifically the initial heights) of the flow channel. In the present
investigation, however, the contributions from the terms containing

h,/z and hy/x are small and can be neglected.

The corresponding geometric volumetric entrainment ratio of the entire layer

is:

U, (L-TUR/UG z)m,
Ug (1 =IIz)(—m, + z tanp)

By, = (5.10)

It can be seen that equations (5.9) and (5.10) reduce to (3.10) and (3.11).§ 3.3,

respectively, for the zero streamwise pressure gradient case (IT = 0).

The comparison between overall entrainment with and without streamwise
pressure gradient is made in Figure 5.6. It can be seen that the overall entrain-
ment appears to be substantially higher for the flow with pressure gradient. It

might be expected that the converging sidewalls could cause an increase in total
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entrainment if the decrease in layer thickness is not large. Qualitative com-
parisons based on Figure 5.6 are difficult because the layer with pressure gra-
dient is not self-similar. Also, the zero streamwise pressure gradient layer may
not be self-similar for as much as 1 /3 of the distance from the splitter plate tip

to the measuring station, as mentioned in § 2.4,

The integral entrainment formula, taking into account a nonconstant layer

growth rate, is

1 Ty
LY gy 6 rTpu 511
y N 42 PN el (5.11)

where here d§/dz is a nonconstant function of z. Here the parameter n =y /4§
is used locally to allow estimation of the integral; it is not being implied that the
layer is self similar. Using the relation given in (5.2) for the growth rate gives:

Ve oy L=7(z) 1 opu
= A d . 512
Uy @ L+7(z)n, pol) K (5.12)

In contrast to the geometric entrainment formula (5.9), equation (5.12)
represents the local volumetric entrainment into the layer per unit span per
unit length, and does not directly relate to the overall entrainment into the
layer. Resulting calculations based on this integral entrainment formula are
presented in Figure 5.7. The values of A(§) in equation (5.12) were selected to
give the correct growth rates in the corresponding zero pressure gradient flows.
The solid lines represent the least squares best fit to the experimental results
from § 3.3 with zero pressure gradient. The local entrainment at the measuring
station is seen to be less in the case of pressure gradient that in the correspond-

ing zero pressure gradient flow. This appears to be primarily a consequence of
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the lower layer growth rate in the case of pressure gradient.

5.3. Temperature Rise and Amount of Product Formation

It could be argued that, in reacting flows with substantial density variations
and appreciable pressure gradients, an additional mixing mechanism might be
operative, resulting from a possible relative acceleration between light fluid ele-
ments and heavy fluid elements. This mechanism is referred to as 'pressure
gradient diffusion” by Bray and Libby [1981] and by Spalding [1984]. The efficacy
of such a mechanism would of course depend on the scales at which the density
variations would be observed and their relation to the viscous small scales of the
flow. If the hot/cold fluid elements are very closely spaced, viscous effects might
not permit large relative motions to be established and little or no augmenta-

tion of the mixing would be observed.

The results of this experiment, in fact, indicate little change in either the
peak temperature of the total amount of product formation as a result of the
favorable pressure gradient. This is seen in Figure 5.8, where three of the result-
ing mean temperature profiles, at the highest heat release and largest value of
pressure gradient attained in this investigation, are shown. Temperature
profiles at lower temperatures also show little change resulting from pressuré
gradient. The product fraction thickness, as defined by equation (3.23), § 3.5, is
plotted in Figure 5.9 for runs with and without pressure gradient. The cases
with pressure gradient are seen to be on average only 2% higher in product frac-
tion than the corresponding flows without pressure gradient; at the highest tem-
perature, the data indicate a possible augmentation of up to 6%. It should be
kept in mind that the estimated reproducibility and accuracy of the experimen-

tal results are 3 -5 7.

A small increase in product can be accounted for by the change in Reynolds

number of the flow caused by pressure gradient. The local value of Reynolds
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number, Res = AUG, /v, at a given downstream location, decreased with pres-
sure gradient. This is because ¢, decreased, though this decrease was partly
offset by the increase in AU owing to free stream acceleration. The result was a
modest decrease in Reynolds number. The nominal Reynolds number at the

measuring station of Res ~ 8.4% 10* decreased to as little as Reg ™ 5.2x 104, for

the runs with the largest heat release and pressure gradient.

How the product fraction thickness depends on the Reynolds number was
investigated, under conditions of low heat release, by Mungal et al. [1984]. That
work suggested a decrease in product formation amounting to roughly 207% per
factor of 10 increase in Reynolds number. How that trend might change with
heat release was investigated by running one case, 4% fluorine and 4% hydrogen
(ATr = 368K ) at elevated free stream speeds, Uy =44m /s, Up=1786m/s.
The results of these runs are shown in Figure 5.10. It can be seen that the trend
of product decrease with Reynolds number persists at higher temperatures, and

is of approximately the same slope as the earlier low heat results.

The trend in Figure 5.10 suggests, for the present investigation, that the
naturally induced pressure gradient could be expected to result in an increase
in product formation of up to approximately 3% at the highest temperature and
pressure gradient of this investigation. That this result already accounts for
most of the small observed increase in product formation suggests that "pres-
sure gradient diffusion", at least for the values of temperature and pressure gra-
dient reported here, does not play a significant role in enhancing the mixing and

combustion in a reacting shear layer.
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5.4. large Scale Structure Dynamics

The mean large scale structure spacing, over the entire central part of the
layer, was not greatly changed by streamwise pressure gradient, as shown in Fig-
ure 5.11. There was, however, some trend in the mean vortex spacing with down-
stream distance. This can be explained by taking the mean vortex spacing to be

related to the layer growth rate, i.e,,

(5.13)

8 IN(
1}
Qe

8 |o,

where [ is the mean vortex spacing. Sample reported values for the constant &,
taking 6 to be the vorticity thickness, §,, are: @ = 3.3, Winant & Browand [1974];
@ = 3.0, Bernal [1981]; @ = 2.9, Brown & Roshko [1974]:; and, for the present
investigation, @ = 3.4 for the case of zero heat release. It was seen in § 3.6 that
the mean vortex spacing decreases with increasing temperature, suggesting that
@ should be taken to be @(§), a function of heat release (in an analogous
fashion to A(§) introduced in § 5.1). Again assuming that the large struc-
ture dynamics accommodate themselves rapidly to the changing free stream
conditions, the layer growth calculated by equation (5.3) can be used to esti-
mate the vortex spacing change with downstream distance. Figure 5.12 shows
the calculated variation in mean vortex spacing with downstream distance in
the presence of a favorable pressure gradient. Appropriate values of the param-
eter & were chosen to fit the curves through the first data point at z = 9.6 cm..
It can be seen that the data are qualitatively consistent with the calculated
curves, and suggest that the mean large scale structure spacing normalized by
downstream distance, in a similar fashion to the layer growth rate, decreases

with the imposition of a favorable pressure gradient.
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It could be expected, in a reacting flow with heat release, that a streamwise
pressure gradient would cause a differential acceleration of the hot large struc-
tures, relative to the cold free streams, and might tend to increase in mean vor-
tex spacing. This differential acceleration is suggested by the mean velocity
relations (5.4), which indicate that the acceleration of a fluid element, in the
presence of a streamwise pressure gradient, is inversely proportional to its den-
sity. It must be noted, however, that equations (5.4), derived from the Bernoulli

equation, are not directly applicable to the vortical fluid in the layer.

A differential acceleration of fluid could result in a change in the mean velo-
city profile. The profile might be expected to be most changed near the center
of the layer, where the greatest percentage of hot, large scale structure fluid is
encountered, as explained in § 3.5. Mean velocity profiles, at the same level of
heat release but with and without streamwise pressure gradient, are presented
in Figure 5.13. The profile does not appear to have been greatly changed by the
pressure gradient. As in § 3.2, the profile transverse coordinates were normal-
ized by the corresponding vorticity thicknesses, §,, and the profiles were shifted
to match at y /6, = 0. Comparison between the profiles is complicated by the
profile shifts in real space owing to the different wall divergences required for
flows with and without pressure gradient, and also by the change in layer thick-
ness. Another difficulty associated with using the mean velocity profile to infer
hot structure differential acceleration is that the mean dynamic pressure
profile, from which the mean velocity is extracted (see § 2.2.3), results from a
combination of hot vortex fluid and cold free stream fluid, which could by

averaging render the hot structure differential acceleration less apparent.

Nontheless, as it can be seen that the profile shape appears to not have been
greatly changed by pressure gradient, it appears that the differential accelera-

tion of the structures relative to the surrounding fluid was not large. That the
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mean vortex spacing in the presence of a pressure gradient appeared in fact to
decrease slightly with downstream distance, further suggests that, for the condi-
tions of this investigation, the large scale structure dynamics were governed
largely by the changing speed ratio, and the differential acceleration of the hot

structures relative to the cold free stream fluid was small.
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Chapter 6

CONCLUSIONS

The hydrogen-fluorine chemical reaction was used to study the effects of
large heat release in a planar, turbulent shear layer at high Reynolds number. A
range of reactant concentrations was employed to produce adiabatic flame tem-
perature rises from 188 K up to 940 K, resulting in a maximum mean density

reduction in the layer of up to 80%.

The emphasis in this investigation was upon determining the effects of heat
release on the properties of the shear layer, specifically, how the heat release
affects the growth rate and volumetric entrainment into the layer, the amount
and efficiency of chemical production, and the large scale structure dynamics.
The effects of an enforced external favorable pressure gradient on these layer

properties were also investigated.
6.1. Summary of Results

1. The growth rate of the shear layer, in spite of large heat release and large
density changes, did not increase, instead it appeared to show a slight
decrease, even though the displacement thickness of the layer increased
substantially with heat release. The thinning, at zero streamwise pressure
gradient, was observed to be up to 15% for a mean density reduction in the
layer of 40%, corresponding to an adiabatic flame temperature rise of about
900 K. The observed change in growth rate did not appear to be the result

of any significant change in the location of the virtual origin.

2. The volumetric entrainment of free strearmn fluid into the layer was substan-

tially reduced by heat release. This is an implication of the fact that the
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layer width did not increase but the layer mean density was strongly
reduced by heat release. The observed reduction in layer entrainment
appears to more than offset the additional displacement of the layer owing

to heat release.

Theoretical arguments suggest that a large decrease in turbulent momen-
tum transport, as represented by the turbulent shear stress in the layer,
accompanies increasing flow temperatures. This decrease in shear stress
can be accounted for by the change in density in the core regions of the
large scale structures, and suggests that the reduction in turbulent shear
stress due to density reduction may be the dominant mechanism responsi-

ble for the reduced layer growth and entrainment.

The mean temperature rise profiles, normalized by the adiabatic flame tem-
perature, did not change significantly in shape over the entire range of heat
release. A slight decrease in normalized mean temperature was observed,
which indicates that the relative efficiency with which the layer generates
chemical product decreases slightly with increasing heat release. This sug-
gests that the probability density function of the mixed fluid concentration

is altered, to some extent, by heat release.

Large scale coherent structures appeared to persist in the shear layer at all
levels of heat release. The mean structure spacing, normalized by the layer
width, was observed to decrease with increasing heat release. This suggests
that the mechanism of vortex pairing may be, to some extent, inhibited by

heat release.

The imposition of a naturally occurring, favorable pressure gradient
resulted in an additional layer thinning at all levels of heat release. This

change in growth rate can be related analytically to the change in free
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stream speed ratio caused by pressure gradient.

7. The pressure gradient was observed to have little effect on the amount of
mixing and chemical product formation in the layer. The slight measured
increase in product can be largely accounted for by the change in local
large scale Reynolds number resulting from the acceleration of the free

streams and the layer thinning.

8.2. Suggestions for Further Work

At least two experimental continuations of this work are suggested. First, the
effects of heat release could be studied in a shear flow with different free stream
densities, yielding three characteristic densities in the flow (two free streams
plus the hot layer). This might provide further insight into the mechanisms of
layer growth rate and entrainment. Second, the effects of adverse pressure gra-
dient could possibly be studied in an analogous fashion to the favorable pres-

sure gradient study reported in this investigation.

Analytically, it would be of interest to apply a stability analysis to the initial
shear layer instability to examine how the initial instability, roll-up, and layer
growth are affected by heat release. A vortex dynamics calculation, in which
discrete vortex elements are altered by heat release, might also allow further
understanding of how heat release eflects the processes of vortex pairing, layer

growth, and entrainment.
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Appendix A

TEMPERATURE MEASUREMENT WITH COLD WIRE AND THERMOCOUPLE PROBES

Each of the two primary temperature diagnostics in this experiment has its
own advantages and disadvantages. The 2.5 um diameter cold wires have the
advantage of relatively fast time response but were observed to survive poorly in
the hottest regions in runs with adiabatic flame temperature rises greater than
about 600 X (900 KX absolute). The 25 um diameter Chromel-Alumel thermocou-
ples were capable of surviving the hottest runs (flame temperature rises of more
than 900 K, 1200 Kabsolute) but have much slower time response. In this
appendix sources of possible error in temperature measurement and estimates

of their magnitude for both types of probes will be discussed.

The error sources discussed here are:
1) Conduction Error;
2) Radiation Error;
3) Nonlinearity of Probe Resistivity with Temperature;
4) Catalytic Error;
5) Nonuniformity in Gas Thermal Conductivity;

8) Probe Parasitic Resistance.
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The effects of nonlinear resistivity and probe parasitic resistance relate only to
the cold wire probe. The other error sources influence both the cold wires and

thermocouples.

A.1. Conduction Error

Conduction error is caused by the heat transfer between the sensing element
(cold wire or thermocouple junction) and the supporting prongs or wires. This
heat transfer results in the sensing element tending to assume the temperature
of the supports, thus suppressing in measurement, to some extent, the tem-
perature fluctuations in the flow. The problem of conduction error is treated in
detail in Scadron & Warshawsky [1952] and Paranthoen, et al. [1982], is well
summarized in Mungal [1983] and will not be presented in detail here. The prin-
cipal result, the steady-state temperature distribution along a probe wire, is
presented in Figure A.1. Here L is the wire length and z is the distance from the
wire center. The parameter 7L is a function of the probe wire material and

dimensions, and is calculated as follows:

£,
" =nk(l+48 -—:,,"-’-) (A.1)
4 Mu k
7712 = __b..z_k_:_q_ (A.2)
w
B, = Dp, —2 (A.3)
1 4 Nu kg

where:
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D = probe wire diameter

k; = thermal conductivity of gas

k, = thermal conductivity of probe wire
Me = Nusselt number

Ts = temperature in probe wire

T, = support prong temperature

T = gas temperature

£y = emisivity of the probe wire

Pw = probe wire density
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Temperature Distribution Along Simple Wire in Steady State

Figure A.1

The value of 7 L for the present experiment was approximately 20 for the cold
wires and approximately 2 for the thermocouples, with the corresponding
curves included in Figure A.1. It can be seen that the conduction error for the
cold wire was relatively small, and that the wire indicated measured tempera-

ture fluctuations to within 10-20%. For the thermocouple, by contrast, the
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conduction error was substantial, with the corresponding error amounting to
865%. It should be emphasized, however, that conduction error did not prevent

either probe from indicating accurate mean temperatures.

A 2. Radiation Frror
Radiation error results from the heat exchange by radiation between the
probe surface and the surrounding fluid and flow channel walls. A formula for

estimating the radiative error is given by Becker & Yamazaki [1978]:

(T = Ty) =euo (Tt - Tet) /R (A.4)
k,D
= &y 0 (T — Tg*) ];u
where
To = ambient temperature
k
h = probe heat transfer coefficient ,h = N;L

o = Stefan —Boltzmann constant

This formula assumes that the flames and hot gases are effectively transparent.
The values of Nusselt number for the conditions of this investigation were
obtained from Sandborn [1972]. The calculated radiation errors for the cold
wire and thermocouple junction are shown in Figure A.2. Also shown is the radi-

ation error for the thermocouple support wires.

It can be seen from Figure A.2 that the radiation errors for both the 25um
diameter thermocouple and the 2.5 um diameter cold wire were very small over

the temperatures of this investigation. The radiation error for the



_83-

80 T T T T ¥ T N il
70 F e 2.5 um cold wire ]
______ 25 um thermocouple .
....... 250 um support wire a
80 | ' ]
50 } . ]
_ .
| 40 + l
B
., .
320 } ]
20 L .'.. -
10 } -]
0 e KA _ mmgmcmopmmomT=T T L
0 100 200 300 400 500 B0OO 700 800 800 1000
T - To

Figure A2 Radiation Error

thermocouple support wires was substantially higher, owing to their much
larger diameter (250um). It was seen in the last section that the probe tem-
perature iz influenced by the support prong temperature through conduction
error. Conduction caused an error in thermocouple junction temperature of
865% of the corresponding radiation error in support wire temperature. This
amounted to approximately 10 K for the maximum mean measured tempera-
ture of 580 K, corresponding to a maximum error of about 1%. The cold wires
had negligible radiation error even at the maximum adiabatic flame tempera-
tures. All radiative corrections were thus small and were not applied to any of

the temperature data in this investigation.

A.3. Nonlinearity of Resistivity with Temperature
At small temperature rises, it can be assumed that the resistivity of the cold
wire element is linear with temperature, thus allowing a simple and direct rela-

tion between the temperature rise and the probe voltage change:
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= I & Ry (A.5)
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where

AV = measured voltage change
AT = temperature change
I = wire current
ot = first coef ficient of resistivity

Ky = wire cold resistance

Equation (A.5) follows from the linear relation between probe resistance and

temperature at low temperatures,

R = Ro(1 + aAT) (A.8)

where R is the resistance of the wire.

At elevated temperatures, Equation (A.8) is no longer a good representation
of the wire resistance. For many materials, including the Platinum-10% Rho-
dium alloy used for the cold wires in this investigation, a quadratic expression

for the resistance at high temperatures is suitable:

R=FRe(l +aT+8T%) |, (A7)

where @ is the second coefficient of resistivity. Data from Caldwell [1982] sug-
gest the following values for Platinum-10% Rhodium: a=1.6x10739/K,
B =1.75%x10"7/K? The resistivity is plotted in Figure A.3. It can be seen that
there is good agreement between the data of Caldwell [1962] and the linear

approximation for AT =< 300K. At higher temperatures, however, the
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agreement is less satisfactory. This disagreement would result, for example at
AT~ 1000 K, in about 10% error in measured temperature if no correction for

the nonlinearity were made.

4,0 T T T L
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3.5 ————— Nonlinear Fit s
—————— Linear fit -7
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n
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Figure A.3 Actual versus Linear Resistivities

Incorporating the nonlinear sensitivities gives the following relation for the

voltage change caused by temperature:

AV =T Ry[a(T — To) + B(T? — T&)]
=I7(T—To)+17§-(T2—T02) (A.B)
where;
7o |AV
V= [A ]limar ’
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as given by equation (A.8) in the linear calibration range, i.e., AT < 300 K. The
quantity V was determined from the probe calibration procedure described in §

2.2.2. The corrected measured temperature rise is

[ 1
T-To= it +e S50+ 19"~ 1) - T (A.9)

which is closely approximated by

AV AV
r-To= 5~ 5—(74- To)? . (A.10)

The second term in equation (A.10) represents the correction for nonlinear
resistivity. This correction was applied to all of the cold wire data in this investi-

gation,

A 4. Catalytic Effects

Gaydon & Wolfhard [1960] mention that in some cases, catalysis can occur
between reacting gases and the metal surface of a probe. This is an issue in this
work since platinum, the primary component in the cold wire probes, is an
excellent catalyst. The extent of possible catalytic error was investigated, in
some runs, by use of a 25 um diameter junction Chromel-Alumel thermocouple
placed alongside the rake of platinum-rhodium cold wires. Good agreement, typ-
ically within 3%, was obtained between the two probes (each of a different
material), suggesting that catalytic effects are not a substantial cause of error

in this investigation.
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A.5. Nonuniformity in Gas Thermal Conductivity

How a probe responds to temperature fluctuations depends on its charac-
teristic time, which depends on the thermal conductivity of the gas in which the
probe is immersed. The heat conductivity of hydrogen is much higher than that
of nitrogen or fluorine. The implication of this is that any porticn of the flow
with large amounts of hydrogen allows much faster heat transfer to the probe
(resulting in a faster characteristic time) than regions with little hydrogen. This
variation in time response can be shown theoretically to result in an error in
measured temperature. Since up to 24% hydrogen was employed for some runs,
the non-uniformity of heat conductivity is an issue of some concern. This effect

is described in detail in Appendix B.

A.6. Probe Parasitic Resistance

It is assumed in equation (A.8) that the resistance change in the wire element
is much greater that that in the support prengs. Heatl transfer into the exposed
and unexposed portions of the prongs did however account for some change in
the resistance of the prongs during the course of a run, An approximate expres-
sion for the resistance of the prongs is:

%=Rpo[l+%AT£—Z—£‘—] (A.11)

where:

LO
Ly

L =total prong material length

heat dif fusion length into prongs

exposed prong tip length

ap = coefficient of resistivity for prong material
F, = prong resistance

R, , = prong cold resistance
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For the support prongs used in this investigation,

L*+ Iy

R
T 0.11

and using the estimated ap ® 0.009 for the copper-clad Inconel prongs gives,

using (A.11),

“~~ B Oh?n-s

This compares with, for the 2.5 um diameter cold wire probes,

>

AR _ 4084 ohms/K |

A

for an error of about 1 /2% This error, however, increases with the square of
wire diameter, and gives, for example with a 12.5 um diameter wire, an error of
more than 7%. This is one of the reasons thermocouples were introduced for
temperature measurement at the higher temperatures of this investigation

rather than simply employing thicker and more robust cold wires,
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Appendix B

EFFECTS OF GAS THERMAL CONDUCTIVITY ON TEMPERATURE MEASUREMENT

B.1. Error in Temperature Measurement due to Variations in
Thermal Conductivity

The extent that a thermocouple or cold wire probe indicates the correct tem-
perature is determined by numerous factors. This appendix will describe the
error in temperature measurement caused by variations in thermal conduc-

tivity in the gas, and how this error can be minimized.

The extent fluctuating temperatures are smoothed in measurement depends
cn the thermal inertia of the probe, as indicated by its characteristic time. The
characteristic time also determines how well the mean flow temperature is
represented by the probe. The characteristic time of the system, here for sim-
plicity neglecting conduction and radiation, is directly dependent on the ther-

mal conductivity of the surrounding gas, i.e.,

1 szwcw
T = ——— (B.1)
kg 4 Nu

where:

D = probe wire diameter
Mue = Nusselt number
Pw = probe wire densily
Cy = specific heal of probe wire

kg = gas thermal conductivity
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Equation (B.1) indicates that a probe will respond quickly to temperature
changes in gases of high thermal conductivity, and more slowly in gases where
the thermal conductivity is low. The variation in characteristic time could have
been substantial in the present experiment, where the presence of up to 24%
hydrogen significantly increased the thermal conductivity of the gas mixture

containing it.

\/o\-ﬂ,/‘\
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Region (D) |Region(®)

Figure B.1 Model Square Wave Temperature Cycle

An estimate for the amount of error in mean temperature measurement
caused by variations in thermal conductivity can be made by calculating the
response of a probe to a model temperature field consisting of alternating
regions of hot and cold gases, as shown in figure B.1. The thermal conductivity
of the gas in the hot regions will be taken to be different than the corresponding
thermal conductivity in the cold regions. The curved line represents the
response of the probe. A similar analysis with a model sinuscidal variation in

gas temperature and thermal conductivity was done by Ballentyne et al. [1976].

Neglecting conduction and radiation error, the probe response is described

by the first-order system equation
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dt

+Ty=T , (B.2)

where 7, is the probe temperature and 7T is the temperature of the gas. The
response of the system to the model temperature cycle of Figure B.1, eg.

between points "a" and 'b" (region 2) is

Ty =Te+ (T, - To)e '™, (B.3)

and in region 1,

—t/7

Tw=Ty+ (T, = Th)e (B.4)

The subscripts 1 and 2 are used to identify regions of different temperature in
the model cycle of Figure B.1, and f, and £, are the corresponding periods.
Matching conditions at points "a" and '"b" with the adjacent half-cycles, which
implies that the probe is in a steady state condition, allows solution for the
values of T, and 7, at the endpoints of each interval. These are:

Ty + [Te(1 —e 2™ - ]e /™
1 _e—(ta/‘ra+t1/-rl) !

(B.5)

Te+ [T1(1 —e /™) = Tple 2™
| g (/T t 67T

i

Ty (B.8)

Integrating equations (B.3) and (B.4) over a full cycle allows determination of

the mean measured temperature:
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(Ty = To) (Tp =) (1 —e 278y (1 — e~/

(£, + ta)[1 —e F1/T¥ta/Te)] '

&
H

3
+

(B.7)

where

t, + o

=~
h

T is the true mean temperature of the gas temperature field. The second term
in equation (B.7) is the misrepresentation in mean temperature by the probe
owing to the change in probe characteristic times caused by the change in ther-
mal conductivity of the gas. The error is zero when T, = 7; and increases with the
difference T, — T;. The error in measured temperature increases, for fixed
values of 1, and 7, with decreasing half-periods £, and £, i.e., with increasing
fluctuation frequencies. The limiting error for infinite fluctuation frequencies

is, for t, = £,

T — Ty — T
T =T = (T — Tg) =——%

T + To (B'B)

A plot of the error in measured mean temperature is shown in Figure B.2, piot-
ted against the ratio £,/7;. The gas in region 2 is taken te be cold free stream
fluid with 24 % hydrogen in nitrogen; in region 1, pure nitrogen. All thermal con-
ductivities are the cold values. Under these conditions, /7 = kz/k, = 1.80,
where k; and k; are here the thermal conductivities of the corresponding gas

mixtures. A parametric set of curves in £,/f3 is presented. It can be shown

L
that the maximum error occurs for £,/ty = (7,/7)% = 1.38. An error in the

mean of as much as 18 % is predicted by this analysis. It should be pointed out
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that this analysis is conservative because of the extremes of thermal conduc-
tivity differences modeled. In the real flow, intermediate values of thermal con-
ductivity between the two extremes of the square-wave model occur, resulting in
a smaller error. The estimated error is predicted te decrease with decreasipg
characteristic times, i.e.,, a probe with a fast time response will indicate the

mean temperature more accurately than a probe with slow time response.

.25 . . . ; . . .
ty/ty = 1.0

I t,/t, = 1.38

e t,/t; = 5.0
—m t,/t; = 0.2

-(T,~-T)/ (T,-Tp)

t, /1,

Predicted Error in Mean Temperature Measurement

Figure B.2

In physical terms, using the Kolmogorov scale, Aq, and the mean velocity,
(U, + Ug)/2, to define the appropriate fluctuation period, gives
ty=2Ng/(U; + Ug) ™ 120 usec. Using the estimated cold wire response
7y @ 330 usec estimated by Mungal & Dimotakis [1984] gives £,/7; ¥ 0.40. For
the much slower time response thermocouples, the value of £, /7, was very close

to zero.
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B.2. Reduction of Error by Using Gas Mixtures

In this section a technique for reducing the unequal time response error by
using gas mixtures will be discussed. Ideally, all gas in the flow would have the
same thermal conductivity, resulting in no error in measured temperature due
to thermal conductivity nonuniformity. The temperature dependence of ther-
mal conductivity on temperature, unfortunately, makes this impossible in a flow
with heat release. It might be expected, however, that the error could be minim-
ized by matching the free stream cold thermal conductivities as closely as possi-
ble. As explained in § 2.1, for this investigation it was also intended to match the

molar heat capacities and densities of the free streams.

To accomplish these matchings, it was sought to use in each free stream as
diluent a combination of inerts (nitrogen plus noble gases helium and argon) to
match mixture properties as closely as possible. The condition for the matching

of the free stream densities is:

Xm, A?Ha + Xn, ﬁNa * Xpgo Mgy + X B,y =

X;'e MFZ + Xﬁ;z MNa + X};e MHe + XA.r MAr (BQ)

where x is the number fraction and H is the molar mass of each species in the

mixtures. The superscript * denotes the fluorine-bearing free stream.

Since the molar heat capacities of nitrogen, fluorine and hydrogen are nearly
equal, and since the molar heat capacities of helium and argon are virtually
identical, the molar heat capacities of the free streams will be very nearly

matched provided that
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XH,

2+XN2=XF2+XN2 : (B.10)

The number fractions must of course sum to unity,

Xey * Xy ¥ Xow * Xar = Xpy ¥ Xy ¥ Xpia ¥ Xap =1 (B.11)

2

The thermal conductivity for a mixture of gases at high temperature and at low
pressure can be evaluated using the approximate formula derived by Mason and

Saxena [1958]:

_ n n Xk
Epiz = D,k (1 + )] Gae = (B.12)
i=1 k=1 Xi
k=i
where
1.065 *ﬁt —-1/2 My 1/2 ﬁk 1/492
Gy = 1+ —= 14+ (— — B.13
w = (L EOTR L (GO (B.13)

and ki, u; are the individual species thermal conductivity, and viscosity, respec-

tively, and k. is the thermal conductivity of the mixture.

Examination of equations (B.9), (B.10) and (B.11) reveals that, with nitrogen
and two noble gases as diluents in each free stream, it is possible to simultane-
ously match the free stream heat capacities and densities. This does not, how-
ever, necessarily match the thermal conductivities. The search for an optimum
mixture, in which the heatl capacities are exactly matched, and the densities and
thermal conductivities are as closely matched as possible, results in a

parametric plot as shown in Figure B.3. This plot corresponds to a case with 6%



- 96 -

fluorine and 24% hydrogen, the largest concentrations run for the present

investigation.
Mixture 1: 0.24 Hy + X, Ar + He
Mixture 2: 0.06 F, + X*,. Ar + Ny + He
1.0 T T T —T T T TR
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Parametric Plot for Free Stream Density
and Thermal Conductivity Matching

Figure B.3

It can be seen from Figure B.3 that if no noble gases are added to the nitro-
gen diluents, the thermal conductivity of the free streams for this case would be
different by about 45%, and the densities by about 327%. It can be noted that the
density matched solution results in reducing the free stream thermal conduc-
tivity difference to about 207%. The attainment of the optimum degree of match-
ing appears to be obtainable for these inerts by simply adding some argon to the

hydrogen side and some helium to the fluorine side.
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Since the estimate of error due to the variation in thermal conductivity in
the previous section of this appendix is believed to be conservative, it was neces-
sary to make some comparison runs to evaluate the actual effect of unequal
free stream thermal conductivities on the measured mean temperature profiles.
Comparisons of mean temperature profiles are presented in Figure B.4. Figure
B.4a shows the cold wire measured results with 2% fluorine and 16% hydrogen
for a flame temperature rise of about 340 K. The two profiles shown correspond
to matched and unmatched cold free stream thermal conductivities. It can be
seen that there is no substantial difference in either the height of the profiles or
in the area underneath them (normalized by the local profile width), suggesting

that for these experiments it was sufficient to match thermal conductivities to

within 35 7%,

1.0 v v - i.0 v v v
o Ky # Ky o Ky % kg
- Ky = kg ] .8t 0 ky = kg
e .8 - .8 1
Q Q
N N
s .4} 5 .4
2t 9 .2 r 4
o . . — o — . :
-.8-8-.4-.2 .0 .2 .4 .8 -.8a~-8-.4~-2 .0 .2 .4 .8
y/8, y/8,
2% Fp 18% Hy B% F, 24% H,

Mean Temperature Profiles, with and without Matched
Free Stream Thermal Conductivities

Figure B.4a Figure B.4b

Good agreement was also observed for the thermocouples at concentrations

of 8% fluorine and 24 % hydrogen (flame temperature rise of about 900 X). This
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comparison is presented in Figure B.4b. It was concluded that it was satisfac-
tory, for all high concentration runs, to match the free stream densities and
molar heat capacities allowing the free stream thermal conductivities to be

slightly unmatched (but within 20%).
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Appendix C

STRAINED DIFFUSION FLAMES WITH UNEQUAL REACTANT DIFFUSIVITIES

Any analytical description of a reacting flow must consider some sort of inter-
facial zones inte which the reactants diffuse on a molecular scale. One
approach is to model the diffusion zones as strained laminar flame elements
(Marble & Broadwell [1977], Broadwell & Breidenthal [1982]). These analyses
assume that the thicknesses of the strained laminar flame elements are small
compared with the wavelengths of disturbances in the flow, allowing the ele-
ments to be considered planar, and that they adjust rapidly to changes in strain
rate imposed by the flow field. The derivations presented in Marble & Broadwell
[1977] and Carrier et al. [1975] are extended in this appendix by including the
effects of unequal reactant diffusivities. This is relevant for the hydrogen-
fluorine reaction since the diffusivity of hydrogen into nitrogen is about three

times greater than the corresponding diffusivity of fluorine.

C.1. Reactant Concentration Calculation

The diffusion equation for a flame element is

O Ok _ 1
—+ = —lpD;—| , C.1
ot 0y p By [p ] €1

where D; and «; are the mass diffusivity and mass fraction (p; /p), respectively,
of reactant species i. The quantity p is the combined mass density of all species
(reactant, product and diluent), and V is the velocity normal to the flame zone.
The flame zone is considered to be planar with no variation of concentration or

density in the planar direction, with the coordinates z and y taken to be
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parallel and normal, respectively, to the plane of the flame zone.

Introducing the transformation by Howarth [1948],

Y
£ = L g4
¢ ‘{)‘ Po v (€2)

where pg is the ambient density (assumed to have the same value on both sides

of the flame zone), gives for equation (C.1)

o [ Fa(p 0k . p ., 0
e e d = —— B
+[f [ ]y a€+pOV&f (C.3)

where 7= t. In the same fashion as Carrier et al. [1975], the density was elim-
inated from the right hand side of (C.3) by taking p ~ 77! (constant pressure ),
and by taking as an approximate temperature dependence I ~ T®. This gives
P20, = pe?Dy; = constant, where Dy, is the ambient diffusion coefficient of the

species i (in general, Dy, # Dgg).

Equation (C.3) can be simplified by use of the equation of continuity, which

for this problem is:

%%+pa(t)+-£j—(pV)=O . (C.4)

where £(t) is the strain rate, and the corresponding velocity in the direction

parallel to the direction of strain is U = £(t)z. Integrating (C.4) gives:
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0 /o 44 £ o >
—_— dy + V = -t dy = ~s&(t
at ‘{po Y Po ()’490 v (8¢

Combination of (C.3) and (C.5) then yields a modified diffusion equation:

%y
oI

Ok -
’57_—“8(”5 =Dy

This can be reduced further by an additional change of variable:

¢

¢ = fa _{a(t’)u‘.t'

which allows elimination of the &(¢) term in (C.8) to give:

Brc; 8%,
5= = Do —z =0

ar 8¢

The corresponding solutions are:

€ = Ajerf (&) + 5

where A; and B; are constants, dictated by the boundary conditions, and

L4

“= 2 (DOiT)l/z

(C.5)

(C.8)

(C.7)

(C.8)

(C.9)

(C.10)

The boundary conditions require that each reactant be equal to the correspond-

ing ambient value; i.e., £1(=) = kg; and xz(—=¢) = kop. If the chemical kinetics are

rapid, then as an approximation each reactant can be taken to vanish at the
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flame front, requiring &;(¢7) =x2(¢) =0. The quantities ¢ and ¢ thus
correspond to the location of the flame front. The reactant concentration dis-

tributions on each side of the flame front are then:

k1 = T;@“—;;mmﬂm —erf (&) for &> & (C.11)

Koz

1 +erf(&)

Ko =

lerf (&) —erf(&)] foréa< & . (C.12)

The flame front position can be determined from the requirement that the reac-

tants are consumed stoichiometrically; i.e.,

Dl dfC‘ _ . Dz dlCz
(Do1)? d ¢ (Do) déz |¢g

(C.13)

where f° is the mass stoichiometric ratio of the chemical reaction. Noting that

,* = 0¢, where ® = (Dg, / Dgz)'/?, yields an implicit expression for ¢ :
1

.2 2,02
e & e 8

1 —erf (1) = 1 +erf(0¢) '

where ¢ ¥ = (Ko, /Koz) (1/f °). For the Hz + Fy » 2HF reaction, ¢’ = cq,/Cgp2, the
equivalence ratio introduced in section 4.5. The factor @ ¢ " in equation (C.14)
suggests that if @ # 1,that is, the diffusivities of the reacting species are not
equal, the flame front behavior will be, in some sense, governed by an 'inferred
@’ This will be, in general, different than the actual ¢°. This will be quantified

in the next section.



- 103 -

The solutions for the concentrations given by equations (C.11) and (C.12) are
similar in form to the solutions developed by Carrier et al. [1975] and by Marble
& Broadwell [1977]. One consequence of unequal reactant diffusivities is a shift
in the position of the flame zone, as indicated by ¢, in equation (C.14). This will
be seen in the next section to result in different reactant consumption rates

than in the case of equal reactant diffusivities.

C.2. Reactant Consumption Rates
The mass consumption rates of the reactants at the flame front can be calcu-
lated as follows:

, K4 D dwi
;o= pD — =0 ———— ,
Tn"t T ay y. (Do_i)l/z d(’l. {{.

(C.15)

where y° is the flame front position in physical coordinates. Using the relations

for «;, equations (C.11) and (C.12) gives:

Duls o)
01 |2 e e(t)dt’
") Toep ) C 0 (C18)

1 R ¢
Doz | e , Jeerae
mT) Ll+erf(g)  °

mgz = Po Koz (C.17)

Taking as simple case &(t) = g = constant, for large values of time, t, allows

simplification of the preceding expressions to:

m, = PoKos

2ee Doy |5 oS
< ‘”] = , (C.18)

i 1 —erf (&)
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1 72
T g e

1 +erf (&)

R g5 Dog
T

Mg = Po Koz (C.19)

These rates are of the same form as the mass consumption rates derived by

Lifan [1980].

The number consumption of each reactant is expressed by n; = my/ M;. and

gives, for example, for reactant 1,

1 2
Do18g |7 -G
01 0]2 e (C.20)

T, =congVR 5
toeTe [" 1 —erf (&)

The quantity no is the ambient total number density. and the quantity cg is
selected to represent the consumption rate over a range of ¢* while keeping the
lean reactant concentration fixed. This requires cg = cg; for cg; > Cgg, and
co¥ = Cgp for cgy < Cgp. For the Hy + Fp reaction, the number production rate of
product is equal to twice the number consumption rate of either reactant. It is
interesting to note that the mass consumption rates do not depend on the heat

release as manifested by the change in density at the flame front.

The reactant number consumption rates given by (C.20) are plotted against
¢, = ¢°/(1 + ¢") in Figure C.1. Each value of 7, is normalized by the correspond-
ing value for £, = 0.5. This allows determination of the relative dependence of
reactant consumption on £, for each value of @ It can be seen that for @ =1,
the result is symmetric about ¢, =0.5 (¢p°=1). For the case of unequal
diffusivity . (e.g., ® = 1.932, the value for Hz/ F3), however, an asymmetry in n,
versus £, is apparent. This provides a means for quantitative determination of
the 'inferred ¢ mentioned in the last section. The 'inferred ¢ ;. can be

defined as the concentration ratio parameter that would be required, in a
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matched reactant diffusivity case, to give the same reactant consumption rate
as for the actual ¢° in the case of unequal reactant diffusivities. The quantity,
¢; is plotted versus ¢’ in Figure C.2. The normalization utilized in Figure C.1

causes ¢ = ¢  at ¢° = 1. It can be seen that with ® = 1.932, ¢,” exceeds ¢° and

differs substantially for ¢° far from ¢’ = 1.

Sample values for the inferred con-
centration ratio parameter are 13 and 5.2 for actual concentration ratio values

of B and 4, respectively.

Ay/Ny (E=0.5)

Reactant Consumption Rate

Figure C.1



- 108 -

32.0 . r r : . r —
18.0 }

8.0

%y

a3

= 1.
= 1.00

.1 i L i IS L s 1.
.4 .3 .5 1.0 2.0 4.0 8.0 18.0 32.0

¢*
Inferred Concentration Ratio

Figure C.2

C.3. Adiabatic Flame Temperature
The effect of unequal reactant diffusivity on the adiabatic flame temperature

is discussed in this section. The derivation begins with the energy equation for

the system:
ar aT 1 8 aT
—_— — —_—lk, —— .
ot Yoy Cpp ay[‘ay] (C.21)

where k; is the thermal conductivity of the mixture on the side containing reac-
tant i, and G is the specific heat. This relation (C.21) is in form identical to the
diffusion equations (C.1), and using the same continuity equation (C.4) and the

same transformations of variables (C.2) and (C.7) yields:
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aRT
aE"?

ko
Cp Po

. (C.22)

6‘r=

where the approximate temperature dependence k; ~ T? was taken to allow
ki,o/po = k;/p. The specific heat is assumed to be constant and equal between

the two sides of the flame zone.

The factor on the right hand side of (C.22) relates to the Lewis number, which

can be defined, for each side of the flame, by

c,D
Le; = ’-’-"-71’—:"— . (C.23)
07

Liftan [1980] calculated the effect of Lewis number on the flame temperature of
a strained diffusion flame for the case of equal reactant diffusivities. In general,
and specifically for the H; — Fj reactant pair, Le; # Lez. The solutions to (C.22)

are of similar form to the solutions to (C.9) and are:

T=A'erf(Vles&y) + B, (C.R4)

where 4;' and B,' are constants. Enforcing the boundary conditions
T(4w) = T(—w) = Ty , the ambient temperature, and T(¢y) = T(& ) = ATp + T,
gives the expression for the temperature distribution on each side of the flame

zone:

- Tr — To o )
T= )=t el Vet =11+ To - 6> 60 (C29)
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_ Tr = To . .
T= iy T e VI 1]+ T <& . (C20)

The value of the flame temperature rise, ATr, can be obtained by enforcing at
the flame front the condition that the heat flux away from the reaction zone

balances the heat release furnished by the chemical reaction. Mathematically,

dx
=qpDy 55~ (C.27)
& s

+Ic2®—41—

d{z

T

.
2

&

where g is the heat release of the chemical reaction per unit mass. Application
of (C.27) to the temperature given by (C.25) and (C.28) gives the adiabatic flame

temperature rise,

_<1'3
ATr = Lowole, —o—(E, - £,) ,
F = ol 1—e'rf(g“1)( 2 = £y) (C.28)
where
E, = g Lest” By = = Le, o leete”
T oerf(VIeg &) =1 TP © Lep erf(NIegls) +1

and «g is the lean reactant mass fraction. It is interesting to note that the adia-
batic flame temperature rise, unlike the reactant consumption rates, does not
depend on the strain rate of the flame zone. In the case where e, = Le,, (C.28)

reduces to, for all values of 8@,
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1
1+¢

ATy = Koy -g— (C.29)
P

which is identical in form to the result presented in equation (3.24), § 3.5.

Lifan [1980] also showed that, for equal reactant diffusivities, only in the
case of Le =1 does maximum temperature rise in the flame zone equal the
flame temperature rise calculated from the stoichiometry, heat of reaction and
specific heat, as in equation (C.29). The flame temperature rises represented by

(C.28), normalized by x¢q/(,, are shown in Figure C.3. In all cases shown,

® =1.932.
2.0 ™
AN L L 4
. | @y = L8y =
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Adiabatic Flame Temperature Rise

Figure C.3

When both Lewis numbers are equal to unity (solid line), the temperature rise

is symmetric about £, = 0.5, and is linear in £,. This is not the case, however, for
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unequal Lewis numbers. The dashed line represents the flame temperature rise
based on the Lewis numbers dictated by the diffusivities of hydrogen and
fluorine and the heat conductivity of a pure nitrogen diluent. This corresponds
to a case with very low reactant concentrations. The relatively large Lewis
number on the hydrogen side results, for most values of £,, in a significantly
higher flame temperature than in the case of unity Lewis numbers. This is in
qualitative agreement with the results of Liffan [1980], who showed that the
maximum temperature in the flame zone increases with increasing Lewis
number. Higher concentrations of reactants, especially of hydrogen, serve to
increase significantly the mixture heat conductivity, resulting in lower Lewis
numbers. The dotted line shows the adiabatic flame temperature rise calculated
for reactant concentrations of 2% fluorine and 168% hydrogen. Increasing the
reactant concentrations, therefore, appears to result in lower normalized adia-
batic flame temperature rises. This phenomenon may be partially responsible
for the observed decrease in normalized temperature rise with increasing reac-

tant concentrations described in § 3.5.
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Appendix D

HYDROGEN - FLUORINE CHEMISTRY
The chemical reaction utilized in the present investigation is effectively

Ho + Fg » 2HF , AQ = -130 kcal /mole (D.1)

This yields a temperature rise of 93 K for 1% fluorine and 1% hydrogen in a
nitrogen diluent under constant pressure, adiabatic conditions (this is the so-
called adiabatic flame temperature rise). The adiabatic flame temperature may

be expressed implicitly by the following formula:

2(H(T) - Ho)ur + (H(T) = Ho);, [;}— - 1]

+ (H(T) — Ho)1, {Xl—z— 1] = -AQ (D.2)

where x,, represents the mole fraction in the free stream of each reactant,
Hgy and H(T) the species enthalpy at ambient and at at elevated temperature,
respectively. The subscripts /,; denote the individual free stream inert mix-
tures, which consist of nitrogen with small amounts of helium or argon, as
described in § 3.4. Equation (D.2) results from combining into a control volume

an appropriate ratio of reactant-carrying mixtures to completely consume both

reactants.
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The chemical reaction of (D.1) actually consists of two second order chain

reactions:
Hyo + F SV HF + H | AQ = —32 kcal /mole (D.3)

H + Fy S2uprer | AQ = —98 kcal /mole . (D.4)

where k,p are the rate constants for the reactions. The cornplete set of reac-

tions includes the following recombination and chain termination reactions:

H+H+HM S Hy + M (D.5)
ky

F+F+MH->"Fo+ M (D.6)

F+H+M S HF +M (D.7)

There are also energy transfer reactions of the type

HF + M 58 HF + . (D.8)

Considering nitrogen, the major component of the system, as the third body in
(D.B) suggests that at room temperature this reaction is 1 to 2 orders of magni-
tude faster than the pumping reactions (D.3) and (D.4), allowing for efficient
deactivation of vibrationally excited HF® into translational (i.e. thermal) energy.
A tabular summary of the rate constants for all reactions is presented in in

Table D.1 at the end of this appendix.



Proper chain initiation requires some free F atoms, which were generated in
these experiments by premixing a trace amount of nitric oxide into the
hydrogen-bearing stream. This allows, upon molecular mixing of the free

stream reactant fluids, the reaction

Fa+ NO 5" NOF + F (D.9)

which provides the required small F atom concentration in the layer to sustain

proper ignition. There is also a reverse reaction

k
NO+F+M " NOF+ M (D.10)

which can compete with (D.9) and can serve to eliminate free F atoms if the con-
centration of NO is too high. For all runs in this investigation, the NO concentra-

tion was maintained at 3% of the free stream fluorine concentration.

For all flows reported here, the resulting chemical time scales were fast com-
pared with the fluid mechanical time scales. The chemical time scales for the
reaction, over the entire range of concentrations, were determined using the
CHEMKIN chemical kinetics program (Kee et al. [1980]). The chemical rate data
for the reactions involved were taken from Cohen & Bott [1982], Cohen [1972]
and Baulch [1981], and are listed in Table D.1. In the calculations a value of
zero was used as input in place of all rate data not available (indicated by "—"in

Table D.1). The results of the simulations are shown in Figure D.1.

The chemical times were determined by taking the steepest slope of the
curves shown in figure D.1. It was found that the chemical times vary from
Tehem ° R22 usec for the lowest heat release case (% H, : R%F, , ATr = 186K ) to

Tenem N 44 usec for the case (8%Hp:6%F,;), ATr=553K. Omission of the
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recombination reactions given by (D.3), (D.4) and (D.5) does not significantly

change the calculated chemical rise times.
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Figure D.1 Chemical Tirne Response

The fluid mechanical times, for comparison, are given by:

0,

T8, = -A——[-J—N 5.5 msec (D.11)
Ty = —U:I—:—N 29.7 msec (D.12)

>

for typical values of layer thickness and free stream conditions, where 75 is the
local, large scale characteristic time, and 7, is the characteristic time based on
the time of flight from the splitter tip to the measuring station. Using (D.10)

and (D.11) to define the two Damkdhler numbers
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Té1

Dag = - (D.13)
and
T
Do, = —= (D.14)
Tchem

results in values of 25 < Das < 125 with increasing reactant concentrations.

The corresponding time of flight numbers are 160 < Da, < B00. for com-
parison, the Damkdhler numbers for the low heat release data of Mungal and
Dimotakis [1984] were Das =10 and Da, =80. In those investigations, the
chemistry was shown to be already fast. Chemical kinetics are, consequently,
probably not an issue in the present investigation, where the chemistry is much
faster as a result of the higher reactant concentration and combustion tem-

peratures.
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Table D.1. Chemical Reaction Rate Data

k =kgT® exp —-FAY:]

Reaction kg a A R‘eference
Ho+ F»2HF + H 2.6x10'® 0.5 610. | Cohen-Bott
H+ Fo»2HF + F 3.0x10° 1.5 1680. | Cohen-Bott
H+H+M->Hs+ M 3.0x10%% - - Baulch
F+F+MH-Fs+ M 3.2x101* - - Baulch
F+H+M-HF + M 2.5x10'% - - Baulch

Fa + NO-» NOF + F 4.2x10'1 - 2285.0 | Baulch

NO + F + M> NOF + ¥ | 3.0x10!% - - Baulch
HF® + Hy» HF + H; 1.1x10'® - - Cohen

HF® + Fy» HF + Fy 2.9x1010 - - Cohen

HF® + Ng-» HF + Ny 2.4x10% - - Cohen

HF* + HF - HF + HF 2.0x101% - - Cohen

-- data not available; value of zero used in computations
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Appendix E

TABULAR SUMMARY OF RESULTS

This appendix contains tabular listings of results for representative runs in
this investigation, including fit coefficients for the mean temperature and mean
velocity profiles. Selected results from unpublished data of Mungal are also

included (run numbers 28 - 38 ).

The run conditions, i.e., the run numbers, free stream velocities, velocity
ratios and the density ratios, are enumerated in Table E.1. The layer growth

rate, 6, /(z — zp), was calculated as explained in § 3.2.

Characteristic results are tabulated in Table E.2. The run numbers,
equivalence ratios, defined by equation (2.5), § 2.4), and the free stream reac-
tant concentrations are listed. The next three columns contain, respectively,
the adiabatic flame temperature rises, the layer mean density reductions, and

the normalized mean temperatures in the layer. ép,/d; and 6}2/61 are the two

measures of product formation defined in § 3.5 by equations (3.21) and (3.28),
respectively. Most of the data are for zero streamwise pressure gradient; the
last four runs listed had an imposed favorable streamwise pressure gradient, as

described in § 5.1.

Tables E.3 and E.4 contain fit coefficients for the mean temperature and
mean velocity profiles, respectively. The measuring station, for both the tem-

perature and velocity information, was at = 45.7 em, except where noted.
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Table E.1. Run Conditions

27 - - - 0.922 0.148 S
32+ 21.85 B.55 0.391 1.000 - &0
34+ 22.68 B.78 0.387 1.013 0.158 N O
35* 22.67 B.88 0.39R 1.023 0.155 A Q
37* 23.25 8.79 0.378 1.084 0.155 A0
38* 22.89 8.98 0.393 1.042 0.154 &0
88 24.04 8.80 0.366 1.183 0.155 a0
80 22.01 B8.21 0.373 1.048 0.152 A 0
91 20.91 8.20 0.392 1.040 0.149 A Q
g2 - - - 1.063 0.1581 A0
119 21.15 8.32 0.393 1.067 0.148 A O
123 21.17 7.90 0.373 1.000 0.150 S
125 21.04 8.00 0.380 1.028 0.147 A0
130 21.23 8.12 0.382 1.000 0.147 S
180 21.54 B.15 0.378 1.000 0.149 R QO
152 21.65 8.30 0.384 1.000 0.150 N0
157 21.94 7.99 0.384 1.000 0.149 A Q
187 - - - 1.000 - & 0
96 23.04 10.25 0.445 1.053 0.133 -0.0202
97 22.78 10.91 0.479 1.028 0.135 -0.0323
148 - - - 1.000 0.126 -0.0424
1586 22.31 10.30 0.461 1.000 0.133 -0.0414

* results from Mungal [1983]
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Tabie E.2. Run Results

Run ” %H, %F, ATe/K  ° °p:p < AA;; 2 5‘;2 5;1’2
27+ 8 8 1 165.0  0.137 0310 0035  0.028
32+ - 0 0 0.0  0.000 - - ;
34+ 1 1 1 93.0  0.085 0313  0.161  0.141
35*  1/2 2 1 124.0  0.104 0.299 0205 0.173
37+ 1/8 B 1 165.0  0.120 0.265 0242  0.199
38# 1/4 4 1 149.0 0.112 0.270 0.223 0.1886
88 1/8 18 e 328.4 0.225 0.303 0.2786 0.187
90  1/2 4 2 247.6 0,190 0320 0219  0.158
91 | 3 3 278.1 0.206 0.319  0.164 0.114
92 1 4 368.2  0.260 0.341  0.174  0.108

119 | 5 5 456.8  0.288 0323  0.163  0.095

123 174 16 4 600.3  0.311 0.281 0.224  0.124

125 1 2 2 1886.3 0.162 0.341 0.178 0.135

130 1 8 8 553.8  0.313 0.308 0155  0.085

150 1/2 8 4 496.3  0.292 0.304 0204 0.119

152 1/4 2 301.9 0214 0.305  0.250 0.174

157 1/2 12 6 v37.4  0.361 0.301 0.198  0.097

167  1/4 24 6 900.8  0.370 0.265  0.207  0.097
96 1 4 4 368.2  0.257 0333  0.170  0.107
97 1 2 2 186.3  0.170 0.360  0.188  0.142

148 1 6 6 553.8  0.332 0.335  0.168  0.090

156 1 6 8 553.8  0.312 0.307  0.154  0.085

* results from Mungal [1983]
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Table E.3. Mean Temperature Rise Coefficients

AT(y) =exp(c, + coy +cagy® + ey’ +c5y%)

ATin K
yin cm

Run (o3} Cq C3 €y Cs
_T7* 4.6320 -0.09650 -0.02784 -0.09129 -0.01758
34* 4.0830 -0.08389 -0.17642 -0.010386 -0.00915
35+ 42454 -0.20972 -0.15054 -0.00471 -0.01143
37+ 4.2987 -0.31780 -0.10691 0.00184 -0.01347
38+ 4.2841 -0.25268 -0.131586 -0.00295 -0.01251
B8 4.8838 -0.420921 -0.09452 -0.02969 -0.01951
80 4.8781 -0.37771 -0.16138 -0.01419 -0.01186
91 5.1343 -0.27875 -0.23160 -0.02603 -0.01057
92 5.4155 -0.35560 -0.21779 -0.0R42% -0.01027
119 5.4392 -0.57825 -0.28192 -0.03235 -0.00890
123 5.1878 -0.59883 -0.12434 -0.03341 -0.01551
185 4.7250 -0.30081 -0.21844 -0.0428B5 -0.01440
130 5.5162 -0.58708 -0.25920 -0.03652 -0.01093
150 5.2594 -0.55516 -0.15687 -0.02806 -0.01432
152 4.7322 -0.46578 -0.10812 -0.04425 -0.02248
157** 5.34086 -0.72175 -0.19004 -0.04952 -0.01557
187+ 5.4214 -0.83361 -0.09294 -0.01385 -0.00864
98 5.5130 -0.11800 -0.24127 -0.01317 -0.01881
97 4.8253 -0.03921 -0.13929 -0.02189 -0.02708
148 5.7857 -0.33769 -0.25834 -0.05405 -0.08727
156+ 5.7714 -0.36848 -0.30815 -0.03238 -0.01718

* results from Mungal [1983]

** measuring station at x = 48.3 cm
+ measuring station at x = 44.8 cm
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Table E.4. Mean Velocity Coefficients

Uly) =bstanh(b, + boy + bay® + b4y3) + bg

Uinm /s
yin cm
Run b, by bg b, bs bg
32* 0.1193 0.4445 0.0451 0.0490 6.6503 15.2019
34* 0.3008 0.5695 0.0892 0.0384 6.9409 15.7197
35* 0.3326 0.5549 0.0948 0.0471 6.8987 15.7717
37* 0.3239 0.53686 0.09486 0.0478 7.2264 16.0194
38+ 0.3308 0.5393 0.0738 0.0433 6.9589 15.9340
88 0.5587 0.5880 0.1148 0.04489 7.6208 18.4229
a0 0.4735 0.5787 0.1635 0.0737 6.8990 15.1087
91 0.5289 0.7739 0.2057 0.08629 6.3535 14.5551
119 0.6934 C.7072 0.1180 0.03286 6.4169 14,7380
123 0.5666 0.5827 0.0069 0.0247 6.6345 14.5378
125 0.4711 0.5729 0.1437 0.0543 6.5232 14.5207
130 0.9271 0.8950 0.2345 0.0586 6.5562 14.8783
150 0.6282 0.8453 0.1481 0.0439 6.6992 14.8454
152 0.4722 0.480% 0.1013 0.0422 6.6734 14,9763
157 0.7287 0.6339 0.0988 0.0190 6.9761 14.9635
98 0.4032 0.9953 0.4220 0.1807 8.3917 16.8455
97 0.2382 0.6538 0.2058 0.1025 5.8360 16.8482
158 0.5407 0.8250 0.2182 0.0718 6.0080 16.30486

* results from Mungal [1983]
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Figure 2.5 Cold Wire and Thermocouple Probe Details
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Figure 2.6 Cold Wire/Thermocouple Amplifier Circuit
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Figure 3.9 Method of Locating Virtual Origin
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