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Abstract

In this thesis I study the production of photonic events with missing energy in ete”
collisions at the Large Electron-Positron (LEP) Collider. My analysis was based on
619 pb~! of data collected by the L3 detector between 1998 and 2000 at center-of-
mass energies /s = 189 — 208 GeV, the highest energies ever attained in an ete”
collider.

I selected a high-purity sample of 2,022 well-reconstructed single- and multi-
photon events with missing energy. I analyzed this sample to measure the cross

section of the process ete™— viy(y). The average ratio of the measured to expected

cross section was found to be

meas

01/177
ez~ ) = 0.987 1 0.022 (stat) £ 0.010 (syst) = 0.010 (theory) .

voy

The number of light neutrino species was extracted:
N, =2.98 +0.05 (stat) £ 0.04 (syst),

and the first direct evidence for the reaction e e™— v,y was found. The experimen-
tal errors in these results are smaller than those of comparable previous measurements.
My selection results are also given in the form of tables, which can be used to test
any future models involving photonic signatures at LEP.

These measurements take advantage of the unique photon detection capability
of the L3 Experiment. The performance and operation of the L3 electromagnetic
calorimeter is discussed in detail, with an emphasis on its calibration and monitor-
ing. In particular, I describe a novel calibration system based on a Radiofrequency
Quadrupole accelerator, which allowed me to achieve a calibration precision of 0.5%.

Reactions of the type eTe™— () + invisible particles are predicted by a broad
range of theories beyond the Standard Model, including Supersymmetry and models
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with extra spatial dimensions and anomalous gauge-boson couplings. I found no
evidence for such models and derived limits on the corresponding signal cross sections
and model parameters. Among others, lower limits between 1.6 TeV and 0.66 TeV
were set at the 95% confidence level on the new scale of gravity for the number of

extra dimensions between 2 and 6.
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Chapter 1

Introduction and Overview

The Large Electron-Positron (LEP) Collider was the highest-energy ete™ collider
ever built. From 1989 to 2000, it collided electrons and positrons at center-of-mass
energies between 89 GeV and 208 GeV. Data collected by the four LEP detectors
allow us to test the Standard Model theory of particle interactions with previously
unattainable precision.

In this thesis I study the production of photonic events with missing energy at

LEP. My motivation for this study is twofold:
(1) to measure the pair-production of neutrinos in e*e™ collisions
(2) to search for evidence of physics beyond the Standard Model.

The LEP detectors were effectively transparent to neutrinos since these elemen-
tary particles interact with ordinary matter only through the weak force. As a con-
sequence, the neutrino-pair production process could only be studied using events
from the reaction ete™— v7y(y). In this reaction the neutrinos are produced via an
exchange of the heavy W and Z bosons (the carriers of the weak force), while the
photons are radiated predominantly by the incoming electrons and positrons. The
corresponding photonic events necessarily appear to be unbalanced since a sizable
fraction of energy is carried away by the undetected neutrinos. I select such events
to measure the differential ete™— vy(7y) cross sections, which in turn allows me to
perform a precise measurement of the number of light neutrino species and to study
the triple and quartic couplings between the photon and the heavy gauge bosons.

My analysis was based on 619 pb~! of data collected by the L3 detector between
1998 and 2000 at center-of-mass energies /s = 189 — 208 GeV, which corresponded to
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the highest energy and luminosity LEP runs. Approximately 2,000 photonic events
with missing energy found in these data were used in my measurements. It should
be noted that the BGO electromagnetic calorimeter of L3 stood prominently as the
most accurate photon detector at LEP. Calibrated with a Radiofrequency Quadrupole
(RFQ) accelerator, it provided an energy resolution of approximately 1% for photons
and electrons with energies above 10 GeV. This made the L3 experiment the ideal
place at LEP to study photonic event signatures.!

In the second part of my analysis, I use the selected sample of photonic events
to search for manifestations of physics beyond the Standard Model. The Standard
Model has been extremely successful in describing virtually all phenomena observed in
high-energy particle collisions. Nevertheless, it also contains a number of conceptual
problems which can be solved only by introducing some new physics.

Two of the most promising extensions of the Standard Model, Supersymmetry
and models with large extra dimensions, are considered in this thesis. In ete™ colli-
sions, these new particle interactions could manifest themselves through an enhanced
production of single- or multi-photon events with missing energy in the reactions
ete”— Xv and ete”— X+, respectively. Here, X represents one or more new neu-
tral invisible particles. Different analysis techniques are used depending on the spe-
cific reaction in question. In particular, I use the high performance triggers and veto
detectors of L3 to select single-photon events with energies as low as 1 GeV, which
significantly increases the sensitivity of my searches for signs of extra dimensions.?

I have organized this thesis in three parts. In the first part (Chapters 2-3 and
Appendix A), I give an overview of the theoretical context of my work. In the second
part (Chapters 4-5 and Appendices B and C), I describe the experimental apparatus
that I use in my study. Finally, the last part (Chapters 6-8 and Appendices D
and E) covers my selection of the photonic events with missing energy as well as the

measurements and searches that I perform using this event sample.

! The BGO resolution was at least three times as good as the resolutions of the other electromag-
netic calorimeters at LEP.

2The other LEP experiments have not been able to develop an effective selection for photons
with energies below 6 GeV.
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Following is a brief outline of each chapter.

Chapter 2 begins with an overview of the Standard Model and its status with
an emphasis on the electroweak interactions that are relevant to this thesis. The
rest of this chapter and Appendix A are devoted to the theoretical description of the
reaction eTe~— vuy(y). In Chapter 3, I briefly describe Supersymmetry and models
with large extra dimensions, concentrating on the mechanisms which could lead to
an anomalous production of photonic events with missing energy.

Chapter 4 covers the LEP accelerator and the L3 detector in general. In Chapter 5
and Appendices B and C, I describe the calibration and monitoring of the BGO
electromagnetic calorimeter. In particular, the RFQ calibration technique is discussed
in detail. From 1997 through 2000, I coordinated the RF(Q calibration runs, analyzed
the RFQ data, and produced the BGO calibration constants that were used in the
L3 data reconstruction. I was able to improve the RF(Q calibration algorithm, which
resulted in a BGO energy resolution of about 1%, the best resolution obtained since
the BGO barrel was calibrated in the test beams in 1987-88.3 The significant increase
in the calibration quality and elimination of the resolution tails was crucial for my
analysis of single- and multi-photon production at LEP.

In Chapter 6 I discuss the methods that I have used to select my samples of
photonic events with missing energy. As part of this work, I have performed origi-
nal studies of detector hermeticity, trigger efficiency, photon conversion, and cosmic
contamination. These studies significantly improved the quality of my selection and
reduced the systematic errors. Selection results are further detailed in Appendix D.
In Chapter 7 I describe my measurements of the ete™— vy(7y) cross sections and
my work on searches for manifestations of physics beyond the Standard Model. Com-
binations of my results with those of the other LEP experiments are described in
Appendix E. Finally, Chapter 8 summarizes the main results of this thesis and com-

pares them with results from other high-energy physics experiments.

3For comparison, calibrations used from 1989 to 1996 provided a resolution of about 2% with
significant resolution tails.
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Chapter 2

Standard Model and Neutrino
Production at LEP

This chapter begins with an overview of the Standard Model of electroweak inter-
actions, concentrating on the areas relevant to the analyses in this thesis. I then
describe the production of the single- and multi-photon events with missing energy
in ete™ collisions via initial-state radiation in the neutrino pair-production process.
In Chapter 3, I will also discuss several new physics models whose manifestations can

be found using this event signature at the LEP eTe™ collider.

2.1 The Standard Model

2.1.1 Introduction

The goal of particle physics is to describe the elementary constituents of matter and
the interactions among them. This field of physics entered its modern phase at the end
of the nineteenth century following a number of fundamental discoveries, including
the discovery of the electron, the first particle still considered elementary today, by
J.J. Thomson in 1897 [1].

Over the next 70 years our understanding of the particle world advanced by
leaps and bounds, culminating in the development of the Standard Model of par-
ticle physics. The electroweak theory, developed by S. L. Glashow, A. Salam, and
S. Weinberg from 1961 to 1968 provides a unified description of electromagnetic and
weak interactions [2]. The problem of mass generation in the gauge theories was

illuminated by P.W. Higgs in 1964 [3]. The theory of quantum chromodynamics
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Fermions
_ Electric Electric
Family || Lepton charge Mass (MeV) || Quark charge Mass (GeV)
Ve 0 <3-.107° u 2/3 (1.5—4) x 1073
L e -1 0511 | d -1/3 (4—8) x 1073
Yy 0 < 0.19 c 2/3 1.15-1.35
2 1 -1 105.7 s -1/3 0.08 - 0.13
vy 0 < 18.2 t 2/3 1743+ 5.1
5 T -1 1777 b -1/3 4.1-4.4
Gauge bosons
Electric
Interaction Symbol charge Spin Mass (GeV)
Electromagnetic y 0 1 0
\WY% +1 1 80.43 + 0.04
Wealk 7 0| 1] 91.188+0.002
Strong g 0 1 0
Gravity G 0 2 0

Table 2.1: Fundamental constituents of the Standard Model. Particle masses
or mass limits are taken from [6]. Graviton, believed to be the carrier of
gravity, is also listed.

describing the strong interaction was introduced in 1973 by H. Fritzsch, M. Gell-
Mann, H. Leytwyler, D.J. Gross, and F. Wilczek [4]. The proof of renormalizability
of the Standard Model was given by G. 't Hooft in 1971 [5]. These theoretical de-
velopments comprise the foundations of the Standard Model as a non-Abelian gauge
theory based on the symmetry group SU(3)¢ x SU(2), x U(1)y, where the SU(3)¢
group corresponds to the strong interactions of quantum chromodynamics (QCD)
and the SU(2); x U(1)y groups correspond to the electroweak interactions.

The fundamental particles of Standard Model are divided into fermions and bosons.
The fermions are spin 1/2 particles constituting the matter fields. Every fermion has

a matching anti-particle with identical mass and opposite quantum numbers. The
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fermions can be subdivided into two groups, those that can interact via the strong
force, and those that cannot. The first group is called the quarks and the second the
leptons. Both groups contain six particles that can be separated into 3 generations
(families), each consisting of two leptons or two quarks. The primary leptons of the
three generations are electron, muon, and tau; each has an associated neutrino. The
quarks are up, down, charm, strange, top, and bottom. Table 2.1 contains a list of
the fermions and their masses. It should be noted that the Standard Model contains
no explanation for these 3 generations nor the different masses of the fermions.

The bosons are integral spin particles which mediate the interactions between
the fermions. The boson sector of the Standard Model includes the photon, the W
and Z bosons, the Higgs, and the gluons (see Table 2.1). The photon mediates the
electromagnetic force, the W and Z mediate the weak force, and the gluons mediate
the strong force. Gravity is not included in the Standard Model, but it is believed to
be mediated by spin-2 graviton. The photons and gluons are presumed to be massless,
while the W, Z, and Higgs bosons are massive. The mechanism by which the W and
7 bosons acquire masses will be discussed in the next section.

The Standard Model theory has so far stood up to all tests that have been applied
to it using particle collisions at the highest possible energies reachable today, as
well as precision measurements at lower energies. The intermediate heavy vector
bosons, W and Z, were discovered in 1983 and 1984 by the CERN SPS experiments
UA1 and UA2, with masses in agreement with the expectations of the Standard
Model. The third family of fermions has been completed in 1994 and 2000 with the
discovery of the top quark and the tau neutrino by the CDF, D@ [7], and DONuT [8]
experiments at Fermilab. Figure 2.1 illustrates the success of the Standard Model in
describing various fermion and boson production processes in eTe™ collisions at LEP.
It is, however, widely believed that the Standard Model is not a complete theory and
is only a low-energy approximation of a more comprehensive theory which should also
incorporate gravity. The status of the Standard Model is discussed in more detail in

Section 2.1.3.
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Figure 2.1: Standard Model at LEP: the curves show the Standard Model

predictions for the cross-sections of various production processes expected

to be observed in ete™ collisions at center-of-mass energies (y/s) ranging

from 89 GeV to 208 GeV, while the dots represent the actual measurements
performed with the L3 detector at LEP [9].

2.1.2 Electroweak Interactions

This thesis concentrates on the electroweak sector of the Standard Model [2], whose

Lagrangian can be written as a sum of four terms:

L= »CFermion + LYang—Mills + »CHiggs + »CYukawa, . (21)

The Fermion Lagrangian describes the dynamics of the fermions, i.e., their kinetic en-
ergy and interactions with the gauge bosons. The Yang-Mills Lagrangian contains the
kinetic-energy and self-interaction terms of the gauge fields. The Higgs and Yukawa

Lagrangians generate the masses of the gauge bosons and fermions, respectively.
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Massless Yang-Mills Theory

The construction of the Standard Model electroweak theory starts with an intro-
duction of a gauge-covariant derivative D, to ensure the gauge invariance of the
Lagrangian:
DN:OM-I—ig'Q%BN-Y—HgWM-T, (2.2)
where Y and B are the hypercharge and the corresponding gauge field of the U(1)y
group, T denotes the generators of SU(2);, group (commonly represented by Pauli
matrices), the vector-boson triplet W is the SU(2), gauge field, and ¢’ and g are the
U(1)y and SU(2) couplings, respectively.
The underlying symmetry is spontaneously broken by introducing a complex Higgs
doublet (see the next section), and the physical gauge bosons are obtained through

mixing of the neutral B and W? gauge fields:

A = sinfw W3+ cosbw B,

(2.3)
7 = cosbwW?3 —sinbyw B,

where A represents the photon, the carrier of the electromagnetic force, and the Z
boson carries the neutral weak current; the weak mixing angle is defined as cosfy =
9/ g + g*. The charged weak interactions are mediated by the W and W~ bosons,

which are defined as
1

V2

Although the physical vacuum does not have the SU(2); x U(l)y symmetry,

W (W Fiw?). (2.4)

it does have a manifest U(1) symmetry corresponding to a linear combination of

generators:

Q=T+

w"ﬂ

7 (2.5)

where () is the electromagnetic charge, Y is the hypercharge, and T3 is the weak
isospin. The fermions are then placed into left-handed iso-doublets and right-handed
iso-singlets characterized by the quantum numbers T3 and Y (see Table 2.2), where

the left-handed and right-handed parts of a generic fermion field 3 are given by
Yr,r=1/2(1F ).



10

Standard Model and Neutrino Production at LEP

Families 15 Y Q

Ve Yy Uy 1/2 -1 0
( e )L ( 1 )L T )L -1/2 -1 -1
VeR VuR VsR 0 0 0
er IR TR 0 -2 -1
(u) (c) t) 1/2 1/3 2/3
d) s ). b)) | -1/2 1/3 | -1/3
UR Cr tr 0 4/3 2/3
dr Sk br 0 —2/3 | -1/3

Table 2.2: Fermion quantum numbers. The inclusion of right-handed neutri-
nos is speculative; they are not part of the Standard Model.

With these postulated representation assignments, the fermion Lagrangian can be

written as

Lrermion = YW iV"0u1h + J4 Ay + Tho Zu + JGEWE, (2.6)
P

where the fermionic currents that couple to the gauge-boson fields A, Z, and W are:

Thn = D Qu¥"0,%, (2.7)
P
_ 9 - _
Jhe = QCOSGW%w“Y“(QV 9avs) ¥, (2.8)
T = LN P T, (2.9)
cc \/5% L L

respectively, and the sums of ¥ run though all lepton and quark flavors. The familiar
coupling constant of the electromagnetic interaction e is given by e = gsin Ay, while
the vector and axial-vector parts of the neutral weak current have the couplings
gy = T3 — 2Qsin’0yw and g4 = T. It is interesting to note that the weak force does
not conserve parity — the W boson interacts only with the left-handed particles (or
right-handed antiparticles).

The Yang-Mills Lagrangian can then be written in terms of the field strength
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tensors as
1 1
— v
Lyang—mins = ——B" B, — 1

i
4 e

uv o

(2.10)

predicting triple and quartic boson couplings. The couplings between the neutral
bosons are forbidden and the only allowed triple and quartic boson vertices require

at least two charged bosons.

The Higgs Mechanism

The Higgs boson is a spin-0 particle which breaks the SU(2);, xU(1)y symmetry of the
Standard Model by acquiring a vacuum expectation value. The Higgs field is chosen
to be a complex doublet, which is the simplest possible non-trivial representation of

SU(2) x U(1), and the Higgs Lagrangian has the form:
Liiges = (D"®)1(D,®) — V(2'®), (2.11)
where the potential function V' is the SU(2), invariant potential of the Higgs field:
V(®T0) = ?dTd 4+ \(@T)% (2.12)

The potential must increase with (®'®), hence A > 0, while the mass parameter 2
can still be negative. In this case the potential has a non-trivial minimum value V,,;,

for

1o = —g %2 >0, (2.13)
where v/4/2 is the vacuum expectation value of the Higgs field. The SU(2); symmetry
of the Higgs potential leads to a whole family of Higgs ground states. After choosing
a specific one as the vacuum ground state, a gauge rotation allows us to write its

expansion as

B(z) = — , (2.14)
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leaving only one physical Higgs boson H(z). This vacuum expectation breaks the
SU(2) x U(1) symmetry and results in a Lagrangian describing not only a massive
Higgs boson but also massive vector fields W and Z:

1r(g” +g°) v? g*v’ . _
Lifiggs = 5 [fz,iz“ + T(W;W W W) 4 (2,BH2)] + ... (2.15)
It should be noted that the photon field A remains massless. The boson masses are

then given by

r2 2
M, = YI_*t9v
2
qu
MW = 7a
M, = 0,
My = V2u. (2.16)

Mass terms for the fermions are introduced via Yukawa couplings of the fermion
fields to the doublet Higgs field, and the Yukawa Lagrangian can written as

v+ H
Lyukawa = _ngffa (2-17)

which immediately gives the fermion masses as m; = vgy/ V2. The remaining La-
grangian terms proportional to H describe the fermion-Higgs interactions with a
coupling strength m;/v. The fermion masses differ by several orders of magnitude

(see Table 2.1) and the Standard Model contains no explanation for this effect.

2.1.3 Status of the Standard Model

The Standard Model has had tremendous success in describing the considerable
amount of data from all high-energy collider experiments. The LEP Electroweak
Working Group combines the most important measurements from the LEP, Tevatron
and SLD experiments in a single fit to the Standard Model [10]. Figure 2.2 shows the
pull distribution for 18 measurements used in this fit, including the direct measure-

ments of the top quark mass and the masses and widths of the W and Z bosons. For
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Summer 2005

Measurement Fit |O™@-0MgMmeas

o .1 2 3

m, [GeV] 91.1875+0.0021 91.1874
r,[GeV]  2.4952+0.0023  2.4959
o [nb]  41540+0.037  41.478

R, 20.767 £0.025  20.742
AY 0.01714 + 0.00095 0.01643
AP, 0.1465 £0.0032  0.1480
Ry 0.21629  0.00066 0.21579
R, 0.1721£0.0030  0.1723
AYP 0.0992 +0.0016  0.1038
A 0.0707 £0.0035  0.0742
A, 0.923 £ 0.020 0.935
A, 0.670 + 0.027 0.668
A(SLD) 0.1513+0.0021  0.1480
sin®0"(Q,,) 0.2324 +0.0012  0.2314
m, [GeV]  80.410+0.032  80.377
rwlGevl  2.123+0.067 2.092
m, [GeV] 172.7£2.9 173.3

Figure 2.2: Precision electroweak measurements and their pulls, derived from
the global fit to the Standard Model (as of Summer 2005).

a given parameter, the pull is defined as the difference between the measured value
of this parameter and the best-fit divided by the measurement error (standard devi-
ation). A very good agreement between the fitted and measured parameter values is
observed.

The precision measurements of the electroweak parameters depend logarithmically
on the Higgs boson mass through radiative corrections. Therefore, the global fit can
be used to constrain the Higgs mass in the Standard Model. Figure 2.3 shows the
A x? of the fit, which gives the preferred value of the Higgs mass as

My = 917355 GeV, (2.18)

which in turn can be translated into an upper limit of Mgz < 186 GeV at the 95% con-
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Figure 2.3: Ax? of the global fit to the precision electroweak data as a
function of the Higgs boson mass (as of Summer 2005). The shaded region
on the left corresponds to the limit on the Higgs mass from the direct searches
at LEP2.

fidence level [10]. It should be noted that direct searches for Higgs production at
LEP lead to the conclusion that the Standard-Model Higgs should be heavier than
114.4 GeV (95% confidence level) [11]. The Higgs discovery is the main goal of the up-
coming Large Hadron Collider (LHC) physics program, and the above limits indicate
that the Standard Model Higgs is well within the reach of the LHC.

Despite its apparent success, the Standard Model raises many unanswered ques-
tions, e.g., it does not explain the large differences in particle masses, why there are
three fermion generations, what is the source of CP violation, or how to solve the
hierarchy problem of the Higgs mass.

Eventually one would also like to include gravity in a unified theory along with
other particle interactions. This brings up another question: why the Planck scale

(Mp; ~ 10'° GeV) is so much bigger than the electroweak scale (Mgw ~ 10 GeV).
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These and other inherent problems of the Standard Model cannot be solved with-
out the introduction of some new physics [12]. Two of the most popular extensions
of the Standard Model, supersymmetry and models with large extra dimensions, are
discussed in the next chapter.

Recently the first clear sign of physics beyond the Standard Model has been found
in the form of neutrino oscillations. Experiments using neutrinos generated by cosmic-
ray interactions in the atmosphere, by nuclear fusion in the Sun, and by nuclear fission
in reactors have established neutrino-flavor oscillations: v,— v, and ve— v, /v, [13].
As a consequence, the neutrinos should have non-zero masses, which violates one of
the Standard Model assumptions. Combining the neutrino oscillation data with direct
limits on the neutrino masses (see Table 2.1) yields masses in the sub-eV range [14].
This should not have any noticeable impact on the physics results in this thesis where

the neutrinos are assumed to be massless, as expected in the Standard Model.

2.2 Neutrino Production at LEP

Neutrino pair-production accompanied by one or more photons is the only irreducible
background for new physics processes involving photons and missing energy in the
final state. On the other hand, a study of this process is interesting in itself since it
allows one to verify the predictions of the Standard Model and determine the number
of light neutrino species. A deviation from the Standard Model value of N, = 3 would
constitute a clear indication of new physics, e.g., it would suggest the existence of a
new fermion generation.

In the Standard Model reaction ete™— vvy(7), the photons are radiated mainly
from the incoming electrons and positrons, a process called initial-state radiation
(ISR or bremsstrahlung).! Therefore a precise measurement of this process provides
a unique opportunity to test and improve the present understanding of the ISR and

other higher-order QED effects in the fermion and boson production in high-energy

!Final-state radiation is not allowed because the neutrinos are neutral particles. However, for a
small fraction of events, the photon is radiated from the internal W boson propagator.
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Figure 2.4: Feynman diagrams of the tree-level process ete™ — vis. In the

s—channel, all three neutrino species are pair-produced via Z exchange a),
whereas only electron neutrinos are allowed in the t—channel W exchange b).

—+

eTe” collisions. An accurate description of such corrections is required for the preci-

sion measurements at LEP? and at future high-energy e*te™ colliders.

2.2.1 The Reaction eTe — vir

In the Standard Model, the reaction ete™ — v proceeds through s—channel Z
exchange for all three neutrino flavors (v, = ve, v, ;) and through ¢—channel W ex-
change for electron neutrinos only. The lowest order (Born Approzimation) diagrams
of this process are shown in Figure 2.4. Using the Feynman rules, the amplitudes

Mz and My, corresponding to these diagrams can be written as

2 po _ M o 2
g _ g 9797/ M7z - _
Mz = ¥ oL (P Pac + 187, Prc]
z lzg,TQCOSQ QW(VZ’YM Lyl) M%—q% [gRe,YO' RE€ T JL€Ys Le]

2 I RV

g g qw4q _
My, = —(ey,Prve) L WZ/ W (Teys Pre) , (2.19)

2 My, — gy

where P r = (1 F 7°)/2 denotes the chiral projection operators and gr = (gv —
ga)/2 =sin® Oy and gr = (gv +g4)/2 = -2+ sin? Ay are the coupling constants of
the right- and left-handed electrons to the Z boson.

2For example, the uncertainty on the theoretical description of the initial- and final-state ra-
diation in the reaction efe™— WTW~— 4f(v) is an important source of systematic errors on the
measurement of the W boson mass at LEP [15].
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The Born-level cross section is then given by [16]

s
[(s = M%)* + (MzT'z)?]
_Gh M2, M2(s — M2) l(s+M§V)2 log <5+M§V) My 3]

7 (s — M2)2 + (ML) 2 M2, s 2

_ NG

o (s) o

ete= = v

Mz (g% + 97)

S

+G_%M3V s +2My, My, (s—i—MVQ‘,)log(s—i-M%,)] |
T

2s s s M, (2.20)

where /s is the center-of-mass energy, I'; is the width of the Z boson, and G is
the Fermi coupling constant (Gr/v/2 = g?/8MZ,). The three terms in Equation 2.20
originate from the square of the Z—amplitude, the W—Z interference, and the square
of the W—amplitude, respectively. The first term is the only one sensitive to the
number of light neutrino species N, since only the electron neutrinos can be produced
in the —channel. It should be noted that in the Standard Model, the cross sections of
the v,v, and v, v, pair-production can be assumed to be identical since small effects
arising from possibly nonzero neutrino masses are undetectable at LEP.

The Born-level cross section of the reaction ete™— v is shown in Figure 2.5a.3
At energies around the Z pole, /s ~ 91 GeV (LEP1 energy range), the v.7, and
v, v, cross sections are almost the same reaching the maximum value of 3.9 nb, and
the t—channel contribution to the v,7, cross section amounts to only about 1%. The
situation changes at LEP2 energies, /s ~ 200 GeV, where the t—channel contribution
clearly dominates, 0gorn(Vele) = 40 pb and opern (V,77,) = 1 pb.

The inclusion of the ISR and other higher-order QED corrections is very important
for this process. Figure 2.5b shows the cross section of the reaction ete™— vir(7),*
as predicted by the KKMC program [17] which takes into account the ISR effects (see
Section 2.2.3). Comparing the ISR-corrected and Born-level cross sections, we can
see that at LEP2 the inclusion of ISR increases the total v,1,(7y) cross section by a

factor of seven, orsr(v,7,) =~ 7 pb. This effect can be easily understood by examin-

3Here and in the following, the index [ for the different neutrino species is omitted and a sum of
all generations is denoted as “vv.”
4The “()” in the formula indicates the possible emission of one or more photons.
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Figure 2.5: Total cross section of the reaction e*e™— v (y) as a function
of the center-of-mass energy a) at Born-level and b) as predicted by the
KKMC program. c¢) The vv invariant mass distribution at /s = 200 GeV
for an event sample generated with the KKMC program. Contributions from
different neutrino species are shown separately.

ing the invariant mass distribution of the v pairs (see Figure 2.5¢). For the muon
neutrinos, the majority of generated events have the invariant mass close to the Z
mass: Mip, (vu7,) ~ My . Thus, the photon emission has the effect of reducing the
effective center-of-mass energy from 200 GeV to about 91 GeV, where the Born-level
cross section is much higher. The Z bosons in the s—channel are produced predomi-
nantly on-shell. This effect, called the radiative return to the Z, was observed for all
fermion pair-production processes at LEP2. The resulting peak in the two-fermion

invariant mass distribution is often referred to as the Z-return peak. Figure 2.5¢ also
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Figure 2.6: Lowest-order Feynman diagrams for the reaction ete™— vury.

shows that the electron neutrinos are produced predominantly in the t—channel, where

Miny(Vele) > /.

2.2.2 Production of Single- and Multi-Photon Events at LEP

As shown in Figure 2.6, the reaction e*e™— vy proceeds mainly via initial state
radiation from the incoming electrons and positrons. In addition, a small fraction of
photons (~ 0.5%) can be emitted in the t-channel W boson fusion (Figure 2.6e) [18].
Since the produced neutrinos are undetectable,® such events would lead to the single-
photon and missing energy signature. Therefore, the total rate of the initial state
radiation as well as the energy and angular distributions of the emitted photons have
to be known to a high precision.

A general and simple approach to this problem is to “dress” the Born-level cross

Only a tiny fraction (~ 107?) of 100 GeV neutrinos would interact with the material of the L3
detector [19].
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section of the v pair production (oy(s)) with a radiator function H(z.,,6,;s) [20]:

H:gi 1+(1—m,)° .2
21 x, | sin®@, +4m2/s 7

, (2.21)

where z, = E., /Epeqm, me is the electron mass, and « is the QED coupling constant.

The differential cross section of the reaction ete™— vy can then be evaluated as

do

-, = 1 - .s) - H . 5) . 999
dz.,d cos b, oo Ty] - 8) - H(zy,0,;5) (2.22)

Examining Equation 2.21, we can see that the differential cross section is expected
to peak at low photon energies and polar angles. In addition, Equation 2.22 explains
the appearance of the Z-return peak. In the s—channel, the Born-level cross section
oo(s) is very high near the Z pole so that the differential cross section has a maximum
for photons with recoil mass close to the Z boson mass. The photon recoil mass is

defined as the invariant mass recoiling against the photon(s) and is given by

Miyee = \/(\/_—Ey)Q— 15,2, (2.23)

where E, = >}, E, and p, = >, P, are the total energy and momentum of the
photons. For single-photon events, Equation 2.23 simplifies to Myec = /5 — 2v/SE, .
The position of the Z-return peak in the recoil mass distribution is independent of the
collision energy. Therefore, instead of using the photon energy variable, the photon
recoil mass is usually used.

The radiator function approach is capable of calculating the total cross section of
the single-photon production with a precision of about 4% [21]. This level of accuracy
is not satisfactory for my analysis. Therefore, I use specially developed Monte Carlo
programs to simulate the ete™— viy(7y) process (see next section). The following
differential distributions were obtained using the KKMC program.

As discussed in Chapter 6, the main variables used in the selection of single- and
multi-photon events were the photon polar angle (,) and transverse momentum,

P} = E, sinf,. Because the efficiency of the L3 tracker decreased rapidly with polar
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Figure 2.7: Distributions of a) the polar angle and b) the transverse mo-
mentum for single-photon events generated with a threshold £, > 1 GeV, at
/s = 205 GeV. The arrows indicate the “selection” cuts. Distributions of ¢)
the recoil mass and d) the polar angle after the application of these cuts.

angle, a lower cut on the polar angle of the photon had to be applied® 14° < 6, < 166°.
The main background to this topology stemmed from the radiative Bhabha scattering
process, ete”— eTey, where both electrons were lost in the beam pipe, and only a
photon was scattered at a large polar angle. To reject such events, the transverse
momentum of the photon was required to be above 0.02y/s. These two “selection”
cuts defined the phase space region of my single-photon selection.

As shown in Figure 2.7a, the angular cut rejected about 80% of both the v,7,y and

Veley events. The distribution of the scaled transverse momentum, z; = P,/ Epeqm,

6The BGO electromagnetic calorimeter of L3 extended down to 8,,:,(BGO) = 10°.
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Figure 2.8: Differential cross sections of the reaction ete™— vy as functions
of a) the recoil mass and b) cos#é,, calculated with the KKMC program at
Vs = 200 GeV. c¢) Total cross section of the reaction eTe™— viy(y).

after this cut is shown in Figure 2.7b. The visible peak structure at z; ~ 0.02
comes from the events in the Z-return peak. The cut on the transverse momentum,
P} > 0.02y/s, rejected only about 15% of the v,7,v events and about 40% of the
VeUp?y events.

Figures 2.7c,d show the recoil mass and polar angle distributions of the single-
photon events passing these “selection” cuts. While the Z-return peak is present in
both the electron- and muon-neutrino radiative spectra, the v,7,y production domi-
nates in the region of high recoil masses (low photon energies).

Since the neutrinos escaped detection, one could not distinguish between the v,7,y
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Figure 2.9: Lowest-order Feynman diagrams for the reaction ete™— viyy.
Only two of the 19 allowed diagrams are shown.

and v,7,7 final states. The combined vy distributions of the photon recoil mass
and polar angle are shown in Figures 2.8a,b. For comparison, these figures also show
the same distributions obtained after relaxing the “selection” cuts to E, > 1 GeV
and 60, > 6,,;,(BGO) = 10°, which roughly corresponds to the energy and angular
acceptance of the BGO electromagnetic calorimeter (see Chapters 4 and 5).

The total cross section of the single- and multi-photon production processes is
shown in Figure 2.8c, where events with more than one photon with E, > 1 GeV and
6,(180° —6,,) > 14° are also included. This plot shows that at LEP2 (/s =~ 200 GeV)
the radiative production of the electron neutrinos was as large as the combined pro-

duction of the muon and tau neutrinos, o(ve%ey(7)) =~ o (V.7 ¥(Y)) + o (V2 7:7(7))-

Multi-Photon Production in the Standard Model

As will be discussed in the next chapter, several supersymmetric processes can lead
to the multi-photon and missing energy final state via ete”— YY— XX+, where
X and Y are new neutral invisible particles. Therefore, it is interesting to consider
the production of multi-photon events in the Standard Model, ete™— viyy(7y).
This process corresponds to a total of 6 Feynman diagrams for the v,7,v7y produc-
tion and 19 Feynman diagrams for the v,y production. These diagrams correspond
to all possible combinations of two photons emitted from the incoming electron and
positron as well as from the W boson propagator in the ¢-channel. As an example,

two of such Feynman diagrams are shown in Figure 2.9.
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Figure 2.10: Differential cross sections of the e*e™— vy process as func-
tions of a) the recoil mass and b) the energy of the second photon, calculated
with the KKMC program at /s = 200 GeV.

A multi-photon and missing energy event is defined as having at least two photons
with E, > 1 GeV and 6,,(180° — 6,) > 14°. In addition, the transverse momentum
of the multi-photon system should satisfy P/ > 0.02y/s. Figure 2.10 shows the
differential cross sections of this reaction as functions of the recoil mass and the
energy of the second most energetic photon (E,,). While the recoil mass distribution
has the familiar feature of the Z-return peak, the E,, spectrum is dominated by soft
photons, exhibiting the behavior expected from Equations 2.21 and 2.22. At LEP2,
the total cross section of the eTe™— vy process was about 15 times smaller than

that of the e"e™— vy process.

2.2.3 Monte Carlo Event Generators

In order to estimate the efficiency of the ete™— viy(7y) event reconstruction and se-
lection, I rely on Monte Carlo (MC) simulations. I also use MC programs to calculate
the expected rate of the single- and multi-photon production in the Standard Model
and to estimate systematic errors caused by uncertainties in the theoretical modelling
of these processes.

During the final years of the LEP2 program, from 1998 to 2000, the four LEP
experiments collected about 2.5 fb™! of data at /s = 189 — 208 GeV. The statistical
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error of the corresponding vy(7y) cross section measurement is expected to be below
2%. Thus, the expected cross section have to be known with a relative precision of at
least 1%, and the corresponding differential distributions have to be simulated with
a similar level of accuracy.

Up to the year 2000, most of the LEP experiments had used the KORALZ MC event
generator [22]. It was originally written to simulate the 77 pair-production and decay
at energies near the Z pole (LEP1) and was later extended to include the viy(7y)
process. The KORALZ generator did not use the exact cross section of the tree-level
reaction ete™— vy so that contributions from the ¢—channel W exchange diagrams
were added using rather simple approximations [23]. This resulted in a systematic
uncertainty of about 4% on the single-photon cross section, while for the multi-photon
final states the systematic uncertainty could be as high as 10% [24].

In 2000, the KORALZ event generator was replaced by a more advanced and precise
MC program, KKMC [17]. Initially, it could be used to simulate any fermion pair-
production processes, ete”— f f(y), except for Bhabha scattering and neutrino pair-
production. The viy(7y) production process was later incorporated in this program
and a further-improved version was released in September 2002 as KKMC v4.19. This
version of the KKMC generator was the main source of single- and multi-photon Monte
Carlo events for my analyses.

The KKMC program includes the complete O(a?) calculations for the reaction
ete"—vuny with n = 1,2, including contributions from diagrams with the emis-
sion of one real and one virtual photon. The higher-order ISR and other QED cor-
rections are calculated using the YFS-inspired Coherent Exclusive Exponentiation
scheme [25], as discussed in Section A.3. The complete O(a) electroweak corrections
with higher-order extensions are implemented using the DIZET library [26].

The systematic errors are estimated to be about 0.8%, 1.3%, and 5% for the
YDy, Veley, and viyy production processes, respectively [24]. Thus, the KKMC pro-
gram achieved the goal of a one percent precision on the total cross section of the
ete”— vy(7y) process.

An independent cross check is provided by the NUNUGPV event generator [27]. It
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Figure 2.11: Total cross sections a) of the combined single- and multi-photon
production process and b) of the multi-photon production process, as pre-
dicted by the KKMC, NUNUGPV, and KORALZ event generators.

includes the exact matrix elements for the reactions ete™— vvny, with n = 1,2, 3.
The ISR and other higher-order QED corrections are calculated using the Structure
Function techniques (see Section A.2). The main limitation of the NUNUGPV program
is the absence of the exact O(«) electroweak corrections, which results in a precision
of 1-2% for the simulation of the single-photon production process [28]. In addition,
contrary to the KKMC generator, the NUNUGPV program cannot be used for the inclusive
reaction e"e”— v(7y). The main advantage of the NUNUGPV is its ability to simulate
the single- and multi-photon production processes in the presence of anomalous triple
and quartic gauge-boson couplings. Therefore, I will use this program in my search
for anomalous boson couplings.

Figure 2.11 shows a comparison between the KKMC, NUNUGPV, and KORALZ event
generators in the energy range studied in this thesis, /s = 189 — 208 GeV. The cross
section curves predicted by the KKMC and NUNUGPV show an excellent agreement, well
within the expected theoretical precision. A clear improvement over the accuracy
level of the KORALZ is also observed.

The specific algorithms used in the KKMC and NUNUGPV Monte Carlo programs are
described in more detail in Appendix A.



Chapter 3

Supersymmetry and Models with
Large Extra Dimensions

The Standard Model is in very good agreement with all confirmed experimental data
from high-energy colliders. Despite its remarkable success, the Standard Model con-
tains several conceptual problems and raises a number of open questions (see Sec-
tion 2.1.3 of the previous chapter). Therefore, the majority of particle physicists
believe that there is a theory which extends the Standard Model to higher energies
and improves our understanding of the particle world.

In this chapter, I describe two of the most interesting extensions of the Standard
Model, Supersymmetry and models with large extra dimensions. In particular, I will
concentrate on how these theories could lead to an anomalous production of photonic
events with missing energy. I will also discuss the search strategies for such signals

at LEP.

3.1 Supersymmetry

3.1.1 Introduction

In 1928, Paul Dirac incorporated the symmetries of the Lorentz group into quantum
mechanics [29]. As a natural consequence, he found that each known particle had
to have a partner — an antiparticle. Matter-antimatter symmetry was not revealed
until experimental tools were developed to detect positrons in cosmic rays [30]. In
a similar manner, Supersymmetry (SUSY) predicts partner particles for all known

particles [31]. The basic idea of SUSY models is the existence of fermionic charges
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that relate bosons to fermions:
Q|fermion >= |boson > Q|boson >= |fermion >, (3.1)

which in turn means that each Standard Model particle should have a SUSY super-
partner. The new SUSY particles are then combined with their partner Standard
Model particles into supermultiplets. Two particles of a supermultiplet have the same
quantum numbers and couplings but differ by 1/2 unit of spin. For example, the
superpartners of quarks and leptons are scalar particles called squarks and sleptons
(for more details see Section 3.1.2).

Supersymmetry has become the dominant framework for formulating physics be-
yond the Standard Model. Perhaps the most compelling argument for the existence
of Supersymmetry is that this is the last still undiscovered symmetry consistent with
the relativistic quantum theory [32]. Furthermore, SUSY realizations near the elec-
troweak scale (i.e., below or near 1 TeV) can be used to cure several of the shortcom-

ings of the Standard Model, as I discuss below.

Hierarchy Problem

The main theoretical reason to expect SUSY at an accessible energy scale is provided
by the hierarchy or naturalness problem of the Higgs mass. In the Standard Model,
quantum loop corrections to the Higgs mass [33], illustrated by the one-loop diagrams
in Figure 3.1a, are each quadratically divergent:

g2 A 1 a
SM2 = o(mjrz)/ d'h = o(;) A2, (3.2)

where the cutoff A represents the scale where new physics beyond the Standard Model
appears. If we assume that the Standard Model is valid all the way up to the Planck
mass Mp ~ 10 GeV, where gravity is expected to become as strong as other par-
ticle interactions, then the quantum corrections of Equation 3.2 will be 36 orders of

magnitude greater than the physical values of My ~ 100 GeV [34]. In principle, this
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Figure 3.1: a) One-loop quantum corrections to M% in the Standard Model
and b) the additional corrections in Supersymmetry.

is not a problem from the mathematical point of view in renormalization theory: one
could postulate the tree-level value of the Higgs mass to be very large so that it would
(almost) completely cancel the loop corrections and give us the correct physical value
of My. However, this mechanism appears to be rather unnatural and one would
prefer to keep the quantum corrections of the same order as the physical value of the
Higgs mass.

This is possible in a supersymmetric theory, in which there are equal numbers of
bosons (b) and fermions (f) with identical couplings. Since the contributions from
the bosonic and fermionic loops have opposite signs (see Figure 3.1), the residual

one-loop corrections become:

2 2
o _ [ 95 2 2 9b 2 2\ _ a 2 .2
oM = <167r2> (A" ) + (167r2> (W m) =0 (47r) i =3, 33)
which is smaller than M% if the supersymmetric partners have similar masses:
‘mg - m?«‘ < 1 TeV2, (3.4)

This means that in order to keep the naturalness argument valid, masses of super-

symmetric partner particles should be not much larger than 1 TeV.
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Figure 3.2: Evolution of the SU(3)¢c x SU(2);, x U(1)y gauge couplings to
high energy scales in the Standard Model a) and in Supersymmetry b).

Gauge Unification in SUSY

Another appealing feature of Supersymmetry at the weak scale is related to the effect
it has on the running of the gauge couplings. In grand unification theories (GUTSs),
one assumes that there exists a unification of QCD and the electroweak sector of the
Standard Model. In other words, the three inverse coupling constants (1/aq, 1/,
1/a3) of the electromagnetic, weak, and strong interactions converge and become
equal at the unification energy scale. The coupling constants depend on the energy
scale ) through loop corrections to the corresponding vertices and gauge bosons
propagators [35], where the loops are generated by all particles with masses smaller
than (). Therefore, the evolution of the coupling constants is sensitive to the particle
content of the theory.

In the Standard Model, the three couplings tend to approach each other at high
energies, but fail to coincide at a single point, as shown in Figure 3.2a. However, the
evolution graph will be changed if there exists Supersymmetry on the TeV scale. The
loop corrections from the new SUSY particles start contributing above the energy

scale Msysy ~ 1 TeV, which produces a kink in the evolution of the coupling con-
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stants.! Figure 3.2b shows that in this case the grand unification is indeed allowed

and occurs at the unification scale of Ugygy ~ 106 GeV.

R—Parity

Supersymmetry opens the possibility of Lagrangian terms which explicitly violate
lepton (L) and baryon (B) number conservation. However, if SUSY is realized on the
TeV scale, then such B— and L—violating interactions are severely restricted by the
experimental measurements. For example, no evidence for fast proton decay has been
observed, and the current lower bound on the proton lifetime is 7 > 2.1 x 10% years
at the 90% confidence level [6].

In order to forbid the lepton- and baryon-number violating terms, a new symmetry

is introduced: R-parity [36]. For a particle of spin S, the R—parity is defined as
R = (_1)3(B—L)+25. (3'5)

This is a multiplicative quantum number, and all particles of the Standard Model
have R-parity +1, while their superpartners (sparticles) have R—parity —1. The
conservation of R-parity in scattering and decay processes has a crucial impact on

the supersymmetric phenomenology:
e Sparticles can only be produced in pairs.
e Heavier sparticles decay into lighter ones.
e The lightest sparticle (LSP) is stable because it has no allowed decay modes.

Throughout this thesis the R—parity is assumed to be conserved.

The LSP must be neutral and colorless since there are stringent cosmological
bounds on the existence of light stable particles which are electrically charged or
strongly interacting [37]. As a consequence, the LSP in R—parity conserving SUSY

models interacts with ordinary matter only by the exchange of a heavy virtual SUSY

I The masses of SUSY particles are assumed to be below or near Msysy.
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particle and cannot be detected at collider experiments (much like a neutrino) [38].
Thus, a generic collider signature for R-parity conserving Supersymmetry is missing
transverse momentum from the escaping LSPs.

Moreover, in such SUSY theories the LSP is a primary candidate for the non-
baryonic dark matter, Cold Dark Matter [39], which is required in the current models
of cosmology and galaxy formation [40]. Recent results from the WMAP experi-
ment [41] suggest that more than 80% of the matter in our Universe consists of cold
dark matter. Further aspects of the non-baryonic and supersymmetric dark matter

can be found in Reference [42].

3.1.2 The Minimal Supersymmetric Standard Model

The simplest supersymmetric extension of the Standard Model is called the Mini-
mal Supersymmetric Standard Model (MSSM). The particle spectrum of the MSSM
consists of the Standard Model particles and their superpartners. In addition, the
MSSM contains an extra Higgs doublet, giving a total of two doublets with hyper-
charge Y = +1. In this way, flavor changing neutral currents? are avoided at tree
level since the ¥ = —1 and Y = +1 doublets couple only to the “up”-type and
“down”—type quarks (and charged leptons), respectively [44]. The particle content of
the MSSM is listed in Table 3.1.

If supersymmetry was an exact symmetry of nature, then the Standard Model
particles and their superpartners would be degenerate in mass and the sparticles would
have been discovered long time ago. Thus, it is clear that a realistic SUSY theory must
contain supersymmetry breaking. The most general way to introduce supersymmetry
breaking is to add to the Lagrangian explicit soft> SUSY-breaking terms consistent
with the symmetries of the Standard Model. The effective Lagrangian of the MSSM

2In the Standard Model with only one Higgs doublet, tree-level flavor changing neutral currents
are automatically absent because the same operations that diagonalize the mass matrix automatically
diagonalize the Higgs-fermion couplings [43].

3These interactions are referred to as soft because they do not re-introduce the quadratic diver-
gences which motivated the introduction of Supersymmetry in the first place [45].
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Supersymmetric partners
Particles Weak interaction
) Mass eigenstates
eigenstates
l=e,u,7 I, Iz Sleptons A
Y 17 Sneutrinos 7
u, c, t . -~
q= dr, Gr  Squarks di, A2
d,s, b
g g Gluino g
W+ W+ Wino _
- o Xi, Charginos
H* H*  Higgsinos ’
0 0 Photino
v/ 7Z  Zino X9 , Neutralinos
h, H, A ﬁl,g Higgsinos
G G Gravitino G

Table 3.1: Particle content of the MSSM.

can then be written as a sum of SUSY-preserving and SUSY-breaking parts:

L= Lsysy + Lsoft- (3.6)

The resulting theory has more than 100 additional parameters which were not present
in the Standard Model. The number of such parameters can be significantly reduced
by making explicit assumptions about the nature of the supersymmetry breaking, as

discussed in detail in Section 3.1.3.

Higgs in Supersymmetry

The extended Higgs sector of the MSSM contains two doublets. One of the doublets
couples exclusively to “down”-type quarks and charged leptons and has a vacuum
expectation value vy, while the other couples only to “up”-type particles with a vac-

uum expectation value of v, [43]. The squared sum of the their vacuum expectation
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values is connected to the W boson mass through
vi 402 =02 =4M3, /g* ~ (246 GeV)?, (3.7)
while their ratio, traditionally written as

tan = 2. (3.8)
Vd

is a free parameter of the model. After the electroweak symmetry breaking, five
physical Higgs particles remain in this model: a charged Higgs boson pair (H¥),
two CP-even neutral Higgs bosons (h and H with M, < Myp), and one CP-odd
neutral Higgs boson (A). At tree level, the whole Higgs-sector is determined by two
parameters, typically taken to be tan 8 and M, [43].

It should be also noted that, at tree level, the MSSM predicts that the lightest
neutral Higgs boson (h) should not be heavier than the Z boson, M, < My [46].
However, this upper bound is somewhat weakened if one includes the quantum loop
corrections. Current calculations yield M), < 130 GeV [47], which implies that the
MSSM Higgs boson should be observed at the LHC.

Neutralinos and Charginos

As a result of supersymmetry breaking, SUSY particles with the same quantum num-
bers are allowed to mix in a manner analogous to the mixing of the B and W3 fields
due to the electroweak symmetry breaking in the Standard Model (see Section 2.1.2).
In particular, the superpartners of the Higgs and electroweak gauge bosons, higgsinos
and gauginos, can mix with each other. The neutral higgsinos (H; and Hy) and the
neutral gauginos (B and W?) combine to form four neutral mass eigenstates called
neutralinos, X? ,. The charged higgsinos (H* and H~) and the charged winos (W*
and W) mix to form four charged eigenstates called charginos, Xi, (see Table 3.1).
By convention these are labeled in ascending order with myo < mg < Mg < Myy

and Mg+ < M.
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This mixing can be expressed using the following three parameters: M; and M,
which correspond to the bino and wino mass terms in the SUSY-breaking part of
Lagrangian Ly, and the Higgs mixing parameter p. The physical chargino and

neutralino masses can then be obtained by diagonalizing the mass mixing matrices

M. V2Myy sin
Mgs = ? wsin (3.9)
V2Myy cos 8 p
for charginos and
M, 0 —Mz 59 cos B Mgz sy sin 3

0 M. My ¢y cos —Myz ¢y sin

Mzo = 2 z Co B 7 Co Sin 3 (3.10)
—Mzsg cosB Mgy cospf 0 —
MyzsgsinB  —Myzcg sin 3 — 0

for neutralinos, where sy = sin Ay, ¢y = cos by, and the mass matrix for neutralinos
is given in the gauge-eigenstate basis (B,W3 Hy,H,) [48]. In general, the neutralino
mass eigenstates do not correspond to a photino (a fermion partner of the photon)
or a zino (a fermion partner of the Z boson), but are complicated mixtures of these
states. The photino is a mass eigenstate only if M; = M,. Physics involving the
neutralinos therefore depends on M, M,, u, and tan 8 parameters.

In order to reduce the number of free parameters in the theory, a frequently used
approach is to assume that the gaugino masses also unify at the GUT scale. In this

case, the effective gaugino mass parameters are related to each other through:

Qs

5
M1 = gtan20w MQ, M3 = mg = Sin20W MQ, (311)

where Mj is the mass parameter associated with SU(3)¢, m; is the gluino mass,
and M; and M, enter the neutralino and chargino mass matrices. Substituting the

following parameter values ag = 0.118, oo = 1/128, and sin® fy; = 0.23, one finds

Msy:My: M, ~7:2:1 (3.12)
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at the electroweak scale. In particular, this means that the gluino should be much

heavier than the lighter neutralinos and charginos [38].

Sfermions

The supersymmetric partners of the quarks and leptons are scalar bosons called
squarks, charged sleptons, and sneutrinos. For a given fermion f, there are two
supersymmetric partners fi, and fr, the superpartners for the two helicity states (left
and right-handed) of this fermion.* In general, fi. and fr are not mass eigenstates
since they are allowed to mix. However, the strength of this mixing is proportional
to the mass of the corresponding Standard Model partner and, hence, the mixing is
expected to be negligibly small for the first two generations of sparticles. Only for
the third generation is a substantially large mixing possible. In this case, the squark

and slepton mass eigenstates are generically called f; and fo.

3.1.3 Supersymmetry Breaking

As mentioned in the previous section, supersymmetry must be a broken symmetry.
According to the Goldstone theorem [49], spontaneous breaking of any global symme-
try gives rise to a massless Nambu-Goldstone mode with the same quantum numbers
as the broken symmetry generator. In the case of supersymmetry, the broken gener-
ator is the fermionic charge () and the Nambu-Goldstone particle must be a massless
neutral fermion called the goldstino. The goldstino would then be the LSP and could
play a role in SUSY phenomenology [50].

However, no satisfactory models of global supersymmetry breaking exist. Thus,
the supersymmetry must be made a local symmetry. In this case, the goldstino is
absorbed by the gravitino, the spin—3/2 superpartner of the graviton, which also acts

as a gauge field [51]. The gravitino participates in the supersymmetric version of the

4There is no g in the MSSM.
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Figure 3.3: The presumed schematic structure of the supersymmetry breaking.

Higgs mechanism and acquires a non-zero mass
my ~ —, (3.13)

where /F is the characteristic scale of the local supersymmetry breaking and Mp, is
the Planck mass [38].

Thus far no one has succeeded in crafting an acceptable model in which the su-
persymmetry breaking arises solely due to interactions between the MSSM particles.
This problem is usually addressed by extending the MSSM to a new theory which
holds two distinct sectors: a “hidden” sector built of particles with no direct couplings
to the Standard Model gauge group and a “visible” sector containing the particles of
the MSSM. There should be no tree-level interactions between particles of the visible
and hidden sectors. It is assumed that supersymmetry breaking occurs in the hidden
sector and is transmitted to the visible sector of the MSSM by some mechanism,
as shown in Figure 3.3. Two theoretical scenarios have been examined in detail:

gravity-mediated and gauge-mediated supersymmetry breaking.

Gravity-mediated SUSY Breaking

In the gravity-mediated SUSY breaking scenario (SUGRA), the mediating interac-
tions between the hidden and visible sectors are assumed to be of gravitational na-
ture [52, 53]. More precisely, they are assumed to be associated with some new
physics, which includes gravity and enters at the Planck scale. In such models, the
SUSY breaking scale is predicted to be of the order of 10'* GeV. The gravitino mass

is then expected to be comparable to the masses of the MSSM sparticles, while its
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couplings are of gravitational strength. Hence, it follows that the gravitino would not
play any role in collider physics.

In the minimal SUGRA model,® the scalar quarks and leptons are assumed to
have the same mass and the same trilinear couplings at the GUT scale [52]. With
these universality conditions, the whole sparticle spectrum is determined by only five
free parameters: M,, p, and tan 3, described in the previous section; the common
scalar mass at the GUT scale my; and the common Higgs-sfermion-sfermion trilinear
interaction parameter A at the GUT scale [54]. In R—parity conserving SUGRA
models, the LSP is typically taken to be the lightest neutralino.

Gauge-mediated SUSY Breaking

In the gauge-mediated supersymmetry breaking scenario (GMSB), the supersymme-
try breaking is assumed to be communicated to the visible sector by the ordinary
electroweak and QCD gauge interactions The SUSY breaking again occurs in the
hidden sector, however the splitting of masses in the MSSM sector is generated at
some lower energy scale, in the “messenger sector,” which contains pairs of heavy
messenger quarks and leptons [55, 56]. The direct coupling of messengers to the hid-
den sector generates a supersymmetry breaking spectrum in the messenger sector.
Gauge interactions then mediate supersymmetry breaking needed in the observable
sector. In this scenario, the supersymmetry breaking scale v/F is expected to be
between about 10 TeV and 100 TeV, and the gravitino mass is typically in the eV
to keV range. The couplings of the gravitino to the other MSSM particles can become
strong enough to let the gravitino play an important role in collider experiments.
Since the GMSB scenario can naturally lead to photonic signatures at LEP, let us
discuss the MSSM spectrum in such models. The whole mass spectrum of the MSSM
can be described by five free parameters of the model plus the gravitino mass [57].
The free GMSB parameters are the supersymmetry breaking scale in the messenger
sector A, the messenger mass M,,, the messenger index N, (an integer), tan 3, and

sign(u), where p is the Higgs mixing parameter. Several examples of the MSSM

5The minimal SUGRA model is sometimes referred to as mSUGRA or constrained MSSM.
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Figure 3.4: The masses of the sleptons and lightest gauginos as functions of

the GMSB parameters A, M,,, tan 3, and N,, [58]. The values of the fixed
parameters are indicated on the plots.

mass spectra are shown in Figure 3.4 for a broad range of the GMSB parameters, as
calculated with the ISASUSY program [59]. A hierarchy between strongly interacting
and weakly interacting particles holds throughout the whole parameter space keeping
squarks much heavier than sleptons and the lightest gauginos.

The gravitino is always the LSP in the GMSB theories, while the next-to-lightest
supersymmetric particle (NLSP) can either be the lightest neutralino X! or the lightest
stau 71 depending on the values of N,,,, M,,, and tan § (see Figure 3.4). In this thesis,

I will consider only the X! NLSP scenario because only such scenario could lead to

an anomalous production of photonic events with missing energy at LEP.
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~

Figure 3.5: Feynman graph for the two-body neutralino decay X1 — 7@.

The lightest neutralino is in general a mixture of the superpartners of the elec-

troweak gauge and Higgs bosons, which can be conveniently parameterized as
~0 4
Xi = > Ny, (3.14)
i=1

where 0 = (]§,W3,ﬁ1,ﬁ2) is the gauge-eigenstate basis. In most cases of GMSB
models, the lightest neutralino is almost pure bino,® N; ~ 1, and decays predomi-
nantly into a gravitino and a photon, X} — G (see Figure 3.5) [56]. The correspond-
ing decay width is given by [60]

DR Q) = R (3.15)
T Ugn mgy m '

where K, = |Njcosfw + Ny sin Qw\2 gives the photino component of the neutralino
and mp; = Mp,/ V8T & 2.4 - 10 GeV is the reduced Planck mass. The Planck-scale
suppression mfz(l) /m%, is compensated by the factor mfz? /m%, which gives a sizable
decay width. In the rest frame of the decaying neutralino, the photons and gravitinos
are produced isotropically with an energy equal to mgo /2 (for kinematic purposes the
gravitino mass can be ignored).

It should be noted that sufficiently heavy neutralinos can also decay into a Z boson

6Bino is the superpartner of B, the gauge boson of the U(1)y group of the Standard Model.
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Figure 3.6: Feynman diagrams for the neutralino pair-production at LEP.

and a gravitino. However, this decay mode is strongly suppressed:

- 4
(X! — zG M2
PG =2G) _ rg () Mz (3.16)
(X1 —1G) Ry Mo

where k7 = |Nyj sinfyw + Ny cos OW\Z + % | N13 cos f — Nygsin 6|2. If the neutralino

is pure bino, xz/k, ~ 0.3. Complete expressions for the neutralino decay rates into

three-body final states ()2(1) — Gf f) can be found in Reference [61].

3.2 Single- and Multi-Photon Signatures in SUSY

Different SUSY models may lead to different single- or multi-photon with missing
energy signatures. In this section, I will describe the possible signal topologies, discuss
my motivation for searching for such signals at LEP, and outline the search strategies

that I will later use in Chapter 7.

3.2.1 Neutralino Production in GMSB

Neutralinos can be pair-produced in e*e™ collisions by Z exchange in the s—channel or
by scalar electron exchange in the ¢- and u—channels [62]. The Feynman diagrams of

this process are shown in Figure 3.6. As discussed in the previous section, I consider
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the GMSB scenario where the massless (for kinematic purposes) gravitino is the
LSP and the lightest neutralino is the NLSP and almost pure bino. Since only the
higgsino components of the neutralino directly couple to the Z boson, the s—channel
contribution is negligible. The cross section of this reaction is an incoherent sum of
contributions from the right- and left-handed selectron exchange diagrams’ and is

given by [64]

do 5 B maVl [ 1 —cos? 6
dcosf i—6mtL (14+ AM;)? — B2 cos? 6
N 2AM? cos? 6 ]

[(1+AM?)?2 — B2cos? 02!’

s 2cos? Ow

(3.17)

where /s is the center-of-mass energy,  is the polar angle, 5 = ,/1 — 4m§(1) /s is the

neutralino velocity in the laboratory frame, AM; = 2 - (m? — m?%?) /s, and Y; is the
hypercharge of the right- and left-selectrons (Y;, = —2 and Y;, = —1). Because the
selectron hypercharge is to the fourth power and the left-selectron is usually heavier
than the right-selectron, it is clear that the dominant contributions come from the ég
exchange.

For given values of the neutralino mass and center-of-mass energy, the produc-
tion cross section depends only on the selectron mass. In GMSB models, the ratio
Mag /Mso cannot become larger than about 1.5 [65]. Thus, the eTe™— XIXT cross sec-
tion cannot be smaller than a certain minimum value. Figure 3.7 shows the maximum
and minimum cross section values as a function of the neutralino mass. This cross

section range was obtained with the following scan over the GMSB parameter space:

10 TeV < A < 100 TeV
AJ0.9 < M, < A/0.01

Ny = 1,234 (3.18)
1 < tanfg < 60
signy = &£,

"The two selectrons ég and &, do not mix, and the interference between the right and left-handed
selectron exchange diagrams is suppressed by a factor of O(m./ms) and hence is negligible [63].
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Figure 3.7: Cross section range for the reaction ete — XiX1 at Vs =
207 GeV, as a function of the mass of the lightest neutralino in GMSB models.

where the parameter ranges that I used were defined in Reference [65]. Sparticle
masses and couplings are calculated from the GMSB model parameters using the
ISASUSY program [59], which has been interfaced to the SUSYGEN Monte Carlo gener-
ator [66] to derive the neutralino pair-production cross section, including initial-state
radiation. Figure 3.7 shows that for any values of the GMSB parameters, the re-
action ete~— X1X] has a sizable cross section almost up to the kinematic limit of
mgo = /5/2.

As discussed in the previous section, the produced neutralinos decay predomi-
nantly into a gravitino and a photon. Because the gravitinos would escape unde-
tected, the reaction ete™— XIX1 — GG~+ would lead to two photons and missing
energy in the final state. Each of the neutralinos is produced with an energy equal to

the beam energy, Ego = V/s/2, and decays isotropically. Thus, the photon energies
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have a flat distribution in the range Enin < E,,, E,, < Emax with

X

1
Eraxmin = 1 <\/§ﬂ: s — 4m2~?) ) (3.19)

In order to investigate the kinematic distributions of the final-state photons, I used
the SUSYGEN program to generate samples of 300,000 MC events for three different

values of the neutralino mass: mg

% = 55,75,95 GeV. The event samples were gen-

erated at /s = 200 GeV which corresponded to the typical center-of-mass energy
of LEP2. Figures 3.8a,c show that the photon energy spectrum is indeed flat. The
corresponding distributions of the polar angle (cosf,) and the recoil mass are shown
in Figures 3.8b,d, where the event recoil mass was defined in Section 2.2.2, Equa-
tion 2.23. The distribution of the photon polar angle is also almost flat.®

In this search channel, the main background comes from the Standard Model
process eTe”— vy (see Section 2.2.2). However, by comparing Figures 3.8 and 2.10
one can see that the kinematic distributions of the signal are very different from those
of the background. In particular, the energy of the second photon is expected to be
much higher for the signal than for the background. Moreover, the photons from
the reaction ete™— viyy are expected to be produced predominantly at low polar
angles. Thus, an almost complete suppression of the background can be achieved
with quite loose cuts on the E,, and cos 6, variables.

It should be noted that for certain values of the GMSB parameters the neutralino
decay length can become non-negligible. The probability that a neutralino with
energy +/s/2 will travel a distance < z in the laboratory frame before decaying is
given by

P(z) =1—exp(—z/L). (3.20)

8The neutralino production angle is not severely peaked (see Equation 3.17), and the decay
X1 — G~ is isotropic. Hence, the photon polar angle in the laboratory frame has a distribution very
close to isotropic.
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Figure 3.8: Kinematic distributions for the reaction ee™— XiX1 — GGy
at /s = 200 GeV, with arbitrary normalization. The distributions of a)
E,,, E,, and b) cosf, are shown for mg = 95 GeV. Also shown are c) the
photon energy and d) the recoil mass spectra, for various values of mgo.

The decay length L can be calculated using Equation 3.15 and expressed as [60]

100 GeV)s ( mg )2 e

3.21
mgo 1eV ( )

L =176-10"% (k)" (ﬁ% ~1)"(
X1
where, due to the dominantly bino nature of the neutralino, (k,)~' ~ 1.3. For
instance, for /s = 200 GeV, mgo = 80 GeV, and mg = 200 eV the neutralino decay
length is approximately 2m. In this case, the majority the neutralinos would decay
inside the detector, away from the beam vertex.
As T will show in Chapter 7, the efficiency of the usual multi-photon selection

drops significantly for decay lengths larger than about 10 cm. In order to investigate
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Figure 3.9: The eeyy event observed by the CDF experiment [67].

the region of intermediate decay lengths, 0.1 m < L < 100 m, I developed a new event
selection which was able to identify non-pointing photons, i.e., photons not originating

from the primary event vertex.

3.2.2 The CDF Event

In 1995, the CDF experiment at the Tevatron pp collider observed an event with
two high-energy electrons, two high-energy photons, and a large amount of missing
transverse energy (see Figure 3.9) [67]. There is no obvious explanation for this event
in the Standard Model. The only Standard Model process able to produce such eeyy
events consists of the WW~~ production, where each W boson decays into an electron
and a neutrino. However, the event rate from this process is expected to be very low
and has been estimated by the CDF collaboration to be (14 1) - 107® events in their
data sample corresponding to 85 pb™! [67].

As a consequence, this unusual event generated a lot of interest among particle
theorists, resulting in a publication of dozens of papers with various interpretations
in models with physics beyond the Standard Model. In particular, this event has
brought wide attention to photonic signatures in SUSY.
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In GMSB models, this event is a candidate for the process qq — é}ég with
subsequent decays éﬁ — ef X! and X} — é% where the neutralinos and gravitinos
escape detection.® Regions kinematically allowed for the CDF event correspond to
85 GeV < mg, < 135 GeV and 50 GeV < mygo < 100 GeV [68]. This means that
the reaction ete™— X1X] — GG~y could provide an excellent opportunity for SUSY
discovery at LEP. This reaction was examined in the previous section.

The CDF event has also been interpreted in neutralino LSP models [69]. Again,
the selectron pair-production in qq collisions can be the origin of this event, with
the selectrons decaying into an electron and a )23, and the X9 then decaying radia-
tively to X1. Within this framework, the event can only be accommodated in models
with relaxed GUT boundary conditions for the gaugino mass parameters (see Equa-
tion 3.11). If this is the explanation for the CDF event, the best possibility for SUSY
discovery at LEP is the reaction ete™— X9X9 —>>~<(1)>~<(1)77. This reaction is examined
in the next section.

In conclusion, searches for photonic events from the neutralino-pair production at

LEP were highly motivated by the above interpretations of the CDF event.

3.2.3 Neutralino Production in SUGRA

In SUGRA models, the appearance of photonic final states with missing energy is
possible only in the scenario where the R—parity is conserved, the next-to-lightest
neutralino X3 is the NLSP, and the lightest neutralino X! is the LSP. Moreover, the
radiative decay X9 —>>~<(1)fy should be the dominant decay mode. This decay mode is
usually suppressed since it is a one-loop process (see Figure 3.10). In most SUSY sce-
narios, the next-to-lightest neutralino decays predominantly via X5 — X3 ff through
an exchange of a virtual sfermion or a Z boson.

As discussed in Section 3.1.2, the neutralinos are in general a superposition of
the neutral gauginos and higgsinos. The couplings of sfermions to neutralinos in-

volve only the gaugino component, while the Z boson couples only to the higgsino

9Chargino production also provides a possible explanation: qq — X{X; with the decays )21i —
et v X} and X} — Gr.
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Figure 3.10: Feynman graphs for the radiative neutralino decay X2 — 5((1)7.

component [70]. Hence, the tree-level decays X3 — X1 ff require either simultaneous
gaugino components in both neutralinos for the sfermion exchange process or simul-
taneous higgsino components for the Z exchange process. The above condition is not
needed for the radiative decay, where both the gaugino and the higgsino components
of neutralinos may be involved (apart from the two graphs on the left-hand side of
Figure 3.10). Therefore, whenever the lightest neutralino is mainly higgsino and the
next-to-lightest neutralino is mainly gaugino, the tree level X3 width for the direct
three-body decay is reduced and the radiative decay X5 — >~<(1)*y is enhanced.

It should be noted that this scenario is allowed only in a limited region of the
MSSM parameter space [70]. However, it is favored by the SUGRA interpretation
of the CDF event [69]. In particular, this scenario implies that the next-to-lightest
neutralino is almost pure photino, X3 ~ v, and the lightest neutralino is almost pure
higgsino, X} ~ ﬁb, where Hy = sin 8 H; + cos I} H,. In this case, the radiative decay
X2 — 92(1)7 is expected to have a branching ratio of almost 100%.

In this SUGRA scenario, the pair-production of neutralinos ete™— X5X9 with a
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subsequent decay Xo — )2(1)7 leads to events with two photons and missing energy (due
to the escaping neutralinos). The production mechanism and event topology are very
similar to those of the GMSB process ete™— XIX? — GG~+y, which was described in
Section 3.2.1. Again, the dominant contributions come from the ¢— and u—channel
ér,1, exchange diagrams, and the radiative decay of the neutralino is isotropic in its
rest frame. For a given center-of-mass energy, the ete — X5X9 cross section depends

only on the neutralino and selectron masses and is given by [63]

dj;e = 2 @[(AME + 3)2 - % cos’ 9]_2 X [% cos*f
1=€R,er,
= s[2(anz 4 5) —miy — Feostot (AM2 4 5) (14 cost0)],  (3m)

where /s is the center-of-mass energy,  is the polar angle, § = ,/1 — 4m;0/s is the
2

neutralino velocity in the laboratory frame, and AM; = m? —mfzg. The pair-produced
neutralinos are photino-like so that their couplings to the left- and right-selectrons
are identical. This means that for mg, = me,, the contributions from the ég and €,
exchange diagrams are the same.

The photon energy and angular distributions have the same flat shape as the
distributions from the GMSB reaction ete™— XX} (see Figure 3.8). However, in this
case the lightest neutralino cannot be assumed to be massless, so that the expression

for the kinematically allowed range of the photon energy needs to modified as

, (3.23)

where Ego = V/s/2. Because the event topologies for the SUGRA and GMSB pro-
cesses (eTe”— XoXs and X1X1) are essentially the same, for this signal I will use the
same search strategy that I described in Section 3.2.1.

Neutralino production in SUGRA can also lead to a single-photon event topology
via the reaction ete~— X9X} with a subsequent decay X5 — )2(1)7 [62]. However, for

the photino-like X5 and higgsino-like )2(1), the cross section for this process is expected
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to be extremely low [64]. Nevertheless, I will search for this reaction in the context of
the model-independent, search ete™— XY — YY+, where X and Y are new neutral
invisible particles. As above, the photon energy and angular distributions are flat,
and the kinematically allowed range of the photon energy is given by Equation 3.23,

where the neutralino energy is Eyo = (s + mfzg — m?((l)) /(24/5).

3.2.4 The Reactions ete"— X1G and ete— GGr

In Section 3.1.3 1 discussed models with gauge-mediated supersymmetry breaking,
where the LSP is the gravitino with a mass in the eV to keV range. Such light
gravitinos can also arise in other SUSY models.

Even without any assumptions about the mechanism of supersymmetry breaking,
the mass of the gravitino would still be coupled to the scale of local supersymme-
try breaking by Equation 3.13. When the scale of local supersymmetry breaking is
decoupled from the breaking of global supersymmetry, as in no-scale supergravity
models [71], the gravitino can become superlight (107¢ eV < mg < 10~* €V) and can
be produced not only in decays of SUSY particles but also directly, either in pairs [72]
or associated with a neutralino [68, 73]. The process eTe™— X1 X1 — GG~y can also
be interpreted [74] in terms of the MSSM model parameters M, u and tan 5, which
were introduced in Section 3.1.2.

No-scale supergravity becomes especially predictive in a model with flipped SU(5)
gauge symmetry [75], where only one free parameter is needed to determine the whole
mass spectrum of the MSSM except the gravitino mass [68]. This model was proposed
by Lopez, Nanopoulos, and Zichichi, and is traditionally referred to as the LNZ
model. Figure 3.11 shows that in the LNZ model the lightest neutralino is usually
the NLSP. Phenomenologically, this model is the same as the neutralino LSP scenario
in GMSB except that the gravitino mass is several orders of magnitude smaller and

the neutralino always decays at the event vertex.
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Figure 3.11: Masses of the lighter MSSM particles in the LNZ model versus
the neutralino mass. The inset shows the variation of tan 8 with myo [68].

X?E-i Production

The reaction ete~— X1G — CN}GV would lead to events with a single photon and miss-
ing energy in the final state. The Feynman diagrams of this process are shown in
Figure 3.12. This reaction is expected have a sizable event rate at LEP2 only for very
light gravitinos, mg < 10~ €V, since its cross section scales as the inverse of the
gravitino mass squared [73]. Thus, this process does not play a role in GMSB models
where the gravitino is much heavier (see Section 3.1.3).

Due to the bino-like nature of the neutralino, the radiative decay )2(1]—>(~}’y is
always the dominant decay mode. However, if the neutralino is heavier than the Z

boson, the contribution of the decay into the Z needs to be taken into account. For
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Figure 3.12: Feynman diagrams for the reaction ete™— X1G.

instance, if myo = 200 GeV, the branching ratio of the decay X! — GZ is equal to
about 10% (see Equations 3.15 and 3.16).

In order to investigate the kinematic distributions of this process, I used samples
of 300,000 MC events generated with the SUSYGEN program for two different values
of the neutralino mass, mgo = 150,180 GeV, at /s = 200 GeV, which corresponded
to the typical center-of-mass energy of LEP2. Figure 3.13 shows that the resulting
distributions of the photon energy and the cosine of the polar angle are again almost

flat, where the kinematically allowed range for the photon energy is given by

2

mM-o \/E
X1 y°
NG <E, < 5 - (3.24)

In this search channel, the principal background comes from the Standard Model
process eTe”— vy (see Section 2.2.2) whose differential cross sections are also shown
in Figure 3.13. The kinematic distributions of the signal are very different from
those of the background. For a large fraction of signal events, the photon energy is
expected above the Z-return peak of the reaction e™e™— vy, where the Standard
Model background is expected to be very low. Thus, a clean separation of the signal
from the background can be achieved by an appropriate lower cut on the photon

energy.
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Figure 3.13: Distributions of a) the photon energy and b) the photon polar
angle for the reaction ete — X?é—)ééq/ at /s = 200 GeV. Also shown
are the corresponding distributions for the dominant background process
ete”— vy with arbitrary normalization.

Gravitino Pair-Production

If the masses of all other SUSY particles are greater than the center-of-mass energy
available at LEP, then the superlight gravitinos could still be detected via the reaction
ete”— éé’y [72, 76]. This process proceeds predominantly via initial-state radiation
in the gravitino pair-production process, and its differential cross section is given

by [72]

d20 _ (aGN2> 834 f(x%ev)’ (3.25)

dx.,dcos0, B 45 ) mg
where G is the gravitational constant, mg is the gravitino mass, z,, is the photon

scaled energy (E,/Epeam), 0 is the polar angle, and

£(,0) = 2(1 — 2)? l(l —2)(2 — 2z + 2?) N z(—6 + 62 + z°) B 23 sin? 0  (3.26)

xsin’6 16 32

The production cross section depends only on one SUSY parameter — the gravitino
mass. The photon energy spectrum is expected to be soft, as shown in Figure 3.14.

Unfortunately, the dominant background process ete™— vy also proceeds via initial-
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Figure 3.14: Differential cross sections of the reaction ete”— GG~ as func-
tions of a) the photon energy and b) cosf,, calculated for /s = 200 GeV
and mx = 1075 eV.

G
state radiation, and its kinematic distributions are expected to be similar to those of
the signal'® (see Figures 2.8 and 2.7 in Section 2.2.2). Therefore, a clean separation

of the signal from the background is not possible for this search channel.

3.2.5 Summary

In this section I briefly summarize the photonic SUSY signatures and the correspond-
ing theoretical models. Common to all scenarios I considered are the requirements
that the R—parity is conserved and that the lightest supersymmetric particle is color-
less and electrically neutral (see Section 3.1). Two distinct signatures are investigated:
events with a single photon plus missing energy and events with two photons plus
missing energy in the final state. Several SUSY models predict processes that could
lead to such signals at LEP.

Three SUSY processes could yield the single-photon signature: X1X5 production
in SUGRA models where the neutralino is the LSP (see Section 3.2.3) and X1G

and GG~ production in models with superlight gravitinos, such as no-scale SUGRA

10The differential cross section of the signal does not have the Z-return peak.
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Signature | Process | Decay Model ‘
XiXs | X3— X1y | SUGRA [62]
¥+ Emigs XiG | X{ = G~ | no-scale SUGRA, LNZ [68, 73]
GGy — no-scale SUGRA [72]
XaX2 | X2 — X1y | SUGRA [62]
+ Emiss | ~0~ . ~ | GMSB 65
. UX | - Gy no-scale SUGRA {73%

Table 3.2: Summary of the single- and multi-photon signatures in SUSY.

(see Section 3.2.4). The X1G process can also be interpreted in the framework of
the LNZ model, which is a more restrictive no-scale SUGRA model. An additional
requirement needs to be imposed for the ééfy process — all other SUSY particles
have to be heavier than the center-of-mass energy [72].

The two-photon signature can arise from two similar reactions: X5X5 production
in neutralino LSP models (see Section 3.2.3) and X1Xi production in gravitino LSP
models (see Section 3.2.1). Searches for both these reactions at LEP are highly
motivated by supersymmetric interpretations of the unusual event observed by the
CDF experiment (see Section 3.2.2). The first process can be discussed in terms
of the SUGRA model parameters introduced in Section 3.1.3. The second process
is predicted by GMSB and no-scale SUGRA models (Sections 3.1.3 and 3.2.4). In
GMSB models, the lightest neutralino can have a macroscopic decay length, which
requires a special selection for photons not originating from the primary event vertex.

The photonic signatures and the corresponding SUSY processes and models are
summarized in Table 3.2. The Standard Model background for these final-state
topologies comes from the neutrino pair-production process accompanied by one or
more photons from initial-state radiation, eTe™— viy(7y). Usually this background
process can be almost completely suppressed using simple cuts on the photon energy
and polar angle (see Sections 3.2.1 and 3.2.4). The only exception is the reaction
ete” — éé’y, where the signal cannot be separated from the Standard Model back-

ground.
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3.3 Models with Large Extra Dimensions

The large disparity between the weak scale (Myea ~ 10?> GéV) and the traditional
scale of gravity given by the Planck scale (Mp; ~ 10'° GeV) is considered to be one of
the major theoretical problems in elementary particle physics. The origin of this large
gap, as well as its stability under quantum corrections, demands explanation. This is
known as the hierarchy problem of the Standard Model. The hierarchy problem can
be successfully cured by introducing supersymmetry at the weak scale, as described
in Section 3.1. Below I discuss another class of theories that are capable of addressing
the hierarchy problem, models with large extra dimensions [77].

These models assume that the Standard Model fields, including ourselves, are
confined to a four-dimensional hypersurface (brane) inside the full space-time (bulk),
whereas the gravitational fields are also allowed to propagate in n extra spatial di-
mensions. We currently have almost no knowledge of gravity at distances less than
about a millimeter since direct tests of Newton’s law are based on torsion-balance ex-
periments that are mechanically limited [78, 79]. Hence, it is conceivable that gravity
may behave differently at small scales.

However, Newton’s law must be reproduced at large distances so that gravity
must behave as if there were only three spatial dimensions for » > 1 mm. In the ADD
scenario!! this is achieved by compactifying the extra dimensions on circles, where
the geometry of these dimensions is flat and the topology is that of a torus.

The fundamental gravitational scale M, is then related to the Planck scale through
Mp, ~ M3™R", (3.27)

where R is the radius of the extra dimensions. Thus, the fundamental scale of gravity
can be lowered to the TeV range while the size of the compactified extra dimensions
can be as large as a millimeter. The radius of the compactified extra dimensions (R)

can be expressed as a function of the parameters Mp and n. Assuming compactifi-

"This scenario was originally proposed by Arkani-Hamed, Dimopoulos, and Dvali in 1998 [77].
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cation on a torus, this relationship is given by [80]
Gy =8TR"M}*™, (3.28)

where G' is Newton’s constant of gravitation. The case of one extra spatial dimen-
sion is thus ruled out since for Mp ~ TeV, it would alter Newton’s law at distances
comparable to the size of the solar system.

Extra spatial dimensions could manifest themselves at present and future colliders
in a variety of ways [78]. In particular, in e*e~ collisions they could lead to the single-
photon and missing energy signature in processes involving production of gravitons

and branons. Below I give a brief description of these processes.

3.3.1 Graviton-Photon Production

In the framework of large extra dimensions, gravitational fields propagating in the
bulk can be expressed as a series of states known as a Kaluza-Klein tower. For an
observer trapped on the brane, these graviton modes appear as massive spin-2 neutral
particles (G) that can couple to the Standard Model fields on the brane. As a result,
real gravitons can be produced in ete™ collisions through the direct emission of a
graviton and a photon, ete™—~G [80, 81]. The produced graviton behaves as if
it was a massive, stable, and non-interaction particle and thus appears as missing
energy in the detector. As shown in Figure 3.15, this process is expected to proceed
through s—channel photon exchange, t—channel electron exchange, and four-particle
contact interactions [81].

The differential cross section of this process depends on both the Mp and n [80]:

d*o(efe —=7G) o 72 (/s e
Mp

~ 99. .2
dz., d cosb, 32s I'(n/2) f(@y, cosb,), (3.29)

where z,, is the ratio of the photon energy to the beam energy, 6, is the polar angle
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Figure 3.15: The lowest-order Feynman diagrams for the emission of a real
graviton and a photon.

of the photon, « is the QED coupling, and the function f(z,y) is given by

2(1 — x)571

f(xay) = .T(l _ y2)

[(2 —2)*(1 — 2 +2%) - 3y*2*(1 — 2) — y4x4] : (3.30)

Figure 3.16 shows that the differential cross section increases rapidly at low photon
energies and polar angles, where it scales as (E, sin? 6.,)~*. The principal Standard
Model background for this reaction comes from the process ete™— vy, whose cross
section also behaves as ~ (E., sin®6,)~! in the region of low E, and 6, (see Sec-
tion A.1). Therefore, the graviton-photon signal cannot be separated from the vy

background and can only be detected as an excess of events with one soft photon.

3.3.2 Branon Pair-Production in ete~ Collisions

A different theoretical scenario may also be considered. In this approach, the three-
dimensional brane is treated as an additional physical body in the theory with its
own dynamics. This may lead to the appearance of additional degrees of freedom
corresponding to brane fluctuations along the extra-space dimensions, which would
manifest themselves as new stable particles called branons (7) [82]. Their dynamics
are determined by an effective theory with couplings of the same order as the brane
tension (f). It should be noted that branons are natural dark-matter candidates [83]

(see the discussion on dark-matter in Section 3.1).
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Figure 3.16: Differential cross section of the ete™ — G process, computed
for n =2, Mp = 1.5 TeV, and /s = 207 GeV.

Branons couple to the Standard Model particles in pairs and can be detected in
ete™ collisions via the reaction ete™— 77y. The Feynman diagrams of this process
are shown in Figure 3.17. The final-state branons do not interact in the detector and
are hence invisible. Thus, the experimental signature of the branon-photon produc-
tion is the presence of a single photon together with missing energy. The differential

cross section of this process is given by [84]

d’c (eTe"— 77y)  apas 2\ 2 4M?
= 1- —4M 1——
dz dcosb, fén? (8( ) ) s(1 —zy) X

2(1—z)(1+ (1 - 337)2)] 7

2,(3 — 3z, + 222) — 23 sin? 6, + _
[ +( gl “/) y SHL Py x7s1n207

(3.31)

where f is the brane tension, M is the branon mass,"* ag = 1/61440, and z. and

6, are the scaled energy and the polar angle of the photon (2, = E,/Epeam). The

12For simplicity, I consider a scenario with only one light branon species of mass M.
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Figure 3.17: Feynman diagrams for the reaction ete™— 777.

kinematic properties of this signal are similar to those of the graviton-photon emission
ete”— (@G, which was described in the previous section.

Searches for gravitons and branons are in a sense complementary [85]. If the
brane tension is above the effective scale of gravity, f > Mp, the first evidence for
extra dimensions would be the discovery of gravitons, giving information about the
gravity scale and the number of extra spatial dimensions. If the brane tension is
below the gravity scale, f < Mp, then the first signal of extra dimensions would
be the discovery of branons, allowing a measurement of the brane tension scale, the

number of branon species, and their masses [84].



Chapter 4
The L3 Detector at LEP

The work described in this thesis was based on data collected by the L3 detector
at the LEP ete™ accelerator. This chapter gives an overview of these experimental

facilities, with an accent on the elements important for my physics analyses.

4.1 The LEP Collider

The Large Electron-Positron (LEP) collider [86] was designed to provide electron-
positron collisions at center-of-mass energies up to about 200 GeV. It was the largest
synchrotron accelerator in the world, with the main ring tunnel having a circumference
of 26.67 km. The tunnel crosses the French-Swiss border near Geneva and lies between
40 and 150 m below the surface. It is composed of eight 2.9 km long arcs and eight
straight sections extending 210 m on either side of the eight collision points. The four
LEP experiments, L3 [87], ALEPH [88], OPAL [89], and DELPHI [90] were installed
in the large experimental halls built around even-numbered collision points. The

layout of the LEP ring is shown in Figure 4.1.

4.1.1 LEP Injector Chain

Before entering the LEP ring, the electrons and positrons passed through a com-
plex system of injectors. The injector chain started with a 200 MeV electron linac.
Its intense electron beam was used to produce positrons in a tungsten target. The
positrons emerging from the target and electrons produced by a nearby gun were ac-

celerated to 600 MeV by another linac. The linacs operated at 100 Hz and delivered
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Figure 4.1: The LEP collider at CERN. The eight collision points are denoted
as IP1-IP8.

the beam pulses which were then stored in eight bunches in the electron-positron ac-
cumulator ring (EPA). From the EPA, electrons and positrons were transferred to the
next accelerator, the CERN Proton Synchrotron (PS), where they were accelerated
to 3.5 GeV. The final element in the chain was the CERN Super Proton Synchrotron
(SPS), which delivered the beams to LEP at an energy of 22 GeV. Figure 4.2 gives
an overview of the LEP injector chain which is described in [91].

The advantage of building LEP at CERN was the possibility to include the already
existing PS and SPS synchrotrons in the LEP injector chain. The PS is by far the
oldest accelerator in use at CERN. It was built in 1959 and has a circumference of
630 m. The SPS was built in 1976 and has a circumference of 6.9 km. This accelerator
allowed the breakthrough discovery of the W and Z bosons in 1983 by the UA1 and
UA2 collaborations [92, 93]. Both the PS and SPS can accelerate not only electrons,
but also protons and heavy ions. Moreover, the SPS was able to simultaneously

operate as a LEP injector and produce stable 450 GeV proton beams for the fixed-
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Figure 4.2: Layout of the LEP injector chain (dimensions not to scale).

target experiments. The Large Hadron Collider (LHC)' will soon replace LEP in its
underground tunnel. However, due to their versatility, the PS and SPS synchrotrons

will not be dismantled. Both of them will be used to inject proton and Pb ion beams

into the LHC [94].

4.1.2 LEP Physics Program

Contrary to the fast-cycling PS and SPS, the LEP collider had a slow repetition
rate. Each operation cycle, referred to as a fill, started by preparing the machine for
injection at 22 GeV. Electrons and positrons were injected in parallel for 10-30 min-
utes. As soon as the filling process was finished, radio-frequency cavities accelerated
the beams to the target energy at a rate of about 125 MeVs~!. As electrons passed
through a cell of a conducting (or superconducting) cavity, the electric fields within
the cavity were timed to oscillate in the direction of acceleration. A corresponding

timing was also present for the positrons, which counter-circulated in the same beam

!The LHC will be a proton-proton collider with a maximum center-of-mass energy of 14 TeV.
It should either discover the Higgs Boson or disprove the existence of the Standard Model Higgs
sector.
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Figure 4.3: Time evolution of the LEP beam energy, the nominal (with the
design accelerating gradient of 6 MV/m) and the available circumferential
RF voltage.

pipe. A total of about 5400 magnets were used to focus and bend the beams into the
required orbit.

LEP began operation in 1989. The LEP run from 1989 to 1995 was dedicated
to precision studies of the Z boson properties. This period is referred to as LEP1.
Electron-positron collisions were provided at several well-determined center-of-mass
energies around the Z resonance, and the four LEP experiments collected 15.5 mil-
lion Z decays into quarks plus 1.7 million leptonic Z decays. The most impressive
result of the LEP1 physics program is the 2 x 10~° accuracy on the Z boson mass
measurement [95].

Starting in 1996 LEP began running at higher energies. Its center-of-mass energy
gradually increased from about 90 GeV at LEP1 to almost 210 GeV in 2000, the last
year of the LEP program. Attaining such high center-of-mass energies came with

the high price tag of synchrotron radiation, emitted by electrons and positrons under



4.1 The LEP Collider 65

circular acceleration in LEP. The energy loss per particle per turn due to synchrotron

radiation was given by [96]

EY[GeV]

AE[eV] ~ 8.85 x 10*
p[m]

, (4.1)

where E was the beam energy and p was the average bending radius (3100 m for
LEP). For a center-of-mass energy of 209 GeV, about 3.2% of the beam energy was
lost per turn [97]. Thus, the maximum beam energy was limited by the available
accelerating voltage provided by the RF cavities. The available accelerating voltage

was increased in two ways:

e Installation of additional RF cavities. Between 1995 and 1999 most of the
originally installed copper cavities were removed and replaced by the supercon-
ducting ones. The resulting voltage increase is shown by the graph “Nominal

RF voltage” in Figure 4.3.

e Increase of the accelerating gradient. Until 1999, the accelerating gradient
in the superconducting cavities was close to its design value of 6 MV/m [96].
After the cryogenics upgrade in 1999 it was continually improved to a maximum

value of 7.5 MV/m [96] in 2000 (see Figure 4.3).

At the end of LEP its RF system consisted of 288 super-conducting cavities and 56
original copper cavities and provided more than 3.5 GV of accelerating voltage per
turn.

The operation of the RF system could be disrupted by RF trips.?2 One RF trip
would cause a reduction of about 100 MV in the available accelerating voltage. Dur-
ing the recovery time the maximum LEP beam energy was then reduced by about
0.8 GeV. The mean time between trips in 2000 was about 14 minutes, and the re-

covery time per trip was about 2-3 minutes. The average length of a fill at a given

2RF trips occurred on a statistical basis and were mainly produced by field emission, which
could lead to local heating of cavity walls and a sharp rise in the pressure of the helium bath [97].
One trip would usually disrupt only one klystron at a time, leading to a temporary loss of eight
superconducting cavities.
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center-of-mass energy depended on the rate of the RF trips and the available RF mar-
gin, which was given by the difference between the maximum available RF voltage
and the RF voltage required to sustain the beams at this center-of-mass energy. It
was possible to operate LEP at an energy lower than the maximum one and still keep
the beams during RF trips. However, at the maximum beam energy (without any RF
margin) the average physics coast lasted only 14 minutes, whereas the fill set-up time
was about 60 minutes. Operation at the maximum energy would be quite inefficient,
and the luminosity production rate would be severely reduced. To achieve the highest
effective beam energy and maintain an acceptable luminosity production level, a spe-
cial ramping strategy (mini-ramp strategy) was implemented in the year 2000 [96]. A
physics fill was started at a lower energy (2 RF trips margin), then ramped in collision
to a medium energy (1 RF trip margin), and finished at the maximum beam energy
(no margin). The balance between the effective energy and luminosity production
rate was constantly optimized to achieve a maximum Higgs discovery potential.

The mini-ramp strategy employed in 2000 and the gradual increase of the accel-
erating gradient in 1999 resulted in a wide scatter of the LEP center-of-mass energies
during the last two years of the LEP2 phase. Figure 4.4 shows the integrated lumi-
nosity collected by the L3 experiment during each year of the LEP2 program.® The
data analyzed in this thesis was taken during 1998-2000, when L3 collected about
627 pb~! at center-of-mass energies between 189 GeV and 208 GeV. The highest
peak luminosity of about 1.2 x 1032 cm~2s~! was achieved in 1999, corresponding to

the average beam current of 5.5 mA (in two times 4 bunches).

LEP Beam Energy Measurement

The most important LEP operating parameter for physics studies is beam energy.
At LEP1, the resonant depolarization method [98] was used to determine the beam
energy to a precision of about 5 MeV [99]. The method utilized the Sokolov-Ternov
effect [100] that leads to self-polarization of the beams parallel (and antiparallel) to

3The LEP2 phase officially started in 1996 when L3 collected about 20 pb~! in the 160-170 GeV
center-of-mass energy range.
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Figure 4.4: Integrated luminosity recorded by L3.

the magnetic bending field due to synchrotron radiation emission.

The precession frequency of the polarization vector was measured by inducing a
resonant depolarization of the beam with a radial oscillating field from a coil. If the
perturbation from the radial field was in phase with the spin precession, then the
spin rotations about the direction of the perturbation field caused the spins of the
particles to partially flip. About 10* turns or one second were needed to destroy the
transverse polarization. The precession frequency was proportional to the electron’s
energy; thus one could extract the average beam energy by measuring the frequency
of the perturbation field corresponding to the resonant depolarization.

Unfortunately, depolarizing effects due to magnetic field imperfections increased
sharply with the beam energy. Thus, the method of resonant depolarization was im-
possible to use at beam energies above around 60 GeV. At LEP2, nuclear magnetic

resonance (NMR) probes inserted in 16 of LEP dipole magnets were used to monitor
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the magnetic field for a relative beam energy measurement. The probes were cali-
brated at lower energy using the resonant depolarization method. The uncertainty of
the extrapolation to the actual LEP2 beam energies proved to be the leading error
on the energy measurement.

In order to check the validity of the NMR-extrapolation method and to reduce the
systematic error, a special magnetic spectrometer [101] was installed in 1999. The
idea was to measure the beam trajectory before and after a special dipole magnet of
known integrated field, thereby directly determining the beam energy during physics
running at LEP2. Good agreement between the magnetic spectrometer and NMR-
extrapolation methods was observed [102], and the total error on the LEP beam
energy was estimated [103] to be about 11 MeV (or ~0.01%) and 20 MeV (0.02%) for
the data taken in 1998-1999 and in 2000, respectively.*

4.2 The L3 Detector

The L3 detector was designed to reconstruct and identify particles produced in ete™
interactions and provide accurate measurements of both particle momenta and ener-
gies. Compared to the other three detectors at LEP, L.3 emphasized precise energy
measurements of electrons, photons, and muons. The majority of the detectors in-
stalled at particle colliders, including the L3 detector, may be described as a series of
cylindrical, concentric subdetectors arranged around the beam pipe with the inter-
action point at the center and a set of endcap subdetectors covering the ends of the
cylinders. The layout of the L3 detector is depicted in Figure 4.5.

Particles produced at the interaction point and traveling outwards through the L3
detector first encountered a set of two tracking subdetectors designed primarily to give
information on the trajectories of charged particles (tracks). Since a surrounding coil
provided a strong magnetic field inside the entire detector, the curvature of the track

yielded the particle momentum. The particles then reached a high-density calorimeter

“The significant increase in uncertainty for 2000 was associated with a special magnetic field
configuration, which was used in that year in order to boost the beam energy.
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Figure 4.5: Perspective cut-away view of the L3 detector, showing the loca-
tion of the subdetectors, the support tube and the magnet.

arrangement designed to help identify them and/or evaluate their energies. Any
particles that managed to pass through the calorimeters entered the muon chambers
designed to tag (identify) muons and measure their momenta. The tracking system
and calorimeters were contained in a steel tube, which also supported the muon
chambers and maintained the alignment of the subdetectors. Figure 4.6 shows a side
view of the inner L3 detector.

The Cartesian (z,y,2) coordinate system used within L3 has its origin at the in-
teraction point, which is also the geometrical center of the detector. The zaxis runs
parallel to the beam-pipe in the electron beam direction. The z-axis points towards
the center of LEP, while the y-axis points vertically upwards. A cylindrical coordinate

system is also used with the origin and zaxis coinciding with those of the Cartesian
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Figure 4.6: A schematic representation of the inner components of the L3
detector. In addition to the tracking system (TEC, SMD, and FTC) and the
calorimeters, also shown are the active lead rings, the luminosity monitor,
and the scintillators.

system. The planes ¢ = 0° and ¢ = 90° contain the z-axis and y-axis, respectively,
with » = /22 + 42. In addition, it is often useful to refer to the polar angle § with
respect to the zaxis.

A detailed description of the L3 detector is given in [87]. It should be noted that
L3 had been undergoing constant modification® during the LEP1 and the beginning
of the LEP2 phase. This analysis, however, is only concerned with the data-taking
period of 1998-2000, when the detector configuration remained unchanged. The most
important subdetector for the analysis presented in this thesis was the electromagnetic
calorimeter since it provided a precise measurement of photon energies and flight
directions. Nevertheless, all other L3 subdetectors were relevant to the selection of

the single- and multi-photon events. They were used to reject background events

50Only the original components of the L3 detector are covered in [87]. References to papers
describing the detector upgrades will be given when needed.
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Figure 4.7: The Magnet and Support Tube during their installation at L3.
The doors of the magnet are open and the support tube has been positioned
along the center of the magnet.

from other Standard Model processes and from cosmic rays. The description of the

L3 subdetectors follows.

4.2.1 The Magnet

A large magnet with a relatively low field was chosen in order to optimize the muon
momentum resolution, which improved linearly with the field but quadratically with
the lever arm. The magnet is composed of a water-cooled solenoid coil, a soft iron
yoke, and two steel endcaps that provide support for the yoke. The magnet has an
outside radius of 7.9 m, an inside radius of 5.9 m, and is 11.9 m in length. The total
weight of the L3 magnet is 7800 tons.®

The magnet (see Figure 4.7) surrounded the entire L3 detector” providing a 0.5 T
field parallel to the beam axis. The magnetic field was mapped inside the support tube
with Hall probes and outside with about 1000 magnetoresistors and 5 NMR probes.

6The L3 magnet was included in the 1997 Guinness Book of Records as the World’s Largest
Electromagnet.
"Except for a part of the forward-backward muon spectrometer.
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It is interesting to note that the L3 magnet is the only part of the L3 detector
which will be used for the LHC program. The ALICE experiment [104] is currently
being built inside the L3 magnet to study lead-ion as well as proton-proton collisions

at the LHC.

4.2.2 Central Tracking Detectors

The central tracking system was used to identify charged particles and to measure
their trajectories (tracks). It included a Time Expansion Chamber (TEC) and a
Silicon Microvertex Detector (SMD). Additional measurements of the z-coordinate
were obtained from the Z-chamber and the Forward Tracking Chambers (FTC) (Fig-
ure 4.6). Due to the limited space available inside the electromagnetic calorimeter,
the TEC had only a modest lever arm of 31.7 cm, and as pointed out previously, the
L3 magnetic field was relatively weak.

The design goal of TEC was to identify the charge of 50 GeV particles at 95%
confidence level. That target was met by choosing a drift chamber design in which
a relatively large low-field drift region was separated from a high-field amplification
region by two planes of grounded wires. Charged particles traversing the gas volume
of TEC caused ionization of the gas atoms. The ionization electrons would then
drift to the anode wires (Figure 4.8), and the drift times of these electrons could be
used to reconstruct the track position. The drift times were precisely determined by
measuring the centroids of the arrival time distributions collected by each anode wire.
A drift velocity of about 6 ym/ns was attained in the low-field region, whereas in the
amplification region it was about 50 pm/ns [105]. The drift velocity was precisely
determined in situ using a gas test chamber and was kept constant within 0.1% [106].

The TEC was composed of two concentric cylindrical drift chambers, divided
into 12 inner and 24 outer sectors. Each sector had a central anode plane and was
separated from its neighbouring sectors by cathode planes. The TEC wires were
arranged parallel to the zaxis so that the coordinate measurement was made in

the bending plane. The inner (outer) sectors contained 8 (54) anode wires each.
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Figure 4.8: A charged particle produced within the beam pipe would first
cross the SMD, then the TEC, and finally the Z-Chamber before hitting the
calorimetry. The geometry of a TEC sector is shown in detail.

A detailed r¢ view of the L3 tracking system is shown in Figure 4.8. The sensitive
region in which the traversing tracks could be measured by all 62 anode wires was
44° < # < 136°. Particles with 6(180° — 6) < 10° could not be detected by the TEC.

The expansion of the drift time provided detectable time differences between hits
from neighbouring tracks. Typically hits separated by 500 pum were reconstructed
individually. The excellent double track resolution proved to be useful in the selection
of converted photons. This will be discussed in more detail in Chapter 6, Section 6.3.4.

The zcoordinate of a track was measured by the Z-chamber, which consisted of
two proportional wire chambers surrounding the cylindrical outer surface of TEC.
It was read out by cathode strips tilted with respect to the zaxis and covering the
angular region of 45° < § < 135°. The spatial resolution of the Z-chamber was about
300 pm. In the forward region the FTC was used to measure the z-y coordinates of
a track at fixed z. These proportional chambers were located between the TEC and

electromagnetic calorimeter endcaps and covered polar angles 12° < 6(180°—0) < 34°.
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The SMD [107] consisted of two radial layers of double-sided silicon strip detectors
located at distances of 6 cm and 8 cm from the beam axis and covering polar angles
22° < # < 158°. It provided ¢ and z measurements with approximately 10 pym
accuracy. The SMD significantly improved the momentum and vertex resolution of
the tracking system by providing two additional points close to the interaction point
for each reconstructed track.

The combined TEC-SMD transverse momentum resolution at large polar angles
(0 > 45°) was o(1/Py) = 0.015 GeV~'. The angular resolution was found to be

04 = 0.6 mrad and oy = 3.4 mrad.

4.2.3 Electromagnetic Calorimeter

The physics analysis that I present in this thesis relied heavily on the electromagnetic
calorimeter (ECAL) of the L3 detector. In this section I describe the construction
principle, the geometry, and the readout chain of the ECAL. This discussion will
be continued in the next chapter, where I will describe its particle reconstruction
algorithm as well as its calibration and monitoring.

The L3 ECAL was designed to provide excellent energy and spatial resolution for
photons and electrons over a wide energy range, from 100 MeV to 100 GeV. As I
will discuss in Section 5.6, it was precisely calibrated using an RFQ accelerator and
its energy resolution was measured to be: o(E)/E = 3.2%/VE ®0.9% (F in GeV).
The L3 ECAL was a total absorption calorimeter made of 10,734 bismuth germanium
oxide (BGO) crystals. The crystals pointed directly towards the L3 interaction point
and were arranged to form two symmetrical half-barrels surrounding the TEC and
two endcaps mounted behind the FTC. The geometry of the BGO calorimeter is
illustrated in Figure 4.9.

Electromagnetic Showers in the BGO Crystals

At energies above 100 MeV, electrons and positrons traversing dense matter lose their

energy primarily through the bremsstrahlung process [6], radiating photons as a result
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Figure 4.9: The BGO electromagnetic calorimeter.

of the Coulomb interaction with the electric fields of the atomic nuclei:
et(N) — et + 1,

where (V) represents the interaction with the Coulomb field of the nucleus. Similarly,
photons with energies greater than 10 MeV interact with the matter predominantly

through the process of electron-positron pair production:
Y(N) = et + e .

Both pair production and bremsstrahlung processes produce secondary photons and
electrons which can also interact with the material. The resulting chain reaction is
called an electromagnetic shower [6]. As the shower develops, the energy of its con-
stituents decreases and other energy loss processes start to contribute. Eventually,
the energy of all particles produced in the shower is absorbed by the showering ma-
terial. Since high-energy photons and electrons generate the same chain reactions
originating from different initial interactions, they produce showers that are virtu-
ally indistinguishable.® The physics of electromagnetic showers and calorimeters is

described in detail in [108].

8 Contrary to electrons, high energy photons traveled, on average, 1.5 cm before converting into an
et + e~ pair [108]. However, this difference in the shower maximum position could not be detected
since the BGO calorimeter had no longitudinal segmentation.
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To describe the shower development in a material-independent way, units of radia-
tion length and Moliére radius are frequently used. The numerical values of these two
units depend only on the showering material. The radiation length (X) is defined as
a distance over which a high energy (E > 1 GeV) electron loses approximately 63%
(i.e., 1 —e™!) of its energy. The Moliere radius (Rjs) describes the lateral shower
profile, where approximately 90% of the shower is typically contained in a cylinder
of radius R, around the shower axis. The BGO inorganic crystal scintillator was
chosen to be used in L3 because of its very short radiation length and Moliére radius,
Xo=1.12 cm and Rj; = 2.4 ¢cm, and because of its high scintillation light yield. The
high stopping power of the BGO translated into the compactness of the calorimeter,
which was important due to limited space available inside the support tube.

In a BGO crystal, the passage of low-energy electrons and positrons (E < 10 MeV)
through the crystal lattice causes short-lived excitations in the system of lattice elec-
trons. The decay of lattice excitations produces scintillation photons with a wave-
length spectrum peaked at about 480 nm (green light). The amount of the scintillation
light is proportional to the deposited energy (~ 2.8 x 103 y/MeV). Since the BGO
crystals are optically transparent, the scintillation light can be detected and used to

compute the energy of the electromagnetic shower.

The Geometry of the Electromagnetic Calorimeter

The BGO crystals of the L3 electromagnetic calorimeter had a truncated pyramidal
shape (Figure 4.10) with a front surface of ~ 2 x 2 ¢m?, a rear surface of ~ 3 x 3cm?,
and a depth of about 21.5 radiation lengths (24 cm). To minimize the mechanical
stress, each crystal was housed in its own cell of a carbon fiber support structure.
The walls between the crystals were about 0.2 mm thick. The dead material of the
walls together with the clearances represented about 2.1% of the solid angle coverage
of the ECAL.

The crystals were aligned with their axes pointing to the interaction point, but
with a slight tilt to reduce the number of particles escaping detection in the gaps

between the crystals.
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Figure 4.10: A BGO crystal.

The BGO calorimeter consisted of the following four large crystal arrays.

e Two half-barrels. Each half-barrel contained 3840 crystals that were ar-
ranged in a 160 x 24 matrix in the ¢ — 6 plane. The combined total angular
coverage of the BGO barrel was 42.3° < 6 < 137.7°. The 160 ¢-slices of 24
crystals were tilted by about 0.6° to aim at a position 5 mm away from the

interaction point.

e Two endcaps. FEach endcap was made of 1527 crystals arranged into six
large rings. Each of the large rings was made of three crystals in #-coordinate
(three individual € — rings), except for the inner one which contained only
two 6 — rings. The number of crystals in ¢ varied from 48 in the inner ring
to 128 in the outer ring.® Nine crystals were taken out from each endcap at
¢ ~ 270° and 6(180° — 6) ~ 16° to create a hole for the beam pipe of the
RFQ calibration system, which will be described in Chapter 5. The endcaps
were installed in 1991. Unfortunately, the construction of the central tracking
system required more space than was originally foreseen. Therefore the endcaps
had to be displaced by a distance of about £13 cm along the z-axis and covered
9.9° < 6(180° — #) < 36.8°. This configuration induced a 6-tilt of 2.1° — 5.4°
with respect to the nominal direction to the interaction point. The tilt in ¢

was 0.6°, the same as for the crystals in the barrel.

9The exact numerical values for the six large rings were 48, 64, 80, 96, 112, and 128.
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Figure 4.11: A side view of the L3 electromagnetic calorimeter in the vertical
y — z plane. The beam pipe in the bottom left corner is part of the RFQ
calibration system developed by the Caltech L3 group.

Figure 4.11 shows a cross section of the BGO calorimeter in the vertical y—z plane.
The dimensions of the calorimeter are also shown. Due to the angular interval between
the barrel and the endcaps, the solid angle coverage of the BGO was about 92.1% of

47 steradians.

The BGO Readout System

Achieving good linearity and energy resolution required a nearly uniform light col-
lection efficiency. The light flux collected at the rear face of a polished BGO crystal
decreased strongly (up to 50%) with the distance from the front face. After coating
the crystals with a 40-50 pm thick layer of high reflectivity white paint, the maximum
variations in the collected light flux as a function of the distance from the front face

were only about 5%.1°

10The variations in the crystal light yield were measured using cosmic muons and were required
to be less than 10% for all accepted BGO crystals [109].
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To detect the BGO scintillation light a pair of silicon photodiodes were glued to
a rear surface of each crystal (Figure 4.10). There were two reasons to choose photo-
diodes over conventional photomultiplier tubes: 1) photodiodes were not sensitive to
the L3 magnetic field; 2) they took very little space. The photodiodes had a sensitive
area of 1.5 cm? each and were read out as a single unit. Their quantum efficiency was
about 70% at 480 nm, resulting in a charge deposition of about 0.2 fC (1200 electrons)
per MeV of the shower energy. After preamplification and shaping, the signal from
each individual crystal was split into three separate signals which were then processed
by the first-level trigger and by two independent pulse-height analyses optimized for
small (low energy chain) and large (high energy chain) signal amplitudes. The low
energy chain was amplified by a factor of 32 with respect to the high energy chain,
after which the two chains were processed identically.

The signal in each chain was first integrated and then stored in a sample and hold
circuit. The stored signal was further amplified in two stages, each with a gain of
four, resulting in a total of six levels of amplification for the two chains. A specifically
designed analog to digital converter (ADC) was then used to digitize the collected
signal of each crystal. The floating-point design of the BGO ADCs utilized an accurate
12-bit ADC with a 220 us conversion time to cover 21 bits of effective dynamic range
with six different amplifications'? [110].

The first step of the digitization was to choose the level of amplification (or gain)
that provided the largest unsaturated signal. When the input signal for a particular
amplification approached the maximum voltage of the 12-bit ADC, the next lower
amplification was used for the digitization. This design resulted in a 12-bit digi-
tization, which together with the 9-bit (1:512) selectable gain corresponded to the
effective 21-bit dynamic range. A digitization accuracy of at least 0.1% was achieved
for the BGO signals above 100 MeV. The actual dynamic range extended from about
1 MeV up to 200 GeV. The energy equivalent of the transition between different gains
depended on gain calibrations, pedestals, and energy calibrations. The distribution

of the transition energies is plotted in Figure 4.12.

"1 The six signal amplifications corresponded to approximately 1, 22, 24, 25, 27, and 2°.
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Figure 4.12: The distribution of transition energies of all BGO ADCs. The
three peaks on the left correspond to the low energy channel, the peaks on
the right correspond to the high energy channel.

Performance of the BGO Calorimeter

High intrinsic resolution, precise calibration, and a relatively low amount of material
between the crystals and the interaction point were the main factors that made the
BGO'? the best electromagnetic calorimeter at LEP2. Its energy resolution, o(F)/FE,
was better than 2% for electrons and photons with energies above 5 GeV. The linearity
of the BGO response in the energy range of 1-100 GeV proved to be better than 1%.

To compare the electromagnetic calorimeters of the four LEP experiments, it is
convenient to compare their measured energy resolutions for 45 GeV electrons and
positrons.'* The energy resolution of the L3 BGO for such electrons was approxi-
mately 1.0%, whereas the resolutions of the ALEPH, OPAL, and DELPHI (HPC)
calorimeters were about 3.5% [111], 4.0% [112], and 6.5% [113], respectively.

The energy reconstruction algorithm of the BGO, its calibration and monitoring,

as well as its performance will be described in detail in Chapter 5.

12Tn L3 the BGO electromagnetic calorimeter is most often referred to as simply the BGO.

13The reasoning behind the choice of the 45 GeV electrons will be explained in Chapter 5, Sec-
tion 5.6.2. In addition, 45 GeV corresponds to approximately the middle point of the energy range
1-100 GeV, the region of interest for the analysis described in this thesis.
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Gap Filler

In 1996, the gaps between the BGO barrel and the endcaps were equipped with FCAL
GAP filler (EGAP) [114]. The EGAP counters consisted of 48 bricks of lead with a
set, of scintillating fibers embedded inside each brick. Its energy resolution for 45 GeV
electrons was expected to be about 4.0%, significantly worse than that of the BGO.
In 1998, a dedicated study of the EGAP performance in situ was carried out using
Bhabha scattering events, ete”— eTe™. The selected events were required to have
two back-to-back TEC tracks pointing in the direction of EGAP. The study showed
that about 10% of such electrons passed undetected, much more than was expected
from an early simulation of the EGAP response [115]. Because of this large detection

inefficiency, I did not use the EGAP to identify and measure photons.'*

4.2.4 Scintillation Counters

The L3 scintillation counter system [116] was composed of 30 barrel counters and 2 x
16 endcap counters. As shown in Figure 4.6, the counters were located between
the BGO and hadron calorimeters and covered polar angles of 11.5° < § < 168.5°.
The scintillators were designed for a precision measurement of the relative timing of
charged particles traversing the detector. The timing resolution was about 0.8 ns in
the barrel and 1.9 ns in the endcaps. The scintillation counters were indispensable

for the rejection of the background from out-of-time cosmic rays.

4.2.5 Hadron Calorimeter

Hadronic showers develop in a similar manner to electromagnetic ones, but are more
complex as they involve both the electromagnetic and the strong interactions. The
shower dimensions are governed by the nuclear interaction length of the absorber
medium, which is defined as an average distance a high-energy hadron has to travel

inside that medium before a nuclear interaction occurs [108]. The BGO calorimeter

14The EGAP was never used in any of the L3 analyses requiring precise measurement of photons
or electrons.
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corresponded to only about one nuclear interaction length and, obviously, could not
be used to stop and measure hadrons. The hadron calorimeter (HCAL) was built for
this purpose.

The HCAL surrounded the BGO calorimeter and was made of depleted uranium
and brass absorber plates interleaved with proportional wire chambers. Its barrel
covered the central region 35° < 6 < 145°, while the endcaps covered 5.5° < §(180° —
) < 35°. The hadron calorimeter covered approximately 99.5% of the full solid angle
of 47 steradians. The L3 HCAL is depicted in Figure 4.13.

il
o

Figure 4.13: A perspective view of the hadron calorimeter and the muon filter.

The barrel had a modular structure consisting of 9 rings in # of 16 modules in ¢
each. Each module was composed of radially stacked alternating layers of 5 mm thick
depleted uranium absorber and 5.6 mm thick brass wire chambers. The modules
in the middle three rings contained 58 layers of chambers each, while the modules
in the other six rings contained 53 layers. Successive chambers were aligned with
wires perpendicular to each other. The wires were then grouped into towers with the
following readout segmentation: A¢ ~ 2.5°, Az ~ 6cm, and Ar ~ 8cm. The total
number of readout channels was 23,040. Viewed from the interaction point, the HCAL

barrel represented 3.5-5.5 nuclear interaction lengths. The high granularity of the
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barrel was successfully used in my search for long-lived neutralinos (see Chapter 7).
Prior to their installation in L3, the HCAL modules were tested in test beams. The
measured energy resolution for hadrons was found to be: o(E)/E = (55/vVE +
5)% [87].

The HCAL endcaps were each divided into 6 modules making up 3 rings. Viewed

from the interaction point, the endcaps represented 6-7 nuclear interaction lengths.

Muon Filter

The muon filter was designed to ensure that hadronic showers were contained inside
the support tube. In addition, the muon filter protected the muon chambers from
the uranium noise of HCAL. The muon filter was mounted on the inside wall of
the support tube and provided another nuclear interaction length behind the HCAL
barrel. It was divided into eight identical octants (Figure 4.13), each made of six
layers of 10 mm thick brass absorber plates, interleaved with five layers of proportional
chambers, and followed by five 15 mm thick absorber plates matching the circular
shape of the support tube. The material of the support tube contributed an additional
0.5 nuclear interaction lengths.

Each octant was 4 m long, 1.4 m wide and contained 78 proportional chambers.
The proportional chambers were aligned parallel to the z-axis. The segment of the
muon track passing through an octant was determined with a precision better than
1.5 mm in the r¢ plane [117]. The overall chamber efficiency measured using test
beams was about 97% [87]. The muon filter was used in my search for long-lived

neutralinos to reject the background from cosmic rays, as discussed in Chapter 7.

4.2.6 Muon Spectrometer

The barrel muon chamber system (MUCH) consisted of three layers of drift chambers
arranged in eight octants. The MUCH was located between the support tube and the
magnet, as shown Figure 4.5, and covered the angular range 43° < 6 < 137°. Each

octant contained three layers of P-chambers measuring the r¢ coordinates and two
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Z-chambers (located in the inner and outer layers) measuring the z-coordinate of the
muon track. The momentum resolution o(Pr)/Pr for 45 GeV muons was found to
be about 4.0% [118].

The forward-backward muon chambers (endcaps) extended the angular coverage of
the muon spectrometer down to # > 22° with respect to the beam axis. Both endcaps
consisted of three layers of drift chambers mounted on the 90 cm thick magnet doors,
and the momentum resolution of the endcaps was limited by multiple scattering in
the magnet doors. Depending on the muon polar angle, it varied from 12% to 32%
for 45 GeV muons [118].

The muon spectrometer was used in my single-photon selection to identify and

reject cosmic ray events.

4.2.7 Active Lead Rings

The Active Lead Rings detector (ALR) played an important role in the analysis pre-
sented in this thesis. I used the ALR to tag radiative Bhabha scattering events,
ete™ — eTe™y. Not only was this reaction the dominant source of background, but
the selected sample of radiative Bhabha events was also used for several important
detector checks as will be discussed in Chapter 6.

The ALR [119] was composed of two identical detectors covering polar angles
3.9° < 0(180° — #) < 8.7°. The detectors were situated between the BGO and the
HCAL about one meter away from the interaction point in +z and —z directions
(see Figure 4.6). Originally installed to protect the inner tracker from beam-related
background, the ALR was upgraded in 1995 to improve its resolution and reliability.
Each detector consisted of seven 18.5 mm thick lead rings interleaved with five scin-
tillator rings which were segmented in 6 and ¢. Figure 4.14 shows the structure of
the ALR and the segmentation of the scintillator layers. An energy resolution of 15%
was obtained for a selected sample of 45 GeV Bhabha electrons. The same Bhabha
sample was used to check the angular resolutions. They were measured to be 0.2° in

§ and 2° in ¢ [120].
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Figure 4.14: A side view of one of the two L3 ALR detectors. The segmen-
tation scheme of the scintillator layers is also shown. The interaction point
is located about one meter to the left (not shown on the plot).

4.2.8 Luminosity Monitors

The majority of the Standard Model measurements and searches for new physics at
L3 require an accurate knowledge of the LEP luminosity. Bhabha scattering at low
polar angles is generally used as a tool to measure luminosity at ete™ colliders. The
differential cross section (do/dS2) of this process can be calculated theoretically to
a very high precision (~ 0.1%) [121] and grows as 1/6*. Using a sample of Nete-

selected Bhabha events, the luminosity can be derived from

Ne+e—

Y
Oet+e—€

L= (4.2)
where ¢ is the selection efficiency and o.+.- is the accepted cross section.

The L3 luminosity detector [122] consisted of a BGO calorimeter (LUMI) and a
silicon tracker (SLUM), installed in front of the LUMI. As shown in Figure 4.6, the

detectors were installed at a distance of 2.7 m from the interaction point, covering
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Figure 4.15: A Bhabha event observed in the LUMI. The sizes of the black
areas are proportional to the energy deposited in each crystal. The contour
on the left-hand side indicates the fiducial volume used for the luminosity
measurement.

the angular range 1.4° < 0(180° — #) < 3.9°. Each of the two LUMI calorimeters

contained 304 BGO crystals (see Figure 4.15) and had an energy resolution of 2%.

The SLUM was installed in 1993 to improve the angular resolution of the system.
The precision of the luminosity measurement by 1.3 was dominated by systematic

uncertainties and was about 0.2% for the data sets I used.

4.2.9 L3 Trigger System

The LEP beam crossing frequency was about 45 kHz, while the L3 data acquisition
system could not cope with rates in excess of about 10 Hz. The L3 trigger system [123]
was designed to act as a filter that would decide whether an “interesting” e*e™ event
took place. This system rejected background processes (e.g., beam gas or cosmic ray
events) and detector noise signals while maintaining a high efficiency for recording
interesting physics processes.

Triggering at L3 was performed in three steps (levels) of increasing complexity.
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The level 1 trigger consisted of five independent triggers which used signals from
different L3 subdetectors. In case of a positive decision the detector data was digitized
and stored within 500 us in multi-event buffers. During that time interval the L3
readout system would not accept any new input and all further data taking would
be blocked (“dead time”). The “dead time” at LEP2 was typically about 7% [124].
Negative trigger decisions did not affect the L3 readout chain since the electronics
were cleared before the next beam crossing. The level 1 trigger accepted events at
a rate of 15-20 Hz. Events with a coincidence of at least two level 1 triggers were
automatically accepted by L3 and were written on tape.

The level 2 trigger worked in parallel with the level one trigger and used the same
information. However, as it had more time available, it could use more complex
algorithms. It accepted events on the basis of a more detailed calorimetric and track
analysis and the matching between tracks and hits in calorimeters and in scintillators.
The level 2 trigger rate was between 10 and 15 Hz. The accepted events were then
forwarded to the level 3 trigger.

The level 3 made its decision using fully digitized signals from all subdetectors.
The accurate digital data with its higher resolution and granularity allowed tighter
cuts and thresholds to be applied, compared to the lower level triggers. The final L3

event rate written on tape was about 3-6 Hz.

Energy Trigger

The energy trigger was one of the level 1 subtriggers and processed signals from the
BGO calorimeter.!> It was the only trigger that could accept single photon events
and was of special importance to my analysis. As described in Section 4.2.3, the
preamplifier output of each BGO crystal was available to the trigger. To reduce
the number of channels in the readout, the signals from the barrel calorimeter were
grouped into blocks of 30 crystals each. The barrel was divided into 32 azimuthal

(¢) and 8 polar () segments, resulting in a total of 256 blocks. In a similar manner,

15Tt also handled signals from the HCAL and the luminosity monitor. However, those were not
relevant to the single-photon selection.
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the BGO endcaps were also divided into segments giving an additional 256 channels.
Analog signals from the 512 channels formed the input to the energy trigger. Each of
these channels was digitized by a system of Fast Encoding and Readout ADC (FERA)
modules. The FERA system used the charge collected by the readout photodiodes
during a 2 ps gate, in contrast to the 11 us gate of the BGO “complete” readout.
The energy trigger employed several algorithms to reject the background and noise

events. The most notable among them were the following:

e The total energy trigger. The total energy measured in the BGO was re-
quired to be greater than about 30 GeV.

e The BGO cluster trigger. This algorithm performed a search for clusters
in the BGO. For a positive decision, at least one cluster with energy above

approximately 5 GeV had to be present.

e The single photon trigger (barrel only). This trigger was developed specif-
ically to accept single-photon events in the BGO barrel. It required a single,
isolated BGO cluster with an energy above about 80% of the total energy mea-
sured by the BGO [125]. The threshold of this trigger was set as low as possible,
at approximately 0.9 GeV.

In summary, the L3 trigger acceptance for single-photon events was limited to
the region of E, > 0.9 GeV (barrel) and E, > 5 GeV (endcaps), where E, is the
photon energy. The performance of the energy trigger will be discussed in Chapter 6
(Section 6.3.2).

4.2.10 Detector Reconstruction and Simulation in L3

For each event accepted by the trigger system, an event record was written on tape.
It consisted of “raw” digitized data from all L3 subdetectors. The off-line event
reconstruction followed several steps. First, the raw data was read and decoded. Next,
the reconstruction for signals from each subdetector was performed. For example,

the energy deposited in each BGO crystal was calculated from the electronic pulse
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measured by the readout system. Finally, a common software package was used to
group individual detector hits into meaningful objects, such as calorimetric clusters
or tracks in TEC and muon chambers. The obtained information was stored on disk

and was available to the 1.3 community for further analysis.

The Detector Simulation

In order to compare results from data with various theoretical predictions, the detec-
tor response to any particular process is calculated. The complexity of the detector
makes it impossible to perform such calculations analytically. Instead, various Monte
Carlo techniques are used to simulate the detector response [126].

Monte Carlo simulation of the L3 detector proceeds via two steps. The first step
is to create ewvent lists using a Monte Carlo generator corresponding to a theoretical
description of any given interaction process. The event lists contain the four-momenta
of the generated particles, their decay lengths and vertices of creation, the expected
production cross section, and other information. Event generators used in L3 form a
common library, and their output is standardized to simplify further analysis proce-
dures. Different event generators are written using different coding techniques and,
sometimes, even different programming languages. The conversion of a new generator
as provided by its authors to the standard L3 format is usually the responsibility of an
L3 physicist interested in using this generator in his or her analysis. Such conversion
generally involves rewriting large parts of code and is not an easy task.

The second step of the simulation consists in propagating the generated particles
through a detailed representation of the L3 detector, which simulates energy loss,
scattering, and showering of particles in the detector materials. This program was
written using the GEANT3 detector description and simulation tool [127]. The same
program is used to simulate the response of each active detector element to particles
passing through it. Detector imperfections (such as dead or noisy channels in the
calorimeters, disconnected TEC sectors, etc.) are also taken into account.

After the “full” detector simulation, the generated events are stored on disk and

can be compared directly with the L3 data events.
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Chapter 5

The RF(Q Calibration

The L3 detector was built with a specific purpose: to look for manifestations of new
physics using precision measurements of photons and leptons [128]. The L3 BGO
calorimeter stood prominently as the most accurate photon detector at LEP (see
Section 4.2.3 p. 80). For example, L3 was the only experiment to observe the x.
meson at LEP via the reaction Z — xc1 + X, xa —= J/¥ 7, J/¥ —ete”, ptpu~ [129].
The resulting measurement of the branching fraction Br(Z — x.; +X) is still the most
accurate available.

In Section 4.2.3 I summarized the construction principle, the geometry, and the
readout chain of the BGO calorimeter. In this chapter, I describe its calibration
and monitoring as well as its particle reconstruction algorithm. In particular, the
RFQ calibration technique, which provided the most precise calibration at LEP, is

discussed in detail.

5.1 Particle Reconstruction in the BGO

The BGO calorimeter was designed to measure the energy and direction of the show-
ers produced by particles traversing the BGO crystals. The shower shape parameters
can be used to classify such particles as either particles producing electromagnetic
showers (electrons, positrons or photons), particles producing minimum ionizing sig-
nals (mostly muons), or particles with mainly hadronic interactions.

The design of the BGO was optimized for photons and electrons which could
be precisely reconstructed as they generated compact electromagnetic showers with

little shape variation. Such showers were almost fully contained in the BGO material.
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The rear-end leakage was determined to be below 2% even for 45 GeV electrons (see
Section 6.3.6). Hadrons lost their energy in the BGO through ionization and nuclear
interactions, developing showers with larger fluctuations and significant leakage (the
BGO material represented only one nuclear interaction length). Relativistic muons
did not interact strongly with the BGO material and produced small signals,' which
were a slowly varying function of the muon energy [6].

The first step of the particle reconstruction algorithm was to convert a raw ADC
signal of each BGO crystal into a corresponding energy value. The transformation

for a crystal k is given by

Ek == Ck . (Ak - Pk), (51)

where

E}; is the energy deposited in this crystal

Cy is the calibration constant for this crystal

Ay is the ADC signal

Py is the ADC pedestal.

The pedestals for all channels were updated on a daily basis and were obtained
using a special type of calibration runs (BASFE runs), which were performed between
LEP fills. In contrast, the calibration constants were usually determined twice each
year — before and after the LEP annual run.

The second stage of the particle reconstruction algorithm involved building a map
of all individual energy depositions to localize showers in the BGO. Crystals with
significant energy depositions were grouped into clusters, defined as a set of adjacent
crystals with an energy of more than 10 MeV per crystal. Then, in each cluster local
maxima (bump crystals) were identified and the remaining crystals were attached to
the bump crystals to form BGO bumps. Bump crystals were required to have energy

greater than 40 MeV and be more energetic than the 8 neighboring crystals in the

' Multi-GeV muons traversing the full length of the crystal deposited on average between 200
and 250 MeV [108].
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Figure 5.1: Crystals forming 3 x 3 and 5 x 5 matrices in the barrel and in
the endcaps.

3 x 3 matrix. The non-bump crystals were assigned to the nearest bump crystal in
the same cluster. If a crystal was equidistant to two bump crystals, it was assigned
to the most energetic one.

Each BGO bump was assumed to correspond to a particle traversing the calorime-

ter, and the energy of such particle was calculated using the following quantities:

S1= By, Se=) Ei, S =) E;,

3x3 5%x5

where F; is the energy of the bump crystal and the sums range over crystals in the
3 x 3 and 5 x 5 matrices centered on the bump crystal. The layout of these matrices
is shown in Figure 5.1. In the endcap regions where crystals were not aligned in ¢
across different f-rings, some care had to be taken in creating the 3 x 3 and 5 x 5
matrices. A special algorithm was implemented to extend the n X n matrix in the
following way. For each new f-ring the middle crystal was chosen to be the one with
¢ closest the ¢-position of the central crystal. When two crystals had the same A,
the one with the highest energy was chosen as the middle one of this #-ring.

During the R&D tests, prior to and during the construction of the BGO calorime-
ter, extensive studies of the electromagnetic shower development and containment in

the BGO crystals were performed using both beam tests and MC simulations [130].
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Figure 5.2: The fraction of the shower energy deposited in the central crystal
and in the 3 x 3 crystal matrix as a function of the distance from the impact
point to the crystal center [131].

On average, electromagnetic showers from electrons incident on the crystal axis would
deposit about 75% of energy in the central crystal and about 94% and 97% of energy
in the 3 x 3 and 5 x 5 matrices, respectively. A first approximation of the shower en-
ergy can therefore be obtained using Sy or Sp5 energy sums scaled by an appropriate
constant factor.

The lateral energy loss due to the finite crystal size and the gaps between the
crystals depends on the impact point position. Therefore the shower profile also de-
pends on the position of the impact with respect to the crystal center. Figure 5.2
shows this dependence for the fractional energies S1/FEspower and S/ Espower as de-
termined during the beam tests® [131]. It was noticed that the lateral energy leakage
was correlated with the ratio S;1/Sy, and a corrected sum-of-nine energy was defined
as

S

5= L 0)-5./% 1 0(0) (5:2)

2The test beam studies are described in the next section.
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Figure 5.3: Distributions of the energy quantities S;, S¢ and S§ reconstructed
for the 45.6 GeV Bhabha electrons.

where the parameters ¢;(#) and cy(f) are f-dependent coefficients. They were chosen
to satisfy (S§) ~ Fincident; Where Ejcigent Was the energy of the incident beam of
electrons. Numerically, ¢; is 0.1231 and ¢, is 0.8222 for the barrel, while in the endcaps
c1 = 0.065+ F1(0) and ¢y = 0.865+ F5(0). F1(6) and F5(#) are f-dependent functions
of the order of a few percent. Figure 5.3 shows the distributions of 51, Sy, and S§ for
45.6 GeV electrons selected using the Bhabha scattering process, ete”—ete”. One
can see that S§ provides a clear improvement in the energy resolution.

In a similar fashion, a corrected sum-of-25 (Ss5;) can be constructed using quan-
tities S; and Sss. Because the electromagnetic showers are almost fully contained
in the 3 x 3 crystal matrix, the S, variable gives the same energy resolution as S§
for showers with Epoper > 50 GeV. For showers with smaller energy depositions,
the use of S§ is preferred since this quantity is less affected by the BGO electronic
noise and the (possible) presence of dead channels in the crystal matrices. However,
the S5, quantity proved to be very useful in distinguishing between electromagnetic
showers and showers originating from hadrons and cosmic rays (as discussed in the

next chapter).
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To reconstruct the impact point of the incident particles, the following procedure
is used. First, the center-of-gravity of the bump is calculated using the the energy
depositions in the 3 x 3 crystal matrix and the actual positions of the crystal front

faces 6; and ¢;:
i1 0iEi

_ i ¢iE
So '

®cog = (I>cog = Sg

The center-of-gravity is displaced from the true impact point due to the granularity
of the calorimeter. Because the bump crystal has a very large weight in this sum, the
center-of-gravity is always shifted to the center of the bump crystal. This effect can
be taken into account using a correction function determined in beam tests, where
the beam position could be measured with proportional chambers placed in front of

the crystal matrix. The correction function is given by

Limpact = O tan 5~/Ecog + YZcog Yimpact = ¢ tan /Bycog + YYcog »

where x and y are given in the local Cartesian coordinate system with the center of
bump crystal at the origin, and o = 6.0288 mm, 8 = 0.53 mm~!, and v = 0.215.
This procedure was proven to work very well for electromagnetic bumps in the energy

range studied in this thesis [132].

5.2 Test Beam Studies

In 1987-88, prior to their installation in L3, both BGO half-barrels and a part of
the endcaps were extensively studied [131] in the X3 beam line of the CERN super
proton synchrotron (SPS).? Electron beams at four energies, 2, 10, 20, and 50 GeV,
were used. One half-barrel was also tested using a 180 MeV electron beam extracted
from the LEP injector Linac. The half-barrels were installed on a rotating table so
that each crystal could be calibrated individually. A position accuracy of less than
1 mm was achieved, and the angle between the beam and longitudinal axis of the

crystal was determined to be less than 5 mrad.

3The SPS was also a part of the LEP injector chain, which was described in detail in Section 4.1.1.
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Figure 5.4: BGO energy resolution curves from a) test beam precalibration
and b) Monte Carlo simulations.

The test beam studies were conducted to achieve the following objectives: to study
the shower profile characteristics,* to calibrate each BGO crystal, and to measure the
energy and angular resolutions of the calorimeter. About 800 events per crystal were
collected, and the calibration constants were determined with an accuracy of 0.5%.
Since the crystals were calibrated in the final configuration and with the final readout
electronics, the obtained calibration constants were actually used at the beginning of
the LEP physics program.

For each value of the beam energy, the overall energy resolution in the barrel was
estimated by fitting the combined shower energy distributions of all crystals. After
subtracting contributions from the calibration and beam energy errors, the BGO

energy resolution was parametrized as

1.6+0.1%

T+ 085005 % (E in GeV). (5.3)

%3 (Test beam) =

The test beam measurements and the fitted resolution curve are shown in Figure 5.4a.

The energy resolution can also be studied using large samples of electrons gener-

4The results of the shower development studies were already used in the previous section.
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ated using the ideal L3 Monte Carlo program. This program simulates the electro-
magnetic shower development in the BGO under the assumption of perfectly known
calibration constants. The obtained energy resolution as a function of shower energy,

shown in Figure 5.4b, is best fitted with®

g 3.1+£0.1%

7 (MC) = S ©065+0.3 % (E in GeV), (5.4)

where the first term is expected to be mainly due to photostatistics fluctuations and
the second term comes from shower containment limitations and calorimeter non-
uniformities [133].

Naively, one would expect this resolution function to be in agreement with the
one obtained with the test beams. However, one can see that this is not the case.
For example, for 45 GeV showers the BGO energy resolution obtained using Monte
Carlo simulation is expected to be about 0.9%, which is much worse than the 0.5%
resolution obtained with the test beam. Moreover, the in situ energy resolution at
the beginning of the LEP1 physics program was measured to be about 1.4% [134].
The reason for this discrepancy is the difference between the bump selection criteria
used in the test beam precalibration and in situ at LEP. Only bumps with an impact
point within 5 mm from the crystal center, Rimper < 5 mm, were selected in test
beams studies. This very severe cut was not applied in the analysis of LEP data, as
it would reject about 80% of electromagnetic showers.

In order to verify that this is indeed the cause of the discrepancy, I used a sample
of about 6,600 Bhabha electrons with an energy of about 103 GeVwhich I selected in
high energy data collected by L3 in the year 2000.6 Figure 5.2 shows that the quantity
S decreases faster with increasing Rj;pqe.c as compared to the quantity Sg. Thus, the
ratio S1/Sy can be used to estimate Rjnpe¢ and, as shown in Reference [135], the cut
on the impact position applied in the test beam studies is equivalent to S;/Se > 0.8
The distribution of S;/Sy for data and Monte Carlo is shown in Figure 5.5a, and the

5The symbol “@” denotes the quadratic sum.
5The selection of Bhabha events is described in detail in Section 5.6.2.
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Figure 5.5: a) Distribution of S;/Sy for 103 GeV electrons. b) BGO en-
ergy resolution as a function of S;/Sy derived from LEP data, Monte Carlo
simulation, and test beam studies. For clarity, the data points are slightly
displaced horizontally.

obtained BGO energy resolution” as a function of S; /Sy is plotted in Figure 5.5b. A
good agreement between measurements with LEP data and Monte Carlo predictions is
observed. It is also important to note that for bumps with S;/Sg > 0.8, the resolution
given by Monte Carlo simulation agrees well with the resolution measured in the test
beam precalibration. Therefore, it can be concluded that the energy dependence of
the BGO intrinsic resolution is better described by Equation 5.4. The validity of this

equation is further confirmed in Section 5.6.2.

5.3 Monitoring of the BGO Calorimeter

In this section, I describe several techniques and systems used to monitor the BGO
calorimeter at LEP. These include the temperature control and monitoring systems,
the Xenon calibration system, and the detection of dead BGO channels. T also discuss
problems with the BGO calibration at the beginning of the LEP2 phase and the need

for a more precise calibration.

"The resolution measurement procedure is explained in Section C.1.
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5.3.1 Temperature Control and Monitoring

The BGO light yield is temperature dependent; it decreases with increasing temper-
ature with a coefficient of —1.55%/°C. Therefore, in order to achieve the designed
energy resolution it was necessary to carefully control and monitor the BGO temper-
ature. The temperature control was provided by active thermal shields consisting of
brass screens to which copper pipes carrying a silicone-based coolant were soldered.
These shields were used to dissipate the heat generated by preamplifiers and first-
level boards (2 W per channel) and to prevent heat transfer from the BGO to the

neighboring subdetectors.

Barrel RB24 | Barrel RB26 | Endcap RB24 | Endcap RB26

Tf ront Tback Tf ront Tback Tf ront Tback Tf ront Tback
1998 | 17.11 | 16.94 | 16.97 | 16.94 | 17.49 | 17.50 | 16.98 | 17.49
1999 | 17.02 | 16.88 | 16.99 | 17.01 | 17.39 | 17.39 | 16.89 | 17.49
2000 | 17.01 | 16.89 | 16.90 | 16.91 | 17.28 | 17.31 | 16.92 | 17.39

Year

Table 5.1: Mean temperatures (in °C) of the front and back surfaces of the
four BGO subdetectors. The results are given as the annual averages for each
year during the period 1998-2000.

The temperature monitoring was performed using 1792 2AD590 sensors (1280
in the barrel and 2 x 256 in the endcaps) with a reading accuracy of 0.1°C. They
were positioned on the front and rear faces of one in every 12 BGO crystals. The
temperature sensor data was digitized and read out in the same as way as the crystal
light output data. The annual average front and back temperatures of the four BGO
subdetectors are given in Table 5.1 for the period 1998-2000. This table shows that
the average BGO temperature was about 17°C and its variations from year to year
were below 0.1°C. It also shows that the average temperature gradient between the
front and back surfaces was maintained to be at most a few tenths of a degree.

The BGO temperature was usually measured once a day, and the temperature
map for the front and rear faces of the entire calorimeter was computed by fitting the
sensor data to the Laplace’s equation for heat transfer, V2 T'(7) = 0. The distributions
of the front BGO temperature from a typical fit in 2000 are shown in Figures 5.6a
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Figure 5.6: Distribution of the front BGO temperature, (a) in the barrel and
(b) in the endcaps, from a typical temperature fit in 2000. (c¢) Distributions

of the front and back BGO temperatures of the RB26 endcap from a typical
“bad” temperature fit in 1998.

and 5.6b for the barrel and the endcaps, respectively. The energy reconstructed in a

BGO crystal, as given by Equation 5.1, should then be multiplied by a temperature

correction factor which is given by

CT =1+0.0155- (Tmaz — T()), Tmaz = Tfront + U(E) ) (Tback - Tfront)a (55)

where Tj is the reference temperature (chosen to be 18°C), T4 is the temperature
at the location of shower maximum, T'f.ons and Tyee are the temperatures of the
front and back crystal surfaces, and 7n(F) denotes the longitudinal position of the
shower maximum relative to the crystal length. The relative shower depth is energy
dependent, and the reference values of n(E) were determined to be n(2 GeV) = 0.21,
n(10 GeV) = 0.27, and n(50 GeV) = 0.33 [131].

The fit uncertainty on the surface temperatures of a given BGO crystal was esti-
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mated to be 0.3°C [136]. The relative error on the temperature correction factor for
the shower energy measurement can be then calculated from Equations 5.2 and 5.5
and is equal to about 0.5%. The actual uncertainty contributing to the BGO energy
resolution may be slightly higher due to the aging of the temperature sensors.® It
was estimated that during the LEP2 phase (1996-2000), 5-10% of the temperature
sensors were either dead or provided unreliable data.

The number of such sensors was particularly high on the front side of the RB26 end-
cap,” where it led to the problem of so-called “bad” temperature fits. Figure 5.6c
shows distributions of the front and back temperatures from a “bad” fit in 1998. As
can be seen from this figure, the average back temperature is close to the expected
value of about 17°C, whereas the front temperatures are given to be in the range of 6-
12°C. This significant difference between the front and back temperatures was caused
by several front sensors which produced unphysically low temperature readings.'’ In
total, “bad” temperature fits affected about 6% of L3 data in 1997-1998, which gave
rise to a clear secondary peak at Fgpower/FEpeam =~ 0.85 in the energy distribution
for Bhabha electrons reconstructed in the RB26 endcap. I first noticed this effect in
1998 when I was selecting Bhabha events to test the RFQ calibration of the BGO
calorimeter. I then carried out a study of the reliability of the BGO temperature
monitoring and corrected the “bad” fits in the L3 database. During 1998-2000 I was

responsible for monitoring the performance of the BGO temperature control system.

5.3.2 Dead Crystals

During the twelve years of BGO calorimeter operation at LEP, a certain number of
readout channels started to malfunction and did not provide reliable readings. The
appearance of such channels, which were usually referred to as dead crystals, was
caused by malfunctioning photodiodes or preamplifiers and not by problems with the

BGO crystals themselves. Since the BGO calorimeter was not accessible at LEP, the

8The study of the temperature fit uncertainty was performed in 1994 [136).
9The two halves of the L3 detector are traditionally referred to as RB26 and RB24.
10For instance, several “bad” fits produced sub-zero temperatures.
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Figure 5.7: Distributions of the dead channels for the two sides of the BGO
calorimeter. The dead crystals are shown as black squares and the inner and
outer rings represent the endcaps and half-barrels, respectively.

readout electronics could not be repaired and the dead crystals had to be dropped
from the standard BGO reconstruction.

The number of dead crystals was almost constant during the LEP2 phase and
amounted to about 1.5% of the total BGO channels (about 100 channels in the barrel
and 60 channels in the endcaps) [137]. The majority of the dead crystals were iden-
tified online with Xenon flashlamps, as described in the next section. The remaining
dead crystals were detected offline using large samples of events with high multiplicity
hadronic jets. Such events provided azimuthally-independent irradiation of the BGO
calorimeter and the malfunctioning channels could be identified as deviations in the
crystal occupancy distributions of the individual BGO 6-rings [135]. An additional
class of dead channels was found during the first RFQ calibration in 1997. While
investigating the problem of hard resolution tails, I found that the long tail, above
Eshower / Evearn = 1.1, of the Bhabha energy distribution was caused to a large extent

by about 20 crystals with mismeasured pedestals,'! which were then also discarded

from the BGO reconstruction.

" This problem was caused by a bug in the pedestal measurement algorithm, which had been
overlooked at LEP1.
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Figure 5.8: Schematic diagram of the Xenon monitoring system.

Figure 5.7 shows that the dead crystals were almost uniformly distributed and
did not form dead regions in the BGO. To compensate for the energy loss caused
by the BGO dead crystals, I developed a special algorithm, described in detail in
Section C.2. This algorithm proved to be useful for both the RF(Q calibration and

the reconstruction of the electromagnetic showers.

5.3.3 Xenon Monitoring System

BGO light collection efficiency and electronics gain variations were monitored in situ
with a Xenon flasher system [138, 139]. The system consisted of 32 Xenon lamps
which generated light flashes with a spectrum tuned to match the spectrum of the
BGO scintillation light. Light from each lamp was first transported to light mixers
using bundles of optical fibers (primary fiber bundles) and then to the individual
crystals using secondary fiber bundles (see Figure 5.8). The intensity of light from
each mixer was measured with two reference photomultipliers, which were in turn
monitored using 7 rays from a radioactive ' Am source. Both low and high gain
electronics channels were studied using light pulses of different intensity, equivalent
to about 1.1 GeV and 30 GeV.

Xenon calibration runs were performed on a daily basis and were very useful for
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Figure 5.9: Energy distributions of Bhabha electrons selected in 1997 L3 data
and reconstructed using a) Xenon and b) RFQ calibrations. The obtained
BGO energy resolutions are shown on the plots.

monitoring the channel by channel BGO performance!? and for studying the aging
of the BGO [140]. Prior to 1997, the Xenon system was also used for the BGO
calibration. The intercalibration of the BGO crystals was obtained using Xenon light
flashes, while the absolute normalization was provided by Bhabha electrons. Energy
resolutions of about 1.4% were achieved [134]. At the beginning of the LEP2 phase,
the precision of the Xenon calibration started to deteriorate due to a significant
decrease in the available Bhabha statistics.!* In 1997 the BGO energy resolution
obtained using Xenon calibration was about 1.8% with significant resolution tails,'*
as shown in Figure 5.9a. The test beam precalibration clearly showed that with an
adequate calibration, the BGO calorimeter was capable of providing a sub-percent

energy resolution. The goal of decreasing the calibration errors was achieved by the

12 A5 described in the previous section.

13The cross section of the Bhabha scattering process was much lower at LEP2 than at LEP1.

4 About 1.5% of Bhabha electrons in the endcaps and 0.7% in the barrel were reconstructed with
Eshower/Ebeam > 1.1
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RFQ calibration system, designed and built by the Caltech L3 group. Figure 5.9 shows
a comparison between the Xenon calibration and the first successful RFQ calibration.

The RFQ calibration system and method are described in the following sections.

5.4 RFQ Calibration Concept

In high-energy physics experiments, the task of calorimeter calibration is usually per-
formed in two consecutive steps: 1) relative channel-to-channel calibration (intercal-
ibration) and 2) adjustment of the absolute energy scale of the calorimeter (absolute
calibration). At eTe™ colliders, Bhabha scattering produces electrons with energy
close to the beam energy and is widely used for the absolute calibration of electro-
magnetic calorimeters. In rare cases such as CLEO-II at CESR [141], the Bhabha
production rate can be so high that no prior intercalibration is required. However,
most often an intercalibration with a dedicated calibration system is necessary. For
L3 at LEP2, the rate of useful Bhabha events in the BGO barrel was very low (2-3
Bhabha showers per crystal per year), and a rapid, reliable, and precise intercali-
bration of the BGO was of utmost importance. The Xenon monitoring system (see
the previous section) was not able to intercalibrate the BGO calorimeter with the
required 1% precision,'® and a new intercalibration system was clearly needed.
Electromagnetic calorimeters are often intercalibrated with v-rays from radioac-
tive sources (e.g., at CUSB [142], Crystal Ball [143], and BaBar [144]). Unfortunately,
the maximum photon energy easily available from a long-lived radioactive source is
the 2.6 MeV line of ? Th, which was much too close to the pedestal at L3 [145]. Cos-
mic rays can also be used as a calibration tool (e.g., at KLOE [146] and BELLE [147]).
However, this technique was proven to be impractical for L3 since the required inter-
calibration precision of 1% could be achieved only after several months of dedicated
running [148]. In order to solve the problem of the BGO intercalibration, the Caltech

L3 group developed a novel calibration system based on a Radiofrequency Quadrupole

15The Xenon system was not able to directly test the scintillation mechanism of the BGO crystals.
In addition, it was impossible to unfold the BGO aging from the aging of the optical fibers which
were used to bring the light from Xenon flashlamps to the individual BGO crystals.
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Figure 5.10: Side view of the RFQ system installed in L3.

(RFQ) accelerator. The principle behind the system was to bombard a lithium target,
permanently installed inside the BGO calorimeter, with a pulsed H™ beam from the
RFQ accelerator. After focusing and steering, the beam was neutralized to allow it

to pass undisturbed through the L3 magnetic field. Radiative capture of protons
T 8x 8
p+ sLi— ;"Be — ;Be+7y

produced a monochromatic flux of 17.6 MeV photons, which was used to simultane-
ously calibrate the entire BGO calorimeter on a crystal-by-crystal basis [149]. This
particular nuclear reaction was chosen because it provides the highest photon energy
attainable with non-cryogenic targets [145]. Figure 5.10 shows the installation of the
RFQ system in the L3 detector.
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5.5 The RFQ Calibration System

The RFQ calibration system was conceived and developed by the Caltech L3 group in
1984-1991 [150]. In 1992, it was installed in the L3 cavern and the inaugural in situ
RFQ run was performed in 1993. After a major maintenance and upgrade of the
system during the 1994-95 LEP shutdown, two successful high-statistics calibration
runs were performed in 1995 giving the first RFQ calibration of the BGO [151].

The Crystal Ball experiment was the first to employ an accelerator (a Van de
Graaf) as a calibration tool [143, 152]. However, the L3 RFQ calibration system
was substantially more advanced as it was designed to provide a much higher beam
intensity'® and to be permanently installed in the detector. The last feature was
essential given the size and complexity of L3 and required the use of an H™ ion beam
coupled with a beam neutralizer. In addition, it imposed severe restrictions on the
size of the system and on the designs of the RFQ beam pipe and target.

The RFQ calibration system consisted of the following components:

e A 30 keV RF-driven (2 MHz) volume H™ ion source with a maximum output

current of 7.5 mA.

e A low-energy beam transport.

A 1.85 MeV RFQ (425 MHz) accelerator, with a maximum output beam current
of 35 mA.

A high-energy beam transport comprising focusing and steering magnets.

A beam neutralizer (H~ — H® + e™) consisting of a 1 m long N, gas cell, at
a typical pressure of 5-10~* Torr, with a maximum neutralization efficiency

of 55%.

A 10 m long beam pipe, equipped with a star-cell ion pump (20 LPS) and a

non-evaporable getter ribbon pump (3 LPS).

16The Crystal Ball experiment mainly used the nuclear reaction $°F(p, ) $6*O which has an order
of magnitude larger cross section than the reaction Li(p,~y) §Be used in the L3 RFQ calibration [153].
Moreover, the BGO calorimeter had about 10 times more crystals than the Nal(Tl) main detector
of the Crystal Ball.
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Figure 5.11: Schematic drawing of the RFQ system: 1) ion source; 2) RFQ
accelerator; 3) steering and focusing magnets; 4) beam neutralizer.

e A water cooled LiH target, mechanically sealed with a thin Mo foil and mounted

at the end of the beam pipe.
e Data acquisition and readout systems.

In order to protect the low energy ion beam from the fringe field of the L3 magnet,
the RFQ accelerator, ion source, and neutralizer were enclosed inside a magnetic shield
made of 15 mm thick mild-steel plates. A general view of the RFQ system is shown in
Figure 5.11, and a detailed description of the RFQ system components can be found
in Appendix B.

The RFQ calibration system proved to be reliable and robust. From 1995 to
2000, a total of nine RFQ calibration runs were performed, collecting a total of about
100 million triggers. Only one of the scheduled runs (Fall 1998) had to be canceled due
to a malfunction in the ion source. The last calibration run performed in September

2000 showed no evidence of aging of the RFQ system hardware.
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Figure 5.12: Typical energy spectrum of the photons produced by the RFQ
system. Also shown is the definition of the HH* calibration point.

5.6 BGO Calibration

In this section I describe the methods that I developed and used to calibrate the
BGO calorimeter using both the RFQ and LEP data. I also present the calibration
results and briefly discuss how the RF(Q experience can be used in calibrating the

CMS electromagnetic calorimeter at the LHC.

5.6.1 Intercalibration with the RFQ System

The RFQ calibration runs were taken twice a year, before and after the annual LEP
data taking run. Each RFQ run took three to five days to complete and, with an
average DAQ rate of 80 Hz, produced about 10 million calibration triggers (beam
pulses on target). As described in Section 5.4, the RFQ calibration was performed
using 17.6 MeV photons produced by the radiative capture reaction :Li(p,7) §Be. A
typical photon energy spectrum recorded by a BGO crystal is shown in Figure 5.12.
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Figure 5.13: Side view of the BGO calorimeter with concentric circles repre-
senting the photon flux originating at the RFQ target.

The calibration constants were then derived as

E
Calibration Constant(keV/ADC Count) = i —HI-I’{;rdestal , (5.6)

where Eyg+ was assumed to be equal to 17.6 MeV and the “HH™” edge was the
specific feature used for calibration and defined as the point half-way below and to
the right of the calibration signal peak (see Figure 5.12). Figure 5.13 shows that the
RFQ target was significantly off-center with respect to the BGO calorimeter. As a
result, the incident photon angle and the amount of material in front varied from
crystal to crystal. Previous studies'” had shown that while the HH* point was the
least sensitive to these systematic effects, the induced variations in the actual values
of Exg+ could be as high as 2-3% [150, 155]. These geometrical effects were corrected
for by the absolute calibration with Bhabha events, as described in the next section.

The position of the HH™ point was found using a simple moving window algorithm.

"Tncluding Monte Carlo studies [150, 154] and beam tests with a Van de Graaf at Caltech [150]
and with an RFQ at AccSys Technology [150, 155].
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The procedure started with finding the maximum of the signal peak by defining three
adjacent windows and assuming that the spectrum was parabolic in the windowed
region. The windows were slid along until the estimated maximum was found within
the windowed region. The maximum was then computed as a weighted average of the
values obtained by varying the window sizes from 16 to 48 ADC counts. After the
maximum was found, the HH*point was obtained with a similar method which used
two adjacent windows and assumed that the spectrum was linear in the windowed
region. Another method of finding the HH™ point by using a cubic spline fit had also

been tested and gave similar results [150].

Calibration Results

The rate of calibration photons per crystal was characterized by the photon occu-
pancy, defined as the fraction of triggers with energy deposition in one crystal larger
than 14 MeV. Because of the off-center location of the RFQ target, the occupancy
differed from crystal to crystal and was significantly higher for the RB24 half of the
BGO calorimeter (the side closer to the RFQ target). Figure 5.14 shows the photon
occupancy for the calibration run performed in September 2000. The typical crystal
occupancy was about 0.008% for the near side (RB24) and about 0.004% for the far
side (RB26).

As discussed in Section B.5, a veto scheme was implemented to reject photons
not contained in a single crystal. Because of this, the highest calibration efficiency
was achieved when the average occupancy was about 1-2% [149]. The intensity of the
calibration photon flux was below this optimum level mainly because the ion source
was not capable of delivering a sufficiently high H™ current (see Section B.1.1).

The BGO temperature was monitored during the RFQ runs and the calibration
constants derived from Equation 5.6 were corrected to the reference temperature of
18°C using Equation 5.5. Calibration constants obtained from the September 2000
RFQ run are shown in Figure 5.15, and the typical calibration constant value is about
90 keV/ADC Count. Comparing Figures 5.14 and 5.15, one can see that contrary to

the distribution of the crystal occupancy, the spatial distribution of the calibration
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Figure 5.14: Crystal occupancy for the September 2000 RFQ run. The inner
and outer rings represent the endcaps and half-barrels, respectively. The
holes in the endcaps are for the RF(Q beam pipe.
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Figure 5.16: Relative difference between the two sets of calibration constants
derived from the March and September 2000 RFQ runs. Shown are the
distributions for the near side barrel and far side endcap.

constants was relatively uniform across the BGO and unaffected by various systematic
effects such as the off-center location of the RF(Q) target and electronic noise in the
readout segments of the BGO calorimeter.

The statistical precision of the intercalibration can be estimated by plotting the
relative difference between constants obtained from two independent runs, as shown
in Figure 5.16 for the two runs taken in the year 2000. The RMS width of this
distribution shows that the statistical uncertainty on the RFQ calibration constants'®
was about 1% for all four parts of the calorimeter.!® The non-zero shift in the average
constant value is consistent with the aging of the BGO response (see Section C.3).

However, the total error of the RFQ calibration was dominated by the systematic
uncertainties, as can be seen from Figure 5.17, which shows the energy distribution
of Bhabha electrons reconstructed using a set of the RFQ calibration constants. The

overall precision of the intercalibration was determined to be about 2% in the barrel

18Calibration constants from the semiannual RFQ runs were usually averaged, and the obtained
set of constants was used as a starting point for the annual absolute calibration of the BGO.

19Tt should be also noted that this estimate is consistent with the values obtained from an early
test at AccSys Technology [150] and from the first in situ RFQ calibration runs at L3 [151].
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Figure 5.17: Energy spectra of Bhabha electrons reconstructed using a set of
the RFQ intercalibration constants, a) in the barrel and b) in the endcaps.
The peak positions and resolutions are indicated on the plots.

and 3% in the endcaps. The quality of the intercalibration was worse in the endcaps
due to the more complicated geometrical effects. The RF(Q target was located very
close to the surface of the near side endcap (RB24), producing significant variations
in the photon incident angle. For the far side endcap (RB26), the propagation of the
calibration photon flux was perturbed by the TEC end-flange, a 5 cm thick aluminum
plate.

In addition to the geometrical effects, the calibration precision was affected by the
nonlinearity of the BGO response, as we had to extrapolate from the 17 MeV energy
scale of the calibration up to the O(10 GeV) scale of physics at LEP. Figure 5.17
shows that the geometrical effects also induced a noticeable shift (1-2% depending on
the subdetector) in the absolute scale of the RFQ calibration. However, the above
systematic effects were time-independent and thus could be easily corrected for using

Bhabha electrons, as described in the next section.
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Run# 807721 Event# 2804 Total Energy: 90.81 GeV Run# 807721 Event# 2804 Total Energy: 90.81 GeV

Figure 5.18: A typical back-to-back Bhabha scattering event recorded by the
L3 detector at /s = 91.2 GeV and displayed in the z — y and = — z planes.
Tracks reconstructed in the TEC are shown as back-to-back lines originating
near the primary vertex. Energy deposits in the BGO crystals are shown as
towers whose height is proportional to the crystal energy.

5.6.2 Absolute Calibration with Bhabha Events
Selection of Bhabha Events

The Bhabha scattering process, ete”—ete (), is widely used in calibration of
electromagnetic calorimeters because it produces events with back-to-back electrons
whose energy is kinematically constrained to be close to the beam energy, which is
usually known to a very high precision (0.01 —0.02% at LEP). A typical back-to-back
Bhabha event recorded by the L3 detector in April 2000 is shown in Figure 5.18.
Therefore, the first step of the absolute calibration was to select a sample of such

Bhabha events. The selection criteria that I used are listed below:

Fiducial volume
42° < 615 < 138° (barrel) and 10° < 6, 2(180° -6, 2) < 37° (endcaps), where 6; and 6,
denote the polar angles of the two most energetic bumps. This cut ensured that the

most energetic bumps were both in the BGO barrel or both in the endcaps.
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Shower energies Fy > 0.8 « Epeam and Eo > 0.5 - Epeam,
where F; and F5 were the energies of the two most energetic bumps and Fpe,,, Was

the beam energy. This cut rejected most of the efe™— 777~ background.

Acollinearity ¢ < 5°,

where ¢ was the acollinearity angle between the two most energetic bumps.2’ This
was the most important cut of the selection as it rejected most of the radiative Bhabha
events, efe”—eTe v, and ensured that the selected events contained only back-to-
back showers. Without this cut, as much as 20% of the Bhabha events were expected
to include at least one electron with energy below 0.9 Ejy.., since a significant fraction

of energy could be carried away by initial and final state photon radiation.

Transverse shower profile S§/S5, > 0.94.

This requirement was widely used in L3 to reject showers originating from hadrons
and cosmic rays. It ensured that both BGO bumps had the shower profile consistent
with the one expected for an electron or a photon. More than 99% of Bhabha showers

were expected to pass this cut.

Longitudinal shower profile Eycay/Esco < 0.08,

where Eggo was the bump energy as measured by the BGO and Egcar, was defined as
a sum of energies of the HCAL clusters in a 10° cone around the bump direction. This
requirement rejected showers with significant leakage into the hadron calorimeter.
More than 98% of Bhabha showers were expected to pass this cut. The performance of

these shower-shape cuts will be discussed in more detail in Section 6.3.1 of Chapter 6.

No other significant activity in the detector E,;s — Fpgo < b GeV and F3 < 0.3 GeV,
where E,;; — EFggo gave the energy not assigned to the identified BGO bumps and
E5 was the energy of the third most energetic shower in the BGO, if any.

This selection is similar to the BGO-based Bhabha selection which was widely

used at LEP1 [151]. Since no information from the tracking system of L3 was used,

20 About 20% of the showers were either near the calorimeter edges or had a dead channel in the
3 x 3 matrix around the bump crystal. For events with at least one such shower, the acollinearity
cut was relaxed to 8°.
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Figure 5.19: f-ring distribution of the back-to-back showers used in the ab-
solute calibration of the BGO. Shown are the distributions for the samples
selected in 1998-2000 at a) /s = 189 — 208 GeV and b) /s = 91.3 GeV.
Here the #-ring number refers to the location of the central crystal of the
electromagnetic shower.

events from the collinear photon (di-photon) production process, ete™—~7y(y), were
also accepted. At Born level, this is a well-understood QED process with a cross
section significantly smaller than that of the Bhabha scattering.

Figure 5.19a shows the #-ring?! distribution for events selected in 625 pb~! of data
collected by L3 during 1998-2000 at /s = 189—208 GeV. Also shown are the expected
distributions for the Bhabha scattering and collinear photon production, which are
obtained using the BHWIDE [156] and GGG [157] Monte Carlo generators, respectively.
Good agreement between data and Monte Carlo predictions was observed. The num-
ber of selected events increased sharply with the #-ring number and was much higher
in the endcap region (Ng_ring > 24). This was because at LEP2 energies the Bhabha
scattering proceeded predominantly through the ¢-channel electron exchange so that
its differential cross section rose steeply at low polar angles.

However, in the BGO barrel the production cross section at high center-of-mass

21 As described in Section 4.2.3, each BGO half-barrel and endcap consisted of 24 and 17 individual
f-rings, respectively (see Figures 4.9 and 4.11).
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energies was rather small: at /s = 200 GeV 0+~ = 22 pb and o,, = 4 pb [135, 158].
To increase the calibration statistics, I also used data from Z-peak LEP runs.
During each year of the LEP2 program, 15-20 days were dedicated to LEP runs
at the Z peak, /s = 91.3 GeV, and the collected samples of two-fermion events were
used to calibrate the LEP detectors.?? At the Z peak, the Bhabha scattering reaction
was dominated by the s-channel Z exchange, and its production cross section in the
barrel region was significantly higher: oe+e-(y) ~ 1 nb [151]. During 1998-2000, the L3
detector recorded a total of 11.1 pb™! of data at /s = 91.3 GeV. The corresponding
f-ring distribution of the selected Bhabha showers is shown in Figure 5.19b.
Combining the two selected samples gave a total of about 50,000 and 850,000
calibration showers for the BGO barrel and endcaps, respectively. In order to improve
the calibration precision in the barrel, I also selected a sample of about 20,000 Bhabha
events using 30.1 pb~! of data collected in 1995 at or near the Z resonance. It should
be noted that the back-to-back Bhabha and di-photon events could be used not only
for the absolute calibration of the BGO, but also for the studies of the BGO aging

and non-linearity, as described in Appendix C.

Iterative Calibration Algorithm

After the event samples had been selected, the absolute calibration scale could be set
using an iterative calibration algorithm which exploited the fact that the showers in
the selected back-to-back eTe™ and 7 events were kinematically constrained to have
an energy close to the beam energy. The calibration constant for a given crystal was

obtained as follows [159]:

Npumps
1 Ebeam

where

1. N was the iteration step number.

22The utp~ events were used to calibrate the muon chambers and the charged particle trackers,
the qq events provided the jet energy scale, and the Bhabha scattering events were used to calibrate
the trackers and electromagnetic calorimeters.
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2. C(ng,ng,n,) was the calibration constant.

3. mg, ng, and n, were the coordinates of the crystal — ny was the #-ring number,
ne gave the ¢-coordinate, and n, = 1,2 corresponded to the two halves of the

BGO calorimeter (RB24 and RB26).

4. npymps Was the number of the selected BGO bumps containing this crystal in
the 3 x 3 crystal matrix centered on the crystal with the maximum energy

deposition.
5. Epeam was the beam energy.

6. F; was the energy (corrected sum-of-nine) of the ith bump computed using the
raw ADC signals and the calibration constants from the previous iteration step,

{Cn_1}, according to Equations 5.1 and 5.2.

7. w; was the weight assigned to the ¢th event for the crystal, which I chose to
be equal to the ratio of the energy deposited in the crystal to the total energy
deposited in the 3 x 3 crystal matrix, where these energy quantities were also

computed using the calibration constants {Cy_1} and the raw ADC signals.

The initial set of constants, {C(I)D” FQ}, was provided by the RFQ intercalibration.??
Since the available Bhabha statistics was limited and the precision of the RFQ inter-
calibration was quite high, five or six iteration steps were usually sufficient to reach
the maximum calibration precision, and no significant improvement could be obtained
by increasing the number of iterations.

To further reject radiative Bhabha events, only bumps with an energy above
0.95 - Epeqm were used in the calibration. In addition, to minimize systematic effects
from the BGO non-linearity and electronic noise, a BGO bump was not used (w; = 0)
if the energy deposited in the crystal in question was below 2 GeV.

For the endcaps where the Bhabha statistics was relatively high, only events se-

lected in L3 data from the two most recent years were used in the calibration. For the

23The RFQ constants for the four BGO subdetectors were first multiplied by four different constant
factors to correct for the overall shift induced by the geometrical effects, i.e., to bring the overall
normalization of the Bhabha peaks in Figure 5.17 to one.
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barrel, the entire available sample of the back-to-back events from LEP2 (1998-2000)

had to be used. Moreover, Bhabha events from the 1995 data sample were used to

correct for the geometrical systematic effects in the following way. First, a set of

the calibration constants, {C%}, was obtained using Equation 5.7, where the starting
RFQ95

set of constants, {C, }, was provided by the two RFQ calibration runs taken in

1995.24 A set of correction factors was then calculated as

RGN (5.8)

{Feor} = {C(I)RFQQE’)} :

The correction factors were applied to the barrel intercalibration constants before
running the iterative procedure on the selected LEP2 Bhabha sample. This procedure
was found to improve the calibration precision because the majority of the systematic
errors on the RFQ intercalibration constants were time-independent, as discussed in
Section 5.6.1.

The absolute calibration was performed with data collected during the last three
year of the LEP2 program (1998-2000) at center-of-mass energies ranging from 91 GeV
to 208 GeV. Therefore, additional correction factors had to be applied to take into
account the aging and energy non-linearity of the BGO response. These correction fac-
tors were determined by complementary studies of the BGO performance, described
in Appendix C, Sections C.3 and C.4.

About 20% of the BGO showers were either near the calorimeter edges or had a
dead channel in the 3 x 3 matrix. Such showers were also included in the selected
Bhabha samples in order to calibrate the edge crystals and crystals adjacent to the
dead channels. The resulting shower energy mismeasurement had to be estimated
and corrected for on an event-by-event basis. A detailed description of this procedure
is given in Appendix C, Section C.4.

In the L3 BGO, a multi-GeV electromagnetic shower would typically spread over

the 3 x 3 crystal matrix and was reconstructed using energy depositions in all nine

24Tt is interesting to note that the derived set of the calibration constants, {C°%}, provided a better
energy resolution than the “official” BGO calibration used in the reconstruction of the 1995 L3 data
(1.3% vs. 1.8%).
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Figure 5.20: Energy spectrum of the unbiased Bhabha sample selected in
the L3 Z-peak data collected in 2000 at /s = 91.3 GeV a) for the BGO
barrel and b) for the BGO endcaps. The peak positions and resolutions are
indicated on the plots.

crystals of the matrix. The iterative calibration algorithm that I developed took this
effect into account, thus providing a clear advantage over the algorithms used in the
1987-88 beam tests and at LEP1, which calibrated only the central crystal of the
shower [131, 139]. At the same time, this algorithm was robust — all 11,000 crystals
of the calorimeter could be calibrated in less than an hour (using a 1 GHz Linux
box). In addition, it provided a straightforward way to correct for the non-linearity

and aging of the calorimeter response.

5.6.3 Calibration Results
BGO Energy Resolution

An unbiased measurement of the BGO energy resolution was performed with Bhabha
events not included in the sample used for the absolute calibration.?® Figure 5.20

shows that for 45 GeV electrons, the achieved energy resolution was 1.05% in the

Z5Each year, a third of the Bhabha events from the Z-peak calibration runs were used to test the
calibration precision.
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Magnitude of uncertainty [%]

Source of uncertainty Barrel Endcaps

“Intrinsic” resolution 0.80 £ 0.03 0.71+0.03
Temperature fit 0.45 + 0.15 0.45+ 0.15
RFQ calibration 0.52 +0.16 0.38 +0.21
BGO energy resolution | 1.05 4 0.04 0.92 +0.04

Table 5.2: Factors contributing to the relative BGO energy resolution (in %)
for 45.6 GeV electrons.

barrel and 0.9% in endcaps. The peak position and resolution were obtained by
fitting the spectrum to a lineshape function which was first used by the Crystal Ball
experiment and is referred to as “CBL Fit” on the plot. This was done to take
into account the peak distortion and the low-energy tail induced by the initial state
radiation (for more details see Section C.1).

Other factors contributing the energy resolution were the intrinsic resolution of
the calorimeter and the temperature measurement errors, as discussed in Sections 5.2
and 5.3.1, respectively. The calibration error could then be evaluated by subtracting
these factors in quadrature, and was found to be 0.5% for the BGO barrel and 0.4%
for the BGO endcaps, i.e., about three times smaller compared to that at LEP1 and at
the beginning of LEP2. Table 5.2 summarizes the sources of uncertainty contributing
to the BGO energy resolution for 45 GeV electrons. One can see that contrary to the
case of LEP1, at LEP2 the calibration error was no longer the dominant source of
uncertainty on the energy measurement for multi-GeV electrons and photons.

In addition to the improvement in the BGO resolution, the RF()+Bhabha calibra-
tion also eliminated the problem of the high-energy resolution tails, as can be seen
by comparing Figures 5.9a and 5.20. This was crucial for many L3 analyses at LEP2,
including the one presented in this thesis.

For the BGO barrel, the energy resolution as a function of shower energy was de-
rived by adjusting the constant term in the expression for the BGO intrinsic resolution

given by Equation 5.4. This procedure was justified because both the calibration and
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temperature fit errors were energy-independent and, thus, contributed only to the

constant term. The obtained resolution function was

OR 31+0.3%

Z (barrel) = NGo @®09+0.1% (Fin GeV), (5.9)

where the errors were estimated using the measured widths of the Bhabha peak (see
Table 5.2) and the 7° and 1 mass peaks, which were reconstructed as discussed below.

In a similar fashion, the energy resolution for the endcaps was found to be:

3.3+£0.3%

J5 ©08+01 % (E in GeV). (5.10)

%(endcaps) =

The angular resolution of the BGO was also studied and the obtained resolution
functions are summarized in Appendix C, Section C.5.

The validity of these equations for lower energies was verified using a sample of
7% mesons selected in hadronic events (eTe™ — qq) from the 1999 Z-peak calibration
data. The 7° mesons decay predominantly into two photons, 7 — 7. Therefore
the event selection required two photons with energies above 1 GeV and 0.3 GeV
for the most and least energetic photons, respectively [160]. The 7y invariant mass
distribution for such two photon combinations is shown in Figure 5.21a. The obtained
7% mass resolution of opara(7®) = 8.0 + 0.2 MeV was well reproduced by the Monte
Carlo simulation which gave opc(7%) = 7.8 £ 0.1 MeV [161].

In the same way, the 7 resonance could also be measured in its two-photon decay
mode. Figure 5.21b shows the 1 mass distribution reconstructed using the hadronic
Z-decays at LEP1 [162]. Here both photons were required to have an energy above
0.5 GeV, and the typical photon momentum was harder than the momentum of the
photons from 7° decays. A Gaussian fit to the n peak gave a width of opara(n) =
16.1 + 0.6 MeV, in good agreement with the Monte Carlo prediction of opc(n) =
16.3 + 0.2 MeV.

Similar studies performed using L3 data collected during 1994-2000 also showed

a good agreement between the data and Monte Carlo simulations [161, 163]. It can
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Figure 5.21: The v invariant mass distributions showing a) the 7° mass peak
measured using hadronic events from the 1999 Z-peak calibration data [160],
and b) the n mass peak measured using the LEP1 data [162]. The peak
positions and widths are indicated on the plots.

be therefore concluded that Equations 5.9 and 5.10 adequately describe the BGO
energy resolution down to E, ~ 1 GeV, i.e., for the entire energy range studied in
this thesis.?®

The absolute calibration of the BGO was performed mainly with electrons, while
the subject of this thesis consists of studying single- and multi-photon events. As
discussed in Section 4.2.3, electromagnetic showers produced by multi-GeV photons
and electrons developed in a similar fashion, and the BGO response was expected to
be essentially the same for both types of showers. This was also confirmed by the
Monte Carlo simulations of the detector response.

As a cross check, I compared the BGO resolution for 100 GeV photons and elec-
trons using back-to-back Bhabha and di-photon events selected in the high-energy
data collected in 2000 at /s = 205 — 208 GeV. The main event selection criteria that
I used are listed in the previous section. An additional cut requiring two charged

tracks matching with the BGO bumps was applied for the e"e™ — e*e™ candidates,

26 A more accurate resolution function for sub-GeV showers can be found in Reference [110].
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Figure 5.22: Energy spectra of the back-to-back Bhabha and di-photon events
selected in the 2000 data collected at /s = 205 — 208 GeV a) for the BGO
barrel and b) for the BGO endcaps. The peak positions and resolutions are
indicated on the plots. For the di-photon spectra, the statistical errors on
the peak positions and widths are about 0.001 and 0.1%, respectively.

while the ete™ — 7 events were selected by requiring no significant activity in the
TEC. To avoid biases, I used calibration constants from the year 1999.%7

As shown in Figure 5.22, the peak positions and widths for the electron and photon
energy spectra were statistically compatible, indicating that the calibration procedure
did not introduce any significant systematic bias in the BGO response to multi-
GeV photons. It should be noted that since the shower energies were reconstructed
using the 1999 calibration constants, the measured values of the BGO resolution were

slightly worse than predicted by Equations 5.9 and 5.10.

Calibration of the CMS Electromagnetic Calorimeter

The electromagnetic calorimeter of the CMS detector at the LHC will consist of 77,200

lead tungstate crystals and has a design goal of measuring electrons and photons

2"The 1999 calibration constants were multiplied by constant factors to take into account the
BGO aging.
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with an energy resolution of better than 1% over a large energy range. Such a high
resolution will be needed to maximize the sensitivity to the Higgs boson?® in the
two-photon decay channel, H — vy [164].

Achieving a precise in situ calibration is the key to maintaining the calorimeter
resolution at the design level. The experience gained in calibrating the L3 BGO
calorimeter at LEP has already proved to be very useful for the development of the
calibration strategy at CMS. The example of L3 shows that achieving a ~ 0.5%
calibration precision in a challenging physics environment is feasible. However, it
also shows that the calorimeter calibration is not an easy task and that without an
adequate preparation, it may take several years to develop necessary calibration tools
and methods. To avoid repeating the mistakes of L3, four CMS teams, including the
Caltech team, are conducting considerable research in this area.

The calibration of the CMS ECAL will also be performed in two stages. The
intercalibration will be carried out using a laser-based monitoring system, built by the
Caltech group [165]. While the absolute calibration is expected to be achieved using
physics events from the W — ev, Z — eTe™, and n(7%) — v processes [166, 167].

In the CMS ECAL, a multi-GeV electromagnetic shower will not be contained in
a single crystal and a 5 x 5 crystal array will be used to reconstruct its energy and
position in a manner similar to the one used for the BGO bumps (see Section 5.1).
Thus, a special calibration algorithm is needed to take this effect into account. To
address this problem, the CMS groups working on the absolute calibration of the
ECAL are now using the L3 iterative calibration algorithm that I developed. Not
only is this algorithm simple and robust, but studies have also shown that it performs
as well as a more complex calibration algorithm based on the Householder method

for solving linear equations [166].

28The Higgs discovery is the main goal of the LHC program and H — 77 is one of the most
promising decay channels.
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Conclusion

During 1997-2000, the 1.3 BGO calorimeter was successfully calibrated with the RFQ
calibration system and Bhabha events. A calibration precision of about 0.5% was
achieved and the BGO design goal of 1% energy resolution was reached for the first
time since the 1987-88 beam tests. The RF(Q calibration was used in the L3 data
reconstruction and was shown to significantly improve the quality of several physics
analyses, including the one presented in this thesis.

The experience gained in calibrating the L3 BGO at LEP is now successfully used
for the calibration of the CMS lead tungstate calorimeter. Complementary studies of
the BGO performance, including the studies of the BGO non-linearity and aging are
presented in Appendix C.
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Chapter 6

Selection of Photonic Events with
Missing Energy

In this chapter I present the methods that I have used to select and reconstruct
photonic events with missing energy. I also describe how I suppressed background
contributions and took into account various detector effects.

In the Standard Model of the electroweak interactions, single- or multi-photon
events with missing energy could only be produced via the reaction ete™— viry(y),
as described in Chapter 2, Section 2.2. Such events were reconstructed using the pre-
cisely calibrated BGO electromagnetic calorimeter (see the previous chapter). How-
ever, in order to maximize the selection efficiency and minimize systematic errors, I
used all other main subdetectors of L3 to perform studies of several detector effects
and physics processes. I describe this work in more detail in the following sections.
This work included studies of the forward calorimeters, BGO trigger efficiency and
hermeticity, photon conversion, and detector noise. Also addressed are the problems
of background suppression and cosmic contamination.

At the end of this chapter and in Appendix D, I describe the selected event samples
and the corresponding selection efficiencies. In the next chapter I will use these data
to measure the neutrino production at LEP and to search for manifestations of physics

beyond the Standard Model.

6.1 Data and Monte Carlo Samples

Data collected by the L3 detector at LEP in the years from 1998 through 2000 were
considered. They corresponded to the highest energy and luminosity LEP runs taken
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Year | /s (GeV) | Named as | £ (pb™?)
1998 188.6 189 176.0
191.6 192 29.5
195.5 196 83.9
1999 199.5 200 81.3
201.7 202 34.8
202.5-205.5 205 74.8
2000 | 205.5—207.2 207 130.2
207.2—209.2 208 8.6

Table 6.1: Center-of-mass energies, naming conventions, and corresponding
integrated luminosities for the L3 data used in my analysis.

at center-of-mass energies /s = 188.6 —209.2 GeV. Each year an integrated luminos-
ity of approximately 200 pb~! was collected, giving a total of 627 pb~!. A detailed
description of LEP performance was given in Chapter 4, Section 4.1.2.

Severe malfunctioning of the detector components crucial for my analysis could
have a very large effect on the characteristics and rate of accepted events. Moreover,
such time-dependent hardware problems were difficult to incorporate in the detector
simulation. Therefore, to reduce systematic uncertainties related to the performance
of the detector, I rejected both data and Monte Carlo events in the runs during which
any of the main L3 subdetectors,’ the energy trigger, and the global data acquisition
system were not operating normally. As a result, the integrated luminosity I used
in my analysis was reduced by about 1.3%, giving a total of about 619 pb~!. The
LEP data were divided into eight subsets according to the center-of-mass energy.
The corresponding integrated luminosities and the naming conventions are listed in
Table 6.1.

I rely on Monte Carlo simulations to optimize my selection cuts and to estimate
the effects of my event reconstruction and the purity and efficiency of my selection.

While modern Monte Carlo programs are extremely detailed and accurate, they are

IThe main subdetectors of L3 did not include the muon filter and the VSAT.
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not perfect. Therefore, any opportunity to double check a measurement or correction
depending on the Monte Carlo simulations was exploited. The Monte Carlo generators
that I used to simulate the relevant Standard Model processes are listed below.

The production of the photonic events with missing energy via initial-state ra-
diation in the neutrino pair-production process, e*e™— vy(7y), was simulated using
the KKMC [17] and NUNUGPV [27] MC generators. They were studied in Chapter 2
Section 2.2.3 and described in detail in Appendix A.

The large-angle (back-to-back) Bhabha scattering process and the di-photon pro-
duction process, ete™ — v7y(y), were simulated using the BHWIDE [156] and GGG [157]
programs, respectively. I have already used these two generators in my studies of
the BGO performance (see Section 5.6.2 of Chapter 5). In this chapter, I use events
from these processes to study the efficiency of my event selection. In addition, the
di-photon production process constituted the dominant source of background for the
multi-photon channel.

The small-angle Bhabha scattering process, ete™ —eTe (), was simulated us-
ing the TEEGG MC generator [168]. In this process, one or more particles were scat-
tered at very low polar angles and typically escaped undetected along the beam pipe.
This reaction could result in three event topologies according to the type of particles
scattered at large polar angles: single-photon, single-electron, and electron-photon.?
The single-photon Bhabha events constituted the main source of background for the
single-photon channel. The single-electron events, where only one electron® was seen
in the BGO, allowed me to study the trigger and scintillator efficiency as well as the
performance of the forward calorimeters. It should be noted that the cross section
of the single-electron process was more than ten times higher than the cross sec-
tion of the single-photon and electron-photon radiative Bhabha scattering processes
combined (see Table 6.2).

The four-fermion production processes ee™ — ete~vi(y) and eTe™ — eXlFv.v(7)

2The small-angle Bhabha scattering process, where the electron or positron is not detected, is
also known as Compton scattering. It has recently been measured by L3 [171].

3Unless otherwise stated, in this chapter the word “electron” is used for both electrons and
positrons.



134 Selection of Photonic Events with Missing Energy

‘ ete™ — ‘ MC Generator ‘ o(pb) ‘ Events ‘ Phase-Space Cuts
V() KKMC 7] [ 57.52 [ 540K —
vy () NUNUGPV [27] | 13.09 | 200K E, > 0.8 GeV 0,, >1.35°
ete~(y) | BHWIDE [156] | 1,286 | 599K Oc, , > 8°
1743 | 120K | E, > 0.9 GeV 0, > 13.5° 0, , < 11°
ete”y(y) | TEEGG [168] | 3,027 | 425K | Ee, > 0.9 GeV e, > 13.5° 0y, < 11°
95.9 | 70K | E,e > 0.1 GeV 0y, > 10° 6, < 5°
yy(7y) GGG [157] | 18.3 75K 0y, , > 5°
ete v 0.50 20K O, > 5.1°
STATAY) EXCALIBUR  [169] 1.09 40K £=pu,7
ete-ete | DIAG36  [170] | 705 | 600K Meges > 3.1 GV Oy, > 10°
7777 (y) | KORALZ [22] 6.8 15K —

Table 6.2: Standard Model processes, Monte Carlo programs, cross sections
within the indicated kinematic regions and the size of the corresponding event
samples. All events were generated at /s = 207 GeV. The three lines for the
radiative Bhabha process correspond to the single-photon, single-electron,
and electron-photon event topologies, respectively.

were simulated using the EXCALIBUR MC generator [169]. These processes also pro-
vided an important source of background for my selection. Finally, the reactions
ete” —ete"ete () and e"e™ — 7777 () were simulated using the DIAG36 [170] and
KORALZ [22] programs, respectively.

The Monte Carlo programs that I used are summarized in Table 6.2, which lists
the production cross sections, the size of the corresponding event samples, and the
phase-space cuts used during the event generation.

The L3 detector response was simulated using the GEANT program [127], which
described effects of energy loss, multiple scattering, and showering in the detector.

Time-dependent detector inefficiencies,*

as monitored during the data taking period,
were included in the simulation. It should be noted that during the last three years of
the LEP program (1998-2000), the configuration and performance of the L3 detector

were very stable. In particular, the number and the location of the dead channels, the

4Such detector inefficiencies included the position of the dead or noisy channels in the calorimeters
and the location of the disconnected sectors in the TEC and muon chambers.
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accuracy of the subdetector calibrations, and the trigger thresholds remained essen-
tially unchanged. Therefore, in most of my detector studies, I regarded these three
years as a single data-taking period.> Additional cross checks showed no significant

year-to-year variation in the selection efficiency related to the detector effects.

6.2 Event Topologies

Electrons and photons were reconstructed using the BGO electromagnetic calorime-
ter, whose barrel and endcaps subtended the polar angle ranges 43° < 6 < 137°
and 10° < 0(180° — #) < 37°, respectively. In order to discriminate between photons
and electrons, I used information from the tracking chamber (TEC) whose efficiency
decreased rapidly at low polar angles. Therefore, I applied an additional cut on the
photon polar angle, 14° < 6 < 166°.

The main background came from radiative Bhabha scattering, efe —ete 7,
where both electrons were lost in the beam pipe, and only a photon was scattered at
a large polar angle. Such events could be rejected by requiring the transverse momen-
tum of the photon to be above 0.02y/s, as shown in Figure 6.1. This cut ensured that
at least one of the scattered electrons could be detected by the forward calorimeters.

The single- and multi-photon events were triggered by the BGO energy triggers,
as described in Section 4.2.9. In the barrel and endcap regions, the thresholds of these
triggers were set at about 1.5 GeV and 7 GeV, respectively.

The above conditions determined the three event topologies that I considered in

my analysis:

e Single-photon events: a photon with 14° < 6, < 166° and P} > 0.024/s.
There should be no other photon with £, > 1 GeV.

e Multi-photon events: at least two photons with E, > 1 GeV, with the

most energetic in the region 14° < ¢, < 166° and the other in the region

5This approach was used in the majority of the L3 analyses at LEP2.
6The performance and the calibration of the BGO calorimeter were described in detail in Chap-
ter 4, Section 4.2.3 and in Chapter 5.
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Figure 6.1: Transverse momentum distribution for the single-photon events
after all other selection cuts have been applied. The dashed line indicates
the position of the cut P > 0.02y/s. Only the region of interest is shown.

12° < 0, < 168°. The transverse momentum of the multi-photon system should

satisfy P)7 > 0.02y/s.

e Soft-photon events: a photon in the barrel region (43° < 6, < 137°) with
0.008y/s < P/ < 0.024/s. There should be no other photon with E, > 1 GeV.

The selected sample of the single- and multi-photon events was dominated by
events from the process ete™— viy(y). Thus, it could be used to study the cross
section of this process and to measure the number of light neutrino species. In
the next chapter I will also use this event sample to search for manifestations of
Physics beyond the Standard Model, such as extra dimensions, Supersymmetry, and
anomalous boson couplings.

In the region of the soft-photon event topology, most of the selected events were
expected to be due to the small-angle Bhabha scattering process, efe™—ete (7).

The inclusion of the soft-photon sample significantly increased the sensitivity of my
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searches for extra dimensions and pair-produced gravitinos.

For a large fraction of the single- and multi-photon events, emission of the ISR
photons reduced the effective center-of-mass energy of the eTe™ pair to the Z reso-
nance, as described in Section 2.2.2. This phenomenon is called the radiative return
to the Z. Thus, the distribution of the recoil mass to the photon system (M;e.) was
expected to peak around the Z mass. Since this effect did not depend on the value
of /s, instead of using the photon energy variable I usually used the photon recoil

mass, defined as

Moo = \(V5—B,) - I52, 6.1)

where E, = >, E, and p, = Y, P, are the total energy and momentum of the

photons. For the single-photon topology, Equation 6.1 becomes M. = /5 — 2y/SE, .

6.3 Single-Photon Selection

The selection of the e"e~— viy(7) candidates aimed at identifying events with 1) one
neutral electromagnetic energy deposit in the BGO calorimeter and 2) no other ac-
tivity in the detector apart from what was consistent with noise. Below I describe
the basic cuts of the single-photon selection and give a brief outline of the following
sections in which these cuts and their performance will be discussed in more detail.

Photon candidates were required to have an energy greater than 1 GeV, and the
shape of their energy deposition had to be consistent with an electromagnetic shower.
This was ensured by a dedicated shower-shape analysis which is described in the next
section. As defined in the previous section, the single-photon events were required to
contain only one photon candidate with 14° < 6., < 166° and P, > 0.02y/s.

The single-photon events were triggered by the BGO trigger system, whose effi-
ciency as a function of the shower energy is studied in Section 6.3.2.

The visible energy not assigned to the identified photon had to be less than 10 GeV,
and the energy measured in the EGAP and HCAL calorimeters had to be less than

7 GeV each. There must be at most one ECAL cluster (bump) with an energy
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above 50 MeV not identified as a photon. Each BGO endcap had a hole at ¢ ~
270° and 60(180°—6) ~ 16°, which was required for the passage of the RFQ beam pipe
(see Section 4.2.3). In order to eliminate the related background from mismeasured
di-photon events, I rejected single-photon events with a photon in the region opposite
to an RFQ hole.

To suppress background from the radiative Bhabha scattering process, events
with a transverse momentum less than 15 GeV were rejected if an energy cluster was
observed in the forward calorimeters with an acoplanarity” with the photon candidate
less than 30°. Furthermore, if a photon was detected with an acoplanarity less than
15° with a hadron calorimeter cluster, the energy of that cluster had to be less than
3 GeV. The efficiency of these cuts is discussed in Section 6.3.3.

Electron candidates were removed by requiring that no charged track recon-
structed in the central tracking system (TEC) matched the ECAL cluster. The
probability of photon conversion in the beam pipe and in the silicon microvertex
detector was about 5% in the barrel region and increased rapidly at low polar angles,
reaching about 20% at 6 ~ 20°. This effect is studied in Section 6.3.4.

The cosmic ray background was rejected using a set of dedicated anti-cosmic cuts,
as described in Section 6.3.5. Finally, the problems of the BGO shower leakage and of
the detector noise are studied in Sections 6.3.6 and 6.3.7, respectively. The selection
results are presented in Section 6.3.8 and in Appendix D.

A typical single-photon event recorded by the .3 detector is shown in Figure 6.2.
The recoil mass of this photon was measured to be consistent with the Z mass,
Mo = 92.6 GeV. The cluster in the HCAL behind the BGO bump indicates a minor
leakage of the electromagnetic shower into the hadron calorimeter. This figure also
shows two additional low-energy deposits, in the opposite endcap of the HCAL and in
the EGAP calorimeter. These two clusters were most probably faked by the detector

noise.

7Acoplanarity is defined as the complement of the angle between the projections in the plane
perpendicular to the beam axis.
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Figure 6.2: A typical single-photon event recorded by the L3 detector and
displayed in the y — 2z plane. This event was recorded in 1998 data at /s =
189 GeV.

6.3.1 Shower-Shape Analysis

In order to ensure that the BGO shower of the photon candidate was consistent with
an electromagnetic shower, I applied a set of cuts based on the measured shower
profile. These shower-shape cuts not only ensured that the accepted photon showers
were well measured in the BGO but also suppressed a large fraction of background
due to cosmic rays and mismeasured events from other Standard Model processes.
The pattern of individual crystal energies in a BGO bump provides a transverse
sampling of the shower that developed when a particle passed through the electromag-
netic calorimeter (see Section 5.1). In the case of electrons and photons, the resulting
shower had a transverse profile that did not depend strongly on the particle energy

in the range E ~ 1 —100 GeV [172]. This transverse profile was characterized by two
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quantities, S§/SS; and shower roundness, which are defined below. The longitudinal
profile of the shower could be characterized by the ratio of energy deposited in the
hadron calorimeter behind the BGO bump and the bump energy as measured by the
BGO, EucaL/Esco.

In addition, about 20% of the selected showers were either near the calorimeter
edges or had a dead channel in their 3 x 3 matrices (see Section 5.3.2). The resulting
mismeasurement of the lateral shower profile was taken into account by relaxing the
values of the cuts on shower roundness and S§/S5; variable.

The S§/S5; variable was defined as the ratio of the corrected sums of energies
deposited in the 3 x 3 and 5 X 5 matrices centered on the bump crystal, where the
individual S§ and S5 variables were defined by Equation 5.2 in Section 5.1. The
electromagnetic BGO showers were almost fully contained in the 3 x 3 crystal matrix,
and, in the case of electrons and photons, this ratio was expected to be close to one.
Thus, I required that S§/SS; should be greater than 0.94. It should be noted that
this or similar cut values were widely used in L3 to reject showers originating from
hadrons and cosmic rays. For showers with dead or missing crystals, this cut was
relaxed to S§/S5; > 0.92.

Photon candidates with significant leakage into the hadron calorimeter were re-
jected by requiring Eyucar/Epco < 0.2, where Eggo was the bump energy as mea-
sured by the BGO and Eycap, was defined as a sum of energies of the HCAL clusters
in a 10° cone around the photon direction. The longitudinal shower leakage also
affected the BGO energy resolution. This problem is addressed in Section 6.3.6.

To further suppress events from cosmic rays, I used another quantity called shower
roundness. It is defined as the ratio of the smallest and largest eigenvalues of the
following tensor:

F¥ =" Ezfzy (6.2)

where F; is energy of the ith crystal, =¥ and z¥ are given in the local Cartesian
coordinate system with the center of bump crystal at the origin, and the summation

is performed over all crystals in the BGO bump [173]. The shower roundness can
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be interpreted as the ratio of the minor and major axes of an ellipse describing the
transverse profile of the shower. For electrons and photons produced at the interaction
point of L3, the transverse shower profiles were expected to have a circular shape,
i.e., their shower roundness was expected to be close to one. On the contrary, BGO
showers in cosmic ray events usually had small values of roundness since such showers
corresponded to photons radiated by cosmic muons, and most of the cosmic muons
traversed the BGO calorimeter at a significant angle with respect to the crystal axis.
Thus, I required that the measured shower roundness should be greater than 0.4. For
showers with dead or missing crystals, the value of this cut was relaxed to 0.2.

The efficiency of the shower-shape selection was measured using large samples
of di-photon, back-to-back Bhabha, and single-electron Bhabha events which were
selected in the 1998-2000 data. The agreement between data and Monte Carlo sim-
ulations was checked using the large samples of MC events from the corresponding
Standard Model processes. These three Standard Model processes were chosen be-
cause they provided very distinct and clean signatures so that little or no contami-
nation was expected from hadronic events or cosmic rays.

The di-photon and back-to-back Bhabha events were selected using the same se-
lection criteria® as the ones described in Section 5.6.2, where I discussed the ab-
solute calibration of the BGO calorimeter using Bhabha events. The di-photon
subsample was further selected by requiring no significant activity in the TEC. In
the high-energy LEP runs at /s = 189 — 208 GeV, I selected samples of about
3,400 and 130,000 di-photon and back-to-back Bhabha events, respectively. In addi-
tion, I selected about 30,000 Bhabha events in the calibration data at the Z peak,
Vs = 91.3 GeV. Figure 6.3 shows the distributions of the shower-shape variables
for the Bhabha events selected in the Z-peak data. While the distributions of the
S§/SSs and roundness variables demonstrated a good agreement between data and
Monte Carlo, the Fycar/Esgo distributions indicated that the detector simulation

underestimated the longitudinal shower leakage.

8Except that I did not apply any cuts on the shower shape. In addition, I only used showers with
a polar angle Opower > 14°, i.e., in the fiducial angular region of my photonic selections.
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Figure 6.3: Distributions of a,b) S§/S5;, ¢,d) EucaL/Esco, and e,f) shower
roundness for Bhabha events from the 1998-2000 Z-peak calibration data,
after all other shower-shape cuts have been applied (barrel and endcaps com-
bined). The dashed lines indicate the values of the cuts. The distributions for
the good bumps and for the bumps with a dead crystal or near the detector
edges are shown on the left and right side, respectively.



6.3 Single-Photon Selection 143

As I defined in the previous section, the single-electron events were radiative
Bhabha scattering events where one electron and a photon had a very low polar angle
and only a low energy electron was scattered at a large polar angle. Such events
were selected by requiring a single shower in the BGO with a matching track in the
TEC and a matching cluster in the forward calorimeters. The polar angle of the
single-electron candidate was required to be above 14°, which corresponded to the
fiducial region of my photonic selections. The energy of the matching cluster had to
be greater than 50 GeV and its acoplanarity with the single-electron candidate less
than 10°. There should have been no other activity in the detector apart from what
was consistent with noise. The selected events must also satisfy the anti-cosmic cuts
defined in Section 6.3.5. To study the efficiency of the shower-shape selection, only
showers with an energy Fggo = 7.5—12.5 GeV were chosen. In total, I selected about
85,000 such single-electron events.

The large statistics back-to-back and single-electron Bhabha samples allowed a
precise measurement of the shower-shape selection efficiency for electrons with en-
ergies Fggo ~ 10,45, and 100 GeV. This was important because the energy of the
single-photon showers varied between about 5 and 90 GeV, with an average value of
< E, >= 54 GeV. In addition, the di-photon sample provided a direct comparison
between the showers originating from electrons and photons.

The obtained values of the shower-shape selection efficiency are quoted in Ta-
ble 6.3. It shows that for all shower energies and types, the efficiency was slightly
higher for the MC simulation. This effect was explained by the inaccurate simulation
of the longitudinal shower leakage (see Figures 6.3¢c,d) and was corrected by scaling
down the numbers of expected events by a common factor of approximately —0.3%.
After this correction, a good agreement between the data and the Monte Carlo sim-
ulations was observed. It should be noted that the selection performance was almost
the same for the showers in the barrel and in the endcaps. In addition, the selection
efficiency for the photon showers was found to be only about 0.2% smaller than that
for the electron showers (at 100 GeV). This result was also in good agreement with

the predictions of the Monte Carlo simulation. In the case of 45 GeV electrons, the
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Efficiency of the Shower-Shape Selection [%]

Production Process and Good Bumps Bumps with Dead
Average Particle Energy Barrel Endeaps or Missing Crystals

Bhabha Scattering | Data | 99.36 =0.05 | 99.13 & 0.02 94.8 + 0.1

E. =100 GeV MC | 99.544+0.03 | 99.47 4+ 0.01 95.3+0.1

Di-Photon Data | 98.92+ 0.20 | 99.17 £0.16 95.24+ 0.6

Ey =100 GeV MC | 99.38+0.05 | 99.32 4 0.05 95.9 £ 0.2

Bhabha Scattering || Data | 99.16 + 0.07 | 99.01 & 0.06 94.3+0.2

E, = 45 GeV MC | 99.45+0.03 | 99.36 + 0.03 94.7+0.1

Single Electron Data | 97.94 4+ 0.11 | 98.11 +0.06 93.44+0.2

E, =10 GeV MC | 98.404+0.07 | 98.23 +0.04 93.5+ 0.1

Table 6.3: Efficiency of the shower-shape selection as measured for different
shower energies and types.

efficiency of the shower-shape selection was measured to be about 99.1% for the good
showers and 94.3% for the showers with a dead crystal or near the detector edges.

6.3.2 Trigger Efficiency

A good understanding of the trigger performance was required for a precise measure-
ment of the single- and multi-photon production. In this section I describe a study
of the trigger efficiency that I performed using Bhabha scattering events.

Events with only photons in the final state could be triggered only by the BGO
energy triggers which were described in detail in Section 4.2.9. These triggers included
the single-photon (barrel only), the BGO cluster, and the total energy triggers with
thresholds at about 1.5, 7, and 30 GeV, respectively.

Near the threshold, the performance of the BGO triggers could be monitored
using a dedicated, independent trigger called single-electron trigger [173]. This trigger
required a coincidence between a cluster in one of the luminosity monitors and a track
in the TEC. Thus, it could be used to select an independent sample of single-electron

Bhabha events (as follows from its name). The efficiency of the single-electron trigger
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had been measured to be 98.5% [173].

The basic selection of single-electron Bhabha events was described in the previous
section. In addition, such events were required to be triggered by the single-electron
trigger. The energy of the single-electron showers was required to be above 1 GeV in
the BGO barrel and 5 GeV in the endcaps. Furthermore, there had to be no other
bump in the BGO with an energy above 0.5 GeV. In 1998-2000 data, I selected a
total of about 76,000 and 27,000 single-electron events in the BGO barrel and endcaps,
respectively. The corresponding energy spectra are shown in Figures 6.4a,c.

These independently triggered single-electron events could then be used to mea-
sure the efficiency of the BGO triggers by checking whether or not these triggers were
also activated. Figures 6.4b,d show the obtained BGO trigger efficiency as a function
of the shower energy together with the corresponding Monte Carlo prediction. In
the barrel it rises sharply at the energy threshold of the single-photon trigger and
reaches a plateau mainly determined by the efficiency of the corresponding trigger
algorithm. With increasing energy additional triggers became active, resulting in a
second threshold rise and a final plateau at about 8 GeV in the barrel and 10 GeV in
the endcaps.

The trigger efficiencies in the plateau regions were determined by fitting the ob-
tained efficiency curves to a straight line. In the case of the barrel, a fit in the plateau
region Fpgo = 8 — 16 GeV gave a value of 93.1 4+ 0.6% for the data and 94.5 + 0.2%
for the Monte Carlo prediction. In the case of the endcaps, 1 fitted the plateau re-
gion EFggo = 10 — 25 GeV, and the corresponding efficiencies were determined to
be 95.7 & 0.4% and 97.5 4+ 0.1% for the data and Monte Carlo, respectively. These
measurements were in good agreement with the results of an earlier study performed
using 1998-1999 data [120].

The main contribution to the trigger inefficiency was due to the presence of inactive
trigger channels. About 4.7% of the trigger channels in the barrel and 2% of the
channels in the endcaps were flagged as inactive, both during the data taking and
during the detector simulations. The location of the inactive channels was well known

and stable during the considered period of 1998-2000. No significant time-dependent
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Figure 6.4: Energy spectra of the single-electron events a) in the barrel and
¢) in the endcaps. Trigger efficiency curves as a function of the shower energy
b) for the BGO barrel and d) for the BGO endcaps.

variations in the measured trigger efficiency were found.

Additional factors causing trigger inefficiency included detector noise and finite
ADC resolution. These effects were not taken into account during the simulation
of the detector response [173]. As demonstrated above, the Monte Carlo simulation
overestimated the trigger efficiency in the plateau regions by about 1.5%, both for the
barrel and the endcaps. Moreover, for showers with energies near the trigger thresh-
olds, the relative difference between data and Monte Carlo was energy-dependent and
could be as high as 20%, as shown in Figures 6.4b,d. As a result, the trigger efficiency
in the simulation had to be adjusted to eliminate this discrepancy between data and
Monte Carlo.

The measured efficiency curves could not be directly applied to the Monte Carlo

simulation of the eTe™— vy process since its differential cross section differed from
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that of the single-electron Bhabha scattering. Therefore, I computed the efficiency
curves separately for each of the four | cos@)| slices® in the barrel and in the endcaps
so that the applied correction factors depended on both the shower energy and polar
angle.

Figures 6.4a,c show that the cross section of single-electron production decreased
rapidly with the single-electron energy. Therefore, I performed a complementary
study of the trigger performance at high energies using back-to-back Bhabha events.
Such Bhabha events could be independently triggered by the TEC trigger, whose
efficiency was found to be about 97% [135]. To measure the efficiency of the BGO
triggers, I selected a subsample of such events from the Bhabha sample obtained
using the calibration data at the Z peak (see the previous section). With these
events, the BGO trigger efficiency was measured to be 99.57 &+ 0.07% in the barrel
and 99.7240.04% in the endcaps. After applying the correction factors derived using
the single-electron events, the corresponding trigger efficiencies for the MC simulation
were found to be 99.63 £ 0.04% and 99.74 4 0.03%. Good agreement between data
and Monte Carlo was observed. In addition, these measurements are consistent with

the results of a similar study described in Reference [135].

6.3.3 Background Rejection

The single-photon topology of the radiative Bhabha scattering process, ete™— eTe v,
was by far the most copious source of background in my selection of single-photon
events. In this process, the incoming electrons were scattered at low polar angle
(typically with energies close to the beam energy) and only the radiated photon was
detected in the BGO. Such events are referred to as single-photon Bhabha events.
The lower cut on the photon transverse momentum, P, > 0.02./s, ensured that at
least one of the two electrons was scattered at a significant angle with respect to the
beam axis so that it could be detected in the forward calorimeters. As a result, this

source of background could be almost completely suppressed by the veto cuts that I

9The granularity of the BGO trigger system was described in Section 4.2.9.
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describe below. Since the differential cross section of the radiative Bhabha scattering
peaked at low values of P;’ [168], I applied tighter cuts in the region of low transverse
momentum.

For single-photon candidates with a transverse momentum less than 15 GeV, I re-
quired that no energy cluster be observed in the forward calorimeters with an acopla-
narity with the photon candidate less than 30° (the definition of the acoplanarity was
given in footnote 7 on p. 138). As described in Sections 4.2.7 and 4.2.8, the forward
calorimeters of L3 covered the polar angle range of 1.4° < #(180° — ) < 8.7° and con-
sisted of the active lead rings (ALR) and the luminosity monitors (LUMI). The upper
cuts on the energy of such clusters were set at Eargr < 0.1 GeV and Epyyg < 1 GeV.

To minimize the inefficiencies caused by the detector noise, this cut was relaxed
to Earrrum < 60 GeV for single-photon candidates with P, > 15 GeV. This did not
increase the background contamination since in radiative Bhabha events with such
high values of P] at least one of the electrons was expected to be scattered into a
region covered by the BGO or HCAL endcaps. Such events were rejected by the veto
cuts on energy depositions in the HCAL and the BGO.

Figures 6.5a,b show the distributions of energies deposited in the LUMI and ALR
calorimeters for single-photon candidates with P; < 15 GeV before the corresponding
cuts were applied. In total, I selected 9,506 such events in data with about 9,362.3
expected from Monte Carlo. Only about 5% of the MC expectation was due to the
genuine single-photon production process, ete™— viry.

Figures 6.5c demonstrates that radiative Bhabha events with a cluster in the
LUMI calorimeter could be almost completely suppressed by applying a veto cut
Erumt < 1 GeV. In the case of the ALR energy spectrum, a large fraction of events
had Earr < 5 GeV, as shown in Figure 6.5d. For such events I applied a tighter cut
Earr < 0.1 GeV.

The origin of this effect can be understood by reconstructing the polar angle of
the electron scattered into the ALR (6y,,). Because the second electron was almost
always scattered parallel to the beam axis, the 6;,, angle could be estimated using

only the energy and polar angle of the photon detected in the BGO. The exact formula
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Earr < 5 GeV, respectively. The arrows indicate the values of the cuts.

e) Distribution of the 6;,, angle for events with 0.1 < Earr < 5 GeV.
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will be quoted in the following. Figure 6.5e shows the distribution of the 60;,, angle
reconstructed for single-photon candidates with 0.1 < EFarr < 5 GeV. A clear peak
at 0y ~ 4° was observed which corresponded to the region of the lower edge of
the ALR calorimeter. Figure 6.5e also shows that this effect was well reproduced in

simulations of the detector response.

Tagging Efficiency of the Forward Calorimeters

In order to cross check the veto efficiency of the above cuts, I selected a sample of
single-electron events. I applied the same cuts as for the selection of the single-electron
sample used in the trigger studies (see the previous section). However, only events
in the BGO barrel and triggered by the BGO triggers were accepted. In addition I
did not require a matching cluster in the forward calorimeters. In order to suppress
background from cosmic rays, the TEC track matched to the BGO shower had to
pass certain quality criteria.'”

The single-electron Bhabha events were previously defined as events in which
only one electron was observed in the BGO, and the second electron and the radiated
photon were scattered at low polar angles. In most of the such events, one of the two
particles (electron or photon) was scattered at a very small polar angle and could be
assumed to be parallel to the beam axis, as schematically shown in Figure 6.6.

Under this assumption, the polar angle of the particle scattered at a low, but

non-negligible, polar angle can be calculated as

a’—1 ’ with a = 2 Fpeam _ 1+ cos ngo
a?+1

) (6.3)

cos by = - -
“9 FEgo Sin Opg0 Sin g,

where Eyg, and 0y, are the energy and polar angle of the electron observed in the
BGO calorimeter. In the phase-space region of the single-photon topology, 6 > 14°
and P, > 0.02/s, the 6y,, angle is constrained to be above about 2.3°.

For my study of the tagging efficiency, I selected a subsample of about 80,000

10These quality criteria were: transverse momentum of the track greater than 100 MeV'; its distance
of closest approach to the interaction point (DCA) less than 10 mm; the number of used wire hits
more than 14; the number of wires between the first and last hit at least 15.
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positron ;,Z

Forward Calorimeters

Figure 6.6: Schematic diagram of a single-electron event tagged by one the
forward calorimeters.

single-electron events with 1.4° < 6;,,(180° — 6y,4) < 7.5°. The corresponding 6y,
distribution is shown in Figure 6.7a. The tagging efficiency of the forward calorimeters
was then calculated as a ratio of the number of events not passing the veto cuts to
the total number of single-electron events. The veto cuts on the energy in LUMI and
ALR were the same as the ones used in the single-photon selection (see above).

Figure 6.7b compares the obtained veto efficiency as a function of the 6, angle
with the Monte Carlo prediction. In the region of 6;,, values compatible with the
single-photon event topology, 2.3° < 64,(180° — 6y,4) < 7.5°, the veto efficiency was
measured to be £, = 99.74 4+ 0.03% for the data and e, = 99.77 + 0.02% for the
simulation.

I also used the 6,,, variable to remove background due to inactive sectors in the
HCAL endcaps, where particles escaped undetected. These sectors were located in
the azimuthal angle intervals of 82° — 96° and 262° — 276°. In my event selection,
the HCAL endcaps were used as veto detectors only in a small gap between the ALR
and the BGO endcaps (8.7° < 6 < 10°). Therefore, both the single-photon and the



152 Selection of Photonic Events with Missing Energy

8000
- a) "b)
1 —
1 All single-electron events
6000 [ Vetoed by LUMI or ALR
° > 0.8 Py >0.02 Vs ¢ Data
(&)
— c — Simulation
= 8
~ (&)
= 0.6
=
}é) 4000 T
Qo o
> -
©
w I L 04
2000
0.2 LUMI ALR
N L | L | L | L | 1 | 1 |
0 2 3 4 5 6 7 0 2 3 4 5 6 7
O,,4 (deg) O, (deg)

Figure 6.7: a) Distribution of the 6;,, angle for the selected single-electron
events. b) Veto efficiency as a function of 6,, obtained using this event
sample. Events with 0;,, > 90° are included using 0y, — 180° — 01,.

single-electron candidates, detected in these ¢-ranges, were discarded only if they had

7% < 010g(180° — Byqq) < 12°.

6.3.4 Photon Conversion

Electron candidates were removed by requiring that the number of hits in the TEC
within an azimuthal angle of £8° around the path of the photon candidate must be less
than the 40% of that expected for an electron, Npiis/Negp < 0.4. The discrimination
power of this cut on TEC occupancy was well tested by other physics analyses of
L3. For example, it was used in the “official” L3 studies of the di-photon [158] and
Bhabha [135] production processes.

This brings us to the problem of photon conversion. A significant fraction of
photons converted into an e*e™ pair before entering the L3 tracker. Figure 6.8 shows
that such events would in general be rejected by the above cut on the TEC occupancy.
In this section I describe my measurement of the photon conversion rates and my
selection of the converted photons.

The probability for a photon to convert after traversing a length ¢ of material is
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Two TEC tracks with A® =0.3°

d
% [ [ [1

Figure 6.8: A photon conversion candidate. The two matching tracks are
separated by about 0.3° in azimuth.

given by
Py =1~— eXp(—E/[g/'?Xo]) ) (64)

where X is the radiation length of this material. This equation is expected to be
accurate to within a few percent down to photon energies as low as 1 GeV [6]. As
a cross check, I studied the energy dependence of the conversion probability using
the detector simulation program of L3. The P,,,,(F) was found to slightly increase
with energy, such that P,,,,(85 GeV)/Pepny(5 GeV) = 1.04 + 0.02. This result is in
agreement with data from the NIST database [174]. In the following, the photon
conversion is studied using samples of almost monochromatic photons so that the
energy dependence of P,,,,(F) has no noticeable effect on my measurements.

Figure 6.9 shows the amount of dead material in front of the BGO calorimeter,

as viewed from the beam interaction point. The plotted distributions correspond to
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Figure 6.9: Plot of the amount of material in front of the BGO, measured in
radiation lengths, as a function of the polar angle. Different layers show the
contributions of various inner detector elements. Periodic variations in the
amount of the BGO support material are due to steps used to support the
individual crystals.

the structure of the L3 detector as used during the detector simulations.!!

Most of the dead material was located in between the TEC and the BGO detectors.

Thus, it did not lead to charged tracks in the TEC or to a significant deterioration of

the energy resolution since the additional scattering and conversion were concentrated

in a region just in front of the BGO crystals [172].

However, photons converted in the LEP beam pipe or in the silicon microvertex

detector (SMD) would leave charged tracks in the TEC. According to Equation 6.4,

the probability of such conversions was expected to be about 2% in the barrel region;

it increased rapidly at low polar angles, reaching about 10% at # ~ 20°. The sharp

increase in the amount of dead material in front of the TEC at low polar angles,

6(180° — 6) ~ 15 — 25°, was caused by the structure of the support system of the

SMD (see Figure 6.9).

" This plot was provided by Dr. D. Kirkby [172] and is reproduced here with his permission.
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The silicon microvertex detector was installed in 1993 and became fully operational
in 1994, five years after the beginning of the LEP physics program. As a result, the
Monte Carlo simulation of the detector did not provide a reliable description of the
photon conversion in the SMD. Previous studies have found that, in most cases, the
simulation tended to significantly underestimate the photon conversion rate [120, 175].
Below I investigate this problem separately for the endcap and the barrel regions of

the BGO.

Photon Conversion in the Endcaps

Figure 6.10a shows the recoil mass distribution of the single-photon candidates in
the endcaps passing all selection criteria except the cut on the TEC occupancy,
Nhits/Nezp < 0.4. While the shape of this distribution is in agreement with the
prediction, a clear discrepancy in the overall normalization can be seen. Most of the
data events were observed in the region of the the Z-return peak (M. ~ 91 GeV), as
was expected for single-photon events from the ete™— vy process. The dominant
background was predicted to come from the single-electron production in the four-
fermion processes and the Bhabha scattering process. The M, distribution of the
background was expected to be relatively flat. Therefore, I relaxed the TEC occu-
pancy cut for the single-photon candidates in the endcaps with 80 < M. < 130 GeV.

I also used the selected sample of events with M. = 80— 130 GeV to estimate the
photon conversion rate. The polar angle distribution of such events is shown in Fig-
ure 6.10b. The conversion rate was calculated as a ratio of the number of conversion
candidates to the total number of single-photon events selected in this recoil mass
window. As shown in Figure 6.10c, the Monte Carlo simulation substantially under-
estimated the conversion rate in the region of the SMD flanges, #(180° —6) < 25°. For
0(180° — 6) = 15— 25°, the conversion rate was measured to be R2ATA = 18.7+2.1%,

conv

two times higher than the Monte Carlo prediction of RM¢ = 9.3 + 0.1%. This re-

conv

sult was in good agreement with the value of RPAT4 = 15.1 4 2.6%, obtained by an

independent study of the ete”— qgy and e*e”— ~y processes'? [175].

12Tn the study [175], a slightly tighter cut on the TEC occupancy was used.
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Figure 6.10: Distributions of a) the recoil mass for the single-photon events
not passing the TEC occupancy cut and b) of the polar angle for events with
80 < My < 130 GeV. c¢) Conversion probability as a function of the polar
angle. The dashed histogram in plot a) shows the expected distribution after
correction factors are applied. The event statistics are indicated on the plots.

The photon conversion rate, measured as a function of the polar angle (Fig-
ure 6.10c), was then used to correct the conversion rate in the simulation of the
ete”— vy process. The recoil mass distribution of the conversion candidates in
the endcaps was in good agreement with the corrected prediction, as shown in Fig-
ure 6.10a. The TEC occupancy cut was applied only in the region M. # 80 —
130 GeV, where it rejected 49 events in data with 31 & 3 and 14 events expected
from the single-photon production and the background processes, respectively. As I

discussed above, the events from the window M,.. = 80 — 130 GeV were used for the
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measurement of conversion rate and, at the same time, were included in the selected
sample of single-photon events. Therefore, the statistical and systematic errors in my
measurement of the ete™— viy(7) cross section became correlated (see Section 7.1).
This effect was taken into account in the systematic error calculation and was found

to be small compared to the total systematic error on the measured cross section.

Photon Conversion in the Barrel

In the barrel region, I studied the effect of photon conversion using events from the di-
photon production process, ete™— (7). Such events were selected in the sample of
events with two back-to-back BGO bumps which I used in the absolute calibration of
the BGO calorimeter (the corresponding selection criteria were given in Section 5.6.2).
The di-photon candidates were identified by requiring that at least one of the two
photon candidates pass the cut on TEC occupancy, Npis/Nesp < 0.4. In total, I
selected 1,527 events in data with 1,568 and 26 events expected from the di-photon
and Bhabha scattering processes, respectively. The numbers of selected and expected
events were in good agreement with the published L3 results [158].

To measure the conversion rate as a function of the polar angle, I used the distri-
bution of the polar angle of the event, shown in Figure 6.11a. Here, the polar angle

of the event (0*) is defined as

0, — 0, 01 + 0,

)/ sin( ) (6.5)

cos 0" = | sin(

where 6; and 6, are the polar angles of the two most energetic photons in the event.!?

Events with one converted photon were further selected by requiring that the
second photon candidate did not pass the cut on TEC occupancy. In total, I selected
161 such events in data with about 74 and 15 events expected from the di-photon
and Bhabha scattering processes, respectively. The corresponding distribution of the
polar angle of the event is shown in Figure 6.11b.

Denoting with R, and Ny, respectively, the photon conversion rate and the number

13For events with perfectly back-to-back photons, cos* = | cos ;| = | cos 6a|.
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of di-photon events in the preselected sample of events with back-to-back BGO bumps,
the number of all di-photon events selected above and the number of events with one

converted photon can be expressed as
N =Ny~ (1= R.)?, N =N;-2R.(1—R,). (6.6)

Then, the photon conversion rate can be calculated as

conv

r .
R. = 5 with r = ]\gff : (6.7)

where the values of N77" and N,’;?Yt were obtained by subtracting the expected Bhabha
background from the data. It should be noted that the above method was not very
efficient, for the region of the BGO endcaps due to much higher Bhabha background,
which was caused by a rapid increase of the Bhabha cross section and a lower efficiency
of the TEC.

Assuming that the thickness of the LEP beam pipe and the SMD detector was
uniform in the barrel region, the angular dependence of the conversion rate would be
given by a function R.(f) = R/sinf. Figure 6.11c shows that both for the data and
Monte Carlo, the observed angular dependence was well described by this function.
The fitted values of the parameter R were found to be equal to Rpge = 4.3 £ 0.4%
and Ryc = 2.1 £ 0.1% for the data and Monte Carlo, respectively.

As was the case for the endcap region, the measured photon conversion rate
was about two times higher than the prediction of the detector simulation pro-
gram, Rpae/Ryc = 2.1 £ 0.2. This value was in good agreement with previ-
ous studies of the photon conversion in the barrel, where it was measured to be
Rpata/Ryc = 2.5 £ 0.4 [120] and Rpata/Ryc = 2.1 £ 0.4 [58]. Thus, in my samples
of simulated single-photon events, I increased the fraction of events with converted
photons in the barrel by a factor of 2.1.

The barrel region of the BGO calorimeter coincided with the most sensitive region

of the L3 tracker (# > 44°), where the traversing charged tracks could be measured by
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Figure 6.11: Distributions of cos 8* a) for all selected di-photon events, b) for
events with one converted photon, and d) for events with two tracks matching
to the converted photon; the event statistics are indicated on the plots. c)
Photon conversion rate as a function of the polar angle.

all anode wires (see Section 4.2.2). Consequently, for a significant fraction of converted
photons in the barrel, the two charged tracks of the produced ete™ pair could be
resolved from one another. Such photon candidates, called “golden” conversions,
were selected by requiring two matching tracks with an azimuthal opening angle
Ay s < 15° (the quality criteria for the matching tracks were given in footnote 10
on p. 150). An example of a golden photon conversion is shown in Figure 6.8.

The distribution of the polar angle of the event for di-photon events with one

golden converted photon is shown in Figure 6.11d. For 100 GeV photons, the fraction
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Figure 6.12: Distributions a) of the azimuthal angle between two matching
tracks and b) of the recoil mass for the single-photon candidates accepted by
the conversion selection in the barrel.

of golden conversions for 100 GeV photons was measured to be 38 + 4%, which was
in agreement with the Monte Carlo prediction of 40%. This result was also in good
agreement with an earlier study of golden conversions [58].

Figure 6.11d shows that the real electrons could not fake the golden photon con-
versions. Therefore, I included such events in my selected sample of single-photon
candidates in the barrel, i.e., for such events I relaxed the cut on TEC occupancy.
In total, I selected 27 single-photon events with a golden conversion in the data with
about 28.2 events expected from Monte Carlo. The distributions of the A®.qexs
variable and of the recoil mass for these single-photon candidates are shown in Fig-

ure 6.12.

Summary

I studied the effect of photon conversion using samples of events from the ete™ — viry
and ee”— v processes. The average conversion rates were determined to be about
13% and 5% in the endcap and barrel regions, respectively. The detector simulation

program was found to significantly underestimate the amount of dead material in
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front of the L3 tracker, and the corresponding discrepancy in the conversion rate was
taken into account.

By accepting single-photon events in the region of the radiative return to the Z
(endcaps) and with golden photon conversions (barrel), I reduced the total efficiency
loss caused by photon conversions to only about 2.8%. The above study represents the
most accurate measurement of the photon conversion in L3 and is in good agreement
with previous studies [58, 120, 175]. This allowed me to minimize the efficiency loss
and the systematic uncertainties associated with this effect for my measurement of

the single- and multi-photon production at LEP (see Section 7.1).

6.3.5 Cosmic Contamination

The earth’s atmosphere is being continuously bombarded by a flux of high-energy
particles, primary cosmic rays, which consists mainly of protons and heavier nu-
clei. Primary cosmic rays strike air molecules in the upper atmosphere, initiating
an avalanche of secondary particles. Among the final products of such air showers,
cosmic muons were of particular interest to LEP physics analyses.

The L3 detector was located 45 m underground and protected from the cosmic
rays by about 30 m of solid rock. However, due to their relatively long lifetime of
2.2 ps and a relatively low rate of energy loss in matter, a significant fraction of cosmic
muons with energies above 20 GeV reached the L3 detector.™

The cosmic muon events presented a source of unwanted background!® for several
L3 analyses, including my study of single- and multi-photon production at LEP.
Cosmic muons traversing the BGO calorimeter could emit a bremsstrahlung photon

and, thus, fake a single-photon event. The cosmic muons passed through the BGO

MFor vertically incident cosmic muons, the mean energy loss to ionization in the rock overburden
and in the L3 magnet corresponded to about 19 GeV [176].

15 At the same time, a precise measurement of the cosmic muon flux is of great interest, as it allows
one to predict the associated neutrino flux. At L3, such a measurement was performed with the
upgraded setup of the L3 detector, known as L3+C [177]. It consisted of the L3 muon chambers,
two arrays of scintillator counters installed outside the main L3 detector, and a dedicated trigger
and data-acquisition system. In 1999-2000, the L3+C experiment recorded a total of 1.2 x 100
cosmic muon triggers at an average trigger rate of 450 Hz. This resulted in one of the most precise
measurements of the absolute muon flux for energies between 20 GeV and 3 TeV [176].
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calorimeter at a rate of about 5 Hz [148]. Only a few percent of such events would be in
coincidence with the beam-crossing window of LEP, and only a small fraction of muons
would radiate a sufficiently hard photon in the BGO, since the bremsstrahlung cross
section goes roughly as 1/v, where v is the fractional energy loss [6]. Nevertheless,
each year thousands of cosmic ray events produced bremsstrahlung photons with an
energy above 1 GeV in the BGO. In order to eliminate such events, I used a set of
anti-cosmic cuts whose performance I describe below.

A picture of a cosmic ray event is shown in Figure 6.13. In this event, the cosmic
muon entered the BGO calorimeter at a large angle with respect to the crystal axis
and traversed about 30 crystals before radiating the bremsstrahlung photon. Since the
photons were almost always emitted in the flight direction of the muon, the transverse
profile of the resulting BGO shower would in general be oblong if the cosmic muon
traversed the BGO at a significant angle to the crystal axis. Such cosmic ray events
were then eliminated by the requirement that the shower roundness should be greater
than 0.4 (see Section 6.3.1); for instance, the photon in Figure 6.13 had a roundness
of 0.014. Thus, cosmic photons passing the cut on shower roundness were typically
emitted by muons traversing the BGO calorimeter almost parallel to the crystal axis.
The azimuthal distribution for such photons peaked at ¢ ~ 90° and ¢ ~ 270°, as

most of the cosmic ray muons were vertically incident.

Anti-Cosmic Cuts

The cosmic ray events did not originate from the beam collision, and their time
of occurrence did not generally coincide with the beam crossing. Since the BGO
calorimeter did not provide any timing information, the event time relative to the
beam crossing was taken from the scintillation counters (time-of-flight system). As
described in Section 4.2.4, the scintillation counters were located between the BGO
and hadron calorimeters and had the timing resolution of 0.8 ns in the barrel and
1.9 ns in the endcaps. More than 99% of the cosmic ray events could be eliminated
by a requirement that there should be at least one scintillator hit in time with the

beam crossing within £5 ns, Ny (45 ns) > 0.
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Figure 6.13: A typical cosmic ray event with a cosmic muon traversing the
BGO calorimeter and emitting a bremsstrahlung photon.

For events with electrons or photons in the final state, the time-of-flight hits were
produced by the shower particles emerging from the rear end of the BGO calorimeter.
Because of this, I required that at least one in-time scintillator hit should be within
a 15° cone around the direction of the photon. The longitudinal shower leakage
decreased with shower energy, and so did the efficiency of this cut on the measured
event time. To investigate the performance of this cut, I used control samples of
tagged single-electron and back-to-back Bhabha events. These event samples were
described in Sections 6.3.1 and 6.3.2, where they were used to study the performance
of the shower-shape selection and the trigger efficiency. Because the single-electron
events were tagged by a matching cluster in the forward calorimeters and the back-
to-back Bhabha events had two bumps with an energy above 0.25./s, these two event
samples could be assumed to be virtually free of cosmic contamination.

Figure 6.14 shows the efficiency of the timing requirement, N.,:(£5 ns) > 0,
measured as a function of the shower energy. The fraction of showers satisfying
this requirement increased from about 40% for Espower = 5 GeV to about 99% for

Eshower = 45 GeV. As a result, this cut would reject about 20% of the genuine single-
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Figure 6.14: Scintillator efficiency as a function of the BGO shower energy
a) for the BGO barrel and b) for the BGO endcaps.

photon events with Fgpouer < 45 GeV, which corresponded to the net efficiency loss
of about 7%. Moreover, for showers with an energy below about 40 GeV, there is
a noticeable discrepancy between the data and Monte Carlo. Since the longitudinal
shower leakage was underestimated in the detector simulation (see the next section),
the measured efficiency was significantly higher than the prediction of the detector
simulation.

However, in the region Epoper > 45 GeV, a good agreement between data and
Monte Carlo was observed. For 45 GeV Bhabha electrons, the scintillator efficiency
was found to be about 99.15 4 0.07% in the barrel and 99.49 + 0.04% in the endcaps.
These measured values were in good agreement with the Monte Carlo predictions of
99.24 £ 0.04% and 99.43 £ 0.03%, respectively. For 100 GeV showers, the scintillator
efficiency reached 99.9% both for the data and the detector simulation.

Therefore, in order to maximize the selection efficiency and minimize the associ-
ated systematic errors, I applied the timing cut of Ny.,:(£5 ns) > 0 only to single-
photon candidates with an energy above 45 GeV. For photons with lower energies,

this cut was replaced by a requirement that there should be no scintillator hits more
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than 50 ns out-of-time with respect to the beam crossing (Tse,: > 50 ns). For such
events, I also imposed an additional cut on the number of muon track segments.

The entire L3 detector was surrounded by a high-precision muon spectrometer,
which consisted of three layers of drift chambers arranged in eight octants (barrel)
and two endcaps (see Section 4.2.6). The design on the muon spectrometer was
optimized for a detection of muons originating from the beam interaction point. Due
to the presence of dead cells and inactive zones between the neighboring octants, only
90% of such muons would leave hits in at least two of the three layers of the muon
chambers [118]. For cosmic muons the detection efficiency was expected to be even
lower since they typically did not fly through the beam interaction region.

Thus, in order to reject a maximum possible fraction of the cosmic ray events, I
required that there should be no muon track segments detected in any layer of the
muon chambers, Nyiyrk = 0. Due to a significant level of noise in the individual
drift chambers of the muon spectrometer,'® this cut also eliminated about 3% of the
genuine single-photon events (with E, < 45 GeV). This is a sizable loss of selection
efficiency. However, it was much lower than if I had required the in-time scintillator
hits for all single-photon candidates.

As I discussed above, most of the cosmic ray events that passed the cut on shower
roundness were produced by cosmic muons traversing the BGO calorimeter nearly
parallel to the crystal axis. Such cosmic muons would thus traverse two sides of the
BGO calorimeter and produce a second BGO cluster in the hemisphere opposite to
the bremsstrahlung photon, as shown in Figure 6.15.

Muons with an energy between several hundred MeV and several hundred GeV
lose energy in matter primarily by ionization and atomic excitation. In this energy
range, the mean rate of energy loss depends only slightly on the muon energy [6].
Thus, the total energy deposited by such a muon in the BGO calorimeter depended
mainly on the length of the muon track in the BGO material. Muons from the LEP

collisions traversed the full length of the crystal and deposited on average between 200

16This level of noise was much higher than for a typical muon selection of L3 as I did not require
that there should be several muon track segments matching to each other.
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Figure 6.15: A typical cosmic ray event with a cosmic muon traversing the
TEC before radiating a bremsstrahlung photon. The number of TEC hits
in the 1 cm wide road between the photon candidate and the second BGO
cluster was found to be equal to 136.

and 250 MeV [108]. For a cosmic ray muon, both the muon energy and the length
of its track in the BGO could be substantially larger so that the energy deposited in
the BGO could be as high as several hundred MeV.

Figure 6.15 shows that cosmic muons traversing two sides of the BGO would
also leave a charged track in the TEC. Therefore, in order to further suppress the
cosmic ray background, I applied the following cut: if there was a second BGO cluster
with an energy Fy = 150 — 750 MeV, no more than 20 hits should be found in the
central tracking chamber in a 1 cm wide road between the photon candidate and the
second BGO cluster, Nrgc(1 cm road) < 20. Since the TEC reconstruction algorithm
was optimized to detect in-time tracks originating from the beam interaction region,

I used a dedicated pattern-recognition algorithm that was developed specifically for
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the single-photon analysis at LEP1. More information on this algorithm can be found
in Reference [173].

The above anti-cosmic cuts can be summarized as:

1. Nsent(£5 ns) > 0 if E, > 45 GeV, or there should be no scintillator hits with
Tsent > 50 ns if E, < 45 GeV.

2. Nyork = 0 if E,7 < 45 GeV.

3. Nrtrc(l cm road) < 20 if there was a second BGO cluster with an energy
Ey; =150 — 750 MeV.

Performance of the Anti-Cosmic Selection

To test the rejection power of the anti-cosmic cuts, I selected an independent sample
of out-of-time cosmic ray events. First, I required that such events should contain
at least one scintillator hit with 50 ns < T§.,; < 700 ns with respect to the beam
crossing. Second, I used the large difference between the 2 us integration time of the
BGO trigger system and the 11 us integration time of the offline readout of the BGO
(see Section 4.2.9). For in-time BGO showers, the ratio of the energy measured by
the fast trigger ADCs (FERA) to the energy obtained from the offline reconstruction
should be close to one, Ergra/Frco =~ 1. Therefore, to select only out-of-time cosmic
events, I applied another cut: 0.15 < Epgra/Fpco < 0.5. The out-of-time cosmic
ray events were also required to satisfy all cuts of the single-photon selection except
the anti-cosmic cuts. As a cross check, I applied the same selection to the control
sample of 100,000 tagged single-electron events that was used to study the efficiency
of the BGO triggers (see Section 6.3.2). No single-electron events were selected as
out-of-time cosmic candidates.

Figure 6.16 shows the energy spectrum and the azimuthal angle distribution for
photons in the selected out-of-time cosmic events. The energy spectrum is dominated
by soft photons, as expected for a photon-bremsstrahlung process. The azimuthal
distribution has clear peaks at ¢, ~ 90° and ¢, ~ 270° caused by the cut on shower

roundness, as discussed above.
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Figure 6.16: a) Energy and b) azimuthal distributions of the photons in the
out-of-time cosmic ray events. Also shown are the corresponding distribu-
tions of the single-photon candidates rejected by the anti-cosmic cuts.

Next, I applied my anti-cosmic cuts on the number of muon track segments and
on the number of hits in TEC to this sample of out-of-time cosmic events. Each of
these two cuts was found to eliminate more than 90% of the out-of-time cosmic ray
events. The rejection power of the anti-cosmic selection was then estimated as the
ratio of the events not surviving these cuts to the total number of out-of-time events.

For the single-photon event topology (P, > 0.024/s and 6, > 14°), only 14 of
the 3,745 out-of-time cosmic events survived the anti-cosmic cuts, corresponding to a
rejection power of P,.; = 99.6+0.1%. For the soft-photon event topology (0.008y/s <
P} < 0.024/s and 6., > 43°), 12 of the 2,010 out-of-time cosmic events survived the
anti-cosmic cuts, corresponding to a rejection power of P,.; = 99.4 £ 0.2%.

The cosmic ray background in the final sample of single-photon events could then

be estimated as

Ncosm = (1 - Prej) : (Ndata - NMC) ) (68)

where Ng,;n was the number of single-photon candidates selected in data before the

application of the anti-cosmic cuts on the activity in the muon chambers and TEC,
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and Ny was the corresponding Monte Carlo prediction for the Standard Model
processes. These event numbers were found to be Ngaa = 2,629 and Nyc = 1,957.2,
and the corresponding cosmic contamination was calculated to be Niogn = 2.6 &
0.7 events, which amounted to only about 0.1% of the final sample of single-photon
events. For the soft-photon event topology, these event numbers were found to be
Ngata = 927 and Nyc = 595.9, which corresponded to a cosmic contamination of
Neosm = 2.0 £ 0.6 events.

As a cross check, I compared the energy and azimuthal distributions of the out-
of-time cosmic ray events to the corresponding distributions of the single-photon and
soft-photon candidates passing all selection criteria except the anti-cosmic cuts. As
expected, the shapes of these distributions were found to be similar (see Figure 6.16).

Finally, for the multi-photon event topology (E,, > 1 GeV), Equation 6.8 can-
not be applied directly since no multi-photon candidates were rejected only by the
anti-cosmic cuts. This is explained by the fact that the cosmic ray events rarely
contained two sufficiently hard photons. Indeed, only 16 of the 5,769 out-of-time
cosmic ray events had a second photon candidate with an energy above 1 GeV. None
of these events survived the anti-cosmic cuts. For the multi-photon cosmic events,
the rejection power of the anti-cosmic selection was expected to be about the same
as for the single-photon cosmic events. Therefore, the cosmic contamination in the

multi-photon channel could be assumed to be negligible.

6.3.6 Longitudinal Shower Leakage

As described in Section 6.3.1, photon candidates with significant shower leakage into
the hadron calorimeter were rejected by requiring Eycar/Epco < 0.2, where Epgo
and Eycar, were the energies measured in the BGO and HCAL calorimeters, respec-
tively. Here, Fgcar is defined as a sum of energies of the HCAL clusters in a 10°
cone around the photon direction.

The EycaL/FEsco distribution for the 45 GeV Bhabha electrons (see Figure 6.3c)

shows that the detector simulation substantially underestimated the effect of longitu-
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dinal shower leakage. This discrepancy was related to a poor description of the BGO
support structure located in gaps between the BGO crystals. For Bhabha showers
with significant leakage, the impact point was almost always found to be near the
crystal edges, meaning that the leakage occurred mainly through the gaps between
the crystals. The gap width varied from 200 ym to 900 um in situ, but was fixed to
a constant value of 200 um in the Monte Carlo simulation [151].

This imperfection of the simulation program did not lead to a significant discrep-
ancy in the efficiency of the shower-shape selection (see Section 6.3.1). However, the
effect of longitudinal shower leakage had to be taken into account in order to avoid a
systematic bias in the reconstructed photon energy.!” To study this effect, I used the
same samples of back-to-back Bhabha events as the ones that I used to study the per-
formance of the shower-shape selection. While the average amount of shower leakage
was measured to be quite small, < Fycar,/Epgo > =~ 0.8%, significant event-by-event
fluctuations were observed and the ratio Fycar/Frco was found to vary from zero
to almost one (see Figure 6.3c).

To take into account energy losses caused by the longitudinal shower leakage,
I developed a simple procedure that used the HCAL calorimeter as an improvised
tail-catcher for electromagnetic showers. The corrected shower energy was calculated,

on an event-by-event basis, as

Eshower = Eco + - (EucaL — B - Esco) » (6.9)

where the parameter o gave the response of the hadron calorimeter to electromagnetic
clusters and the term S - Eggo represented the average shower leakage for Bhabha

18 Because of

electrons used in the absolute calibration of the BGO calorimeter.
significant differences in granularity and module design [87], the constants « and 3

were estimated separately for the barrel and the endcap regions of the HCAL. By

"The particle reconstruction algorithm of L3 calculated the energies of photons and electrons
using information from the BGO calorimeter only, i.e., it assumed Fgpower = EBGO-

18 As described in Section 5.6.2 of Chapter 5, Bhabha electrons used in the absolute calibration of
the BGO were required to satisfy Fucar/Esco < 0.08.
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using the fact that the back-to-back Bhabha electrons were kinematically constrained
to have an energy close to the beam energy, I obtained a = 1.25 and 8 = 0.6% for
the barrel region and o = 0.85 and 8 = 0.5% for the endcap region. No significant
differences were observed in the amount of relative shower leakage (Encar/FEBco)
measured for the 45 GeV and 100 GeV Bhabha electrons.

For showers with low longitudinal leakage, the performance of this procedure
suffered from contamination from random uranium and electronic noise in the HCAL.
In addition, the HCAL response to low-energy electromagnetic clusters was not well
understood. As a result, I found that my correction procedure was effective only for
showers with Epcar, > 3 GeV.

The fraction of 100 GeV electrons with Egcar, > 3 GeV was measured to be
about 6%. For such showers, the uncorrected energy measurement (Egpoper = EBco)
was found to underestimate the true energy by 7% on average. Moreover, such signif-
icant shower leakage was found to degrade the relative energy resolution from 1% to
about 5%. The correction procedure of Equation 6.9 not only corrected the absolute
energy scale but also improved the relative resolution to about 2.5%.

I next applied this correction procedure to my single- and multi-photon candidates
with Eycar, > 3 GeV and Eypoper > 40 GeV. I found 89 such photon candidates in
data corresponding to about 6.5% of the total sample of photons with E, > 40 GeV.
Figure 6.17 shows that for such events the correction for leakage resulted in a clear
improvement in the reconstruction of the Z-return peak. As I discuss in the next
chapter, this was important for my measurement of the number of light neutrino
species. I also applied the same correction procedure to my samples of simulated
single-photon events, where the fraction of events with significant leakage was found

to be only about 2.7%.

6.3.7 Detector Noise

The experimental signature of single-photon events was an electromagnetic shower

and no other significant activity on the detector. This allowed me to reject background
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Figure 6.17: Recoil mass distribution for single-photon candidates with sig-
nificant shower leakage into the HCAL, a) before and b) after the correction
for leakage was applied. The data are compared to Monte Carlo prediction for
single-photons with showers fully contained in the BGO calorimeter, where
the Monte Carlo distribution was normalized to the number of data events.

events by using veto cuts on activity in various L3 subdetectors not associated with
the identified photon candidate.

However, in the presence of detector noise, the veto cuts could also remove a
sizable fraction of the genuine single-photon events. In order to study this effect, I
used events randomly triggered at the beam crossing time. At L3, such events were
obtained using a dedicated beam-gate trigger which accepted events at random time
intervals based solely on the beam-crossing coincidence. The beam-gate events were
collected at a rate of about 0.1 Hz, providing samples of about 500,000 beam-gate
events per year of data-taking. I used these event samples to optimize the values
of my veto cuts and to estimate the loss of selection efficiency (inefficiency) due to
detector noise.

As mentioned in Section 6.3, all single-photon candidates had to satisfy the basic

veto cuts which consisted of cuts on the following variables:

e Energy measured in the HCAL calorimeter Fgcap, < 7 GeV
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e Energy measured in the EGAP calorimeter Frygap < 7 GeV

Total visible energy (BGO+HCAL+EGAP) E,;; < 10 GeV
e Number of bumps in the BGO calorimeter Ny, <1

Number of good tracks'® in the central tracker Ngrrx = 0

e Number of good tracks?® in the muon chambers Nyyon = 0.

Here, reconstructed objects matching to the identified photon candidates were ex-
cluded from the variables Encar, Evis, Noump, and Ngrri. Figures 6.18a-e show the
corresponding distributions of the detector noise obtained using the beam-gate events
from 1998-2000.

The inefficiency due to detector noise, associated with the basic veto cuts, was
estimated to be only about 0.6%. As mentioned in Section 6.3.5, in order to suppress
cosmic ray background I also required that there should be no muon track segments
if the energy of the single-photon candidate was less than 45 GeV: Nyyrx = 0 if
E, < 45 GeV. For such events, the noise in muon chambers decreased the selection
efficiency by about 3%. The distribution of the Nyiyrx variable?! for the beam-gate
events is shown in Figure 6.18f.

Finally, to suppress background from radiative Bhabha events, I required that
there should be no matching clusters in the forward calorimeters if the transverse
momentum of the photon was less than 15 GeV, P] < 15 GeV (see Section 6.3.3).
Specifically, I required that clusters in the ALR and LUMI calorimeters should satisfy
FEarr < 0.1 GeV and Ergur < 1 GeV if their acoplanarity with the photon candidate
was less than 30°. Figure 6.19 shows that the level of noise in the forward calorimeters
was relatively high?? and, despite the acoplanarity requirement, this cut resulted in

an additional loss of selection efficiency of about 0.9%.

19The quality criteria for good TEC tracks were given in footnote 10 on p. 150.

20The good tracks were required to have matching track segments in at least two of the three
layers of the muon chambers.

2Tn the case of muon track segments, it was not always possible to resolve the left-right ambigu-
ities, and the NyuTk distribution had local maxima at even values of Nyyrk (see Figure 6.18f).

22Tn the forward calorimeters, the noise level was enhanced due to spurious beam-gas and beam-
wall interactions and background from off-momentum beam-electrons [173].
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Figure 6.18: Distributions of the energies measured in a) the HCAL and
b) the EGAP calorimeters, c) the total visible energy of the event, d) the
number of BGO bumps, e) the number of good tracks in the TEC, and f) the
number of tracks in the muon chambers for the 1998-2000 beam-gate event
sample. The arrows indicate the values of the corresponding selection cuts.
The last bin in each histogram contains the overflows.
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Figure 6.19: Distributions of the energies measured in a) LUMI and b) ALR
forward calorimeters for the 1998-2000 beam-gate event sample. The arrows
indicate the values of the corresponding selection cuts. The last bin in each
histogram contains the overflows.

Since the beam-gate events were recorded at a constant trigger rate, the ineffi-
ciency due to noise in the detector was calculated as
L;n;
%noise = Z EZN: , (610)

i

with £ being the total luminosity, £; the luminosity of the ith run,?> N; the total
number of beam-gate events in the 7th run, and n; the number of beam-gate events in
the ith run rejected by any of the above veto cuts. The obtained values of inefficiency
are quoted in Table 6.4 for each of the four kinematic regions of my single-photon
selection. The small year-to-year variations were taken into account.

As a cross check, I also measured the level of detector noise using the control
samples of tagged single-electron and back-to-back Bhabha events. Such events had
well-defined experimental signatures with few reconstructed objects in the detector
and no activity expected in the outer subdetectors of L3 (HCAL and muon cham-

bers). The obtained levels of noise in the individual subdetectors were found to be in

ZRun is defined here as L3 data taken during an individual physics fill of LEP.
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) ) ) Fraction | Inefficiency due to Detector Noise [%]
Kinematic Region of Events | 1998 1999 2000
E, > 45 GeV P} > 15 GeV 64.1% | 0.51 +£0.07 | 0.69 £+ 0.06 | 0.70 + 0.07
E, > 45 GeV P} < 15 GeV 0.6% | 1.50 +0.07 | 1.563+0.06 | 1.69 + 0.07
E, <45 GeV P > 15 GeV 12% | 3.61 +0.07 | 3.76 = 0.06 | 3.47 + 0.07
E, <45 GeV P} < 15 GeV 23.2% | 4.55+0.07 | 4.54 £ 0.07 | 4.41 £ 0.07

Table 6.4: Inefficiency induced by the detector noise in 1998-2000 for the
different kinematic regions of the single-photon selection. Also quoted is the
fraction of events expected in each of the four kinematic regions.

agreement with those obtained using the beam-gate samples.

Averaging over the entire kinematic region of my single-photon selection gave an
overall loss of selection efficiency of only about 1.9%.2* The effects of the detector
noise were completely ignored during the simulation of the detector response. To take
into account such effects, I used a method described in Reference [173]. The detector
simulation program of L3 assigned a run number to each simulated event according
to the center-of-mass energy and the luminosity distribution of the LEP data. Then,
for each Monte Carlo event, I randomly selected a beam-gate event from the same
run in data and incorporated all reconstructed objects?® from this beam-gate event
into the original Monte Carlo event. The resulting loss of efficiency was found to be

approximately the same as given by Equation 6.10 and Table 6.4.

6.3.8 Selection Results

A total of 1,921 events from the 1998-2000 data passed my single-photon selection.
As described in Section 2.2.3 of Chapter 2, the Standard Model predictions for the
single- and multi-photon production processes ete™— viy(y) were obtained using

the KKMC and NUNUGPV Monte Carlo generators. For the single-photon selection, the

24Due to optimization of the veto cuts, the resulting loss of selection efficiency was 2—4 times lower
compared to other single-photon selections used in L3 at LEP1 and at the beginning of the LEP2
program [58, 120, 173].

25These included clusters in any of the calorimeters, as well as reconstructed tracks and individual
hits in the TEC, SMD, and muon chambers.
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Figure 6.20: Recoil mass distribution of the single-photon candidates com-
pared to the predictions of the KKMC and NUNUGPV Monte Carlo programs.

Monte Carlo expectations were found to be 1,917.5 events for KKMC and 1,930.7 events
for NUNUGPV. The contributions from other sources were expected to give 15.2 events
combined, including 8.3 events from the radiative Bhabha process eTe™— ete™ (),
3 events from the four-fermion processes ete™ — e*(Fvvy(y) (£ = e, pu,7), 1.3 events
from the di-photon process ete~— y7(7), and 2.6 events from cosmic contamination.

Thus, the purity of the selected single-photon sample was estimated to be higher
than 99%. For simplicity, in the following figures and tables, the Monte Carlo expec-
tation from the all sources is denoted as expectation from the ete™— v~y(7y) process.

The recoil mass (M) distribution of the single-photon candidates is shown in
Figure 6.20 together with predictions from the KKMC and NUNUGPV generators. Good
agreement between data and Monte Carlo predictions was observed over the entire
range of 0 < M. < +/s. This distribution peaked near the Z pole (M. ~ M)
as explained in Section 2.2.2. In the region of the Z-return peak, 80 < My, <
120 GeV, 1,035 events were selected in data with 1,063.7 expected from the Monte

Carlo (KKMC). The recoil mass of a photon candidate was calculated using its energy
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KKMC NUNUGPV
Vs (GeV) | Data | Expected | Efficiency|[%] | Expected | Efficiency[%]
189 608 613.9 74.6 £ 0.2 613.5 74.8 £ 0.2
192 91 96.9 73.6 0.2 98.8 74.2+0.2
196 259 264.4 73.6 0.2 265.1 73.9+0.2
200 243 244.1 73.14+0.2 249.0 73.7+0.2
202 118 103.2 73.6 0.2 104.9 73.5+0.2
205 219 2154 73.3+0.2 216.9 73.7+0.2
207 359 370.6 73.2+0.2 373.4 73.6 £0.2
208 24 24.2 73.1 £0.2 24.3 73.4+0.2
Total 1,921 1,932.7 73.7+0.1 1,945.8 74.1 4+ 0.1

Table 6.5: Summary of the single-photon selection giving (for each value
of \/s) the number of events selected in data together with the numbers
of expected events and selection efficiencies calculated using the KKMC and
NUNUGPV Monte Carlo programs, where the errors quoted are the statistical
errors of the Monte Carlo samples.

(see Equation 6.1, p. 137), and the corresponding single-photon energy spectrum can
be found in Figure D.1a (Appendix D). In addition, Figure D.2 shows the recoil mass
distributions separately for each value of center-of-mass energy (/s).

The numbers of events selected at different /s are listed in Table 6.5 together
with the numbers of expected events obtained with the KKMC and NUNUGPV programs.
Good agreement is observed both between data and Monte Carlo as well as between
the predictions of KKMC and NUNUGPV within the 1% theoretical error quoted for these
generators (see Section 2.2.3). In the following analysis, I will use Monte Carlo
predictions obtained with the KKMC Monte Carlo generator.

Table 6.5 also lists the selection efficiencies calculated using the KKMC and NUNUGPV
programs. Here, the selection efficiency is defined as the number of Monte Carlo
events selected after the full simulation and all analysis cuts?® divided by the number
of events generated within the phase space of the single-photon topology, 14° <

6, < 166° and Py > 0.024/s. The average selection efficiency was determined to

26 Thus, here and in the following, quoted efficiencies include losses caused by noise in the detector
and by inefficiency of the BGO trigger system.
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be 73.7 + 0.1% for KKMC and 74.1 + 0.1% for NUNUGPV. In addition, the selection
efficiency and the numbers of observed and expected events are provided in Table D.1
(Appendix D) in bins of M. and |cosé,|.

The kinematic distributions of the single-photon candidates are shown in Fig-
ure 6.21. The distributions of the polar and azimuthal angles are shown in Fig-
ures 6.21a and 6.21b, respectively. The slight dips observed at ¢, >~ 90° and ¢, >~ 270°
were mainly due to the RFQ holes in the BGO endcaps, and the slight dip at ¢, ~ 220°
was caused by a cluster of dead trigger cells in the BGO barrel. This structure of the
azimuthal angle distribution was well reproduced by the Monte Carlo.

The transverse momentum distribution is shown in Figures 6.21c. The visible
peak structures were caused by the phenomenon of the radiative return to the Z and
by the gap between the BGO barrel and endcaps. This can be better understood
by comparing Figures D.1b and D.1c (Appendix D) which show the transverse mo-
mentum distributions of the single-photon events in the BGO barrel and endcaps,
respectively.

The trigger efficiencies and photon conversion rates were significantly different
in the barrel and endcap regions (see Sections 6.3.2 and 6.3.4). It was therefore
interesting to compare the observed and expected event rates separately for these
two regions of my selection. In the BGO barrel, 6(180° — 6) > 43°, I selected 985
single-photon events in data with 971.6 expected from Monte Carlo. In the BGO
endcaps, 14° < 0(180° — 6) < 37°, I selected 936 single-photon events in data with
961.1 expected from Monte Carlo. The recoil mass distributions of the single-photon
candidates in the barrel and in the endcaps are shown in Figures 6.21d and 6.21e,
respectively.

As shown in Figure 6.21a, the cross section of the reaction ete™— viry(y) increased
rapidly with decreasing |cos#é,|. Consequently, the numbers of single-photon events
observed in the barrel and the endcaps were almost the same, even though the fiducial
coverage of the BGO endcaps was about four times smaller than that of the BGO
barrel. The selection efficiencies were found to be 81.9% for the barrel and 78.5% for

the endcaps. These efficiencies are higher than the overall efficiency of my selection
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Figure 6.21: Distributions of a) the polar and b) the azimuthal angles and
c) of the transverse momentum for the entire single-photon sample. Recoil
mass distributions of the single-photon candidates d) in the barrel, e) in the
endcaps, and f) near calorimeter edges or with dead channels in the shower.
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(73.7%), which suffered from losses in the gaps between the barrel and endcaps of the
BGO calorimeter.

As I have discussed in Section 6.3.1, photon candidates detected near the calorime-
ter edges or with a dead channel in the 3 x 3 crystal matrix were treated differently in
my shower-shape analysis. In total, I selected 315 such single-photon events in data
with 326.7 expected in Monte Carlo. The corresponding distribution of the recoil
mass is shown in Figure 6.21f.

In summary, the observed event rates and kinematic distributions of my single-
photon selection are found to be in good agreement with the Monte Carlo expecta-
tions. In the next chapter, I will use the selected sample of single-photon events to
measure the cross section of the reaction e ete™— vvy(7y) and to derive limits on de-

viations from the Standard Model in the framework of several new physics scenarios.

6.4 Multi-Photon Selection

As already mentioned in Section 6.2, multi-photon events with missing energy were
defined as events with at least two photons, each with an energy above 1 GeV and a
global transverse momentum P;'7 > 0.024/s. In Section 2.2.2 of Chapter 2, I showed
that the cross section of the multi-photon production process, e*e™— vyy(7), should
be about 15 times smaller than that of the single-photon production. The recoil
mass?’ distribution is expected to have the familiar feature of the Z-return peak, and
the energy spectrum of the second most energetic photon (E,,) should be dominated
by soft photons.

A multi-photon event recorded by the L3 detector is displayed in Figure 6.22. In
my multi-photon sample, this event had the highest value of E,, and therefore was
one of the most interesting candidates for the process ete™—=YY — XX~v, where X
and Y are new invisible particles. However, the recoil mass of this event was measured
to be consistent with the Z mass, M. = 92.2 GeV, indicating that this event was
from the Standard Model process ete™— viyy(7).

2TThe recoil mass of a multi-photon event is calculated using Equation 6.1, p. 137.
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=45.2 GeV

E,=63.9 GeV

Figure 6.22: A multi-photon event recorded by the L3 detector, and displayed
in the x — y plane. This event was recorded in 2000 data at /s = 205 GeV.

Event Selection

The requirement of a second energetic photon in an event effectively eliminated back-
grounds from cosmic ray events and from the radiative Bhabha and four-fermion
processes which I had to consider in my single-photon analysis. On the other hand, it
also significantly increased contamination from the di-photon process, ete™— yy(7).

Therefore, multi-photon events with missing energy were selected in a two-step
procedure. In the first step, the veto cuts of the single-photon selection were applied?®
as defined in Sections 6.3 and 6.3.7. In addition, all photon candidates were required
to pass the shower-shape cuts of Section 6.3.1 and the cut on TEC occupancy?® of

Section 6.3.4.

28For the clusters in the forward calorimeters, the acoplanarity angle was calculated with respect
to the direction of the total momentum of the multi-photon system.
29 Except for the golden converted photons in the barrel, which were also accepted.
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Figure 6.23: Distributions of the acoplanarity between the two most energetic
photons after all other multi-photon selection cuts have been applied a) for
events in which both photons were not near the calorimeter edges and did not
contain dead channels and b) for events in which at least one of the photons
did not satisfy these conditions. The arrows indicate the values of the cuts.
The event statistics are also indicated on the plots.

After this preselection, 244 data events were retained with 254.6 expected from the
Standard Model processes, including 115.3 events from the reaction ete™— viyy(7y)
and 139.2 events from the reaction ete™— (7). In order to further suppress the di-
photon background, I required that the acoplanarity®® between the two most energetic
photons should be greater than 2.5°. About 20% of the photon candidates were
detected near the calorimeter edges or had a dead channel in the 3 x 3 matrix centered
on the most energetic crystal. For such showers, the uncertainty on the measurement
of the photon direction was higher. Therefore I relaxed the acoplanarity cut to 10°,
if an event contained at least one photon with dead or missing crystals in the shower.
Figure 6.23 shows that this cut eliminated almost all di-photon contamination while
retaining acceptance for voyy(7y) events.

Finally, the remaining di-photon background was suppressed by requiring that the
missing momentum vector should not point to the RFQ holes in the BGO endcaps.

This cut eliminated 2 events in data with 1.4 expected from Monte Carlo.

30The definition of the acoplanarity angle was given in footnote 7 on p. 138.
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Figure 6.24: a) M, and b) E,, distributions of the selected multi-photon
events with missing energy.

Selection Results

The multi-photon selection applied to the 1998-2000 data yielded 101 events, in
good agreement with the KKMC prediction of 111.6 events for the Standard Model
ete”— voyy(7y) contribution. The expected contribution for the di-photon back-
ground was found to be only 0.9 events and, for simplicity, in the following figures
and tables it is added to the vy expectation. Figures 6.24a and 6.24b show, re-
spectively, the M, and E,, distributions of the selected multi-photon events with
missing energy.

The numbers of events selected at different /s are listed in Table 6.6 together with
the numbers of expected events and the selection efficiencies obtained with the KKMC
program. This table also lists the corresponding predictions for the NUNUGPV program,
which was found to agree with KKMC within the the 5% theoretical error quoted for
these Monte Carlo generators (see Section 2.2.3). Unless otherwise specified, in the
following analysis I will use the predictions of KKMC.

The average selection efficiency, within the kinematic acceptance of this selection,
was 57.1 & 0.4%. The efficiency of the multi-photon selection was significantly lower
than that of the single-photon selection (73.7%) due to increased losses in the gaps
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KKMC NUNUGPV
Vs (GeV) | Data | Expected | Efficiency[%] | Expected | Efficiency|%)]
189 26 30.3 | 985+09 34.5 | 59.0+0.7
192 11 5.6 | 58.6£0.9 9.5 | d7.7TE£0.7
196 17 15.2 | 56.24+0.9 15.8 | 56.9£0.7
200 15 14.5 | 56.9+0.9 14.3 | 56.7£0.7
202 3 5.9 55.9£0.9 6.0 57.3+£0.7
205 10 126 | 55.24£0.9 11.3 | 55.2%0.8
207 17 22.1 96.7+ 0.9 19.2 | 54.94+0.8
208 2 14| 55.7+0.9 1.3 | 55.6=+0.8
Total 101 1127 57.1+04 107.8 | 56.9+0.3

Table 6.6: Summary of the multi-photon selection giving (for each value
of /s) the number of events selected in data together with the numbers
of expected events and selection efficiencies calculated using the KKMC and
NUNUGPV Monte Carlo programs, where the errors quoted are the statistical
errors of the Monte Carlo samples.

between the barrel and endcaps of the BGO calorimeter. However, for the case when
both photons were observed in the barrel of BGO calorimeter, the selection efficiency
was determined to be 76.4%. This was important because most new physics signals
were expected to be produced predominantly in the barrel region.

In Appendix D, Table D.2 gives the efficiencies of the multi-photon selection and
the numbers of observed and expected events in bins of M., and E,, for the full
sample and for the case in which both photons were in the barrel. In addition,
Figure D.3 shows the recoil mass distributions of the multi-photon events, separately,
for each value of y/s. The discussion of the results of the multi-photon selection will
be continued in the next chapter, where I will use the multi-photon sample to search

for signs of Supersymmetry and for anomalous quartic gauge-boson couplings.
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6.5 Soft-Photon Selection

The soft-photon selection extended the transverse momentum range of the single-
photon selection down to P, = 0.008,/s and covered only the BGO barrel region,
where a single-photon trigger was implemented with a threshold around 1.5 GeV (see
Figure 6.4b). Soft-photon events with missing energy were thus defined as events
with only one photon with 43° < 6, < 137° and 0.008+/s < P}’ < 0.02/s.

The selection of soft-photon events began by applying all cuts of the single-photon
selection as described in Section 6.3. In this channel, most of the events were expected
to come from the radiative Bhabha scattering process e"e~— ete ™, in which both
electrons were lost in the beam pipe and only a photon was scattered at a large polar
angle. In order to reduce this background, I imposed the following additional cuts: no
energy deposit was allowed in the forward calorimeters, there must be no other ECAL
cluster with energy greater than 200 MeV, and the energy in the hadron calorimeter
must be less than 5 GeV.

In total, 566 soft-photon candidates were selected in the 1998-2000 data with
an expectation of 581.7, where 130 events were expected from the ete™ — viy(7y)
process, 448.4 from the ete™ — ete ~y(7) process, 1.4 events from the two-photon
efe”—ete eTe () process, and 2 events from cosmic contamination. Figure 6.25
compares the energy spectrum and polar angle distribution of the selected soft-photon
events with the Monte Carlo predictions. Good agreement between data and Monte
Carlo was observed.

Table 6.7 gives the numbers of events selected at different /s, together with the
numbers of expected events and the selection efficiencies (KKMC). In Appendix D,
Figure D.4 shows the energy spectrum of the soft-photon candidates, separately, for
each value of /s.

In the next chapter, I will use the results of the soft-photon selection in my searches

for extra dimensions and pair-produced gravitinos.
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Figure 6.25: a) Energy spectrum and b) polar angle distribution of the soft-
photon event sample.

Expectation
Vs (GeV) | Data | vy | Background | Combined | Efficiency[%)]
189 160 | 37.0 128.9 165.9 | 48.3+0.8
192 34 6.3 23.6 299 | 498+0.8
196 79| 17.7 67.3 85.0| 50.6£0.8
200 77| 16.8 63.5 80.3 | 50.1+£0.8
202 36 7.3 28.8 36.1 48.6 £ 0.8
205 74| 15.8 49.0 64.7 | 51.9+0.8
207 97| 274 85.0 112.3 51.8+ 0.8
208 9 1.8 5.6 741 522+0.8
Total 566 | 130.0 451.7 581.7 | 50.14+0.3

Table 6.7: Summary of the soft-photon selection giving (for each value of 1/s)
the number of events selected in data together with the number of expected
events and selection efficiency calculated using KKMC, where the errors quoted
are the statistical errors of the Monte Carlo samples.
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Chapter 7

Neutrino Production and Searches
for New Physics

In the previous chapter I described how I selected my samples of photonic events with
missing energy. In this chapter I describe how I used these event samples to study
the neutrino production at LEP and to search for manifestations of physics beyond
the Standard Model.

Section 7.1 covers my measurements of the eTe™— viy(7) cross section and of
the number of light neutrino species. In this section, I also discuss the systematic
uncertainties in these measurements. In Sections 7.2 and 7.3, I describe my searches
for Supersymmetry and for manifestations of large extra dimensions, respectively.
Section 7.4 is devoted to measurements of gauge-boson couplings.

In the next chapter these results will be compared with results from other high-
energy physics experiments. Finally, combinations of my results with those of the

other LEP experiments are described in Appendix E.

7.1 Measurement of the Neutrino Production

As I described in Sections 6.3.8 and 6.4, both the single-photon and multi-photon
samples were expected to consist almost purely of events from the neutrino pair-
production accompanied by the emission of one or more photons, ete™— vy(y).
Therefore, to study this Standard Model process I used the combined single- and
multi-photon event sample.

This combined sample consisted of 2,022 events selected in 1998-2000 L3 data that
was in good agreement with the Monte Carlo expectation of 2,045 events, where 2,029

events were expected to come from the ete™— viy(y) process and the rest from the
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background Standard Model processes and cosmic contamination. Thus, the purity of
the combined vy(vy) sample was estimated to be 99.2%. Unless otherwise stated, in
this chapter the Monte Carlo predictions for the eTe™— vy(7) process are obtained

using the KKMC event generator, which was described in detail in Section 2.2.3.

7.1.1 Measurement of the eTe™— viry(y) cross section

The kinematic region of the combined single- and multi-photon selection corresponds
to 14° < 0, < 166° and P} > 0.02y/s or P/7 > 0.02y/s (see Section 6.2). The
selection efficiency was then calculated as the ratio of the number of Monte Carlo
events accepted after the full detector simulation and all analysis cuts to the total
number of events generated within this phase space region. The obtained selection
efficiency is given in Table 7.1 for each of the eight subsets of the L3 data used in my

analysis.! The average selection efficiency was found to be 72.5%.

meas
vy

The cross section of the eTe™— v~y(v) process (¢7¢*%) was then determined from

the number of selected data events Nyu,, the number of expected background events
Nyg, the selection efficiency €, and the integrated luminosity £, using the following

formula:
N, data — N, bg
voy T €£ .

meas __

o (7.1)

The measured and expected cross sections are listed in Table 7.1 and are shown
as a function of /s in Figure 7.1a. This figure also shows previous L.3 measurements
performed? with data collected at lower center-of-mass energies at the beginning of
the LEP2 program [178].

To quantify possible deviations from the Standard Model expectations, I computed

L As discussed in Section 6.1, these eight subsets represent the data collected by the L3 detector
during 1998-2000 at /s = 189 — 208 GeV. The corresponding integrated luminosities and center-of-
mass energies were given in Table 6.1 (p. 132).

2These measurements were performed using a sample of 405 ete™— vvy(7) candidates selected
in 88 pb~! of data collected by L3 during 1995-1997 at /s = 130 — 183 GeV. The event selection
is described in detail in Reference [58]. However, I re-evaluated the efficiency losses due to photon
conversion using my measurements of the conversion probability (see Section 6.3.4). In addition, I
used the more precise KKMC Monte Carlo generator which was not available at the time of the original
publication [178]. It should be noted that the resulting corrections on the measured cross sections
were not significant compared to the statistical precision of these measurements.
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Vs (GeV) | e(%) o (pb) 0,05 (Pb) || vy (pb) | 0,5 (pb)
189 735 | 4.86 £0.19+0.05 | 497 [60.1+25 61.6
192 726 | 4.744+047+£005| 477 | 604+6.1 60.8
196 72.4 | 4.52+£0.27+£005| 458 |[59.0+3.6 59.8
200 719 | 4.38+£0.27+£0.05| 439 |587+37 | 588
202 72.3 | 478 £0.44+£005| 431 | 64.8+6.0 58.4
205 72.0 | 4.224+028+0.04| 420 | 581+3.9 57.8
207 72.0 | 3.984+021+004| 416 | 55.0+2.9 57.5
208 71.8 | 4194083 +004| 413 |[581+£115| 57.2

Table 7.1: Selection efficiency, measured and expected cross sections as a
function of /s for the ete™— v~y(7) process in the phase space region de-
fined in the text. The first uncertainty on o' is statistical, the second
systematic. The statistical uncertainty on the selection efficiency is 0.2%
for each value of \/s. The theoretical uncertainty on o,z is 1% [24]. The
last two columns give the measured and expected values of the extrapolated
cross section for the ete”— v () process, where the error on o7 is the

quadratic sum of the statistical and systematic uncertainties.

the ratios of the measured and predicted cross sections at each center-of-mass energy

as shown in Figure 7.1b. Averaging over the eight measurements yielded

gmeas
R= < e > = 0.987 + 0.022 (stat) & 0.010 (syst) £ 0.010 (theory) ,
vy
showing a good agreement between the data and the Standard Model predictions.
This result also showed that while the total error was dominated by the statistical
errors, the systematic and theoretical uncertainties could not be neglected. The total
systematic uncertainty on the measured cross sections was estimated to be 1.1%
for each value of /s and was assumed to be almost fully correlated between all
measurements. The sources of systematic errors will be described at the end of this
section. The theoretical uncertainty on the predicted cross section was estimated to
be 1% [24] as discussed in Section 2.2.3.

The measured ee™— vy(7) cross section can then be extrapolated to the total
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Figure 7.1: a) Cross sections of the ete”— v (y) and ete”— v7y(y) pro-
cesses as a function of y/s. The cross section of the latter process refers to
the kinematic region defined in the text. The full line represents the theo-
retical prediction (KKMC) for N, = 3 and the dashed lines are predictions for
N, = 2 and 4, as indicated. b) The ratio of the measured and the Standard
Model predicted cross sections as a function of /s, where the error bars are
the combined statistical and systematic uncertainties. The shaded region
represents the theoretical uncertainty of 1% [24].
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cross section of the neutrino pair-production process:

O_ezp
meas __ _meas , VP

Oyp - 01/177 exp (72)
1 4%

where 0,5 is the predicted cross section of the ete”— vi7(y) process, obtained using
the KKMC program. The results of this extrapolation are also listed in Table 7.1 and
shown as a function of /s in Figure 7.1a, which also shows results from previous

measurements at LEP1 [179]® and at the beginning of LEP2 [178].

Systematic Errors

The term systematic error is generally taken as signifying any error not due to sta-
tistical fluctuations in the data sample under study [180]. Therefore, the relative
statistical and systematic errors on the measured e*e™— viy(7y) cross section (see

Equation 7.1) can be parametrized as

6stat — V Ndata (7 3)

O—m‘ﬁ;w Ndata - Nbg

Bsyst se\> (oL’ SNy \’
— = it S — 4
e ¢<5> +<ﬁ) "\ Nawta — Moy ) (74)

where the three terms arise from systematic errors on the selection efficiency de, the

integrated luminosity £, and the background contamination dNy,. Below I provide
a detailed description of the main sources of these systematic errors.

Trigger efficiency: In Section 6.3.2 I determined the BGO trigger efficiency
using a sample of single-electron events from the radiative Bhabha scattering pro-
cess, ete”"—eTe y(7y). The corresponding error on the selection efficiency was then
estimated to be (0e/€)sig = 0.6%, mainly due to the limited statistics of the single-
electron sample. This estimate was further confirmed by an independent measurement

of the trigger efficiency that I performed using back-to-back Bhabha events.

3The LEP1 measurements were performed using 100 pb~! of data collected during 1991-1994 at
/s = 89.5 —93.8 GeV.
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Photon conversion: In Section 6.3.4 I measured the rate of photon conversion
in the dead material in front of the central tracker using samples of events from
the efe™— v (barrel) and e*e™— vy (endcaps) processes. The precision of this
measurement was limited by statistics of these control samples, and the resulting
error on the selection efficiency was then estimated to be (0¢/€)cony = 0.5%. This
estimate was found to be consistent with previous studies of this effect [120, 175].

Monte Carlo modelling: To estimate the systematic uncertainty due to mod-
elling of the ete™— vy(y) process, I determined the efficiency of my event selection
using two independent Monte Carlo programs, KKMC and NUNUGPV. As discussed in
Appendix A, these programs employ different algorithms to simulate higher-order
QED corrections. In particular, the KKMC generator predicts a higher probability for
the emission of additional ISR photons with finite, detectable transverse momentum.
Since I rejected events with significant energy depositions in the forward calorimeters
(see Section 6.3.3), the average selection efficiency was found to be slightly lower for
KKMC than for NUNUGPV: < & > gme= 72.54+0.09% and < & > qunugpv= 72.91 £0.07%.
I take the obtained relative difference in efficiency as the systematic uncertainty due to
Monte Carlo modelling: (de/e)ac = 0.5%. This estimate was found to be consistent
with results of a similar study performed by the OPAL collaboration [181].

Monte Carlo statistics: The statistical error on the selection efficiency can be
calculated as Ae = \/e(1 — €)/Nyen, where Ny, is the number of Monte Carlo events
generated within the kinematic region of my single- and multi-photon selection. The
corresponding systematic uncertainty was then determined to be (de/e)4G = 0.3%.
It should be noted that this uncertainty was uncorrelated between the eight data sets.

Shower-shape selection: The photon candidates were required to pass a set of
cuts based on the shower profile measured in the BGO calorimeter. The performance
of this shower-shape selection was studied in Section 6.3.1 using large samples of
single-electron and back-to-back Bhabha events and cross checked using a control
sample of di-photon events, ete”— vy(7y). By comparing the efficiencies obtained
with these independent samples and by varying the shower-shape cuts around the

nominal values, I estimated the associated systematic uncertainty to be (d¢/€)snape =
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0.3%. This estimate was also confirmed by a previous study of a similar shower-shape
selection [58].

Background level: The background contamination from other Standard Model
processes was dominated by the radiative Bhabha events. Such events were elimi-
nated using a set of veto cuts on activity in the forward calorimeters. As described in
Section 6.3.3, the veto efficiency was studied using a control sample of single-electron
events and was found to be in good agreement with predictions of the detector simu-
lation. The statistical precision of this measurement was then translated into an error
on the number of expected background events, d/V,, = 3 events. Additional contri-
butions came from the theoretical uncertainty on the ete™— etTe 7y(7y) cross section
(5% for the TEEGG generator [168]) and from uncertainties due to limited Monte Carlo
statistics. Combining the above error sources, I estimated that the uncertainty on
the level of background contributed about 0.2% to the total systematic error on the
measured cross sections.

Luminosity: The systematic error on the integrated luminosity was estimated
to be about dL/L = 0.2% [182]. It was dominated by the theoretical uncertainty
on the accepted Bhabha cross section, by the uncertainty due to the selection pro-
cedure, and by the geometrical uncertainties in the position and alignment of the
luminosity detectors (see Section 4.2.8). Therefore, the systematic error on the in-
tegrated luminosity was treated as common to all eight data sets that I used in my
measurements [182].

Calorimeter geometry: An incorrect description of the geometry of the BGO
calorimeter might lead to a systematic mismeasurement of the polar angle of the
photon, which in turn might affect the cross section measurement. The difference
of the definition of the polar angle between data and Monte Carlo was found to be
less than 0.1° [183], translating to a systematic error of 0.2% on my cross section
measurements.

Calorimeter calibration: As I described in Chapter 5, the BGO calorimeter was
accurately calibrated using the RFQ calibration system. The BGO energy resolution

was determined with a relative precision of about 15% (see Section 5.6.3). The error on
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the BGO energy scale was estimated by comparing the reconstructed masses of the 7°
and 7 mesons with their nominal values (see Figure 5.21) and by studying the effects
of the BGO aging and non-linearity (see Appendix C). The resulting uncertainty on
the photon energy scale was found to be less than 0.5%. I then varied the BGO
energy scale and resolution within their errors during the detector simulation and
assigned the observed shift in the selection efficiency to the systematic error due to
the calorimeter calibration: (6¢/¢)caip = 0.1%.

Cosmic contamination: As described in Section 6.3.5, the cosmic ray back-
ground was studied using a control sample of out-of-time cosmic events and was
expected to contribute only about 3 £ 1 events to the selected single- and multi-
photon sample. I also took into account the uncertainty on the efficiency of the L3
scintillator system which was measured to a precision of about 0.05% using control
samples of Bhabha and di-photon events. Combining these two error sources gave an
additional systematic error of about 0.1% on the cross section measurement.

Detector noise: The noise in various subdetectors was studied using events
randomly triggered at the beam crossing time (see Section 6.3.7). The resulting
efficiency loss was estimated to be about 1.9%, and the Monte Carlo predictions
were scaled accordingly. The statistical error on this correction factor (see Table 6.4)
directly translated into a systematic error on the selection efficiency, (0¢/€)noise =
0.1%.

The systematic errors on the measured cross sections are summarized in Table 7.2.
Adding all contributions in quadrature, I obtained a total systematic error of 1.1%.
As I discussed in Section 6.1, the same Monte Carlo models and calibration procedures
were used throughout my analysis. Therefore, I assumed all systematic uncertainties,
except that from Monte Carlo statistics, to be fully correlated when combining results

obtained at different center-of-mass energies.
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Source Uncertainty (%)
Trigger efficiency 0.6
Photon conversion 0.5
Monte Carlo modelling 0.5
Monte Carlo statistics 0.3
Shower-shape selection 0.3
Background level 0.2
Luminosity 0.2
Calorimeter geometry 0.2
Calorimeter calibration 0.1
Cosmic contamination 0.1
Detector noise 0.1
Total 1.1

Table 7.2: Summary of the systematic uncertainties on the measurement of
the ete™— viy(7y) cross section, itemized by the source of uncertainty.

7.1.2 Determination of the Number of Light Neutrino Species

In the Standard Model of the electroweak interactions, the reaction ete™— viry(7y)
proceeds through s-channel Z exchange for all neutrino flavors (v, = ve,v,,v,;) and
through t-channel W exchange for electron neutrinos only.* As a consequence, the
cross section of this process depends linearly on the number of light neutrino species

N, and can be written as

Ovpy = Nu “0z + 0wz +ow, (75)

where o4, owz, and oy denote the contributions from the s-channel Z production,
the W—Z interference, and the ¢-channel W exchange, respectively.

Figure 7.2 compares the recoil mass spectrum (M) of the combined single- and
multi-photon event sample to the expectations for N, = 2,3, and 4. The data clearly

preferred the Standard Model value of N, = 3. In order to quantify this agreement,

4The production mechanisms of this process as well as the expected cross sections and kinematic
distributions have been examined in detail in Section 2.2 of Chapter 2 and in Appendix A.
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Figure 7.2: Recoil mass spectrum of the combined single- and multi-photon
event sample, compared to the expected spectra for N, = 2,3 and 4.

I performed a binned fit to the two dimensional distribution of M. vs. | cos 8, | of the
selected vy(7) events. Due to the different contributions from the ¢-channel v,y
production and the s-channel vy production, this method was more powerful than
using the total cross section measurement. As shown in Figures 2.7¢,d (p. 21), the
s-channel Z exchange was expected to produce predominantly events in the region of
the Z-return peak (Mye. ~ My), whereas the W-related contributions dominated in
the region of high recoil masses (Me. > 140 GeV).

To determine the number of light neutrino species, I used the method of mazximum
likelihood. In the general case of binned data, the log-likelihood function is defined
as [184]

InL =Y kplnp,(0) — p1m(6), (7.6)

m=1

where N is the total number of bins, £, is the number of events observed in bin m,
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Figure 7.3: The negative log-likelihood functions of the fits for a) N, and
b) fw. The fw measurement is described at the end of this section (p. 202).

i (@) is the corresponding number of expected events, and 0 is the set of parameters
which are allowed to vary in the fit. In this particular case, @ = {N,} and the
expected number of events y,, depended on N, according to Equation 7.5.

The number of light neutrino species was then determined by maximizing the log-
likelihood function. As shown in Figure 7.3a, the obtained log-likelihood function was
parabolic and the standard-deviation statistical error (§NV,) was estimated by solving

numerically the following equation:
R N 1
InL(N, £0N,) =InL(N,) — 3 (7.7)
where ]\7,, denotes the fitted value of N,. The result of this maximum likelihood fit
was

N, = 2.95+ 0.08 (stat) + 0.03 (syst) & 0.03 (theory) .

The systematic error was estimated by evaluating the shifts in the fitted value of N,
associated with different sources of systematic uncertainties,® where the considered

systematic effects were the same as for the cross section measurement (see Table 7.2).

5This method will be described in more detail in Section 7.4, where it will be used to estimate
systematic errors in my measurements of gauge-boson couplings. It should be noted that this method
was adopted by the W-physics group of L3 [185].
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Figure 7.4: Distributions of a) the fitted values of IV, and b) fit errors for small
Monte Carlo samples corresponding to NV, = 3. The statistical parameters of
interest are indicated on the plots. Results of the fit bias tests: ¢) the average
fitted value of N, for small Monte Carlo samples with different V,, and d)
the corresponding NJ# — N9em distribution. The statistical uncertainties on
the averages and the results of the linear regression are also given.

The last uncertainty includes the theoretical uncertainty on the expected cross sec-
tion [24] as well as an additional uncertainty on the shape of the recoil mass spectrum,
estimated by comparing KKMC with NUNUGPV.

The performance of the fitting procedure was investigated with the standard
Monte Carlo methods [184, 185]. First, I constructed small Monte Carlo samples
by randomly combining Monte Carlo events in numbers given by the Poisson distri-
bution around the expected number of events for a given value of N,. The reliability

of the statistical error was then tested by fitting two thousand small Monte Carlo
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samples with the Standard Model value N, = 3. The RMS width of the distribution
of the fitted central values agreed well with the mean of the distribution of the fit
uncertainties (see Figures 7.4a,b).

In order to check for any bias, I used Monte Carlo samples constructed for sev-
eral different values of N,. The average fitted values (N/%) were compared to the
“true” generated values (N9¢"), as shown in Figures 7.4c,d. This comparison was

parameterized by a fit
(N/* —3)=a- (NI —3)+b, (7.8)

which gave a linearity coefficient @ = 1.01 £ 0.01 compatible with 1 and a negligible
bias b = —0.004 + 0.002. In addition, the fitting procedure was found to be stable
with respect to changes in the bin size. Since the observed systematic effects were
negligible compared to the total systematic error, no additional systematic errors were

assigned as a result of these cross checks.

Combination with Previous Measurements

This result can be combined with measurements of the ete™— viy(7y) process per-
formed at the beginning of LEP2 and at LEP1. Using single- and multi-photon
events selected in the data collected by L3 during 1995-97 at /s = 130 — 183 GeV,
I obtained® N, = 3.23 + 0.18 (stat) & 0.06 (syst).

The LEP1 measurement [173, 179] was performed with a sample of 2,091 single-
photon candidates selected in 100 pb~! of data collected from 1991 to 1994 at energies
near the Z resonance, /s = 89.5 — 93.8 GeV. Since the reaction ete™— viry(7y)
proceeded almost exclusively through s-channel Z exchange, the resulting photon
energy spectrum was quite soft, £, ~ 1-4 GeV. The number of light neutrino species
was then determined by fitting the total production cross section, measured as a
function of /s. The fit result was N, = 2.98 £ 0.07 (stat) = 0.07 (syst) [179]. As
described in Chapter 4, the L3 detector was significantly upgraded at the end of the

LEP1 program. In particular, the installation of the RF(Q accelerator allowed me to

6The analysis of the /s = 130 — 183 GeV data was described in footnote 2 on page 190.
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significantly improve the quality of the calorimeter calibration (see Chapter 5), which
was one of the dominant sources of systematic uncertainty at LEP1.

To combine the above results with my measurement of N,, I used the BLUE’
method [186] which allowed me to take into account correlations between the system-

atic uncertainties of these measurements.® The combination gave
N, =2.98 +0.05 (stat) £ 0.04 (syst)

where the theoretical uncertainties were included in the total systematic error. This
result is in agreement with the Standard Model prediction of N, = 3 and is more
precise than the present world average of measurements obtained by studying the
reaction ete”— vy (7y) [6]. It also agrees with the indirect measurement of invisible Z
width at LEP1 (N, = 2.97840.014 [183]), while being sensitive to different systematic

and theoretical uncertainties [179].

Study of the ete™— v,77y(y) Process

The selected sample of single- and multi-photon events could also be used to measure
the size of the t-channel W exchange contributions in the reaction ete™— veley(7).
These contributions were parameterized by a multiplicative scale factor fy,, defined
to be 1 for the Standard Model expectation. The number of neutrino species was
assumed to be equal to 3, as indicated by the above measurement. The cross section

of the single- and multi-photon production process could then be written as

Ovipy = 3-07+ fW : (GWZ + UW) ) (79)

"The BLUE (Best Linear Unbiased Estimate) method is widely used in high-energy physics for
combining correlated measurements such as W mass measurements at LEP [10] and Tevatron [187].

8Since the LEP1 and LEP2 measurements used different theoretical calculations and Monte Carlo
generators, their theoretical uncertainties were assumed to be uncorrelated. The experimental sys-
tematic errors in both measurements were mainly due to limited statistics of various control samples.
In addition, the LEP1 analysis considered only photons in the BGO barrel, whereas about half of
the photon candidates used in the LEP2 analyses were in the BGO endcaps. As a consequence, the
experimental systematic errors of the LEP1 and LEP2 measurements were also largely uncorrelated.
The main sources of correlated systematic errors were: the integrated luminosity measurement,
the description of the calorimeter geometry, and the simulation of the single-photon trigger near
the threshold. On the contrary, the LEP2 measurements obtained with the 130 — 183 GeV and
189 — 208 GeV data were strongly correlated because they were performed using the same Monte
Carlo programs and the same corrections for photon conversion effects.
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with oz, owz, and oy denoting the Standard Model predictions for the contribu-
tions from the s-channel Z production, the W—Z7 interference, and the t-channel W
exchange,® respectively.

To measure the scale factor fiy, I used the same kinematic distribution and fitting
procedure as for the N, measurement. However, in this case the contributions from
the s-channel 7Z exchange constituted an important source of irreducible background.
As a consequence, the fy measurement mainly probed the recoil mass region above
the Z-return peak, M. 2 140 GeV (see Figures 2.7c,d p. 21). The result of the

binned maximum likelihood fit was
fw = 0.99 £ 0.06 (stat) + 0.02 (syst) £+ 0.02 (theory) ,

in good agreement with the Standard Model value f;y =1. The obtained log-likelihood
curve is shown in Figure 7.3b (p. 199). Contrary to the LEP1 measurement of fi =
0.2 + 0.6 £ 0.4 [173], this result clearly established that the W-contributions were

observed and were consistent with the expectations from the Standard Model.

7.2 Searches for SUSY Signatures

Supersymmetry (SUSY) constitutes one of the most interesting and promising exten-
sions of the Standard Model. The main aspects of this theory have been discussed in
Chapter 3. Especially interesting are SUSY scenarios leading to production of neu-
tralinos and gravitinos in ete™ collisions at LEP, as such processes can be detected
by analyzing the selected samples of single- and multi-photon events. In this section
I present the results of my searches for such SUSY signatures. The corresponding sig-
nal topologies and search strategies have been described in Section 3.2 of Chapter 3,
to which I will frequently refer in the following discussion.

The kinematic cuts of both the single- and multi-photon selections were sufficiently

loose so that no further optimization was found to be necessary. However, I developed

9These predictions were obtained using the KKMC generator, assuming Standard Model couplings
of electrons and neutrinos. At LEP2 energies, the W-related contributions were expected to be
dominated by the W amplitude squared: owz/ow ~ 0.3.



204 Neutrino Production and Searches for New Physics

a special selection to search for events with photons not originating from the beam
vertex, the “non-pointing” photons. In all cases the dominant background came from
the Standard Model process e™e™— vy(7y), which has been studied in the beginning
of this chapter.

The selection efficiency for the signal was estimated using large samples of Monte
Carlo events simulated using the SUSYGEN Monte Carlo generator [66]. The signal
efficiency was defined as the number of selected signal events divided by the the
total number of generated events. For each signal mass point about 5,000 MC events
were produced. Unless otherwise stated, no phase space cuts were applied during the
generation of signal Monte Carlo samples. All generated events were passed through
the L3 detector simulation program as described in Section 4.2.10 of Chapter 4.

The rest of this section is organized as follows. In the next section, I describe the
statistical procedure that I used to quantify the results of my searches. Single-photon
and multi-photon signatures are investigated in Sections 7.2.2 and 7.2.3, respectively.

Section 7.2.4 is devoted to searches for events with non-pointing photons.

7.2.1 Calculating Limits on New Physics

The observed event rates and kinematic distributions were found to be in good agree-
ment with the Standard Model expectations (see Sections 6.3.8 and 6.4). In the
absence of a clear evidence for the signal, the goal of a search is to place the most
stringent possible limits on the signal cross section which can then be used to constrain
the parameters of the underlying theory. Below I describe the statistical procedure
that I used for calculating such limits on new physics.

The first step of this procedure consists of constructing the likelihood as a function
of the number of expected signal events. To determine the likelihood function, one
needs to choose a distribution discriminating the new physics signal from the Stan-
dard Model background. For searches in the single-photon channel, I used the two
dimensional distribution M. vs. | cosf.,| which fully described the kinematics of the

selected single-photon events. In the multi-photon channel, I used the distribution of
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the final discriminant variable computed from the reconstructed recoil mass and the
measured photon energies and polar angles as described in Section 7.2.3.
The likelihood function is defined as a product of Poisson probabilities of observing

n; data events in bin ¢ of the discriminating distribution:
Tlpin e—(5i+bi)(8i + bi)m‘

L(s) = ][I , (7.10)

A
i—1 n;.

where ny;, is the total number of bins, s; and b; are the numbers of expected signal
and background events, respectively, and s = }; s; is the total number of expected
signal events. Since the signal cross section usually increases with the center-of-mass
energy, the likelihood functions are computed separately for each /s. The combined

likelihood function is then obtained by multiplying together the individual likelihoods:

Ngample

L(s) = 1:[ L(sg), (7.11)

where Nggmpie = 8 is the number of energy points considered in my analysis (see Ta-
ble 6.1 p. 132) and s = ¥, si is the total expected signal. The likelihood method uses
information from both the total event rate and the shape of the discriminating distri-
bution. Thus, no further optimization of the event selection is necessary, in contrast
to the event-counting method where further cuts on the discriminating variables are
typically required to improve the sensitivity of the search.

The next step of the statistical procedure consists of constructing the estimator
(test-statistic) which can be used to evaluate the compatibility of the data with the

predicted signal. There exist several choices of test-statistic. I used the test-static

given by the normalized integral of the likelihood function [188]:1°
[ L(x)dx
X = = - 7.12
(S) ‘I‘OOO E(a:)d.’l: Y ( )

10Tn L3, this test-statistic has been used to set limits on the mass of the Standard Model Higgs
boson [189]. Another popular choice is the likelihood ratio X(s) = L£(s)/£(0), which has been
adopted for the combination of LEP results on searches for Higgs bosons [11]. Extensive studies
have shown that these two estimators provide similar sensitivity to signal [190]. As a cross check,
I repeated my analysis using the likelihood-ratio method and found no noticeable changes in the
observed or expected limits on new physics.
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which can be interpreted as the Bayesian confidence level assuming a uniform prior
distribution. A high value of X(s) indicates that the observed data agrees better
with the signal+background hypothesis, while a low value favors the background-
only hypothesis. This property of the test-statistic is then used to derive limits on
the signal cross section.

First, the value of test-statistic X5, measured in data, is compared to the test-
statistic distribution obtained from a large number of reference Monte Carlo samples
(Nmc). Each Monte Carlo sample corresponds to a possible outcome of a real ex-
periment in the presence of both the signal and the background. The fraction of
outcomes with the test statistic value less than that of the data (X1, < Xobs) gives

the confidence level for the signal+background hypothesis:

N
CLyyp(s) = XN#ZX" . (7.13)

Similarly, the confidence level for the background-only hypothesis CLy(s) is computed
using Monte Carlo experiments generated assuming the absence of a signal.

The frequentist exclusion limit is usually computed from the confidence CL;4(s).
The signal hypothesis is considered to be excluded at the 95% confidence level if an
observation is made such that CLg,,(s) is less than 0.05. However, this procedure
may lead to the following undesired possibility: a large downward fluctuation in data
would allow to exclude hypotheses for which the experiment should have no sensitivity.
This problem can be avoided by introducing the ratio CL; = CLg,,/CLy [191]. The
signal hypothesis is considered to be excluded at the 95% confidence level (C.L.) if

the corresponding confidence CL; satisfies

1— CL,(s) > 0.95. (7.14)

The 95% C.L. upper limit on the total number of signal events is then derived by
finding the minimum value of s which still satisfies the above condition.

As mentioned above, the L3 data used in my searches for new physics were
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recorded at eight different center-of-mass energies ranging from 189 GeV to 208 GeV.
Therefore, the upper limit on the signal cross section at a reference center-of-mass

energy (v/s,) can be calculated as

0P (V30) = 5 295 7.15
s (V'so) = chgk o) (7.15)

s(v/50)
where sg5 is the 95% C.L. upper limit on the total number of signal events and
0s(+/s) is the signal cross section as a function of \/s. The summation is performed
over the eight energy points /s, with £y and €, being the integrated luminosity
and the selection efficiency for signal events, respectively. The reference energy point
is chosen to be /s, = 207 GeV, which approximately corresponds to the highest
center-of-mass energy reached at LEP.

Systematic errors on the signal and background expectations can be conveniently
taken into account during the generation of Monte Carlo experiments [191]. In each
trial experiment, candidates are generated according to the signal and background
distributions which are smeared to account for systematic errors on the selection
efficiency, integrated luminosity, and predicted cross sections of the background pro-
cesses. The smearing is performed using a set of Gaussian distributions with standard
deviations equal to the individual systematic uncertainties [191]. In my analysis, the
relative systematic uncertainties were at a level of 1% (see Table 7.2), and their effects
on the obtained limits were found to be negligible.!!

The Monte Carlo method can also be used to estimate the exclusion power of a
search. This is usually done by computing the expected upper limit on the signal cross
section, defined as the median limit from an ensemble of the Monte Carlo experiments

generated assuming the absence of a signal.

1 As a cross check, I also evaluated the systematic effects using the method of Cousins and
Highland [192]. The two estimates were found to agree with each other.
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Figure 7.5: a) Recoil mass spectra and b) polar angle distributions of the fully
simulated ete~— X1G — C~}C~}fy Monte Carlo events that were accepted by the
single-photon selection for the mass hypotheses mgo = 100 and 180 GeV.
Also shown are the corresponding distributions for the data and background.
The normalization for the signal Monte Carlo is arbitrary.

7.2.2 Single-Photon Signatures
ete- = X'G = GGy
As discussed in Section 3.2.4, in no-scale supergravity models the gravitino can be-
come “superlight” (107% eV g mg S 10~ eV), leading to a sizable cross section for
the reaction ete~— GX!. Since the dominant decay mode is expected to be Xi— C~}7,
this process would lead to events with a single photon and missing energy in the final
state.

Signal efficiencies for this process were found to range between 75% at the kine-

matic limit and 69% for mgo = 5 GeV. The kinematically allowed range of the photon

recoil mass depends on the neutralino mass and is given by

0 < Miree < /s —myg. (7.16)

Figure 7.5a compares the recoil mass spectrum of the signal events accepted by the

single-photon selection with those of the data and the Standard Model background.
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Because the vy background peaked at Mo ~ M, the region of the highest sensitiv-
ity corresponded to M. < 80 GeV. No excess over the Standard Model expectation
was observed. In particular, in the region of interest, M. < 70 GeV, 2 events were
found in data with 3.8 + 0.8 events expected from background. It should be noted
that the RFQ calibration (see Chapter 5) played an important role in improving the
sensitivity of this search. For comparison, with calibrations used during 1989-1996
the number of background events in the region M. < 70 GeV would have been 3-4
times higher.

Figure 7.5b shows that the |cos#,| distribution of the signal events was almost
flat. Therefore, this distribution could also be used to discriminate the signal from
the vy background. To derive upper limits on the signal cross section, I performed
a fit to the two-dimensional distribution M. vs. |cosf,|. Figure 7.6a shows the
observed and expected 95% C.L. limits derived at /s = 207 GeV. Data collected
at lower /s were included assuming the signal cross section to scale as 3%/s with

1-— m?(?/s [193].

In the LNZ model, there are only two free parameters — the gravitino and the
neutralino masses (see Section 3.2.4). Thus, the obtained cross section limits could
be translated into an excluded region in the (mgo, mg) mass plane as shown in Fig-
ure 7.6b. Gravitino masses below 107 eV were excluded for neutralino masses below

175 GeV.

ete"— XY with X — Yy

The selected single-photon events were also used to search for evidence of new physics
processes of type ete”— XY — YY~, where X and Y were new neutral undetectable
particles'? and the X — Y~ decay was assumed to occur with a 100% branching
ratio. For many SUSY processes, including the reaction ete™— X?é%@é*}/ con-
sidered above and the reaction ete~— X5X} —>>~((1)>~((1)’y described in Section 3.2.3, the

distributions for the production and decay angles were expected to be approximately

12Guch searches are often called model-independent because no further assumptions on the nature
of these new particles are made.
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Figure 7.6: a) Observed and expected 95% confidence level upper limits on
the production cross section of the reaction ete™— GX} — GG~. The cross
section predicted by the LNZ model [193] for mg = 107° €V is also shown.
Data collected at lower /s were included assuming the signal cross section
to scale as 3°/s. b) Region excluded for the LNZ model in the (mg,mg)
mass plane. ¢) Observed and d) expected cross section upper limits from
the search for a generic process ete”— XY with X — Y«. The limits were
obtained at the 95% C.L. for /s = 207 GeV. Data collected at lower /s
were included assuming the signal cross section to scale as y/s, where [, is

defined in the text.
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isotropic. I therefore also performed this search under the assumption of isotropically
distributed production and decay angles. This resulted in a substantial increase in
experimental sensitivity because not only the total number of observed events but
also the angular and recoil mass distributions could be used to differentiate the signal
from the e*e™— vy background.

No significant deviation from the Standard Model expectations was observed, and
cross section limits were derived for all allowed values of the masses mx and my in
steps of 3 GeV. The limits were obtained at /s = 207 GeV, and data collected at

lower /s were included assuming the signal cross section to scale'® as (3y/s, where

Bo = \/1 — 2(zy + 32) + (z1 — 32)? with z; = m% /s and x5 = m3/s.

Figures 7.6c,d show that the obtained limits were in good agreement with the
expectation. For most of the kinematically allowed values of mx and my, the obtained
cross section limits were in the range of 0.02-0.05 pb.

Comparable cross section limits were also obtained for the special case of the
reaction ete~— X5X) —>)~((1)>~<(1)’y. The LEP combined search for this process will be

discussed in Appendix E.

ete~— GGy

Models with superlight gravitinos may also lead to pair-production of gravitinos ac-
companied by a photon from initial-state radiation, ete— GG~, giving rise to a
single-photon and missing energy signature. Even if the masses of all other SUSY
particles were above 4/s, this process could still provide a means to detect Supersym-
metry at LEP.

As discussed in Section 3.2.4 (p. 51), the photon energy spectrum was expected
to be soft. Therefore, for this search 1 considered only events from the combined
single- and soft-photon sample with z, < 0.5, where z, = E,/FEpeam. In total, I
selected 1,286 such events in data with 1,303.6 events expected from Standard Model

processes. The corresponding distributions of the photon energy and polar angle are

13Gince the energy spread at LEP2 was relatively small, I assumed that a possible dependence of
the matrix element on /s was negligible.
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Figure 7.7: Distributions of a) the ratio of the photon energy to the beam
energy (z,) and b) the photon polar angle for events with z, < 0.5 from the
combined single- and soft-photon sample. Signal expected from the reaction
ete~— GGr is also shown for mg =107 eV.

shown in Figure 7.7. The predictions for the signal were obtained using a sample of
40,000 fully simulated Monte Carlo events. The signal efficiency within the above
kinematic acceptance region was estimated to be 62%.

The inclusion of the soft-photon sample resulted in a significant increase in the
accepted signal cross section. The achieved improvement in the search sensitivity was
equivalent to increasing the integrated luminosity by approximately 50%.

In order to place an upper limit on the signal cross section, I performed a two-
dimensional fit to the z., vs. |cos#f,| distribution. As the signal cross section was
proportional to 1/ m‘é, this limit could be translated into a lower limit on the gravitino

mass:

mg > 1.35 x 107° eV,

at the 95% confidence level, which in turn corresponded to a lower limit on the SUSY

breaking scale vF > 238 GeV. The expected lower limit on the gravitino mass was
estimated to be 1.32 x 1075 eV.
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7.2.3 Multi-Photon Signatures
Neutralino Production in GMSB

In models with gauge-mediated SUSY breaking (GMSB), the lightest supersymmetric
particle (LSP) is always a light gravitino, 1072 eV g mg < 10? eV. If the next-to-
lightest supersymmetric particle (NLSP) is the lightest neutralino, it is expected
to decay predominantly through X1 —>év. In this scenario pair-production of the
lightest neutralinos, ete™— )~<(1))~<(1), would lead to a multi-photon plus missing energy
signature. A detailed description of this SUSY process was provided in Section 3.2.1.

In order to differentiate the signal from the e*e™— vvyy background, I used the
following five kinematic variables: the energies of the two most energetic photons,
their polar angles, and the recoil mass to the multi-photon system. Figure 7.8 com-
pares the corresponding distributions of the signal for mgo = 90 GeV1* with those of
the data and the Standard Model background for events accepted by the multi-photon
selection (see Section 6.4). All measured distributions were found to agree with the
Standard Model predictions. In particular, no candidates with E.,/Epeqm > 0.45 or
Mo < 75 GeV were found in the data. As shown in Figure 7.8, the observation of
such events would have been a clear indication of the signal.

To combine information from these kinematic variables, I used the following pro-
cedure. First, I computed probability distributions for each of the five input vari-
ables, separately for each signal mass hypothesis and the Standard Model background.
These probability distributions were then combined in a final discriminant variable.

Let us take s; and b; to be the probability distributions for variable 7 for a given
signal hypothesis and the background, respectively. For a single variable, the proba-
bility for an event to belong to signal is then given by

Si (ﬂﬁz)

si(x;) + bi(x;) (7.17)

pz(ﬂh) =

14The signal distributions were obtained from a large sample of Monte Carlo events processed
through the full detector simulation. Similar distributions for other values of the neutralino mass
can be found in Figure 3.8 (p. 45).
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Figure 7.8: Distributions of (a,b) the photon energies and (c,d) the pho-
ton polar angles and e) the recoil mass spectrum of the fully simulated
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photon selection for myo = 90 GeV. Also shown are the corresponding distri-
butions for the data and the Standard Model background. The normalization
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Figure 7.9: Distributions of the final discriminant variable used in the search
for pair-produced neutralinos X1X; — GGyv a) for mgo = 90 GeV and b) for
mgo = 50 GeV. The signals correspond to the upper limits of a) 4.7 and b)
5.2 events derived for these mass points.

where z; is the value of this variable measured for this event. Similarly, the probability
that this event belongs to the background is given by

—Sz(xz) i) (7.18)

qi(w;) =
The final discriminant variable is then computed by multiplying the individual prob-

abilities from each of the five input variables:

- pi(z;)

F(Z) = .
(@ 1 pilzs) + [Ty ()

(7.19)

For a more signal-like event, F' would be close to one, while for a very background-like
event, F'— 0.

Figure 7.9 shows the distributions of the final discriminant variable for two neu-
tralino mass hypotheses: mgo = 90 GeV and myo = 50 GeV. In both cases, the signal
was almost completely separated from the background and no excess in the signal

region F' > 0.9 was observed in the data. The same held for other mass points.
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Upper limits on the signal cross section were derived from fits to the obtained final
discriminant distributions. The signal efficiency for this process was found to decrease
from 70% for mgo ~ 100 GeV to 40% for mgo =5 GeV. The observed and expected
limits derived at /s = 207 GeV are shown in Figure 7.10a as a function of the
neutralino mass. Data collected at lower /s were included assuming the signal cross
section to scale according to the MGM model [194]. In this model, the neutralino
is pure bino and the masses of scalar electrons are related to the neutralino mass
through mg, = 1.1 x mgo and mg, = 2.5 % mgo. The signal cross section predicted by
the MGM model is also shown in Figure 7.10a. The neutralino mass limit obtained
for this model was

mge > 99.5 GeV

at the 95% confidence level. Figure 7.10b shows the excluded region in the (g, mygo)
mass plane obtained after relaxing the mass relations of the MGM. Also shown is the
region suggested by the interpretation [68] of the rare CDF event in the scalar electron
scenario (see Section 3.2.2). This interpretation was ruled out by my analysis.

The multi-photon selection used in this search was devised for photons originating
from the interaction point, and the above limits were derived under the assumption
of a neutralino mean decay length shorter than about 5 cm. In the next section I will
describe a dedicated analysis that I developed for the special case of a non-negligible

neutralino lifetime.

Neutralino Production in SUGRA Models

In gravity-mediated SUSY breaking models (SUGRA) the lightest neutralino is ex-
pected to be the LSP. This scenario may lead to a new source of multi-photon events
from the reaction eTe~— X5X3 followed by the decay X5 —))2(1]7 as described in Sec-
tion 3.2.3. The signal kinematic distributions were expected to very similar to those
from the GMSB reaction ete— X1X1 considered above. Therefore the same analysis
procedure was used.

No significant deviation from the Standard Model expectations was observed and
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Figure 7.10: a) Observed and expected 95% confidence level upper limits
on the production cross section of the reaction ete — X1X1 —>(~}évv. The
cross section predicted by the MGM model [194] is also shown. b) Region
excluded for a pure bino neutralino model in the (g, mgo) mass plane. The
region compatible with the GMSB interpretation of the CDF event [68] is
also shown. ¢) Observed and d) expected cross section upper limits from the
search for the process ete™— X9X5 —>>2(1)>~<(1]W. The limits were obtained at
the 95% C.L. for /s = 207 GeV. Data collected at lower /s were included
assuming the signal cross section to scale according to Equation 3.22 (p. 49).

For simplicity, the branching fraction for the X5 —>>~<(1)7 decay was assumed
to be 100%.
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Figure 7.11: Region excluded at the 95% confidence level in the (mg,, mys)
mass plane. The shaded region corresponds to mg, >> me, and the hatched
region is additionally excluded when mg, = mg,. The mass difference between
X3 and X} was assumed to be greater than 10 GeV. The regions kinematically
allowed for the CDF event [69] as a function of myo are also indicated.

cross section limits were derived for all kinematically allowed values of neutralino
masses in steps of 3 GeV. The limits were obtained at /s = 207 GeV, and data
collected at lower /s were included assuming the signal cross section to scale ac-
cording to Equation 3.22 (p. 49). The observed and expected limits are shown in
Figures 7.10c,d. For most of the kinematically allowed values of ms and mg, the
obtained cross section limits were in the range of 0.01-0.03 pb.

The X3 — >~<(1)fy decay has a branching fraction close to 100% if one of the two neu-
tralinos is pure photino and the other pure higgsino. This scenario is suggested by the
SUGRA interpretation of the eeyy event observed by CDF (see Section 3.2.2). With
this assumption, a lower limit on the X5 mass was calculated as a function of Mgy using
the most conservative cross section upper limit for any mass difference between X5
and X! greater than 10 GeV. Figure 7.11 shows the regions of the (mgg, M, ) plane

excluded at the 95% C.L. Two distinct scenarios were investigated: mg, = mg, and



7.2 Searches for SUSY Signatures 219

Mg, >> Me,, where mg and mg, denote the masses of the left- and right-handed
scalar electrons. The regions kinematically allowed for the SUGRA interpretation of

the CDF event [69] are also indicated.

7.2.4 Searches for Events with Non-Pointing Photons

As discussed in Section 3.2 of Chapter 3, the neutralino in GMSB models can have a
non-negligible lifetime. The neutralino decay length is proportional to the gravitino
mass squared (see Equation 3.21 p. 45) and, for mg ~ 100 eV, it can be comparable
to or even larger than the size of the L3 detector. In this scenario, one or both of
the neutralinos produced in the reaction ete™— XiX1 — éémf may decay within the
sensitive volume of the detector, but at a distance from the primary vertex. This
results in a topology with sizable missing energy carried away by the gravitinos and
with one or two visible energetic photons which, in general, do not point back to
the interaction region. The single-photon topology can be produced if one of the
neutralinos decays outside the active detector region.

In this section I describe a dedicated analysis that I developed to search for such
events with non-pointing photons and missing energy. To improve the sensitivity,
I searched for non-pointing photons not only in the BGO but also in the hadron
calorimeter of L3. This was important because for this search the compactness of the
BGO crystal calorimeter presented a disadvantage.

Figure 7.12 shows a simulated ete™— XiX1 — GG~y event with two non-pointing
photons. In this event one of the neutralinos decayed in front of the BGO calorimeter,
giving rise to an electromagnetic shower in the BGO crystals, while the other decayed
and produced a shower inside the hadron calorimeter. This example suggests a study

of the following event signatures:
e Events with one or two non-pointing photons in the BGO.
e Events with one or two non-pointing photons in the HCAL.

e Events with photon candidates in both the BGO and the HCAL.
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Monte Carlo Event Epgo= 43.6 GeV
| | |

Figure 7.12: Schematic diagram of a simulated ete™— X1X? — éé’y’y event
with non-pointing photons. The event is displayed in a plane parallel to
the beam axis. The arrows indicate the directions of flight of the produced
particles. One of the two neutralinos decayed in front of the BGO calorimeter
after traveling a distance of 0.3 m, and the other decayed in the HCAL after
traveling 1.6 m. This event was taken from a Monte Carlo sample generated
with mg = 95 GeV and /s = 207 GeV and processed through the full
detector simulation. Energy deposits in the BGO are shown as towers whose
height is proportional to the crystal energy. Hits in the HCAL are shown as
squares whose size is proportional to the deposited energy. The reconstructed
shower energies are also indicated.
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Non-pointing Photons in the BGO

Contrary to photons produced near the interaction region, non-pointing photons were
expected to enter the BGO calorimeter at a significant angle with respect to the crystal
axis (see Figure 7.12). As a consequence, electromagnetic showers produced by non-
pointing photons could be identified by studying the transverse shower profile. In
particular, a measure of shower’s transverse circularity was provided by the variable
shower roundness (see Equation 6.2 p. 140). For photons produced near the primary
vertex, the transverse shower profile was almost circular so that their roundness was
typically close to one. In contrast, showers produced by non-pointing photons were
expected to be oblong, which would result in lower values of shower roundness.

For this event signature I applied the same basic event selection criteria as those
used in the selection of single- and multi-photon events from the process ete™— viry(7y)
(see Sections 6.3 and 6.4), except that I did not apply the cuts based on the measured
lateral shower profile.!> Instead I required that at least one photon candidate have
a shower roundness less than 0.4. In addition, I required that the central crystal of
this shower not be in one of the edge rings of the BGO.'6

As shown in Figure 7.8, photons produced in the neutralino decays were expected
to be energetic. Therefore, an event was not selected if any of the photon candidates
had an energy below 20 GeV. This cut significantly reduced the background from
cosmic rays. To further reduce cosmic contamination, I required that there should be
at least one scintillator hit in time with the beam crossing within £5 ns.

No candidate events were observed in the data after applying these cuts. Fig-
ure 7.13a shows that the cut on the shower roundness eliminated almost all back-
ground from the Standard Model processes. The residual background from the re-
action ete”— voy(7y) was found to be 0.3 = 0.1 events. The cosmic contamination
was estimated using the methods described in Section 6.3.5 and found to be 0.2 4+ 0.1

events.

15That is, I relaxed the cuts on the shower roundness and S§/SS; variable (see Section 6.3.1).

16Shower leakage into the gaps between the BGO barrel and endcaps affected the measurement
of the shower roundness. This effect can be seen by comparing Figures 6.3e and 6.3f (p. 142). The
shower leakage effects were also discussed in Section C.2 of Appendix C.
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Figure 7.13: a) Distribution of the shower roundness for a sample of fully
simulated ete~— X1X1 — é(}mf events after all other selection cuts have been
applied. The signal events were generated for a mean decay length of Ly =
3 m and mgo = 90 GeV. The arrow indicates the value of the cut. Also
shown are the corresponding distributions for the data and the Standard
Model background. The normalization for the signal is arbitrary. b) Selection
efficiency as a function of the neutralino mean decay length for the standard
multi-photon and the BGO-based non-pointing photon selections.

The efficiency of this selection was estimated using large samples of Monte Carlo
events generated for X1 decay lengths up to 100 m and processed through the full
detector simulation. The signal efficiency was found to depend both on the neutralino
mass and the neutralino lifetime. For lighter neutralinos, the majority of photons
produced in the X! — (N}fy decays would be boosted in the direction of the neutralino’s
flight and, thus, eliminated by the cut on the shower roundness. Figure 7.13b shows
the obtained signal efficiency as a function of the neutralino mean decay length in
the laboratory frame (Lyo). For mge = 95 GeV and /s = 207 GeV, the efficiency
reached a maximum value of about 25% at Lg ~ 1 m and exponentially decreased
after the peak. Figure 7.13b also shows that the “standard” multi-photon selection

used in the previous section became ineffective for Li? > 1m.
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Non-pointing photons in the HCAL

In this analysis I made use of the barrel hadron calorimeter (HCAL) and the muon
filter (see Figure 4.13 p. 82). An overview of these subdetectors was given in Sec-
tion 4.2.5. The HCAL surrounded the BGO calorimeter and was made of depleted
uranium and brass absorber plates interleaved with proportional wire chambers. The
HCAL barrel was 4.7 m long and had an inner radius of about 0.9 m and an outer
radius of about 1.8 m, covering the polar angle range 25° < 6 < 155°. The signal
wires of the proportional chambers were grouped to form readout towers which pro-
vided a segmentation of 10 layers in the radial direction. The amount of absorber
material between two neighboring layers corresponded to about 10 radiation lengths
(equivalent to approximately half a BGO crystal). Thus, the electromagnetic showers
produced by photons and electrons in the HCAL were expected to be very compact.

The muon filter was designed to absorb the tail of hadronic showers and to track
muons between the HCAL and the muon chambers. It was located just outside of the
HCAL barrel and divided into eight octants, each made of six layers of brass absorber
plates interleaved with five layers of proportional chambers. As described below, I
used the muon filter to suppress the cosmic ray background. Since the HCAL endcaps
were not covered by the muon filter, they were not used in this search.

Prior to their installation in L3, the assembled HCAL modules had been tested
in beams of hadrons and electrons. These studies showed that the hadron calorime-
ter was capable of reconstructing not only hadronic but also electromagnetic show-
ers [195].

In order to study the HCAL performance in situ, I used events from the Bhabha
scattering process e"e”— ete™ in which both scattered electrons passed through the
gaps between the BGO barrel and endcaps and produced two showers in the HCAL
barrel. An example of such an event is displayed in Figure 7.14. In 1996 the gaps
between the BGO barrel and endcaps were equipped with the EGAP calorimeter.
Therefore, for this study I used 30 pb~! of data collected by L3 in 1995 at or near
the Z resonance, /s ~ 91 GeV.
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Figure 7.14: Display of a typical ete”—eTe™ event in which both elec-
trons produced showers in the hadron calorimeter. This candidate event
was recorded in 1995 at /s = 91 GeV. The L3 detector is displayed in a
plane parallel to the beam axis. Tracks reconstructed in the TEC are shown
as back-to-back lines, and hits in the HCAL are shown as squares whose size
is proportional to the deposited energy.

To select Bhabha events with electrons in the HCAL, I required two back-to-back
clusters in the hadron calorimeter and no significant energy deposits in the BGO and
forward calorimeters. In particular, I rejected events with a total energy deposited
in the BGO above 1 GeV. In total, I selected 1,110 such events in data with about
1,048 expected from Monte Carlo.

Figure 7.15a shows the measured energy spectrum of the selected Bhabha elec-
trons. The relative energy resolution of the HCAL for 45 GeV electrons was found to
be opara = 23%, in good agreement with the resolution predicted by the detector

simulation op;c = 21%. Since the HCAL calorimeter was calibrated using hadronic
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Figure 7.15: Distributions a) of the reconstructed shower energy and b) of
the fraction of the shower energy deposited in the central layer for Bhabha
events with showers in the HCAL. The event sample was selected using the
L3 data collected in 1995 at /s = 91 GeV.

jets, for such highly energetic electromagnetic showers its energy scale was below
one. The relative energy scale was measured to be Pps74 = 0.54, in good agreement
with the prediction of the detector simulation Py, = 0.53. These measurements are
consistent with the results of a similar study described in Reference [196].

The test beam studies showed that electromagnetic showers could be distinguished
from hadronic ones using a quantity 77, defined as a ratio of energy deposited in the
layer with the maximum energy deposition to the total shower energy. Since showers
produced by electrons and photons were expected to be very compact, a cut 77 > 0.35
eliminated only about 2% of such showers (see Figure 7.15b). In contrast, most of
the hadronic showers did not survive this cut [195].

The above study demonstrated that the hadron calorimeter could be used to search
for ete~— X1X1 events in which one or both of the neutralinos decayed in the HCAL.
To select candidate events, I required one or two isolated clusters in the HCAL, each
with a reconstructed shower energy above 15 GeV and 77 > 0.35. There should be no
other activity in the detector apart from what was consistent with noise. In particular,

an event was rejected if more than 1 GeV was deposited in the BGO or EGAP
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calorimeters within a 15° cone around the cluster in the HCAL. I found that this
requirement eliminated all background from Standard Model processes. By studying
a sample of events randomly triggered at the beam crossing time (see Section 6.3.7),
I also found that such highly energetic clusters could not be produced by the electronic
and uranium noise in the HCAL.

However, an important source of background came from cosmic ray events. Cosmic
muons traversing the hadron calorimeter could emit a a bremsstrahlung photon'” and,
thus, fake a non-pointing photon produced in the neutralino decay. Figure 7.16 shows
a typical cosmic ray event with a bremsstrahlung photon in the HCAL.

To suppress this source of background, I required that there should be no track
segments detected in any layer of the muon chambers Nyyrk =0 and no hits in the
muon filter Nyr=0. No candidate events were found in the data after applying
these anti-cosmic cuts. To estimate the expected cosmic ray background, I used
a sample of Ny = 179 events which satisfied all other selection criteria. Of these,
172 events were eliminated by the cut NyyTk =0 and 166 events by the cut Nyr =0,
which corresponded to rejection powers of Ryyrk =96 £ 2% and Ryr =92 £ 2%,
respectively.!® Then, the expected cosmic contamination could be calculated as
Neosm = No - (1 — Ryurk) * (1 — Ryr) = 0.6 & 0.4 events.

Events with non-pointing photons in the HCAL could be triggered only by the
HCAL energy trigger. To estimate the efficiency of this trigger, I used cosmic ray
events since such events could also be accepted by the muon trigger. In total, I
selected 257 such cosmic ray events with a single HCAL cluster above 15 GeV, of
which 242 events were also accepted by the HCAL energy trigger. Thus, the HCAL
trigger efficiency was estimated to be epge = 94 + 1%, in good agreement with the
Monte Carlo prediction of €c = 96%.

The efficiency of this selection was estimated using large samples of fully simu-

lated ete™— X1X1 events generated for X1 decay lengths up to 100 m. As shown in

17 This production mechanism was described in detail in Section 6.3.5.

18The rejection power of the cut Nyurk = 0 was cross checked using a sample of out-of-time cosmic
events as described in Section 6.3.5. The rejection power of the cut Ny p =0 was in agreement with
an estimate of 91% provided by earlier tests of the performance of the muon filter [128].
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Figure 7.16: A cosmic ray event in which the cosmic muon emitted a
bremsstrahlung photon in the HCAL. The event is displayed in the plane
perpendicular to the beam axis. The arrow indicates the flight direction of
the cosmic muon, as determined from the two clusters in the muon filter.

Figure 7.17a, the signal efficiency reached a maximum of 15% at Li‘l’ ~ 3 m and, for
larger lifetimes, was significantly higher than the efficiency of the BGO-based selec-
tion. In addition, the HCAL-based selection was not sensitive to the flight direction
of the photon candidates and, therefore, its efficiency was almost the same for all
allowed values of the neutralino mass. In contrast, the BGO-based search became

ineffective for mgo < 50 GeV.

Non-pointing photons in the BGO and HCAL

This unique event topology could be produced if one of the neutralinos decayed in
front of the BGO calorimeter and the other in the HCAL as shown in Figure 7.12.

For this search I required a shower in the BGO with an energy above 20 GeV and a
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cluster in the HCAL with an energy above 15 GeV. There should be no other activity
in the detector apart from what was consistent with noise. To reject single-photon
events with shower leakage from the BGO into the HCAL, I required that the two
photon candidates be separated by more than 20°.

No data events satisfied these selection criteria and no events were expected from
Standard Model processes. The efficiency of this selection for the process ete™ — XIX1
is shown in Figure 7.17a as a function of the neutralino decay length. It reached a
maximum value of about 20% at Lyp ~1m and rapidly decreased after the peak.
This search strategy became ineffective for Lo 2 10 m since such lifetimes would have

implied that at least one of the produced neutralinos decayed outside the detector.

Results

Since signal events could not be accepted by more than one selection, the total signal
efficiency was obtained by adding together the efficiencies of the three individual
selections. The total signal efficiency is shown in Figure 7.17b as a function of the
X1 decay length for three mass hypotheses: mgo = 95,50, and 10 GeV. The signal
efficiency increases with the neutralino mass, reaching a maximum value of about
40% at Lgo ~ 1.5 m near the kinematic limit mgo = /5/2.

No candidate events had been found for any of the final state topologies, and
upper limits on the signal cross section were derived using the statistical procedure
described in Section 7.2.1. For Lg < 2m, the limits were derived by combining
the results of the searches for the non-pointing photon and standard multi-photon'®
signatures. The obtained limits on the eTe”— X1X] cross section at /5 = 207 GeV
are shown in Figure 7.10c as a function of the X1 decay length. Data collected at
lower /s were included assuming the signal cross section to scale according to the
MGM model [194], which was discussed in the previous section.

The systematic error on efficiency of the non-pointing selection was dominated by
the systematic errors associated with the modelling of the shower development and

the uncertainty on the HCAL trigger efficiency. It was estimated to be at most 5%

19The search for multi-photon ete™— XX — ééyy events was described in the previous section.
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Figure 7.17: a) Efficiencies for the HCAL-based, BGO-based, and

HCAL+BGO selections of ete™— XiX1 — GGy~ events with non-pointing
photons for mge = 95 GeV and /s = 207 GeV. b) Signal efficiencies and
c) upper hmlts at the 95% C.L. on the production cross section for three
different neutralino mass hypotheses mg = 95,50, and 10 GeV. Data col-
lected at lower /s were included assuming the signal cross section to scale
according to the MGM model [194]. All curves are shown as a function of the
neutralino mean decay length in the laboratory frame. d) Region excluded
in the (79, myo) plane at the 95% C.L. under the assumptions of the MGM.
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Nimess 1 2 3 4

A (TeV) 61.5 36.3 25.5 20.3

Mipess (TeV) 75 130 105 | 5.6-10°
mg (eV) 1.1 1.2 620 | 2.7-10%
mgo (GeV) 78.6 83.8 88.0 104.2

ms (GeV) 82.1 87.1 90.8 106.3

My, My (GeV) | 107.6 102.2 92.1 107.1

Table 7.3: Lower limits at the 95% C.L. on the universal mass scale of the
SUSY particles A, the messenger mass scale M,,.ss, and the gravitino, neu-
tralino, and slepton masses as functions of the number of messenger pairs
Nyess- The limits were derived from a scan over the parameter space of the
minimal GMSB model, assuming the X1 NLSP scenario with Lg <100m.

and had a negligible effect on the derived limits.

In the framework of the MGM model, the cross section limits can be translated into
an excluded region in the (c7’>~<<1), m)~<<1)) plane. Here, 750 denotes the proper lifetime of
the neutralino, which is related to mean decay length in the laboratory frame through
Ly = 7yBery . As shown in Figure 7.17d, neutralino masses below 88.6 GeV were
excluded for c7go values smaller than 100 m.

The results of this search can also be interpreted in the framework of the minimal
gauge-mediated SUSY breaking (GMSB) model. The assumptions and parameters of
this model were described in Section 3.1.3 (p. 38).

To set limits on the model parameters and masses of SUSY particles, a scan over
the GMSB parameter space was performed [197]. In total, 5.6 - 10° points in the
parameter space were tested. At each point the complete mass spectrum, production
cross sections, and branching ratios were calculated using the ISAJET program [198].
A point in the parameter space was excluded if it was kinematically accessible and
the expected eTe™— X1X? cross section was higher than my cross section limit for the
corresponding X! mass. In addition, the Higgs boson masses and couplings were also
computed and the lower limit on the Higgs mass, my > 84.5 GeV [199], was used to

extend the exclusion domain. The results of this scan are summarized in Table 7.3.
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7.3 Searches for Extra Dimensions

Models with large extra dimensions predict a gravity scale (Mp) as low as the elec-
troweak scale. In such models, gravitons may be produced via the ete™— G process
as described in Section 3.3.1 of Chapter 3. Since the graviton would escape unde-
tected, this reaction could provide a new source of single-photon events at LEP.

To calculate the predicted signal rates and distributions, I used the results of
the single- and soft-photon selections (Sections 6.3.8 and 6.5). The efficiency for the
ete”— vy process was derived in an z, vs. | cos,| grid similar to that of Table D.3
(p- 296). This grid, together with the analytical differential cross section (see Equa-
tion 3.29 p. 57), allowed me to calculate the signal efficiencies and expectations as
a function of Mp and the number of extra dimensions (n). Effects of initial-state
radiation were taken into account using the radiator function given in Reference [20].

To check the validity of this method, I applied the same procedure to the gravitino
pair-production process, ete — ééy The kinematic distributions of photons from
this process were similar to those of the extra dimensions signals. However, in this case
the signal expectations could also be obtained from a large sample of fully simulated
Monte Carlo events (see Section 7.2.2). The signal efficiencies calculated using the
grid method and the Monte Carlo sample were found to be consistent within their
statistical errors.

Since the energy spectrum of the photons produced in the ete”™— vG process was
expected to be soft, only events from the single- and soft-photon samples with z, < 0.5
were considered. In total, I selected 1,286 such events in data with 1,303.6 events
expected from Standard Model processes. Expected effects of extra dimensions on the
energy and polar angle distributions are shown in Figure 7.18. The signal efficiency
was found to slightly decrease with n: from 63% for n=2 to 59% for n=38.

No excess was observed beyond the Standard Model expectation, and limits on the
graviton-photon emission were derived from a likelihood fit to the z,, vs. | cos6,| two-
dimensional distribution. Since the signal cross section scaled with (1/Mp)"*?, this

variable was taken as the fit parameter. The results of the fit are given in Table 7.4,
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Figure 7.18: Distributions of a) the ratio of the photon energy to the beam
energy (z,) and b) the photon polar angle for events with z, < 0.5 from the
combined single- and soft-photon sample. Signals for extra dimensions for
Mp =1TeV and 0.75 TeV and n = 2 and 4 are also shown.

where the error on the parameter (1/Mp)"*2 corresponds to a change in the negative
log-likelihood with respect to its minimum of 0.5. Table 7.4 also lists the observed and
expected limits on the new scale of gravity and on the size of extra dimensions. These
limits were derived following the statistical procedure described in Section 7.2.1.

The combination of my results with those of other LEP experiments will be de-
scribed in Appendix E. The LEP combined search excluded, at the 95% C.L., the
gravity scales below 1.6 TeV and 0.66 TeV for n = 2 and n = 6, respectively.

Searches for Branons

In models with extra dimensions the presence of a three-dimensional brane as an addi-
tional physical body leads to the appearance of additional degrees of freedom. These
may manifest themselves as new scalar particles, 7, called branons. As described in
Section 3.3.2, branons could be pair-produced at LEP in the reaction ete™— 77.
Because branons do not interact in the detector, this process would to lead to a single

photon and missing energy in the final state. The signal cross section depends only
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n (1/Mp)™*2 Mpos (TeV) | Mezp (TeV) | Ros (cm) || CL,
2 || —0.03+£0.10 TeV —* 1.50 1.49 2.1 x 1072 || 43%
3| —0.104+0.28 TeV ~° 1.14 1.12 2.9x 1077 || 40%
4| —-05+1.0 Tev 6 0.91 0.89 1.1x 107 || 37%
5| —22+£39 TeV 7 0.76 0.75 4.2 x 1071 | 38%
6| —11.2+17.7 TeV 8 0.65 0.64 4.7 %1072 | 37%
7T —67+87 Tev ~° 0.57 0.56 1.0 x 10712 || 34%
8 | —4004460 Tev —10 0.51 0.51 3.2 x 10713 || 35%

Table 7.4: Fitted values of (1/Mp)™* together with the observed (Mpgs) and
expected (Megp) lower limits on the gravity scale as a function of the number
of extra dimensions (n). Upper limits on the size of the extra dimensions
(Rgs) are also given. All limits are at the 95% confidence level. Assuming
there is no signal, CL, gives the probability to obtain a limit on Mp better
than the one observed.

on two parameters: the brane tension f and the branon mass M.

The signal properties were expected to be very similar to those of the graviton-
photon emission considered above so that the same analysis procedure could be used.
Figure 7.19a shows how the branon production was expected to affect the photon
energy spectrum. Since no deviations from the Standard Model predictions were
observed, limits on the branon production were derived from a fit to the z, vs. | cos 6, |
two-dimensional distribution. The region excluded in the (f, M) plane is shown in
Figure 7.19b. In the massless branon scenario, the brane tension must be greater
than 180 GeV, whereas for very elastic branes (f — 0) branon masses below 103 GeV

were excluded at the 95% confidence level [200].

7.4 Measurements of Gauge-Boson Couplings

In the previous sections I described how I searched for manifestations of new physics
by searching for evidence of new processes leading to photonic events with missing
energy. The existence of anomalous couplings between the photon and heavy gauge

bosons is expected to affect the ete™— vy(y) process. Therefore, such deviations
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Figure 7.19: a) Distribution of the ratio of the photon energy to the beam
energy (z,) for the combined single- and soft-photon event sample. Expected
signal from the branon-photon production is also shown for M, = 0 and
f =160 GeV. b) Region in the (f, M) plane excluded by this search.

from the Standard Model can be probed directly by measuring the total and dif-
ferential cross sections of this process. Below I describe how I used my single- and
multi-photon samples to extract the triple and quartic gauge-boson couplings, respec-
tively. The corresponding event selections were described in Sections 6.3.8 and 6.4,
where I also showed that the purities of the selected vvy and vvyy event samples

were estimated to be higher than 99%.

7.4.1 Searches for Anomalous Quartic Gauge Couplings

In the Standard Model self-interactions of the vector boson fields arise due to the
—iW,, - W* term in the electroweak Lagrangian (see Equation 2.10 p. 11). In ad-
dition to the triple gauge couplings, this term leads to quartic gauge couplings (QGCs)
of the form: WWWW, WWZZ, WW~~, and WWZ~. The strength of the coupling at
these vertices is specified by the SU(2) x U(1) gauge invariant form of the electroweak
sector. Studying processes to which these QGCs can contribute may therefore yield
further confirmation of the non-Abelian structure of the Standard Model or signal

the presence of new physics at as yet unprobed energy scales. Unfortunately, the
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Figure 7.20: Feynman diagrams contributing to the e*e™— vy process and
containing the a) WtW =+~ and b) ZZ~y~y vertices.

contributions of the Standard Model QGCs are too small to be directly observed at
LEP2 energies. For instance, the contribution of the W W~~~ vertex (Figure 7.20a)
to the cross section of the e*e™— vy process is only about 1-2 fb [201].

The triple and quartic gauge-boson couplings probe different aspects of the weak
interactions. The triple gauge couplings directly test the non-Abelian gauge structure.
Their possible deviations from the Standard Model predictions have been extensively
studied and tightly constrained by measurements of the e"e™— W*W~ production
at LEP2 [202].

In contrast, the quartic couplings can be regarded as a more direct window on
electroweak symmetry breaking or, more generally, on new physics which couples
to electroweak bosons. In this respect it is quite possible that the quartic couplings
deviate from their Standard Model values while the triple gauge couplings do not [203].
For example, if the mechanism of electroweak symmetry breaking does not reveal
itself through the discovery of new particles such as the Higgs boson, supersymmetric
particles, or technipions, it is possible that anomalous quartic couplings can provide

the first evidence of new physics in this sector of the electroweak theory [204].
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Parametrization of Quartic Gauge Couplings

The formalism for the extra genuine quartic terms has been developed in Refer-
ence [205]. Here, genuine quartic terms refer to those that give no contribution to the
triple-gauge-boson vertices. In this parametrization, the two lowest dimension terms

that give rise to genuine quartic couplings involving at least one photon are

0o _ 6 Qo V{Va I_')V

Lo = ~gpnetmwl”

. e? a, LB

Ly = 16A2F“°‘F W Wg, (7.20)

where F* = 0,A, — 0,A, is the photon field strength tensor. These are obtained
by assuming C' and P conservation and imposing the U(1) gauge invariance and the
global custodial SU(2) symmetry that keeps the p = My /My cos? 6y, parameter close
to the measured value of 1.

The custodial SU(2) field vector is given by

\/2(W++W )
Wo = W(WJ—WJ) ’
Zy/ cos by

which yields in terms of the physical fields W,F, W, and Z,:

2 W 2

Ee" Q € a
£ = ——2fp rrwrtew: - —— P P77,
6 8 A2 H ®  16cos2 By A2 H
e’ ag’ ub (y+ ¢’ 8
L8 = —— ¢ p FH(WreWws + WoW — CF JFHZO7,
6 16 A2~ * ( Bt §) - 16 cos? Oy A2 g

Therefore, both the £2 and £ Lagrangian terms give rise to the WTW~v~ and
77~ interactions, which can be described by two sets of anomalous QGCs: {ay ,aY}
and {a?,a?}. The WrW~v~y and ZZ~yvy couplings can be assumed to be indepen-
dent, as suggested by a more general treatment of quartic terms performed in Ref-
erence [206]. In all cases the strengths of the quartic couplings are proportional to

1/A%, where A is interpreted as the energy scale of the new physics.
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Sensitivity of the ete™— viyy Process to Anomalous QGCs

The W W~~~ and ZZ~+~ interactions are expected to affect the e"e™— vy process
in a different manner [201, 207]. The existence of W W~~~ anomalous QGCs leads
to the WW —fusion e*e™— v,y process as shown in Figure 7.20a. The majority of
signal events are expected to be produced in the recoil mass region below the Z-return
peak, M, < 80 GeV, where the Standard Model background is very low.2

On the other hand, the existence of the ZZ~~y vertex affects the ete™— vy pro-
cess via the s-channel Z exchange diagram (see Figure 7.20b). This contribution is
expected to increase the production cross section in the region of the Z-return peak,
80 < Myec < 120 GeV, since the Z bosons are produced mostly on-shell. Thus, the
WHtW v and ZZ~v interactions are expected to manifest themselves in different
regions of the recoil mass spectrum. However, in both cases the anomalous contribu-
tions would lead to an excess of multi-photon events with two energetic photons.?!

Figure 7.21a shows that the production cross section depends quadratically on the
anomalous QGCs. Figures 7.21a,b also show that the size of anomalous contributions
increases rapidly with the center-of-mass energy.

In order to search for manifestations of anomalous QGCs, I used the sample of
multi-photon events selected at /s = 189 — 208 GeV as described in Section 6.4. The
Standard Model contributions were further suppressed by requiring that the recoil
mass to the multi-photon system should be below 140 GeV, M., < 140 GeV, and the
energy of the second most energetic photon should be above 5 GeV, E,, > 5 GeV.

After these cuts, 38 events were selected in the data while 45.4 events were ex-
pected from the Standard Model e™e™— vy process. In this analysis the Standard
Model predictions and anomalous contributions were simulated using the latest ver-
sion of the NUNUGPV Monte Carlo program [207]. The independent KKMC program was

used as a cross check on the Standard Model expectations.

20Tn the Standard Model the reaction ete~— viryy proceeds mainly via initial state radiation from
the incoming electrons and positrons. As discussed in Section 2.2.2; the recoil mass distribution has
a peak near M,ec ~ Mz, while the energy spectrum for the second most energetic photon is expected
to be soft.

21The form of the quartic terms £ and £§ dictates that anomalous contributions to the viryy
matrix element scale linearly with the energy of the photons [201].
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Figure 7.21: a) The ratio of the accepted eTe™— vy cross section to the
Standard Model prediction as a function of the coupling a5 /A?. The cross
sections were calculated with the NUNUGPV program after applying the kine-
matic cuts E,, > 5 GeV and 80 < M < 120 GeV. b) The accepted cross
section as a function of the /s for a)¥ /A? = 0.06 GeV 2, as predicted by the
NUNUGPV and Eenunuggano programs. In this case the kinematic cuts were
E,, > 5 GeV and M < 80 GeV.

Figure 7.22 shows the obtained recoil mass and E,, spectra for the selected multi-
photon sample. The expected effects of anomalous QGCs on these distributions are
also shown. In both cases the data were well described by the Standard Model

expectations.

Fit Method and Systematic Errors

Constraints on anomalous QGCs were derived using the binned maximum likelihood
method described by Equation 7.6 (p. 198). The fits were performed using two-
dimensional M, vs. E,, distribution. For a given set of quartic couplings Ug; varied
in the fit, the expectation was calculated by reweighting each Monte Carlo event with

the ratio

M (pn, Ug)[?
B, W Wen) = M (py, t)\2’
ny * gen

(7.21)
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Figure 7.22: a) M, and b) E,, spectra of the accepted multi-photon
events. Also shown are the effects of possible anomalous QGCs for af¥ /A% =
0.03 GeV~? and ay’ /A? = 0.05 GeV~2 In each case the other three anoma-
lous QGCs were set to zero.

where M is the matrix element computed with the NUNUGPV program [207] using the
generated four-momenta p,, and W,e, denotes the QGC values with which this event
was originally generated. The fitted values of couplings were then determined by
maximizing the log-likelihood function.

One-parameter fits were performed by allowing one coupling to vary while fixing
the others to the Standard Model values of zero. For such fits the 68% and 95%
confidence intervals were obtained by finding the values of the fitted coupling that
corresponded to a change in the negative log-likelihood with respect to its minimum
of 0.5 and 1.92, respectively?? (see also Equation 7.7 p. 199).

To estimate the systematic uncertainties on the measured couplings, I used the
following method [185]. Let us assume that z is a parameter (e.g., selection efficiency)
known with some limited accuracy: z = 2y £+ 0,. To estimate the impact of this

systematic uncertainty o, on the measurement of a coupling «, the fit is repeated by

22For a non-Gaussian likelihood function these intervals do not correspond exactly to the claimed
coverage probability [184]. However, this method was adopted by the L3 and LEP electroweak
groups since it was relatively simple to use for the combination of several channels or experiments.
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setting z in the Monte Carlo simulation to zy, 29 + 0, and 2y — 0., giving

a(zg)) = agtog,
alzg+0,) = o+ Aay oy,

alzo—0,) = a+Aa_to_,

where, for simplicity, the fit error is assumed to be symmetric and taken to be half the
68% C.L. interval. Then, the systematic error assigned to this source of uncertainty
can be estimated as

2 2 2 o 2
(ba)? = <|Ao¢+|;-|Aa_|) +max<0++0£ 200,0). (7.22)

Thus, this method takes into account both the change in the sensitivity of the fit and
the shift in the position of the maximum of the likelihood.

The main sources of systematic uncertainty are described below.

Contributions from anomalous QGOCs: This error was estimated by calcu-
lating differences between the predictions of the NUNUGPV program and other theo-
retical calculations. For the WtW~vv couplings, the NUNUGPV was compared with
the Eenunuggano program [201] as shown in Figure 7.21b. For the ZZ~~ couplings,
the predictions of Bélanger et al. [206] were used as a cross check. In both cases, the
theoretical uncertainty on the signal cross section was estimated to be +4%.

Standard Model v+~ cross section: The theoretical uncertainty on the
accepted cross section of the Standard Model reaction ee™— viyy was assigned to
be £5% [24]. This estimate agreed well with the observed difference between the
expectations of the NUNUGPV and KKMC Monte Carlo generators: 45.4 and 47.8 events,
respectively.

Experimental uncertainties: The dominant experimental uncertainties came
from the modelling of photon conversion effects and the systematic error on the trigger
efficiency. The other considered systematic effects were the same as those studied in

the context of the ee™— viy(7y) cross section measurement (see Table 7.2). The
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total systematic error on the selection efficiency was estimated to be about 1.5%
For each center-of-mass energy, a sample of 10,000 vy~ events was generated and
processed through the full L3 simulation. As a result, the related MC statistical error
was negligible. In addition, the fitting and reweighting procedures were tested by
fitting large Monte Carlo samples generated for different values of anomalous QGCs.

No significant biases were observed.

Limits on Anomalous QGCs

Figures 7.23a-d show the log-likelihood curves derived from one-parameter fits to the
four anomalous QGCs. The following 68% confidence level results were obtained from

these fits:

a?/A? = 0.00179:959 + 0.002 aZ/A* = 0.01075-97 + 0.006,

al /A% =0.001+0.014 +0.004 V¥ /A% = 0.000 = 0.038 & 0.009,

where the first error was statistical and the second systematic. In each measurement
the systematic error was much smaller than the statistical uncertainty. The fitted
couplings were found to be in good agreement with the Standard Model expectations
of zero, and the corresponding 95% C.L. limits are listed in Table 7.5.

I also performed two-parameter fits to the two pairs of couplings describing the
ZZ~y and WtW~~~ vertices. In these fits, the two chosen couplings were allowed
to vary simultaneously while the other pair was fixed to the Standard Model value
of zero. Figure 7.24 shows the derived 95% C.L. contours which correspond to a
change of 3.0 in the negative log-likelihood with respect to its minimum. The fitted
parameters were found to be strongly correlated, with correlation coefficients of —56%
and —70% for the {aZ,a%} and {ay,al¥} pairs of couplings, respectively. The limits

obtained from the two-parameter fits are

—0.018 GeV ™2 < a%/A? < 0.030 GeV™? —0.062 GeV~2 < a?/A? < 0.051 GeV ™2,
—0.049 GeV™2 < alV /A? < 0.048 GeV™2 —0.135 GeV 2 < alV /A? < 0.137 GeV 2.
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Figure 7.23: The negative log-likelihood functions of the fits for anomalous
QGC. All likelihood curves include the effects of systematic uncertainties and
correspond to the case where only the coupling in question is allowed to vary
from zero. Contributions from different channels are indicated.
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Figure 7.24: The 95% C.L. contours from the two-parameter fits for anoma-
lous QGCs in a) {a%,a’} and b) {ay’,a?¥} planes. In plot a) the results from
the vy and qqyy channels and the combined contour are shown separately.

Combination with Other L3 results

Limits on anomalous quartic couplings have also been obtained by L3 from stud-
ies of two other production processes. The ete”— WTW v process is sensitive to
anomalous contributions from the s-channel photon exchange diagram containing the
WHW~v~ vertex [208], whereas the ete™— qqy7y process can be used to search for
anomalous ZZvyy couplings [209]. In this case the anomalous QGC diagram is the
same as the one shown in Figure 7.20b, except that the Z boson decays into quarks.
These two analyses also found no deviations from the Standard Model. The obtained
limits on anomalous QGCs are listed in Table 7.5.

The vvyy, qqyy, and WTW™ v channels were combined by adding together the
corresponding log-likelihoods as shown in Figure 7.23. No significant sources of cor-
related systematic uncertainties between the three channels were found.

The individual and combined one-parameter likelihood curves for the couplings
{a5,a%} are shown in Figures 7.23a,b. The viyy and qqyy analyses were found to

C

have almost the same sensitivity to these anomalous QGCs. This combination gave
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Process Coupling 95% C.L. Limit

a? —0.012GeV 2 < aZ/A? < 0.022GeV 2

a? —0.035GeV™? < a%/A? < 0.041 GeV ™2

ereT Yy aV | —0.027GeV2 < alV /A2 < 0.028 GeV 2
al —0.077 GeV™? < alV /A% < 0.076 GeV >

a? —0.014GeV 2 < a/A? < 0.027 GeV 2

ereT—aqyy a? | —0.037GeV™2 < aZ/A? < 0.053 GeV 2
ay’ —0.017GeV 2 < a)' /A% < 0.017GeV 2

e WIWIY w0052 Gev? < /A < 0.026 Gev=2

Table 7.5: Summary of the 95% C.L. limits on the anomalous quartic cou-
plings obtained by L3 from studies of three different production processes at
LEP2. All limits were derived using one-parameter fits, and the systematic
uncertainties were taken into account.

the following 95% C.L. limits on the ZZ~~y couplings:

—0.010 GeV 2 < aZ/A? < 0.020 GeV 2,
—0.029 GeV~2 < aZ/A? < 0.041 GeV~2.

The two-parameter fits to the ZZ~~ couplings were also combined. The obtained 95%
C.L. contour is shown in Figure 7.24a.

In the case of the W W~~~ couplings, the inclusion of the ete™— WTW~~ chan-
nel considerably improved the sensitivity of the search [208]. The combined one-
parameter likelihood curves are shown in Figures 7.23c,d. The corresponding 95%

C.L. limits on anomalous contributions to the Wt W~~~ vertex are

—0.015 GeV ™2 < aV /A% < 0.015 GeV 2,
—0.046 GeV ™2 < alV /A% < 0.025 GeV ™.

As suggested in Reference [210], the couplings describing the ZZ~vyy and WHW ™~~~y
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vertices may be identical, a? = @)Y = a). For completeness, this scenario was also
investigated. Figures 7.23e,f show the one-parameter likelihood curves obtained by
combining the results from the vyy, qgvyy, and WTW~~ channels. The combined

likelihoods yielded the following 95% C.L. limits:

—0.008 GeV ™2 < ay /A% < 0.011 GeV 2,
—0.029 GeV~% < aY /A% < 0.026 GeV 2.

7.4.2 Measurement of Triple Gauge Boson Couplings

The selected sample of single- and multi-photon events may also be used to measure
the triple gauge couplings (TGCs) of the W boson. As shown in Figure 7.25, the
WHW~+ vertex contributes to the e"e™— v,7y(7y) process through photon produc-
tion in W-boson fusion. Assuming electromagnetic gauge invariance, this vertex can

be described by two CP-conserving couplings, k., and A, [211].

€ Ve

W+

et Ve

Figure 7.25: Feynman diagram of the WW—fusion e*e™— 1,7,y process.

Deviations from the Standard Model values of x, = 1 and A\, = 0 could be detected
by studying the photon energy spectrum. In particular, such anomalous couplings
were expected to lead to an excess of events with photon energies above those cor-
responding to the radiative return to the Z. Figure 7.26a shows that the measured
energy spectrum was in good agreement with the Standard Model expectation. In
particular, in the region of highest sensitivity, E./Ebpesm > 0.86, 4 events were found

in data with 5.8 + 1.0 events expected from background.
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Figure 7.26: a) The energy spectrum of the combined single- and multi-
photon sample. The expected effects of anomalous TGCs are also shown for
ky = —3 and K, = 5. In each case the A, coupling was set to zero. b) The
negative log-likelihood functions for one-parameter fits to x, and A,.

To extract the triple gauge couplings, I used the same methods as in the QGC
analysis described in the previous section. The KKMC program was used to simulate the
Standard Model process ete™— viy(7y), while the effects of TGC’s were estimated
using a reweighting procedure from Reference [212]. Figure 7.26b shows the log-
likelihood curves obtained from the binned maximum likelihood fits to the photon

energy and polar angle. The triple gauge couplings were measured to be

ky = 0.7%0.5(stat) £ 0.3 (syst),

Ay = 0.3+£0.7(stat) & 0.4 (syst),

in good agreement with the Standard Model prediction of k, =1 and A, = 0.2 The
systematic uncertainties were dominated by uncertainties on the selection efficiency

(see Section 7.1.1), on the vy cross section [24], and on the TGC modelling [213].

23 A much more precise result was obtained by L3 from a study of W-pair production at LEP2:
ky =1.01£0.07 and A, = —0.02+0.03 [202]. However, the W-pair production was also sensitive to
the WWZ couplings which could not be disentangled from the WW+ couplings. Moreover, in this
study the triple-gauge-boson vertices were tested at a momentum-transfer scale of Q2 = s, while the
vy production occurred at Q% = 0.



Chapter 8

Summary and Conclusions

In this thesis I examined the production of events consisting of one or more pho-
tons and characterized by missing transverse energy using the L3 detector at the
LEP electron-positron collider. I analyzed 619 pb~! of data collected from 1998
through 2000 at center-of-mass energies /s = 189 — 208 GeV, the highest energies
ever attained in an ete™ collider. Using these data, I selected a high-purity sample
of well-reconstructed single- and multi-photon events with missing energy. This al-
lowed me to study the production of neutrinos in ete™ collisions and to search for
manifestations of new physics processes in a previously inaccessible range.

In this chapter I briefly summarize the main results of this thesis and compare
them with results from other experiments. I conclude with a discussion on the po-
tential of the upcoming Large Hadron Collider to probe the same types of physics
beyond the Standard Model that I searched for in this thesis.

8.1 Summary of Results

Calibration of the BGO Calorimeter Using an RFQ Accelerator

In order to measure the energy and direction of photons, I used the BGO electromag-
netic calorimeter of the L3 detector. A thorough understanding of its performance
was essential for my analyses.

The Caltech L3 group pioneered a precise and rapid calibration technique using a
pulsed H™ beam from a Radiofrequency Quadrupole accelerator to bombard a lithium

target permanently installed inside the BGO calorimeter. The radiative capture re-
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action fLi(p,v)§Be produced an intense flux of 17.6 MéV photons which we used to
intercalibrate the 11,000 BGO crystals on a crystal-by-crystal basis. I analyzed the
calibration data collected during 1997-2000 and determined the statistical precision
of the RFQ intercalibration to be approximately 1%.

The absolute calibration of the BGO calorimeter was performed using events from
the Bhabha scattering process ete”— ete™, which I selected in the data collected by
L3 during 1995-2000. I was able to improve the calibration algorithm and achieve a
calibration precision of 0.5%, both for the barrel and endcaps of the BGO calorimeter.

The BGO energy resolution was measured to be

E VE

®0.85% (F in GeV),

giving a 1% resolution for photons with energies above 30 GeV. Equally important
was the elimination of the resolution tails which substantially increased the sensitivity
of my searches for new physics. For comparison, calibrations used during 1989-1996
provided a resolution of approximately 2% with significant resolution tails.

By measuring the effects of the BGO aging and non-linearity, I was able to de-
termine the photon energy scale to a precision better than 0.5%. This significantly
reduced the associated systematic uncertainty in my measurements of the cross section
of the reaction ete”— viy(7y). I also found that the detector simulation program sub-
stantially underestimated the effects of shower leakage from the BGO into the hadron
calorimeter. To address this problem, I developed a dedicated correction procedure.

Beginning in 1997, the RFQ calibration was used in the L3 data reconstruction

! The experience

and was shown to improve the quality of several physics analyses.
gained in calibrating the BGO calorimeter is now successfully used for the calibration

of the CMS lead tungstate calorimeter [166, 167].

ncluding searches for singlet heavy neutrinos in the decay channel N —eW, where the im-
plementation of the RFQ calibration facilitated the suppression of the WHW— background. This
work was performed in collaboration with Dr. Sergey Shevchenko (Caltech) and resulted in stringent
limits on the masses and couplings of heavy singlet neutrinos [214].
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Measurement of Neutrino Production

In order to study neutrino production at LEP, I selected a sample of 2,022 single-
and multi-photon events with missing energy. This sample consisted almost purely
of events from neutrino pair-production accompanied by the emission of one or more
photons, eTe™— vvy(7y). The residual background from other Standard Model pro-
cesses and cosmic contamination was estimated to be below 1%.

As part of this work, I performed studies of the detector hermeticity, trigger
efficiency, photon conversion, and cosmic contamination. In particular, my study of
the photon conversion in the dead material in front of the central tracker eliminated
the problem of large systematic effects seen by other photonic analyses of L3. I also
developed a new anti-cosmic selection scheme by combining information from both the
muon chambers and the scintillation counters. This anti-cosmic selection significantly
reduced contamination from cosmic ray background while retaining acceptance for the
ete”— vy(7) events.

The cross section of the ete™— vy(y) process was determined from the num-
ber of selected events. To quantify possible deviations from the Standard Model
expectations, I computed the ratio of the measured to expected cross section at each

center-of-mass energy. Averaging over the eight measurements yielded

<ULZ§M > = 0.987 £ 0.022 (stat) + 0.010 (syst) £ 0.010 (theory) .
WI;

In the Standard Model of the electroweak interactions, the reaction ete™— viy(y)
proceeds through s-channel Z exchange for all neutrino flavors (v, = ve,v,,v,) and
through t-channel W exchange for electron neutrinos only. Separating out the s-
channel contributions gives a direct measurement of the invisible Z width, which
in turn gives the effective number of light neutrino species N,. By performing a

likelihood fit to the kinematic distributions of the selected viy(7) events, I obtained
N, = 2.95 4+ 0.08 (stat) £ 0.03 (syst) £+ 0.03 (theory),

in good agreement with the Standard Model prediction of N, =3.
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Figure 8.1: Measurements of the number of light neutrino species performed
by the four LEP experiments. The error bars show combined statistical and
systematic uncertainties. For comparison, the LEP—combined value of N,
is also shown. In this combination, I considered the theoretical uncertainties
to be completely correlated.

I combined my result with the L3 measurements performed at the beginning of

LEP2 (/s =130 — 183 GeV) and at LEP1 (/s ~ 91 GeV), obtaining

N, = 2.98 + 0.05 (stat) £ 0.04 (syst) .

This result is in agreement with the indirect measurement of invisible Z width per-
formed by L3 at LEP1 (V, = 2.978 £ 0.014 [183]), while being sensitive to different
systematic and theoretical uncertainties.

The other three LEP experiments — ALEPH, DELPHI, and OPAL — have also
studied the ete”™— voy(y) process. In Figure 8.1, I show a comparison of their
measurements of N, with the result that I obtained in this thesis. OPAL has not
the analyzed data collected during 1999-2000 at /s = 192 — 202 GeV [215], while
the analysis performed by DELPHI suffered from significant systematic errors due
to trigger inefficiencies and calorimeter calibration [216]. As a consequence, their

measurements were substantially less accurate than my measurement. Compared to
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OPAL and DELPHI, the ALEPH collaboration has reported a more precise measure-
ment of N, [111]. However, combining my and ALEPH measurements provides little
improvement over my result alone (see Figure 8.1).

I also used the selected sample of single- and multi-photon events to measure
the size of the ¢-channel W exchange contributions in the reaction ete™— verey (7).
These contributions were parameterized by a multiplicative scale factor fy,, defined
to be 1 for the Standard Model prediction. Assuming three light neutrino generations,
I obtained

fw =0.99 £ 0.06 (stat) + 0.02 (syst) £+ 0.02 (theory) .

Contrary to the LEP1 measurement of fiy = 0.1+£0.5+0.3 [173, 217], my measurement
clearly established that the W-contributions were observed and were consistent with
the expectations from the Standard Model. Therefore, this result can be interpreted

as the first direct evidence for the reaction ete™— v, T y(7).

Searches for New Physics

Photonic final states provide a rich hunting ground for new physics at eTe™ collid-
ers. I was able to use my samples of single- and multi-photon events to search for
manifestations of Supersymmetry, extra spatial dimensions, and anomalous gauge-
boson couplings. I found no evidence for physics beyond the Standard Model and
derived limits on the corresponding signal cross sections and model parameters. The
main results of my searches are summarized below. All limits are quoted at the 95%

confidence level.

Searches for SUSY Signatures

Different mechanisms have been suggested for symmetry breaking in SUSY mod-
els [31], which imply three different scenarios: “superlight,” “light,” and “heavy”
gravitinos. At LEP, these scenarios could give rise to several distinct single- or multi-
photon and missing energy signatures.

In no-scale supergravity models such as the LNZ model [193], the gravitino can
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become “superlight” (10°% eV < mg g 10" éV), leading to a sizable cross section
for the reaction ete~— GX} with X1 — (~}fy. I searched for this process and excluded
gravitino masses below 1075 €V for neutralino masses below 175 GeV.

Models with superlight gravitinos may also lead to pair-production of gravitinos
accompanied by a photon from initial-state radiation, ete~— GGy [72]. Even if the
masses of all other SUSY particles were above /s, this process could still provide a
means to detect Supersymmetry at LEP. My search resulted in the following lower

limit on the gravitino mass:
mg > 1.35 X 1075 eV,

which in turn corresponds to a lower limit on the SUSY breaking scale v/F > 238 GeV.
OPAL [215] and DELPHI [216] have also searched for this process, excluding gravitino
masses below 0.87 x 107° eV and 1.09 x 1075 eV, respectively. In addition, the CDF
experiment at the Tevatron pp collider performed a search for the qg — é(}y process
and set the following limit: mg > 1.17 x 107° eV [218].

In gravity-mediated SUSY breaking models (SUGRA) the lightest neutralino is
expected to be the lightest supersymmetric particle (LSP). This scenario may lead to
a new source of multi-photon events from the reaction ete™— 923923, followed by the
decay X9 — >~((1)7 [62]. T found no evidence for this process and ruled out most of the
SUSY parameter space allowed for the SUGRA interpretation of the rare eeyy event
observed by CDF in 1995 (see Figure 7.11 p. 218).

In models with gauge-mediated SUSY breaking (GMSB) [55], the LSP is always
a light gravitino, 1072 €V g mg < 10% eV. If the next-to-lightest supersymmetric
particle is the lightest neutralino, it decays predominantly through X1 —>é*y, and
the reaction ete — XIX! —>é(~}7’y gives rise to a multi-photon plus missing energy

signature. My search resulted in the following lower limit on the neutralino mass:
mgo > 99.5 GeV,

where I assumed the mass relations of the Minimal Gauge Model [194]. This search

ruled out the GMSB interpretation of the CDF event, (see Figure 7.10b p. 218).
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The other LEP experiments have also searched for this process and reported similar
limits [111, 215, 216]. In addition, the Tevatron experiments have investigated the
GMSB SUSY scenario by searching for anomalous production of di-photon events
with missing energy. They have recently reported the following limits: mg > 93 GeV
by CDF [219] and mye > 108 GeV by D@ [220].

All of the above results were obtained assuming a negligible neutralino decay
length. However, for much of the GMSB parameter space the neutralino has a macro-
scopic lifetime. In this case, one or both of the neutralinos produced in the reaction
ete~— X1X1 may decay within the sensitive volume of the detector, but at a distance
from the primary vertex. I investigated this scenario by searching for events with
non-pointing photons not only in the BGO but also in the hadron calorimeter of L3.
I found no candidate events in data, excluding neutralino masses below 89 GeV for
X1 proper decay lengths smaller than 100 m. For this scenario, only ALEPH have

reported comparable limits [111].

Searches for Extra Dimensions

Models with extra spatial dimensions [77] predict a gravity scale to be as low as the
electroweak scale, naturally solving the hierarchy problem. In such models, Kaluza-
Klein gravitons could be produced at LEP via the reaction ete™— yG. Since the
energy spectrum of the produced photons was expected to be soft, I extended my
single-photon selection to include photons with transverse momenta as low as 1.5 GeV.
For comparison, the other analyses performed at LEP had to apply a threshold cut
of P/ > 5—7 GeV. I found no evidence of extra dimensions, excluding gravity scales
as high as 1.5 TeV. These limits are substantially tighter than those derived by other
LEP experiments (see Table E.2 p. 304).

I also searched for branons 7, new stable particles expected to be produced by
brane fluctuations in extra spatial dimensions [82]. In this model, extra dimensions
would manifest themselves at LEP through the reaction ete — 77y, leading to a
single-photon signature. In the massless branon scenario, my search excluded brane

tensions below 180 GeV. This is currently the best limit on branon production.
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Measurements of Gauge-Boson Couplings

The existence of anomalous couplings between the photon and heavy gauge bosons
would affect both the total cross sections and the differential distributions of the
reactions ete™— vy and ete™— viyy.

In order to constrain possible anomalous quartic gauge couplings, I used the results
of my multi-photon analysis. Combining with previous L3 results from studies of the
qqyy and WtW~~ final states, I obtained the following limits on the anomalous

coupling parameters:

—0.010 GeV ™2 < a3 /A? < 0.020 GeV™?, —0.029 GeV ™2 < aZ/A* < 0.041 GeV 2,
—0.015 GeV™2 < g}V /A? < 0.015 GeV™2, —0.046 GeV 2 < a)V /A% < 0.025 GeV ™2,

where A is the energy scale of new physics. The analysis by OPAL has established

Z

21 [221]. However, our limits

similar bounds on the anomalous ZZ~y~y couplings {a%, a

w

o } are more stringent than those obtained by other

on the WrW~v~ couplings {a}', a
LEP experiments.

I also used the results of my single- and multi-photon analyses to probe the electro-
magnetic couplings of the W boson describing the triple-gauge-boson vertex W W=+,

I measured these triple gauge couplings to be
ky =0.7£0.5(stat) £ 0.3 (syst), A, =0.3+£0.7(stat) £ 0.4 (syst),

in good agreement with the Standard Model prediction of x, =1 and A, = 0.

Combinations with Other LEP Experiments

The LEP collaborations have performed combinations of their results on searches
for photonic signatures expected in Supersymmetry. As I discuss in Appendix E,
these combinations did not result in a significant improvement over the results of my
analyses alone, mainly due to the superior accuracy of the L3 BGO calorimeter which

we precisely calibrated with the RFQ accelerator.
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Figure 8.2: Constraints on the fundamental gravitational scale obtained by
combining the LEP results on searches for extra spatial dimensions (ALEPH,
DELPHI, and L3). Current limits [222] from the D¢) experiment at Tevatron
are also shown (CDF has quoted similar limits [223]).

As described in Section E.3, I also combined the LEP results on searches for the
reaction ete”™— G, predicted to occur in models with extra spatial dimensions. This
LEP—combined search excluded gravity scales below between 1.6 TeV and 0.66 TeV
for the number of extra dimensions (n) between 2 and 6. Figure 8.2 shows that for
n < 6 the LEP limits are the best bounds to date on direct graviton emission in

collider experiments.

8.2 Prospects at LHC

The Large Hadron Collider is scheduled to begin operation in 2007, with the first
physics runs in early 2008. The LHC will collide proton beams at a center-of-mass
energy of 14 TeV. After the first year of data taking, its two main detectors —
CMS [224] and ATLAS [225] — are expected to collect about 10 fb™! of integrated
luminosity, which will increase to 100 fb~! per year during the second and third years.
In this section, I briefly describe the projected physics reach of these experiments with

an emphasis on the new physics models I considered in this thesis.
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The main motivation for building the LHC is to shed light on the mechanism
responsible for electroweak symmetry breaking. The mass of the Standard Model
Higgs should be above the current experimental limit from LEP, My > 114.4 GeV,
and below the unitarity limit, My < 1 TeV. The CMS and ATLAS experiments have
been designed to discover a Higgs boson in this mass range after just one year of
physics running [226].

The LHC is also expected to provide a definitive answer on the existence of TeV-
scale Supersymmetry. The squark and gluino production cross sections are expected
to be as high as several hundred fb. If these SUSY particles are lighter than about
1.5 TeV, they should be discovered within the first few months or even weeks of
data taking [226, 227]. The existence of extra spatial dimensions would lead to the
emission of a graviton and a hadronic jet: ¢q— gG, qg — ¢G, and gg — ¢G. With
about 100 fb~! of data, the LHC experiments should be able to detect this process
for gravitational scales below 5—10 TeV [228]. Finally, the quartic gauge-boson
couplings will be probed by studying the vector-boson fusion processes. This analysis
is expected to be sensitive to anomalous quartic couplings as low as 107> GeV 2 [229],

improving the current limits from LEP by three orders of magnitude.

8.3 Conclusion

In this thesis I have studied the production of photonic events with missing energy
in ete™ collisions at LEP. The results of my studies were reported in eight publica-
tions [149, 200, 202, 208, 230] and three notes from the LEP working groups [231, 232].

Within the accuracy of my measurements, no deviations from the Standard Model
predictions were observed. As of this writing, the same holds true for other physics
analyses performed at LEP or any other collider experiments. The upcoming Large
Hadron Collider will provide the first exciting opportunity to investigate the pro-
duction of elementary particles at multi—TeV scales. The LHC is bound to either
confirm the Standard Model by discovering the Higgs boson or challenge and extend

our present understanding of Nature’s laws and principles.



Appendix A

Monte Carlo Simulation of Single-
and Multi-Photon Events

A theoretical description of the reaction ee™— vy(y) was given in Chapter 2. In
this appendix I describe in detail the algorithms used to simulate the higher-order
QED corrections and give a formula for the differential cross section for the O(«)

process ete”— viry.

A.1 The Reaction ete™— vy at Tree Level

In order to achieve an accurate simulation of the single- and multi-photon production
at LEP, one needs to know the exact cross sections of the reactions ete™— vy
and ete”— vy which correspond to the tree-level (bare) single- and double-photon
emissions. Neglecting the electron mass and photon radiation from the W boson
propagator in the ¢—channel,’ the differential cross section of the bare single-photon
emission,

e (py)+e (p-) — Plas) +vie)+v(k), (A1)
was calculated analytically in Reference [233] and is given by

do _ Gha s’
dcosf,dE, T 6m2 s?E, sin? 6,

(s = k)’ F(ny) + (s — v ’F(n-)] ,  (A2)

LAt LEP2 energies, 1/s ~ 200 GeV, photon emission from the W boson in the #—channel adds
only about 0.5% to the total cross section of this process [18]. As shown in Figure 2.6e, this diagram
contains two W propagators and, thus, is suppressed by an additional factor of 1/Mg,. However, it
should be noted that photon radiation from the W propagator is included in the calculation of the
exact matrix elements used in the KKMC [17] and NUNUGPV [27] MC event generators.
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with
S — K+
= A3
N+ M%V ) ( )
F(ny) =N, (¢ + 2)MZ4+3 Mz ReZ 1 3+i—2<1+i>21n(1+ )
N+ v \9L, 9r |Z‘2 gL |Z‘2 i Ns e N+
3 2
+— [(1 + 1) (1 — —In(1 +7Ii)> + 1] , (A.4)
nx N+

where E, and 6, are the energy and the polar angle of the emitted photon, N, denotes
the number of neutrinos species, gg = sin” Oy, and g;, = —3 +sin® 6. The following

notation is used in the above equations:

s = (py++p-)°,

s = (¢ +q),
ki = 2pik = 2E.E,(1+cosb,) ,

Z = & —Mzg®+iMzly. (A.5)

The three terms of Equation A.4 are identified easily within the Feynman calculus:
the first one describes the two s—channel Z exchange diagrams (Figure 2.6a,b), the
last term corresponds to the two t—channel W exchange diagrams (Figure 2.6¢,d), and
the middle term accounts for the interference between the s— and ¢—channel diagrams.

At low photon energies and polar angles, the differential cross section given by
Equation A.2 behaves? as ~ 1/(E, sin®,)). Therefore, the cross section of this process
is divergent at tree level when the photon becomes soft, E, — 0 (infrared divergence),
or when the electron (positron) and the emitted photon become collinear, sin 6, — 0.
The collinear divergence can be eliminated if we take account the nonzero electron
mass, whereas the infrared divergence can be canceled by including the O(«) diagrams

containing virtual photon loops [234].

2Tt should be noted that, as expected, this expression has the same singularities as the radiator
function defined in Section 2.2.2.
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A.2 Structure Function Techniques

In ete™ collisions, the large QED corrections introduced by the undetected initial
state radiation (soft and/or collinear photon emission) can be successfully described
within the framework of the QED structure functions [235]. In this formalism, the
incoming electron (positron) is assumed to consist of a “cloud” of virtual electrons
and photons, and the emitted photons are assumed to be almost collinear with the
incoming electron. To include effects of the ISR, the total cross section of a given

process eTe”— X can then be calculated as

orsr(s) = /dxl dxe D(x1,8)D(x2,5) 0o(x1128), (A.6)

where 0g(s) is the non-radiative cross section as a function of center-of-mass energy
squared (s) and D(x, s) is the structure of the incoming electron (positron), defined
as the probability that, after the initial state radiation, the electron energy is equal
to z+/s/2.

The O(a?) structure function D(z,s) can be obtained by solving the Lipatov—

Altarelli-Parisi evolution equation and is given by [236]

g Py
r (1= 1) (1— 1) L(1+2) (A.7)

1 1
+ 55 [—4(1 +2)In(l — z) + 3(1 + 2) 1nx-41”

—-5—-x|,
—x

where 3 = 22 (L — 1), L = In(s/m?) is the collinear logarithm, v is the Euler
constant, and I'(z) is the gamma function. The first exponentiated Gribov—Lipatov
term describes multi-photon soft emission, and the second and third terms come from
the single and double hard collinear bremsstrahlung processes, respectively [21, 237].

This formalism is simple and intuitive, and it was shown that for ete™ processes
at LEP2 energies this procedure can provide a precision of up to 0.1% [238]. However,
since the structure functions are derived by integrating over all photon energies and

polar angles, this approach is limited to situations in which only the ISR-corrected
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cross section is of interest. Additional phase space cuts are difficult to implement.
Specific photonic observables (for instance the fraction of photons above a given
energy or angular threshold) are impossible to extract.

In order to address this problem, the authors of the NUNUGPV Monte Carlo pro-
gram [27] have introduced a corrected structure function D(z, cos 6,; s) which is suit-
able for simulating the emission of ISR photons with finite, detectable transverse

momentum:

D(z,cos6.,;s) = D(z; s) f(cosb,y;s), (A.8)

where the angular function f(cos#f,;s) was chosen to reproduce the leading order
behavior of 1/(pe - k,) and D(z;s) is the collinear structure function, as given by
Equation A.8. The higher-order QED corrections are then included in the total cross

section of the reaction ete™— viy(y) as

Ovimly) = /dmldxgdcgl)dcﬁf)D(xl,cgl);s)b(xg,cﬁf);s) O©(cuts)

X (017 + O2y + 037) ’ (Ag)

where ¢, = cos0.; 014,092y, 03, denote the exact cross sections of the tree-level pro-
cesses e"e” —viny, n = 1,2, and 3. The quantities o,, are evaluated for the photon
energies and polar angles above a chosen set of cuts, £, > Ep,;, and sin 6, > sin 0,,,.
In Equation A.9, the function ©(cuts) restricts the photons in D(z, c,; s) to be below
the thresholds E,,;, and 6,,;,, thus avoiding the overlap.

In a similar fashion, the QED corrected cross section of the reaction ete™— v yy(7)

can be calculated as

Ovoyy(y) = /dl‘1dl‘2dcgl)dcg2)D(xhcgl);s)f)(xz,cg);s) O(cuts)

X (02y + 034) - (A.10)
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A.3 The YFS Scheme

A general treatment of the infrared divergences occurring in QED was given by
D.R. Yennie, S.C. Frautschi, and H. Suura in their classic paper [239], which also
described a very powerful and accurate way of estimating radiative corrections to
high-energy processes known as the YFS scheme.

The idea behind the YFS scheme is to separate the phase space available for the
emission of real photons into two regions via a cut on the photon energy such that
photons are considered “infrared” if their energies are below ¢ Epeq- The parameter
€ can be set arbitrarily low, e.g., in the KKMC generator it is typically chosen to be
e = 1075, so that this cut has no effect on the simulation of the real photon emission.
The contribution of the infrared photons can then be used to cancel the virtual
infrared divergences to all orders of a. After the cancellation, the real and virtual

infrared contributions can be summed into a universal YFS form factor [240]:

a1 s 2 200 s
FY'S() = exp|—[=In -1+ = +—<ln —1>ln5 . (A1l
() P17 2 Me? 3 T me? ( )

The emission of the visible real photons can then be corrected to reproduce exact
results as given by the corresponding matrix elements. For example, for the reaction
et (p1) e (p2) = v(q1) v(q2), the total cross section including an arbitrary number of

real and virtual photons can be calculated as

Bg Bg 21 |~ Bk - 240
o = FYFS(E) /iﬁ Z{ IHWS(pl’pQ’kZ) @(\/%—€>:| X

0 0 o
/S /) —— n! i=1

n
x ¢ <p1 +p2_QI_QQ_Zki> X
i=1

= Bi(k;) " By(ky, ki)
X (50 + J;l T]{;J) + o W =+ .. > } . (A12)

The YFS form factor FYF5(g) covers the contribution of factorizing infrared real
and virtual photons to all orders. The integral over the phase space of the final-

state particles consists of an integration over the two outgoing momenta, ¢; and ¢,
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multiplied by a sum over all possible numbers of photons k; with an energy above the
“infrared” threshold € Fpeq,,. The conservation of the four-momentum is enforced by
the d-function in the second line. The cross section of the reaction eTe™— v(7y) and
higher-order corrections to the hard-photon radiation are included in the hard photon
residuals (3;, e.g., By is equal to the Born-level differential cross section o(ete™— vi)
and (3 includes the exact differential cross section of the reaction ete™— vy (see
Section A.1). The function S(k) denotes the universal factorizing “eikonal factor” of
the real-photon radiation. For a pair of two external charged lines with four-momenta

p1 and po, it is given by

A.13
kp, kp, ( )

2
~ @
S(k) = Elpz p1] .

The YFS technique is applicable to arbitrary initial and final state particles. The
number of photons that are explicitly produced is not constrained. The calculated
cross section is independent of the parameter €. In addition, contrary to the structure
function formalism, any photon emission process can be corrected by the appropriate
matrix elements to the chosen order of «, including interference effects for the multi-
photon final states. Details of the actual implementation of the YFS scheme can be
found in Reference [240].

The YFS technique has been used in many theoretical calculations and Monte
Carlo generators. In this thesis, the reaction ete™— viy(y) is simulated mainly
with the KKMC generator [17], which employs a more advanced Coherent Exclusive
Exponentiation (CEEX) method to simulate higher-order QED corrections [25]. The
CEEX technique is based on the YFS scheme; however, the CEEX is formulated in

terms of spin amplitudes, i.e., the higher-order effects are included before the spin

summastion.



Appendix B
RF(Q System in Detail

The RFQ calibration system, method, and results were presented in Chapter 5. In
this appendix I describe in detail the individual components of the RF(Q system.

It should be noted that the design of the L3 RFQ calibration system was unique,
as it was the only physics experiment requiring the use of such a highly energetic
neutral particle beam (NPB). Interestingly enough, a very similar system was used
as part of the development of NPB technology for strategic defense applications.
The Beam Ezperiments Aboard a Rocket (BEAR) was launched aboard a sounding
rocket in New Mexico in July 1989 [241]. The core of this experiment was an RFQ
accelerator which produced an H° beam with an energy of about 1 MeV and a flux
equivalent to a current of 10 mA. As in the L3 RFQ system, an H™ ion source and
a gas cell neutralizer were used. The BEAR experiment was successful; however, the
NPB weapon system does not appear to be practical in the near future [242]. Another
interesting example of NPB applications can be found in fusion plasma experiments,
where an injection of a neutral beam, typically with an energy of about 100 keV, is
used as one the fundamental plasma heating methods [243].

During its six years of operation at L3, the RFQ calibration system proved to
be robust and reliable, and the last calibration run performed in September 2000
showed no evidence of aging of the RF(Q system hardware. Therefore, at the end
of LEP program it was decided to move the RFQ system from the L3 cavern to a
storage room at CERN. In January 2001 we successfully transferred the RFQ system
together with all readout electronics to the designated storage area. Only minimal
changes were made to the RFQ setup so that the system is ready to resume working.

Figure B.1 shows the RFQ system after it was lifted from the L3 cavern.
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Figure B.1: Photograph of the RFQ system taken prior to its transfer to
the storage area. The beam pipe and the most downstream cryopump have
already been removed. Standing in front of the system are members of the
Caltech group involved in the RFQ dismantling, from left: M. Gataullin,
S. Shevchenko, and X. Lei.

B.1 RFQ Accelerator System

The RFQ Accelerator System (RAS), shown in Figure 5.11, consists of the ion source,
RFQ accelerator, high-energy beam transport, and neutralizer. The RAS was built by
AccSys Technology Inc. [244] under the U.S. Department of Energy’s Small Business
Innovation Research program. It has been extensively modified and upgraded by the
Caltech L3 group. Here I describe the RFQ system in its present configuration. The

general system specifications are summarized in Table B.1.

To ensure proper internal alignment of the system, the RAS was mounted on a
rigid frame (see Figures 5.11 and B.1). As shown in Figure 5.10, the RFQ target was
located inside the BGO calorimeter and the RFQ frame was therefore tilted to an
angle of about 22° with respect to the floor. The orientation of the most downstream

cryopump was set by the requirement not to interfere with the sweep of the L3 magnet
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1. Ion Source:

Type

Plasma Trigger

RF frequency and power

RF excited volume H™ source

Hairpin filament
2 MHz, 30-50 kW

Extraction energy 30 keV
Pulse length and frequency 50us, up to 150 Hz
Output H™ current 7.5 mA
2. RFQ Accelerator:

Nominal output energy 1.85 MeV
Operating frequency 425 MHz
Beam pulse width 1-25 psec
Beam repetition rate 1-150 Hz
Intervane voltage 65 kV
Maximum surface gradient 35 MV/m
Required RF power (peak) 200 kW minimum
Output beam current (peak) up to 30 mA
Residual vacuum < 3 x 107% Torr
Output energy spread (90%) +20 KeV
Transmission efficiency ~ 75%

3. Neutralizer:

Type

Optimum pressure

Length and inside diameter
Efficiency

Output H° flux (pulsed)

Gas (N) filled
5-9x10~* Torr

1 m, 40 mm

Up to 55%

Up to 4 mA (equivalent)

Table B.1: Specifications of the RFQ accelerator system components: 1) ion
source, 2) RFQ accelerator, and 3) neutralizer.

doors.
The RAS can produce beam pulses up to 50 us of length with a repetition rate
as high as 150 Hz. However, as explained in Section 5.6, it was typically run with a

pulse length of about 5 us and a repetition rate of 80 Hz.

B.1.1 Ion Source

The H™ ion source follows the RF-driven volume source design invented at LBL [245].

It was further developed and built by the AccSys Technology Inc. [244]. The ion
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Figure B.2: A schematic showing the RF-driven H™ ion source.

source is compact and can be operated remotely for periods of several weeks with
little or no maintenance. Meeting these requirements was essential for all elements
of the L3 RFQ system, as the space allocated for the system was limited and the
L3 cavern was not accessible during LEP operation. In addition, the RF-driven ion
sources have a longer lifetime compared to the conventional ion sources driven by
filament cathodes.

A schematic diagram of the ion source is shown in Figure B.2. The plasma chamber
of the ion source is a copper bucket surrounded by columns of permanent magnets
arranged in a longitudinal line cusp configuration. Its back flange also consists of
permanent magnets that provide longitudinal confinement. Hydrogen is pumped into
the chamber using a pulsed electromechanical valve and ionized using a helicoidal
antenna. Typically, 30 to 50 kW pulsed 2 MHz RF power is fed to the antenna. The
antenna is made out of 2.5 turns of glass-coated, 4 mm diameter, copper tubing and
is cooled by water circulating in the tubing. A hot wire (hairpin filament) is used
as a starter for the plasma. A 4 mm wide extraction aperture, opposite to the back
flange, is separated from the the rest of the plasma chamber by a pair of water cooled
permanent magnet rods. The magnet filter rods provide a transverse magnetic field
of about 120 G, necessary to enhance the H™ yield [245].

The extraction of the negatively charged beam (populated mostly by electrons)
is achieved by applying a —30 kV potential to the plasma bucket and grounding
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the extraction electrodes. The extracted beam is decelerated to —14 kV and the
e~ component (up to a few amperes) is removed using a magnetic spectrometer. The
H~ beam is then re-accelerated to 30 keV and focused into the RFQ by an electrostatic
lens. Since most of the ion source operates at —30 kV, it is isolated from the RF
generator using a ferrite RF transformer and is connected to the RAS control system
via an optical cable.

The obtained H™ current is typically about 7 mA, which requires a hydrogen gas
flow of about 8 sccm to maintain the pressure in the plasma chamber at the optimum
level of 35-40 mTorr. The hydrogen is evacuated by a 3 klps cryopump and the
residual vacuum near the extraction electrodes is better than 5 x 107® Torr. The
pressure in the plasma chamber is measured and controlled using a Pirani gauge.

As discussed in Section 5.6, the intensity of the RFQ calibration photon flux was
well below the optimum level. Essentially this was because the H™ ion source of the
RFQ system, the first commercial prototype in the world, was not capable of providing
a large enough output current. The H™ current can be enhanced by introducing a
trace amount of cesium in the extraction region of the source. An improved version
of our ion source, built by the LBL group for the SSC laboratory, provided an output
current of 70 — 100 mA (30 — 35 mA without cesiation) [246].

B.1.2 RFQ Accelerator

The RFQ is a quasi-electrostatic accelerator, which offers advantages of a very com-
pact size (typically 1-3 m long) and a high beam current (up to 100 mA). It derives its
name from its use of radio-frequency voltages and quadrupole focusing [247]. Manu-
factured by AccSys Technology, the 1.85 MeV L3 RFQ accelerator is a 1.626 m long
copper plated mild iron structure of a four vane type. It is tuned to a resonant fre-
quency of 425 MHz and has a transmission efficiency of 75% for the injected 30 keV H™
beam. The L3 RFQ can be operated with a repetition frequency of 1 — 150 Hz and
its pulse length can be varied between 1 and 25 us. The input RF power of 240 kW

is provided by a three stage parallel planar triode array based on Varian Eimac tri-
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Figure B.3: Relative H™ current from the RF(Q accelerator as a function of
the L3 magnet current. The nominal L3 magnet current was 30 kA.

ode tubes [248]. The RFQ is evacuated by a 1.5 klps cryopump which maintains the
residual vacuum in the RFQ (with beam) below 1 x 107® Torr.

The output beam current from the RFQ is measured using a toroidal coil. Be-
fore entering the gas-cell neutralizer, the beam is focused and steered by a set of

quadrupole and dipole magnets.

Magnetic Shielding

Early in situ tests of the RF(Q system demonstrated that the output current from
the RFQ accelerator decreased with the L3 magnet current. Figure B.3 shows that
about 80% of the beam was lost at the nominal magnet current of 30 kA. The L3
spectrometer magnet (see Section 4.2.1) provided a field of 5 kG which was, however,
well contained inside the detector. The fringe magnetic field near the RFQ site was

measured to be 50 — 100 G. After extensive calculations had shown that such a low
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magnetic field could not affect the propagation of the H™ beam, it was realized that
the soft iron RFQ vanes could concentrate the field in the intervane gaps, producing
local fields substantially higher than expected. This effect was particularly severe
at the input stage, where the resulting fields deflected most of the beam out of the
acceptance range of the RFQ. The problem was solved by enclosing the ion source
and the RFQ inside a shielding box made out of 15 mm thick soft-iron plates. With
the magnetic shielding, the RFQ system proved to be completely insensitive to the
fringe field and several RFQ calibration runs were successfully performed with the L3

magnet on.

Control System

The ion source and the RFQ amplifier were controlled with a PC installed with a
MIL-STD-1553B standard controller board. The control program, written in Turbo
Pascal, provided access to several I/O channels which could be configured without
modifying the source code. All machine settings were transferred to the PC every few
seconds. A system of software interlocks (in addition to the already existing hardware
ones) was implemented to allow the user to ramp the high voltage while watching
other critical machine parameters. The control system was also used to monitor and
adjust the nitrogen pressure in the neutralizer cell. This was done by using a Perkin
Elmer pressure controller, which allowed to adjust the gas flow through a piezoelectric

valve.

B.1.3 Beam Neutralizer

The focused and steered H~ beam was neutralized in a Ny gas cell (H~ — H%+e¢7) so
that the neutral beam could pass undisturbed through the 0.5 T L3 magnetic field.
The neutralizer consisted of two coaxial steel cylinders, each with a length of about
1 m. The inner cylinder had several hundred holes (diameter ¢ < 1 mm) through
which the nitrogen diffused into the central region. Two 3 klps cryopumps were used

to evacuate the gas cell, one on each side. Thus, a dense gas column was maintained
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Figure B.4: Relative intensities of the H™, H?, and HT beams (after the neu-
tralizer), calculated as functions of pressure in the gas cell. The hatched area
represents the neutralization efficiency with the Coulomb scattering taken
into account.

in the cell, while the pressure at the ends of the cell was below 1 x 10~® Torr. The
gas pressure in the inner cylinder was measured and the nitrogen flow into the outer
cylinder was controlled using a piezoelectric valve.

At an optimum pressure of 0.6 —0.9 mTorr, the maximum neutralization efficiency
of about 55% can be reached with this gas cell. This result is in good agreement with
measurements performed with similar gas neutralizers [249]. Figure B.4 shows relative
intensities of the H=, H°, and H beams (after the neutralizer), calculated as functions

of pressure in the gas cell.
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B.2 Neutral Beam Transport

At this stage the beam was focused, steered, and neutralized, ready to be trans-
ported through a 10 m long beam pipe penetrating the L3 magnet, support tube, and
calorimeters (see Figure 5.10) to reach a lithium target near one of the BGO endcaps.
Figure 4.11 shows the location of the RFQ target and the end portion of the RFQ
beam pipe with respect to the BGO calorimeter.

The RFQ neutral beam transport was made of two narrow tubes (inside diameter
40 mm). A manifold consisting of three KF-25 and one CF-40 flanges was mounted
on the inner surface of the L3 support tube. One end of this manifold was attached
to one of the tubes connected to the neutralizer, while the other end was connected
to the other tube holding the target. Due to size limitations, the end portion of this
tube was twice as narrow (inside diameter 20 mm). The beam pipe was electrically
isolated from the rest of the RFQ system and its alignment was ensured using a
dedicated laser system.

A 20 lps Varian StarCell ion pump mounted on the CF-40 flange of the manifold
was used to evacuate the beam pipe. The ion pump was designed to be driven
by the L3 magnetic field; however, a coil dipole magnet was also installed to allow
the operation of the pump with the L3 magnet off. The dipole magnet produced a
magnetic field of 850 G, which was sufficient to drive the ion pump at 60% of the
maximum pumping speed. The vacuum in the beam pipe (with beam) was better than
5x 10¢ Torr. Maintaining such high vacuum was necessary because the cross section
of single electron loss by a hydrogen atom in nitrogen (H® — H* +e~) was quite large,
about 6 x 1077 ¢cm™2 [250]. The energetic protons produced in this reaction would
bend in the L3 magnetic field and hit the walls of the beam pipe. Such collisions
produced unwanted radiative capture backgrounds and liberated thousands of gas
molecules from the pipe’s walls (outgassing), which in turn increased the pump load.
This problem was mitigated by lining the last 80 cm of the beam pipe with a thin
tantalum foil.

In general, the hydrogen atoms were lost in the neutral beam transport mainly
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Figure B.5: The mechanical structure of the target.

because it was impossible to focus and steer the H® beam. The total beam loss was
calculated to be about 50% and occurred mostly in the last portion of the beam pipe,
which was forced to taper down due to the geometry of the BGO calorimeter.This
result agreed well with a direct measurement of the H® beam intensity, which was
carried out during one of the LEP shutdowns. The RFQ target was replaced with a
specially designed Faraday cup, consisting of a 25 pym thick aluminum foil, a dipole
magnet, and a charge collection plate. The foil was used to strip electrons from
the incoming hydrogen atoms, while the secondary electrons were suppressed using
the dipole magnet. The H* and H~ fractions of the beam were eliminated using
another bending magnet installed after the neutralizer. The resulting H* current was
measured to be about 1.5 mA or ~ 30% of the H™ current from the RFQ accelerator,
consistent with the calculated losses due to neutralization (45%) and neutral beam

transport (50%).

B.3 Target

The original design of the RF(Q target is shown in Figure B.5. The target was made

out of a 50 pm thick lithium foil sandwiched between two circular molybdenum or
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tantalum foils (6 ym and 50 pm thick). To avoid oxidation of the lithium, the foils

were hot-pressed (melted) together in a pure argon atmosphere. The foil sandwich

was encapsulated in a water-cooled molybdenum holder with the 6 ym molybdenum

foil facing the beam. Another 6 pum thick molybdenum foil was mounted on ceramic

rings, about 2 mm upstream of the target. The molybdenum foils served two purposes:

(1) As an energy degrader: The reaction [Li(p, ) §Be has a narrow resonance!

at a proton energy of 441 keV and a broader resonance at about 1.03 MeV. These

two resonances produce photons with different energies, 17.6 MeV and 15.2 MeV,

respectively. Therefore, to produce a monochromatic calibration photon flux,

the incoming protons had to be slowed down. As shown in Figure B.6, the

molybdenum (or tantalum) foils reduced the beam energy from 1.85 MeV to

! This resonance has a width of AE, = 12 keéV (FWHM) and the maximum cross section of about

6 mb [153, 251].
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below 0.8 MeV. Protons then slowed down in the lithium, hitting the 441 keV

resonance while avoiding the undesired resonance at 1.03 MeV.

(2) As a Faraday cup: The upstream foil was used to strip electrons from the in-
cident hydrogen atoms. The resulting negative charge was measured, providing

an estimate of the neutral beam intensity.

The molybdenum (or tantalum) foils were used because these metals are stable at
high temperatures and have low radiative capture cross sections, thereby minimizing
the unwanted v ray background [150]. A 17.6 MeV photon yield of about 160 v/nC
was obtained with this target design.

In 1995 it was discovered that the molybdenum foils did not provide complete
protection from the atmosphere and that, after a few months, the lithium would
degrade into lithium hydroxide (LiOH). This effect reduced the photon yield from
the target by almost 85%. Therefore the pure lithium foil was subsequently replaced
with a pressed powder of lithium hydride (LiH), which was easy to handle and stable
in dry air. Although the LiH target provided a photon yield of about half that of
the original target design, it was preferred due to its long-term stability. In order
to make the target sandwich sturdier, the two 6 pm thick molybdenum foils were
replaced with a single 12 pym thick foil. Thus, the upstream foil was removed and the

neutral beam was detected using other instruments as described in the next section.

B.4 Neutral Beam Detectors

The position and intensity of the steered H® beam was measured using two different
instruments. The first one, a single wire scatterer (SWS), was based on the detection
of protons produced by the Rutherford scattering of hydrogen atoms from a thin gold-
plated tungsten wire (0.25 mm in diameter). The wire was mounted at the neutral
beam transport manifold, about 5 m from the target, and oriented perpendicular
to the beam direction. The scattered protons were detected using a small silicon

surface barrier detector, which was installed on the inner surface of the manifold.
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The resulting signal was used as a trigger for the RF(Q data acquisition system. The
SWS could also be used to focus the RFQ beam as the amplitude of its signal was
proportional to the number of scattered hydrogen atoms.

In order to improve the neutral beam diagnostics and facilitate the tuning of the
beam optics, a dedicated beam profile chamber was built in 1995. The chamber
consisted of two orthogonal wire planes, each with 10 negatively biased sense wires
interleaved with 11 ground wires. The 10 pym gold-plated tungsten wires were fixed on
ceramic frames which were built using thick-film hybrid circuit technology. When the
H® beam hit the sense wires, it knocked out secondary electrons that were repelled by
the electric field created by the bias voltage. Therefore, a positive charge was left on
the sense wires. Experimentally it was determined that this signal was proportional
to the beam intensity and the cross-talk between the wires was negligible.

The charge deposited on the sense wires within 10 us of the beam passage (typ-
ically 0.1 pC) was integrated and amplified by a preamplifier, the same as the ones
used in the readout of the BGO calorimeter. After further amplification, the signal
was transmitted to the counting room, where a sample-and-hold circuit produced a
DC signal proportional to the collected charge and drove an LED display. The beam
profile chamber was installed about 2 m upstream of the RFQ target, i.e., substan-
tially closer than the SWS detector, and proved to be extremely useful for beam

alignment.

B.5 Data Acquisition System

The RFQ runs were taken with the BGO calorimeter readout in the local standalone
mode so that the BGO timing configuration was essentially the same as the one used
during LEP data taking. The 5 pus RFQ beam pulse was tuned to arrive during
the 11 us integration window of the BGO. This was achieved by driving the RFQ
accelerator system using the LEP beam-crossing time mark, which arrived with a
period of 22 us, and setting the BGO integration gate to start about 3 us before the
LEP time mark. The RFQ trigger accept signal was generated by the SWS neutral
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beam detector. The trigger accept started the digitization of the BGO data and
suspended the RFQ run. Once the BGO digitization process was complete, the RFQ
system could be triggered by the next LEP time mark. With this timing scheme, an
average readout speed of about 80 Hz was achieved, which was substantially faster
than the L3 readout speed during the LEP runs (10 Hz).

The RFQ signals registered in the crystals were read out through the BGO token-
passing network and further recorded by a specially designed online histogramming
VHC module (Veto-Histogram-Counter). The VHC had a 256 channel histogram
memory for 8192 crystals, so that only half of the BGO calorimeter was read out
during each run. In order to reject BGO showers that were not contained in a single
crystal, channels with hits in neighboring crystals were not histogrammed. The veto
threshold for the neighboring hits was set to be equal to 1.5 ¢ above the pedestal.
The threshold values were measured and updated before each RFQ run. The obtained
histograms were then written to an RZ file which could be analyzed in PAW (Physics
Analysis Workstation).



Appendix C

Studies of the BGO Performance

In this appendix I describe the technical aspects of my work on the calibration and
monitoring of the BGO calorimeter. These include studies of the BGO non-linearity
and aging, a special procedure that I developed to treat BGO showers with dead or
missing crystals, and a description of the Crystal Ball lineshape fit. In addition, I
also present the angular resolution functions for electromagnetic showers measured in

both the barrel and endcap regions of the calorimeter.

C.1 Crystal Ball Lineshape Fit

As discussed in Section 5.6.2, the energy spectra of Bhabha electrons had a signifi-
cant low-energy tail due to initial state radiation and, thus, could not be adequately
described by a simple Gaussian distribution. In order to take this effect into account,
I fitted the Bhabha spectra to the Crystal Ball lineshape (CBL) function.! This com-
posite function consists of two parts, a Gaussian peak and a power-law tail, and is

given by the following formula:

2
A-exp[%ﬁ] itE>FE,—ao
V(E|E,,0,A a,r) = 2
’ A-(by _—ewld/2) it E<E,—ao,

(B, ~ E)jo+ b —d]"
(C.1)

where E is the observed energy, E, is the position of the peak, o is the width of the

peak, A gives the overall normalization, and a and b are the parameters describing

1 This function was originally used by the Crystal Ball experiment to fit the energy response of
its NaI(Tl) crystal calorimeter [152]. In L3, the CBL function was also used to fit the distributions
of the forward-backward charge asymmetry in Bhabha scattering [135].
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Figure C.1: Comparison between (a,c) the Gaussian and (b,d) the Crystal
Ball lineshape fits to the distributions of the Epgo/Egen and Epco/Ebeam
variables, respectively. The obtained peak positions and resolutions are in-
dicated on the plots. There are two entries per each MC event.

the power-law tail, where a defines the joining point and b gives the power. The above
formula automatically ensures that both parts of the CBL function join continuously
and are smooth in the first derivative. For the Bhabha energy spectra at LEP, the
fitted values of the parameters a and b were in the ranges 1 < a < 2 and 1.5 < b < 3.

I studied the performance of the CBL fit using a sample of 70,000 back-to-back
Bhabha events which I selected from a Monte Carlo sample generated at the Z peak,
Vs = 91.3 GeV, where the shower development in the BGO had been simulated
assuming a perfect calibration and no temperature fit errors. Figures C.la,c show

the distributions of Epco/Eygen, Where Epgo is the reconstructed energy of the BGO
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bump and Eg., gives the energy of the corresponding electron at the generator level.
As can be seen, these distributions could be reasonably well fitted with a single
Gaussian function, despite a noticeable low-energy tail caused by fluctuations in the
shower development process (e.g., shower leakage effects or energy losses in the dead
material between the crystals). The fitted width of the peak was then taken as the
intrinsic energy resolution of the BGO calorimeter.

For the data, the true value of the electron energy (Ey.,) was of course unknown
and, to determine the energy resolution of the BGO, I had to use another variable,
EBco/Eveam, where Epeqy, is the beam energy. The corresponding distributions fitted
to the CBL function are shown in Figures C.1b,d.

Comparing the fitted values of the peak position and width obtained with these
two methods, good agreement was observed in all cases. In addition, for both the
data and Monte Carlo spectra, the fitted CBL curves provided a good description
not only for the peak region but also for the the low-energy tail as can be seen from
Figures C.1b,d and 5.20. Thus, it could be concluded that the Crystal Ball lineshape
function worked well in fits to Bhabha energy spectra and provided a consistent

estimate of the BGO energy resolution.

C.2 Showers with Dead or Missing Crystals

As discussed in Section 5.3.2, about 1.5% of the BGO channels were malfunctioning
(dead) and therefore were not used in the shower reconstruction. In addition, the BGO
calorimeter had six rings of crystals at the edges of the calorimeter, one in each half-
barrel and two in each endcap. As a result, about 12% of the selected single-photon
showers contained a dead channel in the 3 X 3 matrix around the crystal with the
maximum energy deposition (bump crystal), and for additional 5% of the showers,
the bump crystal was in one of the edge rings so that the 3 x 3 matrix contained
three missing crystals. Such showers were also used in the absolute calibration of the
BGO in order to calibrate crystals adjacent to the dead crystals and crystals near the

detector edges.
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Figure C.2: Left: Average energy fractions in the 3 x 3 crystal matrix for
the bumps with no dead or missing crystals (for 45 GeV electrons). Right:
Definition of the Type I and Type II BGO bumps, where “B” denotes the
bump crystal and “I” and “II” denote the possible positions of the dead
crystals.

The standard BGO reconstruction algorithm treated the dead and missing crystals
as crystals with zero energy depositions, resulting in a systematic underestimation
of the measured bump energy. This effect was then accounted for by disabling the
corresponding crystals during the Monte Carlo simulations of the BGO calorimeter.
However, for some applications this approach proved to be insufficient. For example,
the absolute calibration of the BGO was based on the assumption that the recon-
structed electron energies in the back-to-back Bhabha events should be close to beam
energy.

In order to correct for the presence of the dead and missing crystals, I used the
following procedure.? First, the BGO bumps with missing or dead crystals were
divided into three categories. The Type I bumps contained a dead crystal in one of

the four corners of the 3 x 3 matrix, while for the Type IT bumps, the dead crystal was

2This problem has also been investigated in 1997-98, and an alternative shower fitting procedure
was developed [253] It was shown that this algorithm provided a substantial improvement in the
reconstruction quality for the BGO bumps with dead or missing crystals. However, it also produced
significant resolution tails and, thus, was not used in my analysis (or in any other L3 analyses).
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Type 1 Type 11 Type 111
Parameter Barrel Endcaps Barrel Endcaps Barrel Endcaps
Ppata [%] | 98.44+0.31984+03|97.3+0.3|97.84+0.2|96.44+0.2|96.8+0.2
Pye (%] 98.6+0.1|98.74+0.2|976+0.1|98.0+0.1]96.84+0.2|97.1+0.1
ODpata |70 1.4 1.5 1.6 1.5 2.3 2.0
omc [%] 1.6 1.6 1.7 1.5 2.3 2.1

Table C.1: Results of the CBL fits to the Epymp/Epeam distributions for the
bumps with missing or dead crystals. Peak positions and resolutions are
listed both for the data, Pp., and opgia, and Monte Carlo, Pyc and opyc.

adjacent to the bump crystal (see Figure C.2). The Type III bumps were the showers
near the edges of the BGO which contained three missing crystals in the 3 x 3 crystal
matrix. This particular classification was motivated by fact that the average energy
loss in dead or missing crystals was different for each type of such bumps. Figure C.2
shows that for Type I showers, the systematic underestimation of the measured bump
energy was expected to be substantially smaller than for bumps of Type II and III.

To estimate the systematic negative shift in the measured bump energy, I used
back-to-back Bhabha events selected from a Monte Carlo sample generated at the
Z peak, y/s = 91.3 GeV, where the calibration and temperature fit errors had been
taken into account during the detector simulation. The selection criteria that I used
are listed in Section 5.6.2. It should be noted that the selected bumps had to satisfy
the quality cuts on the shower shape, which rejected a significant fraction of Type II
and Type III bumps. As a consequence, about 40% of the selected bumps with dead
or missing crystals were of Type I and the rest was divided equally between the
Types II and III.

The Bhabha energy spectra were fitted to the CBL function, and the fit results
are given in Table C.1. The obtained correction factors were then applied during the
absolute calibration of the BGO. To test this correction procedure, I used a sample
of bumps with dead or missing crystals that were selected in the Z-peak calibration

data collected from 1998 to 2000. Figure C.3 shows the Bhabha energy spectra for the
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Figure C.3: Energy spectra of the Bhabha electrons selected in the 1998-2000
Z-peak calibration data a) for the BGO bumps of Type I and b) for the BGO
bumps of Type II (barrel and endcaps combined). The peak positions and
resolutions are indicated on the plots.

BGO bumps of Type I and II, and the fitted parameter values are listed in Table C.1.
Comparing the fitted values of the peak position and width, good agreement between
the data and Monte Carlo was observed in all cases. For 45 GeV electrons, the BGO
energy resolution was measured to be about 1.5% for bumps of Type I and II and
about 2% for bumps of Type III.

The shower-shape cuts that I used in the selection of the single- and multi-photon
events were identical to the cuts used in the Bhabha selection. Therefore, the same
correction procedure could also be applied to the selected single- and multi-photon
samples. As shown in Figure 6.21f, this procedure corrected the position of the

recoil-mass peak for the single-photon showers containing dead or missing crystals.

C.3 Aging of the BGO Calorimeter

At the beginning of the LEP program in 1989, it was noticed that the BGO response

decreased with time at a rate of 2-3% per year. The BGO aging was then extensively
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Figure C.4: Aging of the BGO during 1995-2000 a) for the two half-barrels
and b) for the two endcaps. Each point represents a LEP run at or near the
Z peak, y/s ~ 91.3 GeV. For better visibility, the aging curves for the RB24
side are shifted by —0.5%.

studied using the Xenon monitoring system and it was found that, fortunately, the
decay rate also decreased with time [139, 134]. The measured decay trend could be

parameterized by

+C, (C.2)

where R is the relative BGO response, t is the elapsed time, and a, tg, and C are
constant parameters. Since the four subdetectors of the BGO were manufactured and
installed separately, the decay functions R(t) were different for each subdetector.

In order to estimate the BGO aging during the LEP2 phase, I used the back-to-
back Bhabha events selected in the Z-peak calibration data.® Typically, during each
year of the LEP2 program, two or three weeks were dedicated to LEP runs at the Z
peak, 1/s = 91.3 GeV. For example, in 1999 such runs were performed in May, July,
and September, and the L3 detector collected a total of about 4.0 pb~! of the Z-peak

4

calibration data. The Bhabha energy spectra from each calibration run*® were then

3Using only electrons of fixed energy, 45.6 GeV, avoided the problem of the BGO non-linearity
(see the next section).

4To avoid potential biases, energies of all Bhabha showers were reconstructed using the same set
of the RFQ intercalibration constants.
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fitted to the CBL function, and the BGO aging curves were obtained by plotting the
fitted peak position versus the elapsed time (see Figure C.4).

The decay rate was higher in the endcaps because they were installed two years
after the barrel calorimeter. As shown in Figure C.4, the aging of all four BGO sub-
detectors was well described by the parameterization of Equation C.2. The obtained
aging curves were then used for both the BGO calibration and the BGO reconstruc-
tion. At the end of the LEP2 program, the relative energy response of the BGO
changed by about -0.4% per year for the barrel and by about -0.6% per year for the
endcaps. These results were in good agreement with a similar study carried out using
the Xenon monitoring system [140].

Although the exact cause of aging of the BGO is unknown, it is suspected to
be due to the degradation of the reflective paint which was used to coat the BGO
crystals. The L3 LUMI detector made of non-coated BGO crystals did not exhibit
any significant aging effects. Radiation damage could be excluded as a cause because
the radiation flux of LEP peaked at low polar angles, while the rate of aging was
uniform within a given BGO subdetector. Moreover, the measured radiation flux was

very low [254].

C.4 Non-linearity of the BGO Calorimeter

In general, any electromagnetic calorimeter is expected to have a linear energy re-
sponse, i.e., the measured shower energy should be proportional to the energy of the
incident photon (electron). However, in practice, deviations from the signal linearity
(non-linearity) can be caused by a variety of instrumental effects such as the light
attenuation or shower leakage effects [108].

During the LEP1 program, the BGO non-linearity was studied using multi-GeV
electrons where the bump energy measured in the BGO was compared to the mo-
mentum of the corresponding charged track reconstructed in the TEC (E/p) [139].
It was found that the relative energy response of the BGO changed by about 0.5%
when going from 5 GeV to 45 GeV [149]. Because this effect was not reproduced by
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Figure C.5: Energy dependence of the BGO energy response. For better
visibility, the non-linearity curve for the barrel is shifted by —0.5%.

the Monte Carlo simulations, the corresponding correction factors were included in
the energy reconstruction algorithm of the BGO. For lower shower energies, the BGO
non-linearity could be precisely studied using the mass peaks of the 7° and 7 mesons
reconstructed in their two-photon decay mode (see Section 5.6.3).

During the years 1995-2000, the LEP beam energy was gradually increased from
46 GeV up to 104 GeV. Thus, Bhabha samples selected at different center-of-mass
energies could be used to investigate the linearity of the BGO response. For a given
beam energy, I measured the BGO non-linearity by comparing the position of the
corresponding Bhabha peak to the position of the Bhabha peak from the closest
(in time) Z-peak calibration run.® The obtained non-linearity curves are shown in
Figure C.5. The corresponding shift in the relative BGO response was measured to be
about 0.5% for both the barrel and the endcaps, confirming the general trend observed
at LEP1. Again, this behavior was not reproduced by the Monte Carlo simulations,
and the corresponding correction factors were included in the energy reconstruction

algorithm of the BGO.

5To avoid potential biases, the shower energies were reconstructed using the previous year’s
calibration, i.e., the data under investigation were not used to derive the corresponding calibration
constants.
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C.5 BGO Angular Resolution

As described in Section 5.1, the impact point of the incident particles was recon-
structed using the energy depositions in the 3 x 3 crystal matrix and the actual
positions of the crystal front faces (6; and ¢;). The corresponding angular resolution
functions were derived in Reference [110] and are given by:

¢-Resolution:

Barrel
328 mrad

oy (E) = 7B +0.82 mrad (F in GeV). (C.3)

Endcaps

4.76/| tan 6| + 3.81
4.76/| tan 0,5 + 3.81

oy (E,0) = (1.210(E) + 2.56 mrad) < ) : (C.4)

where tan 6,y = 523 mm/758 mm corresponds to the intersection of the barrel and
endcap volumes.
f#-Resolution:

Barrel

5.55sinf +1.21
af(E,m:of(E)( sind + ) i

5.555in 0, + 1.21 bo=75- (C.5)

Endcaps

(C.6)

6.06 ] + 0.66
oy (E,0) = (0.77 af(E) +0.99 mrad) ( | cos 6] + ) |

6.06| cos b,.f| + 0.66

where the reference polar angle 6, is the same as in the expression for o (E) (Equa-
tion C.3). The longitudinal section of the BGO calorimeter (see Figure 4.11) was a
rectangle, and therefore only the barrel ¢-resolution function did not depend on the
polar angle of the shower. In addition, since the BGO granularity was almost the
same in the barrel and in the endcaps, the remaining resolution functions could be
parameterized in terms of o (E) and 6.

As a cross check, I derived the ¢-resolution function for the barrel using a Monte

Carlo sample of single-photon events. Figure C.6a shows that it was in good agree-
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Figure C.6: a) BGO angular resolution as a function of the shower energy,
as predicted by the Monte Carlo simulations. b) ¢-resolution for the barrel
measured using 103 GeV Bhabha electrons (two entries per event).

ment with the function o (E) given by Equation C.3.

For electrons in the barrel region, a much more precise measurement of the az-
imuthal angle was obtained by reconstructing the associated charged track using the
TEC and SMD subdetectors of L3 (04(TEC) ~ 0.4 mrad). The ¢-resolution of
the BGO could then be estimated by comparing the azimuthal angle measured by
the BGO and by the TEC (see Figure C.6b). The measured value of ¢ (Data) =
1.1740.02 mrad was in good agreement with the Monte Carlo prediction of 6§ (MC) =
1.15 mrad. This result was also confirmed by a similar study described in Refer-

ence [140].



288 Studies of the BGO Performance




Appendix D

Additional Results of the Event
Selection

In this appendix I provide additional figures and tables that further illustrate the
results of the event selections described in Chapter 6.

Figure D.la shows the energy spectrum of the single-photon candidates. Fig-
ures D.1b and D.1c show the transverse momentum distributions of the single-photon
candidates in the barrel and endcaps, respectively. These plots complement the main
results of the single-photon selection, described in detail Section 6.3.8 of Chapter 6.

Figures D.2 and D.3 show the recoil mass distributions of the single-photon and
multi-photon events with missing energy, respectively, collected at different center-of-
mass energies. Figure D.4 provides the energy spectra of the soft-photon candidates
collected at different center-of-mass energies. These plots are of interest because
production cross sections of most new physics signals increase with the center-of-
mass energy of ete™ collisions.

The results of the single- and multi-photon selections are detailed in Tables D.1
and D.2, respectively. In addition, Table D.3 gives detailed results of the combined
single- and soft-photon selections in the region of z, < 0.5, where ., is defined as the
ratio of the photon energy to the beam energy.

The accessible format of these tables ensures that they can be used by any inter-
ested physicist! to test future models involving single- and multi-photon signatures
at LEP. Table D.3 has already been used to search for branon production [200] and

is currently used to search for several exotic SUSY signatures at LEP [256].

IThese three tables were included in the final L3 paper on single- and multi-photon production
at LEP [230] as part of the general data-archiving effort of L3. To a large extent, this effort was
motivated by a recent example from the JADE experiment at PETRA ete™ collider. In 1998, twelve
years after PETRA’s shutdown, the JADE collaboration had to overcome significant difficulties in
order to reanalyze its data with new theoretical models and improved analysis techniques [255].
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Figure D.1: a) Energy spectrum for the entire single-photon sample and
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E.5 [GeV]
Meee [GVI 045 15— 40 40 — 80
Full sample
0—70| 0/ 0.2/62 0/ 0.1/66  0/0.2/64
70 — 95 | 38/30.7/64 12/12.4/53  0/1.5/57
95— 120 | 15/21.7/65 5/ 7.9/56  0/0.4/53
120 — 150 | 9/10.2/60 2/ 2.5/51 —
150 — 180 | 13/16.8/54 0/ 0.7/46 —
180 — 210 | 7/ 7.4/41 — —
Both Photons in Barrel (43° < 6, < 137°)
0-70| 0/0.0/81  0/0.0/80 0/0.2/75
70-95| 5/6.1/82  6/3.3/78 0/0.7/80
95— 120 | 4/4.7/87  1/2.0/84 0/0.1/83
120 — 150 | 2/2.1/77  0/0.6/53 —
150 — 180 | 2/4.1/66  0/0.2/38 —
180 — 210 | 1/2.2/52 — —

Table D.2: Numbers of observed and expected multi-photon events and selec-
tion efficiencies (KKMC) in % as functions of E.,, and M, for the full sample
and for the case in which both photons were in the barrel. These results are
given for the combined 1998-2000 data sample.
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Table D.3: Numbers of observed and expected single-photon events together
with selection efficiencies and purities in % as functions of | cos 6, and of the
ratio of the photon energy to the beam energy, z,. Results of the single- and
soft-photon selections are combined for z, < 0.5. In the first row of each
cell the left number represents the number of observed events and the right
number the expectations from Standard Model processes. In the second row
of each cell the left number is the selection efficiency (KKMC) and the right
number is the purity. These results are given for the combined 1998-2000
data sample.



Appendix E

Combinations with Other LEP
Experiments

The other three LEP experiments — ALEPH, DELPHI, and OPAL — have also
studied the production of photonic events with missing energy and published descrip-
tions of their work [111, 215, 216]. In this appendix I present the combinations of
LEP results on the searches for photonic signatures expected in Supersymmetry and
in models with extra dimensions. The LEP—combined samples of single- and multi-
photon events with missing energy are also described. These combinations have been
performed in the framework of the LEP SUSY [231] and Exotica [232] working groups,
of which I am a member.

While the general designs of the LEP experiments were quite similar, the details
varied significantly. In particular, the L3 BGO calorimeter stood prominently as the
most accurate photon detector at LEP. Starting from 1997, the BGO calorimeter
was precisely calibrated with the RF(Q accelerator, which significantly improved its
resolution and eliminated the resolution tails (see Chapter 5). The BGO energy
resolution was about 1% for photons with energies above 10 GeV, at least three
times as good as the resolution of any other electromagnetic calorimeter at LEP (see
Section 4.2.3 p. 80).

In addition, the high-performance forward calorimeters of L3 allowed me to extend
my single-photon selection to include photons with transverse momenta as low as
1.5 GeV (see Section 6.5). For comparison, the other LEP experiments had to apply
a threshold cut of P, > 5—7 GeV. This resulted in L3 having a significantly higher
sensitivity for detecting extra dimensions and pair-produced gravitinos.

For these reasons, the L3 experiment was the ideal place at LEP to search for

new physics in photonic final states. As I will show below, the sensitivity of the
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Figure E.1: Recoil mass spectra of the a) single-photon and b) multi-photon
events selected by the four LEP experiments (points with error bars). The
shaded histograms represent the Standard Model expectations.

LEP—combined searches for SUSY and extra dimensions was essentially the same as
the sensitivity of my searches described in Sections 7.2 and 7.3. Moreover, the limits
that I derived were almost always tighter than the limits obtained by combining the

results from the other three LEP experiments.

E.1 The LEP Combined Event Samples

The combinations presented here are based on the results obtained with single- and
multi-photon events selected by the four LEP experiments. These event samples
have been selected in the data recorded during 1996-2000 from e*e™ collisions at
V5 = 161—208 GeV, which corresponded to about 700 pb~! per experiment. The only
exception is the single-photon sample from OPAL which includes only events selected
in about 250 pb~! of data collected during 1996-1998 at /s = 161 — 189 GeV.! The
combined single- and multi-photon samples consist of 6,282 and 392 events, respec-
tively, with 6,424 and 406.3 events expected from Standard Model processes, mainly

ete”— vuy(7y). The corresponding recoil mass spectra are shown in Figure E.1.

!The OPAL experiment has not released any results from its single-photon analysis performed
with 450 pb~! of data collected in 1999-2000 at /s = 192 — 208 GeV.
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Single-photon sample Multi-photon sample
M;ee [GeV] LEP L3 LEP L3
Data | MC | Data| MC Data | MC | Data | MC

0—-70 | 103 | 100.6 2 3.8 6 2.1 0 0.4

70 — 110 || 3272 | 3408.9 | 968 | 985.2 | 241 | 251.0| 66 68.9
110 — 160 || 1350 | 1378.7 | 391 | 375.9 87 | 91.0 20 234
160 — 210 || 1557 | 15635.8 | 560 | 567.9 o8 99.3 15 19.9

Total 6282 | 6424.1 | 1921 | 1932.7 || 392 | 406.3 | 101 | 112.7

Table E.1: Numbers of observed and expected events as a function of the
recoil mass for the LEP—combined single- and multi-photon samples. For
comparison, also given are the corresponding numbers for my samples se-
lected using the L3 data collected at /s = 189 — 208 GeV.

Table E.1 gives the numbers of observed and expected events as functions of
the recoil mass variable. For comparison, I also list the results of my single- and
multi-photon selections performed using 619 pb~! of data collected by L3 at /s =
189 — 208 GeV. In total, the L3 contributions represent about 35% and 30% of the
LEP combined single- and multi-photon samples, respectively.

For the single-photon channel, there is good overall agreement between the LEP
data and the Standard Model predictions. However, a noticeable deficit of events
was observed in the region corresponding to the radiative return to the Z. In the bin
M. = 70—110 GeV, 3,272 events were found in the data while 3,408.9 were expected
from the e*e™— vy process. This corresponds to a deficit of about —2.3 5.

Much of this lack of data was caused by the contributions from DELPHI and
OPAL, which both used the KORALZ Monte Carlo generator for the simulation of
the ete”™— vy process. However, the more advanced and precise KKMC program
predicts 2-3% less events in the region of the Z-return peak (see Section 2.2.3).
In addition, the DELPHI analysis suffered from significant systematic errors due to

trigger inefficiencies and calorimeter calibration.? It should be noted that the ALEPH

2For the DELPHI analysis [216], the total systematic error on the measured cross section was
about 5%, whereas for my analysis it was only about 1%.
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and L3? single-photon analyses found a good agreement (within 0.50) between the
data and Monte Carlo in this region of the recoil mass spectrum. These two analyses
were performed using the KKMC event generator and represented about 65% of the
LEP—combined event sample.

The event statistics given in Table E.1 show that the other single-photon selections
suffered from significantly higher backgrounds in the region of low recoil masses (high
photon energies). Such background was mainly caused by the mismeasurement of
events in the Z-return peak of the ete™— vy process. In my analysis, this source
of background was found to be negligible because the RFQ calibration technique
eliminated the BGO resolution tails (see Figure 5.9 p. 105). Only 3.8 viry events
were expected in the bin M. < 70 GeV, at least five times lower than for any
other single-photon analysis performed at LEP. For this reason, the sensitivity of
my searches for neutralino production processes in SUSY was substantially higher
since such processes were expected to lead to events with energetic photons (see
Sections 7.2.2 and 7.2.3).

For the multi-photon channel, good agreement between the data and Monte Carlo
was observed for the entire recoil mass spectrum as shown in Figure E.1b. This com-
bination is considered to be final since all four experiments provided their published

results based on the full LEP2 data set.

E.2 Searches for SUSY Signatures

To perform combinations of LEP results on searches for Supersymmetry, the LEP
SUSY working group adopted the following procedure. For a given signal hypothesis,
each experiment provided the number of observed events, the number of expected
background events, and the selection efficiency for this signal process. This informa-
tion was then used to perform a multi-channel likelihood fit, and the cross section
limits were derived using the Fast Fourier Transform method [257].

This procedure was suitable for the combination of results from other LEP ex-

3Here and in the following the L3 results refer to those described in this thesis.
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Figure E.2: a) Observed and expected upper limits on the produc-
tion cross section of the reaction ete™— C~})~<(1)—>C~}é’y, obtained from the
LEP—combined search. The corresponding limits from my search are also
shown. The limits were obtained at the 95% C.L. for y/s = 207 GeV. Data
collected at lower /s were included assuming the signal cross section to scale

according to the LNZ model [193]. b) Regions excluded in the (mg, mg)

mass plane, under the assumptions of the LNZ model and a pure bino neu-
tralino GMSB model with mg, = 150 GeV.

periments which employed event-counting methods [111, 215, 216]. However, my
searches for new physics were based on likelihood fits to discriminating distributions
as described in Section 7.2.1. In order to provide the required information, e.g., just
one number of observed events, I had to apply additional cuts on the discriminating
variables. Although I optimized the values of these cuts, for some mass hypotheses
this led to a significant deterioration of the analysis performance. As a consequence,
the sensitivity of the LEP—combined search could become lower than the sensitivity
of my individual search.

Figure E.2a shows the observed and expected upper limits on the signal cross
section obtained from the LEP—combined search for the ete™— GX} — GG~ process.
For high neutralino masses mgo > 110 GeV, the obtained limits were found to be
significantly better than expected. This effect was caused by a substantial deficit of
data events observed by the ALEPH analysis [111] in the region of highest sensitivity,
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Figure E.3: a) Observed and b) expected cross section upper limits from
the LEP—combined search for the process ete~— X2X1 — X1X1~. The limits
were obtained at the 95% C.L. for /s = 208 GeV. The branching fraction
for the X5 —))2(1)7 decay was assumed to be 100%.

Mo < 80 GeV. Figure E.2a also shows the cross section limits that I derived in
Section 7.2.2. The L3 and LEP—combined searches were found to have essentially
the same sensitivity.

The no-scale SUGRA LNZ model has only two free parameters — the gravitino
and the neutralino masses (see Section 3.2.4). Figure E.2b shows the exclusion region
in the (mgo, mg) mass plane obtained from this combination of LEP results. Gravitino
masses below 107 eV were excluded for neutralino masses below 185 GeV.

The LEP—combined search for the reaction ete™— X5X1 —)5(?)2(1)’)/ was also per-

formed. The observed and expected limits are shown in Figure E.3.

Multi-Photon Signatures

Figure E.4a shows the upper limits on the signal cross section obtained from the
LEP—combined search for the ete”— 5(95(?—)@@77 process. In this case, the ob-
served limits were in good agreement with the expectation. Figure E.4a also shows the
limits on the eTe — X1X} cross section that I derived from my search (Section 7.2.3).

For neutralino masses above 85 GeV, the LEP—combined search was found to be more
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Figure E.4: a) Observed and expected upper limits on the production
cross section of the reaction ete™— XiX| — ééfyfy, obtained from the
LEP—combined search. The corresponding limits from my search are also
shown. The limits were obtained at the 95% C.L. for /s = 207 GeV. Data
collected at lower /s were included assuming the signal cross section to scale
according to the MGM model [194]. b) Region excluded for a pure bino neu-
tralino model in the (mgg, mi?) mass plane. The region compatible with the
GMSB interpretation of the CDF event [68] is also shown. ¢) Observed and
d) expected cross section upper limits from the LEP—combined search for
the process eTe™— X2X3 — X1X177y. The limits were obtained at the 95%
C.L. for /5 = 208 GeV. The branching fraction for the X3 — X1 decay was
assumed to be 100%.
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sensitive. The achieved improvement over the results of my analysis was equivalent
to increasing the size of my data sample by about 50%. The region excluded at the
95% C.L. in the (mgy, my) mass plane is shown in Figure E.4b. The GMSB inter-
pretation of the rare CDF event (Section 3.2.2) was ruled out by this combination of
LEP analyses.

The LEP—combined search for the reaction ete— X2X3 — X1X1vy was also per-

formed. The observed and expected limits are shown in Figures E.4c,d.

E.3 Searches for Extra Dimensions

All four LEP experiments have searched for the emission of Kaluza-Klein gravitons via
the reaction ee™— vG. As discussed in Section 3.3.1, this reaction leads to a single-
photon with missing energy signature since the gravitons would escape undetected.
Its differential cross section is expected to peak at low photon energies and polar

angles (see Figure 3.16 p. 59).

Mp (TeV)
n ALEPH [111] | DELPHI [216] L3 [230] OPAL [215]
2 1.26 1.31 1.50 1.09
3 0.95 1.02 1.14 0.86
4 0.77 0.82 0.91 0.71
5 0.65 0.67 0.76 0.61
6 0.57 0.58 0.65 0.53

Table E.2: Lower limits at the 95% confidence level on the new gravity scale
Mp for different numbers of extra dimensions n, derived by the four LEP
experiments from the individual searches for graviton-photon emission. The
L3 search was described in Section 7.3. The OPAL limits were obtained using
only the data set recorded in 1998 at /s = 189 GeV.

Searches performed by ALEPH [111], DELPHI [216], and L3 (Section 7.3) used the
highest center-of-mass energy and luminosity LEP data sets collected during 1998-
2000 at /s = 189 — 208 GeV, which corresponded to an integrated luminosity of
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Figure E.5: Distribution of the ratio of the photon energy to the beam energy
for the single-photon events selected by DELPHI and L3 together with the
Standard Model prediction. Expected signal from the reaction ee™ — G
is also shown for Mp = 1 TeV and n = 2. In addition, the individual
contribution from DELPHI is shown as squares with error bars.

about 0.6 fb~! per experiment. Since OPAL had analyzed only the data collected in
1998 at /s = 189, its results [215] were not considered for this combination.

Good agreement with the Standard Model prediction was observed by all ex-
periments. In order to place limits on the new gravity scale Mp, each experiment
performed a fit to its measured single-photon distributions under the assumption
that the data contained a mixture of the signal and Standard Model background.
The obtained limits are given in Table E.2.

The limits derived by my analysis are substantially tighter than those derived
by DELPHI and ALEPH. This effect can be understood by examining Figure E.5,
which shows the energy spectrum of the single-photon events selected by DELPHI
and L3 together with the Standard Model prediction and the expected signal from the
graviton-photon emission. This figure shows that in the region of highest sensitivity,
E./Epeam < 0.2, this sample was dominated by events from my single- and soft-photon

selections (see Sections 6.3.8 and 6.5).
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Figure E.6: The combined (ALEPH, DELPHI, and L3) negative log-
likelihoods as functions of (1/Mp)™™ for n = 2 and n = 6. In each case, the
minimum value was subtracted. The dashed line indicates —Alog £ = +0.5.

Combination of the LEP Results

The combination was performed* using the likelihood functions derived by the ALEPH,
DELPHI, and L3 individual analyses. Because the signal kinematic distributions were
expected to change with the number of extra dimensions n, each experiment provided
a separate log-likelihood function, log £, for each value of n. The systematic uncer-
tainties were taken into account by each experiment separately. They were found to
have no significant effect on the combined limits.

The individual log £ functions were added together, and the combined likelihoods
were used to fit for the parameter (1/Mp)"*2. This parameterization was chosen
because, for a given n, the signal kinematic distributions were independent of Mp
and the total cross section scaled as (1/Mp)""2. Figure E.6 shows that the combined
log L curves were close to parabolas.

The results of the fits are given in Table E.3, where the error on the parameter
(1/Mp)™*? corresponds to a change in the negative log-likelihood with respect to its
minimum of 0.5. The fitted values of (1/Mp)"*? were found to be in good agreement

with the Standard Model expectation of zero.

4This work was done in collaboration with Dr. Stefan Ask (Lund University).
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(1/Mp)n+? Mp (TeV) R (mm)
—0.02+0.08 TeV* > 1.60 < 0.19
—0.094+0.22 TeV~® > 1.20 <2.6x10°°
—0.3+0.8 Tev® > 0.94 <1.1x10°®
—09+33 Tev’ > 0.77 <4.1x10°10
—48+15.2 Tev~? > 0.66 < 4.6x 1071

=2 IS BT SORJURN NI

Table E.3: Fitted values of (1/Mp)"™? together with lower limits on the
gravity scale (Mp) as functions of the number of extra dimensions (n). Upper

limits on the size of the extra dimensions (R) are also given. All limits are
LEP—combined (ADL) and are at the 95% confidence level.

Since no indication of a signal was found, limits on the new gravity scale were
derived using the Bayesian likelihood method. At the 95% confidence level, a one-

sided lower limits on Mp were obtained as

i £(a')da'

CL = = L@

=0.95, (E.1)

where © = (1/Mp)™*2, L(z) is the combined likelihood function, and the integra-
tion is performed over the physical region x > 0. The derived limits are listed in
Table E.3. The achieved improvement over the results of my analysis (Table E.2)
roughly corresponds to increasing the size of my data sample by 50%.

The lower limits on the gravity scale can be converted into upper limits on the

size of extra dimensions (R) using the following equation [80]:
Gy =8TR"Mp%™2, (E.2)

where G' is Newton’s constant of gravitation. Figure E.7 shows the radii of the
extra dimensions as functions of the gravity scale Mp together with the obtained
95% C.L. upper limits on R. These limits are also listed in Table E.3.

The LEP—combined search for extra spatial dimensions excluded at the 95% C.L.

gravity scales below between 1.6 TeV and 0.66 TeV for the number of extra dimensions
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Figure E.7: The radii of the extra dimensions R as functions of the gravity
scale Mp for n = 2 — 6. Arrows indicate the obtained upper limits on R.

between 2 and 6. The CDF and D() experiments at the Tevatron pp collider have
searched for the production of Kaluza-Klein gravitons in monojet events. The current
CDF result excludes gravity scales below 1.0, 0.77, and 0.71 TeV for n = 2,4, and
6, respectively [223]. The D¢) experiment quoted slightly lower limits® [222]. Thus,
for n < 6 the LEP limits are the best bounds to date on direct graviton emission in
collider experiments. It should be noted that short-range tests of Newton’s law [79]
as well as astrophysical and cosmological constraints [78] provide similar or better
bounds for the case of two extra dimensions. However, for n > 2 such bounds are

relatively weak.

5The Tevatron results were obtained using the Run 1 data only. However, a preliminary analysis
of the Run 2 data indicates that these limits will not be significantly improved at Run 2 [258].
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