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-Abstract

Floating-gate technology can be used to build silicon systems that adapt and learn.
This technology is well suited to implement adaptation and learning because we are
not bﬁi]ding analog EEPROMS, but rather circuit elements with important time-
domain dynamics. These floating-gate circuits use the hot-electron-injection, electron-
tunneling, and drain-induced-barrier-lowering phenomena in & standard submicron
CMOS process. This technology works with the constraints of the silicon medium,
and is similar to biological systems that turned potential liabilities into features.

I develop the first analytical model of the impact-ionization and hot-electron pro-
cesses in MOS devices by solving for a self-consistent distribution function from the
spatially varying Boltzmann transport equation. From this electron distribution func-
tion, the probabilities of impact ionization and hot-clectron injection are calculated
as functions of channel current, drain voltage, and floating-gate voltage. The analyt-
ical model simultaneously fits both the hot-electron-injection and impact-ionization
data. These analytical results yield measurcments of the energy-dependent impact-
ionization collision rate that is consistent with numerically calculated collision rates
reported in the literature.

I describe the design, fabrication, characterization, and modeling of an array of
single-transistor synapses that simultaneously store the weight value, compute the
product of the input and floating gate value, and update the weight value accord-
ing' to a hebbian or backpropagation learning rule. Circuits with one floating-gate
synapse exhibit a range of possible stabilizing and destabilizing behaviors, and cir-
cuits with multiple-synapses show examples of competitive and cooperative behavior.
By providing feedback to the source, we get a pFET synapse where voltage changes
in both the floating gate and drain stabilize the floating gate.

I present a bandpass floating-gate amplifier that uses tunneling and pFET hot-

electron injection to adaptively set its DC operating point. Because the gate cur-



v
rents are small, the circuit exhibits a high-pass characteristic with a cutoff frequency
less than 1 Hz. The high frequency cutoff is controlled electronically, as is done in

_continuous-time filters. I have derived analytical models that completely characterize
the amplifier and that are in good agreement with experimental data for a wide range
‘of operating conditions and input waveforms. This autozeroing floating-gate amplifier

demonstrates how to use continuous-time, floating-gate adaptation.
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1.1 Inprevious neural network implementations, the adaptive elements (synapses)
were complex and required a tremendous amount of arca. (a) Synapse lay-
out from [5]; the size of this synapse was typical of dense synapse designs
of similar complexity. (b) Typical implementations used separate compu-
tation, memory, and adaptation blocks, because these networks were direct
implementations of mathematical models. . . . . . ... ... ... ..

1.2 Transistor leakage currents limit adaptation time-constants. (a) Circuit
schematic when storing a voltage on a capacitor. (b) Plot of the resulting
stored voltage versus time. The constant leakage current decreases linearly
the stored voltage over time. . . . . . . . .. ... ... ... ...

1.3 Ilustration of our floating-gate CMOS technology. (a) Charge on the floating-
gate is nearly permanently stored because electrons are surrounded by a
high quality insulator. (b) Since the floating-gate voltage can modulate a
MOSFET’s channel current, the floating gate is not only a memory device,
but also can be an integral part of a computation. (c¢) The floating-gate
charge can be modified by electron tunneling and hot-electron injection.
Continuous-time adaptation is possible if the floating-gate current is a func-
tion of other device parameters. In this respect, hot-electron injection is an
important adaptation mechanism, because floating-gate current is propor-

tional to channel current and an exponential function of drain voltage.
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Band diagram illustrating hot-electron injection in a MOSFET biased in

- subthreshold. The appropriate variables in the Boltzmann transport equa-

tion and its variable transformations are shown on the graphs. ' (a) Band
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Cross section of the nFET and pFET single-transistor synapses in an nwell

- MOSIS process. The tunneling junctions used by the single-transistor synapses

is a region of gate oxide between the polysilicon floating-gate and nwell. For
the nFET synapse, the pbase implant results in a larger threshold vo.lt.age,
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cuit diagram of the nFET single-transistor synapse with its source connected
to ground. (b) Layout of the nFET single-transistor synapse. (c). Circuit
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Vag. (d) Layout of the pFET single-transistor synapse. . . . . . . . . .
Tunneling in an nwell process. (a) The tunneling junction is the capacitor
between the floating gate and the nwell; we use high-quality gate oxide to
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creasing the electric field in the channel. . . . . . . ... .. 000

67

68

69



3.9

3.10

3.11

3.12

xvi
Plot of % log(I,) as a function of I for three different tunneling and three
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current (Is), I measured this data by stepping to the desired drain or tun-
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The effect of k, on tunneling current in the source-degenerated pFET. Plot
of EdE log(1,), which is proportional to the tunneling current, as a function of
I; for three different values of k. The curves are nearly straight'lines, and
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The efféct of k; on hot-clectron-injection current in the source-degenerated
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the nFET and source-degenerated pFET synapse circuits are simplified sim-
ilarly. The top figure shows the simplified small-signal model for the drain
connected to a cascode transistor. The bottom figure shows the simplified
small-signal model for the drain connected to a current source. This circuit

is unstable because of the negative resistance from floating-gate to ground.
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(a) The nFET voltage-adapting circuit configuration. (b) Respouse of the

- voltage-adapting nFET synapse to an upgoing and a downgoing step input.
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This circuit configuration is unstable. e e e e
(a) The nFET current-adapting circuit configuration. (b) Response of the
current-édapting nFET synapse to an upgoing and a downgoing step input.
This circuit configuration is stable. . . . . .. .. ... ... ... ...
The behavior of the voltage autozeroing circuit using a source-degenerated
pFET synapse. Unlike the nFET synapse, this circuit converges to its
steady-state voltage. (a) Circuit diagram. (b) Response of this circuit to
an upgoing and a downgoing step iuput for two different values of .. The
circuit behavior does not change for different channel currents if the bias
drain-to-source voltage is fixed. . . . . ... ... ... ... .. ..
The behavior of the current autozeroing circuit using a source-degenerated
pFET synapse. Unlike the pFET synapse, this circuit converges to its
steady-state current. (a) Circuit diagram. (b) Response of this circuit to an
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Response of this circuit to an upgoing and a downgoing step input for three
different values of k. . . . . . L
(a) Circuit with two pFET synapses coupled at the drain with a current
source. (b) Circuit with two nFET synapses coupled at the drain with a
cascode transistor. . . .. ... L. e e e
Circuit diagram of the four-input source-degenerated pFET synapse.

Plot of the time-derivative of W versus W for the nFET, pFET, and source-
degenerated pI'ET synapses. The arrows show the directions that the dif-
ferential equations will take. This figure shows that the nFET and source-
degenerated synapses will stabilize to the W = 1 steady state, while the
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The behavior of coupled pFET synapses for fixed inputs. Even though the

. synapse currents initially start near each other, I; wins and I, loses. Iy

4.19

4.20

decreases as a linear exponential in time due to the constant tunneling cur-
rent at the floating gate. The measured I, saturates due to the surrouﬁding
leakage éurrents; the floating gate continues to increase with time.

The behavior of coupled nFET synapses for fixed inputs. Even though the
synapse currents initially start orders of magnitude apart from each other,
both currents eventually converge to nearly the same steady-state level.
Output voltage and synapse voltage (Vi, Vo, Vi, V3) responses due to an input
step applied to the first synapse. This figure shows that the stabilizing

behavior for two synapses is extendible to multiple synapses. . . . . . .

An autozeroing floating-gate amplifier (AFGA) that uses pFET hot-electron
injection. The ratio of Cy to (] sets the gain of this inverting amplifier. The
nFET is a current source, and it sets the current through the pFET. Steady
state occurs when the injection current is equal to the tunneling current.
The capacitance from the floating gate to ground, C,,, represents both the
parasitic and the explicitly drawn capacitances. Increasing (', will increase
the linear input range of the circuit. The capacitance connected to the
outpus terminal, Cy, is the load capacitance. Between Vi, and Vig is our
symbol for a tunneling junction, which is a capacitor between the floating-
gateand an nwell. . . . ... .00 [
Response of the AFGA to a 1Hz sinewave superimposed on a 19s voltage
pulse. The AFGA has a closed-loop gain of 11.2, and a low-frequency cutoff
at 100mHz. The 1Hz signal is amplified, but the much slower step is adapted
AWAY., 0 0 o v e e e e e e e e e e e e e e e e
The small-signal model of a pFET with the effects of hot-electron injection. I
assuine a constant tunneling current at the floating gate (V,); this tunneling

current sets the bias point for the hot-electron injection parameters.
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The effect of drain-to-source voltage on the Early voltage of an nFET and

. pFET. The AFGA’s open loop-gain as a function of the output voltage is

directly related to the change in the Early voltage. The decrease in the
nFET’s Early voltage at high drain-to-source voltages is due to the impact
ionizatién in its drain-to-channel depletion region. For typical steady-state
output voltages around 1V to 5V, the Early voltage of both the pFET and
nFET are nearly constant; therefore, the open-loop gain is constant.

Steady-state output voltage versus the tunneling voltage for three values of
V;. This data set agrees with the model described in (5.5). The AC gain of
this amplifier was 146. . . . . . . . . .. . Lo
Steady-state output voltage versus V; for two tunneling voltages. This data
set agrees with the model described in (5.5). The AC gain of this amplifier
was 146. . . oL L
Response of the AFGA to an upgoing and a downgoing step input. The
adaptation in response to an upward step results from clectron tunneling;
the adaptation in response to a downward step results from pFET hot-
electron injection. This amplifier had a gain of 11.2. T plot the curve fits
of the simplified expressions of (5.17), where either tunneling or injection
dominates the restoration process. Using the curve fits, 7 is 4.3s and uno
is 50fA. The value of 7 can be set reliably to more than 10® seconds.

'The response to a square wave for four different values of the tunneling
voltage. This amplifier had a gain of 147; the input square wave is not
shown. The steady-state output voltage decreased in the same manner as
seen in Fig. 5.5 for increasing tunneling voltages. The initial tail in the

upgoing respounse is due to the output voltage going to ground. . . . . .
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xxii
The effect of long-duration AFGA operation. (a) The responses to an upgo-
ing and downgoing voltage step before and after 145 hours of operation. 1
plot the difference in the output voltage from the equilibrium DC level as a
function of time; the equilibrium output voltage increased slightly over the
145 houfs of operation. (b) The extracted device parameters as a function
of time. Since Iyyno/Co changes more than does Vip;, most of the long-term
change is caused from the tunneling junction, which is probably caused by
oxide trapping. . . . . . . . ...
High-frequency AFGA behavior. (a) Two AFGAs with unity gain, but with
different values for C;. The larger-capacitor circuit had C; = Cy = 300
fF; the smaller-capacitor circuit had ¢4 = Cy = 50 fF. For both AFGAs,
Cr, was the same. I operated the two AFGAs with different subthreshold
bias currents to achieve comparable settling times. (b) Two AFGAs with
different gains. . . . . . .. ..o
The response of three AFGAs to the same square-wave input. All three
AFGAs were identical except for €, and were biased by the same V.
Increasing O, increases the linear range, decreases the amount of capacitive
feedthrough, and decreases the low-pass cutoff frequency. . . . . . . . .
Measured linear range and 7, for several unity-gain AFGAs for different
Cy ratioed in units of C;. The lincar range fit is Vz; = 0.063V C,,/C; +
0.125V, and the 7 fit is 7 = 1.8us Cp /Cy + 2.7us. . . . . . .. ... ..
An AFGA represented as a small-signal circuit. (a) The small-signal AFGA
model using the small-signal pFET model. (b) The small-signal model of
the effect of the noise source in the channel on the output voltage. I have
neglected the effect of the gate current, as well as the Early voltage effect,
in this model. (c¢) A simplified small-signal model of the effect of noise. For

clarity, I define By = 4€=Co and O, = €1, + s (1~ grrie: )
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Frequency response for two AFGAs with different gains. For both the high-

- and low-gain AFGA, C; + C; is approximately constant. For the high-gain

(&4
—
\]

AFGA, 7 is 20mHz, and 73, is 600Hz; for the low-gain AFGA, 7 is 300uHz
and 75, is 40kHz. The ratio of 7, and 7; between the two AFGAs are .equal
to one—lialf of the ratio of the gains; the ratio is consistent with a constant
Cr+Ca e,
Output noise spectrum of an AFGA with a gain of 146 for two different
tunneling voltages (Vi,,) and a constant input. The high-frequency cutoff

eliminates 1/f noise at frequencies below 1 / 2x7;. The spectrum was taken

for a bias current of 80nA, which corresponds to a V. of 0.73V. . . . . .

) Comparison of a high-gain AFGA with a unity-gain AFGA and with a

generic follower-connected differential amplifier. All three amplifiers had
the same V. voltage, and had the same bias current. The sums of Cy and
Cy are the same for the two AFGAs. . . . . . . . . . . ... .. ... ..
Minimum and maximum output voltages versus the peak-to-peak output-
voltage amplitude. The frequency of the input sine wave was 100Hz; the
AFGA had a gain of 146. For small input amplitudes, the minimum and
maximum output voltages symmetrically deviate from the steady-state volt-
age; for large input amplitudes, however, the DC output voltage follows
the maximum output voltage. The DC voltage was fit to the function
0.5In(Iy(Vye / 1.0V ) ), which is equal to (5.53) with Vi;,; = 500mV.

The response of an above-threshold AFGA to a downgoing step The feed-
back cap, Cb, of this AFGA is only the parasitic floating-gate-to—drain over-
lap capacitance. In the subthreshold case, the voltage linearly decreases
with time; therefore, the nonlinear decrease of the output voltage for an
above-threshold bias shows that the overlap capacitance changes with drain

voltage.
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5.19 Change in the AFGA output voltage with and without a continuous tun-

6.1

6.2
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- neling current. I used the same AFGA with a gain of 146 with both exper-

iments. The experiment for no tunneling current also required that I drop
the power supply; Vyq was set at 5V. The trace with no tunneling current

was started 5 minutes after the tunneling line was dropped. . . . . . . .

Circuit diagram of the autozeroing second-order section. This circuit, which
is built with three autozeroing amplifiers, shows second-order behavior that
is electronically controlled. . . . . . . . ... ...
Step response of the autozeroing second-order section. (a) Short timescale
relaxation to upgoing and downgoing input steps. The ringing of the output
voltage is characteristic of a second-order system. (b) Long timescale relax-
ation to an upgoing input steps; a 1Hz square wave was superimposed on
the input signal, and is preserved throughout the relaxation. This ringing
behavior proves that the circuit exhibits at least second-order behavior from
the AFGA corner frequencies set by the floating-gate currents. . . . . . .
The circuit diagram of a two-input winner-take-all circuit. . . . . . . .
Time traces of the output current and voltage for small differential input
current steps. (a) Time traces for small differential current steps around
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Chapter 1 Floating-Gate Learning

Systems

This thesis presents a floating-gate technology that we can use to build silicon systems
that adapt and learn. Learning and adaptation have similar meanings and are
often used interchangibly. Adaptation is the ability of a system to ignore baseline
conditions; adaptation often refers to low-level processing. Examples of adaptation
are gain control, habituation, and desensitization. Learning is the modification of
system abilities in response to environmental changes; learning often refers to high-
level processing. Examples of learning are aquiring motor skills, building internal
representations of the external world, and so on.

Presently, biological systems are the most complex examples of both adaptation
and learning; therefore, we have much to discover by examing how various engi-
neering problems have been solved adaptively in biological systems. The biological
and silicon media are similar; for example, potential barriers are established when
the diffusion of charge carriers across a region of space balances the flow of carri-
ers accelerated by the resulting electric ﬁeld. The information-processing systems
embodied in both silicon and biology are physical systems that are affected by the
same nonidealities (mismatch, noise, etc.); biological information-processing systems
perform astounding computations in spite of these nonidealities. It also seems that
neurobiological systems have been optimized both for size and for power dissipation
in their computational networks.

The challenge is that we cannot simply duplicate the biological solutions in the
sﬂicon media, because the constraints imposed by the biological and silicon media
are not identical. It is likely that the differences in the media will lead to differ-
ent optimal implemenmtions of various information-processing systems. Mahowald’s

neuron circuit—an implementation of a detailed compartmental model similar to the
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Hodgkin-Huxley neuron model—required 27 transistors, occupied 10°um? of circuit
area, and reqﬁired 11 biases [1]. We might find denser implementations, but we prob-
ably could not build such dense implementations of realistic neurens in our silicon
technology. |

In addition 'tb pmﬁding us with an efficient information-processing system, build-
ing a working system based on biological principles in the silicon medium can give
us a deeper understanding of the underlying phenomena. One example that my col-
leagues and I developed is a silicon axon [2]. This circuit is based on the biological
observation that pulse widths do not diffuse away, as they do in a passive RC cable.
The axon circuit uses an active mechanism to restore the pulse width; it would be
interesting to make a connection to the active mechanism in the biological system.

My goal in my thesis research was to develop an analog floating-gate technology
to implement adaptation and learning in silicon. Over the past 10 years, I have been
developing analog integrated circuits that adapt and learn [3, 4, 5]. The approach
described in this dissertation begins with the constraints that the silicon medium
imposes on the learning system; letting the silicon medium constrain the design of a
system results in efficient methods of computation. Analog learning systems require
a large number of interacting processors; this consideration tightly constrains the
size and power dissipation of each processor. This design methodology has proved

essential for building analog learning systems.

1.1 Historical Perspective on Analog Implementa-

tions of Neural Systems

Analog implementations of neural systems fofmed a recognizable field of study roughly
10 years ago. Neural networks became an active research topic, due to the pioneering
work of Hopfield [6, 7], the PDP group 8], and other researchers [9]. Since that time,
use of neural networks has become an accepted numerical technique for solving many

nonlinear signal-processing; optimization, and control problems, although the neu-
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ral network field still has many open questions to address. Expectations for analog
impl_ementatibns were high, and many researchers supposed that these expectations
-would be fulfilled quickly. Part of the research interest in analog VLSI implementa-
tions of neural systems was fueled by digital VI.SI becoming a mature ﬁeid in which
few solvable. problemS remained.

After 6 years of reséarch, several noteworthy ncural systems emerged. Biologically
inspired neural systems were built in three major categories, mostly as a result of the
work of Mead’s group and of other related laboratories. Image-processing systems,
which were the first active-pixel chips, include silicon retinas [10, 11, 12, 13] optical-
flow processors [11], and stereo processors [14]. Auditory-processing chips included
many cochlea chips [15, 16}, an auditory-localization chip [17], and a chip for binau-
ral hearing [18]. These systerus significantly advanced the state-of-the-art, but the
majority did not include the additional complexity of adaptation or learning,.

Connectionist neural systems are typically built as direct mappings of mathemat-
ical and computer models of neural networks into analog silicon hardware. Intel’s
ETANN chip was the ﬁrstr commercially available neural-network integrated circuit,
and the ETANN used floating gates for weight storage [19]. The implementation of
the Heuralt—Juctten algorithm by Andrcou’s group was one of the most successful
large-scale adaptive neural systems, but it required a great deal of circuit complex-
ity [20]. Other researchers implemented unsupervised learning and back-propagation
algorithms with mixed success [21, 5, 22]. The successful analog implementations of
connectionist networks included algorithmic modifications that facilitate its imple-
mentation in silicon [23, 5, 24]; history has shown that the success of an implemen-
tation is strongly correlated to the degree to which the algorithm is adapted to the
silicon medium.

A substantial portion of the early work in neural-network implementations went
into developing dense multiplier circuits. Currents are preferred for outputs, because
the summation typically required for most connectionist models is easily performed on
a single wire, and voltages are preferred for inputs because they are easy to broadcast.

Since an input voltage should modulate an output current, most implementations
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Figure 1.1: In previous neural network implementations, the adaptive elements (synapses)
were complex and required a tremendous amount of area. (a) Synapse layout from [5]; the
size of this synapse was typical of dense synapse designs of similar complexity. (b) Typical
implementations used separate computation, memory, and adaptation blocks, because these
networks were direct implementations of mathematical models.

employ a variable resistance or transconductance element. The approaches include

synapses based on

Fixed resistances, which were the earliest implementations [25],

Switched-capacitor, charge-coupled devices (CCD), and related implementa-

tions [26, 3],

Gilbert multiplier cells [27],

Linearized conductance elements [28, 29, 30, 31].

Murray [32] and other researchers argued that pulse computation—which can include -
mean firing rate computation, pulse-width modulation, and related techniques—
would make multipliers denser than analog-valued multipliers; they were wrong. Pulse
computation may prove important in biologically inspired implementations that em-
ploy event-based processing, since biological systems communicate and compute with

action potentials that encode events.
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Figure 1.2:  Transistor leakage currents limit adaptation time-constants. (a) Circuit
schematic when storing a voltage on a capacitor. (b) Plot of the resulting stored voltage
versus time. The constant leakage current decreases linearly the stored voltage over time.

Even though many researchers made progress over this 6-year period, the resulting
analog neural-network implementations still had many shortcomings. Most networks
were direct implementations of mathematical models, and therefore the synapses re-
quired large circuit complexity, as illustrated in Fig. 1.1. Not only does large circuit
complexity consume tremendous circuit area and power, but also the chance of a
network operating correctly decreases exponentially with cell size. One reason that
the synapses were large is that the implementations used separate memory, computa-
tion, and adaptation blocks. In addition, few successful systems had been built that
included adaptation, and even fewer such networks had been built elegantly.

The effect of p-n junction leakage currents, illustrated in Fig. 1.2, was the most
difficult problem to overcome to build efficient adaptive circuits. Real-time adapta-
tion and learning requires time constants in the range from 10ms to days; because
of junction leakage currents, most integrated-circuit processes are restricted to time
constants shorter than 1s unless they use prohibitively large capacitor areas. The
ada.ptation rate must be much smaller than the input-signal rate; therefore, the addi-
tion of adaptation to a system constrains the minimum computation rate. A system
that has several levels of adaptation requires that the slowest time constant be several

orders of magnitude slower than the slowest input-signal rate. If the input-signal fre-
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quencies are relatively fast—measured in MHz frequencies——then adaptation can be
employed directly in these systems. The adaptive photoreceptor circuit is one of the
best exarhples of adaptive non-floating-gate circuits; this circuit amplifies only fast
changes in the input (ms timescales), but does not amplify the background intensities
(100ms timescales) [33, 34]. The Tobi element, used in the hysteretic differentiator,
is the key component that performs the adaptation. Even this circuit shows the
time-constant restrictions, and higher-order adaptation is not available.

Four years ago, Brad Minch, Chris Diorio, and I, with Carver Mead, set out
to develop a natural silicon technology for learning and adaptation based on the
constraints of the silicon medium. We collaborated closely to actualize the possibilities
of this new technology. This dissertation is a detailed account of the work that
I contributed to this collaboration. In addition, this collaboration produced several
related publications [35, 36, 37, 39, 40, 41, 42, 43], as well as the dissertations of my two
colleagues. Our collective work provides a good example of synergistic cooperation;
none of us would have accomplished nearly as much without the assistance of the

others.

1.2 Floating-Gate Technology

To use our medium efficiently, we must ﬁnd its computational primitives. Digi-
tal MOS fabrication processes have been designed and optimized to produce high-
quality MOSFET (Metal-Oxide-Semiconductor Field-Effect Transistor) devices with
well-controlled gate oxides. The CMOS (Complementary Metal Oxide Semiconduc-
tor) process also vields several devices that CMOS process engineers did not intended
explicitly; this includes the floating-gate MOSFET. Although floating-gate devices
that are fabricated in highly specialized processes have long been used for nonvolatile
nﬁemories, other potential applications of floating-gate devices have remained largely
unexplored. Inspired by the biological systems, we have utilized physical characteris-
tics of the silicon mediﬁm that have traditionally posed problems for engineers.

The ETANN chip— one of the few neural networks built with floating-gate technology—
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- used clectron tunneling to program the stored weights from off chip (it had no on-
line ,a-daptatibn) [19]. Concerns about this implementation fueled several arguments
- against floating-gate implementations. First, most researchers assumed that special-
ized EEPROM (Electrically Erasable Programmable Read Only Memory) processes,
‘which are not available to most researchers, were necessary for programming the
synapses. This concern was partially dispelled by an implementation of interpoly-
oxide electron tunneling in the 2pm Orbit process [44]; poor quality of interpoly
oxide resulted in poor matching and limited repeatability of tunneling-current be-
havior. We developed our floating-gate technology from the same standard CMOS
processes. The voltages required for electron tunneling (and hot-electron injection)
exceed the rated supply voltage, and therefore would be dangerous engineering. Of
course, CMOS process designers have considered electron tunneling (and hot-electron
injection) to be the source of many digital VLSI reliability problems, and have not
seen it as a potentially useful phenomenon. Floating-gate memories were difficult to
in*ogram with high precision due to complicated programming schemes and nonlinear
tunneling characteristics. Floating-gate memories typically require long programming
times (when compared with digital clock rates); this slow behavior has been consid-
ered by many researchers as a serious limitation of this technology for neural systems.
These floating-gate memories, like EEPROM devices, required that the floating gate
be driven over a large voltage range to tunnel electrons onto the floating gate: synaptic
computation must stop for this type of weight update.

Consider the potential of this floating-gate technology from an adaptive-systems
perspective. The reason this technology is well suited for implementing adaptation
is that we are not building analog EEPROMS, but rather circuit elements with im-
portant time-domain dynamics. In other words, floating-gate devices are not used
just for memories anymore. Figure 1.3(a) shows a cross section of a floating gate,
which is a polysilicon gate surrounded by SiQO,. Charge on the floating gate is almost
permanently stored, because it is completely surrounded by a high-quality insulator.
Consequently, once the adaptation is finished, the resulting network state is preserved

nearly indefinitely. The floating gate can modulate a channel between a source and
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- drain, as shown in Fig. 1.3(b). Since the floating-gate voltage can modulate a MOS-
FET’s channel current, the floating gate not only serves as a memory, but also can
. be an integral part of a computation. In subthreshold, the channel current is propor-
tional to the exponeuntial of the floating-gate voltage; therefore, these coinputations
'ére a diréct function of the stored charge on the floating gate. We showed that
we can use these floating-gate devices to compute generalized translinear functions
by a particular choice of capacitive couplings between the floating gates [38]. The
most well-known translinear circuits are multipliers, which date back to the Gilbert
multiplicr [47].

Fig. 1.3(c) shows electrons moving from the transistor channel to the floating
gate by hot-electron injection. The floating-gate charge can be modified by electron
tunneling, by hot-electron injection, and by ultra-violet photoinjection. The oxide
currents can be arbitrarily smaller than the MOSFET’s channel current; typically,
the oxide currents are at least 10* times smaller than the channel currents. These
small current levels gives us slow programming rates, which are precisely what we
need to build adaptive systems, because the adaptation should integrate over many
presentations of the inputs, or over several periods of the input. Coutinuous-time
adaptation occurs because the gate current is a function of the device parameters;
therefore, floating-gate adaptation is a direct function of the computations being
performed. Hot-electron injection is an important adaptation mechanism, because
floating-gate current is proportional to channel current and to an exponential function
of drain voltage. In subthreshold MOS transistors, the adaptation time constants due
to the gate currents well match the computation time constants due to the transistor
channel currents.

A frequently asked question is “What is the resolution of a floating-gate device?”
The question implies that we are still talking about a memory element. At a funda-
mental level, the precision is limited by the number of voltage levels on the floating
gate, where the voltage level is determined by the voltage that a single electron gen-
erates on the floating-gate capacitor. The limiting factor, as it is in non-floating-gate

b

neural memories [45], is the circuitry that converts the stored representation to the
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required circuit value. We have shown that it is the analog circuitry, rather than the

floating gate, that limits analog resolution in our processes [41].

1.3 Thesis Overview: Electron Transport to Floating-

(GGate Circuits

This dissertation systematically presents a bottom-up progression from electron trans-
port to floating-gate circuits. Unless otherwise stated, the data presented are experi-
mental results that I measured from integrated circuits fabricated in either the 1.2um
or 2um, double-poly nwell Orbit CMOS process available through MOSIS. We will
begin in Chapter 2 with my model of hot-electron injection and impact ionization de-
rived from a first principles model of hot-electron transport. This analytical model of
hot-electron transport in the depletion region between the channel and drain regions
was derived from Boltzman transport. From a physics perspective, this model is im-
portant because it explains the underlying phenomena of both impact ionization and
hot-electron injection, and complements the current approach of semiconductor mod-
eling of Monte Carlo numerical calculations using full-bandstructure models. From a
circuits perspective, we have the first realistic device model of hot-electron injection
that we can use to develop, simulate, and verify floating-gate circuits.

Chapter. 3 presents the single-transistor learning synapses, which are the funda-
mental circuit elements for adaptation and learning circuits. The single-transistor
synapse, invented and developed by me and my collaborators, Diorio and Minch,
conprises a hot-clectron-injecting floating-gate transistor and a well-tunneling junc-
tion. This chapter describes the basic nFET and pFET synapses; other variations
that we have invented will be presented in Diorio’s dissertation. These synapses si-
multaneously store the analog weight, compute a product based on this weight and on
the input signal, and adapt this weight, all in the same element. This chapter briefly
discusses electron tunneling, a well-understood phenomenon that we use to remove

electrons from the floating gate. This chapter also presents a simplier device-level
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- model of hot-electron injection in nFET and pFETs. The single-transistor-learning
synapse represents the transition from devices to circuits for this floating-gate tech-
_nology. The small size and low-power operation of single-transistor synapses permits
us to develop dense synaptic arrays. When the steady-state source current is used as
‘the rcpreéentatibn of the weight value, both the incrementing and the decrementing
functions are proportional to a power of the source current.

Chapter 4 presents the possible dynamics of simple continuous-time floating-gate
circuits. Circuits that have one nFET or pFET synapse show a range of stabilizing
and destabilizing behaviors, because each circuit imposes a particular type of feedback
to the floating gate. By providing feedback to the source, we get another synapse type
with unique dynamics, because voltage changes in both the floating gate and drain
stabilize the floating gate. Multiple floating-gate circuits show both competitive and
cooperative behaviors between synapses, consistent with Hebbian and anti-Hebbian
learning. Modeling the dynamics of a floating-gate circuit gives us intuition into
developing more complex circuits, and shows the strengths of simple floating-gate
current models.

Although the single-transistor synapse can serve as the fundamental adaptive
clement, and although its feedback properties are well characterized, we still need to
demonstrate that an adaptive circuit based on our floating-gate technology could learn
continuonsly. Chapter 5 presents the autozeroing floating-gate amplifier (AFGA), a
floating-gate amplifier that adapts its output voltage back to the same steady-state
value over a long timescale. The AFGA is the simplest practical form of a floating-gate
circuit that adapts. This continuous-time bandpass amplifier uses capacitive feedback
and capacitor ratios to set several important circuit properties. The AFGA circuit is
the basic building block for a family of continuous-time amplifier and filtering circuits;
it provides an attractive low-power alternative to switch-capacitor filters.

Chapter 2 starts by considering my first-principles model of hot-electron injection.
The circuit-oriented reader might choose to skim read Chapter 2, and then jump to

Chapter 3.
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Figure 1.3: Illustration of our floating-gate CMOS technology. (a) Charge on the floating-
gate is nearly permanently stored because electrons are surrounded by a high quality insu-
lator. (b) Since the floating-gate voltage can modulate a MOSFET’s channel current, the
floating gate is not only a memory device, but also can be an integral part of a computa-
tion. (c) The floating-gate charge can be modified by electron tunneling and hot-electron
injection. Continuous-time adaptation is possible if the floating-gate current is a function
of other device parameters. In this respect, hot-electron injection is an important adap-
tation mechanism, because floating-gate current is proportional to channel current and an
exponential function of drain voltage.
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Chapter 2 Impact Ionization and
Hot-Electron Injection in MOSFETSs
Derived Consistently from Boltzman

Transport

Floating-gate MOS devices [48] rely on hot-electron injection and tunneling phenom-
ena to control the amount of charge stored on the floating gate. In this traditional
mode of operation, employed in EEPROM and Flash ROM mermories [49, 50], the de-
vice is used simply as a nonvolatile, charge-storage node. Another application of this
device is in analog silicon synapses, where the device stores analog nonvolatile charge
while performing a single-quadrant multiplication on the applied voltages and adapt-
ing the floating-gate charge as a function of the applied voltages [35, 36]. Optimization
of silicon synapses for particular circuit and system applications, and of floating gate
structures in general, necessitates a thorough understanding of the physical mech-
anisms involved in device operation. To explain hot-electron injection in SiQO,, one
must understand how electrons obtain sufficiently high energies that they overcome
the silicon-silicon-dioxide barrier.

Shockley introduced the concept of a lucky-electron in modeling the impact-ionization
process in silicon and germanium [51]. According to the lucky-eleciron model, the
probability (£,.) that an electron does not experience collisions, and thus does not
lose energy, is proportional to an exponential function of the ratio of distance that

the electron travels (z) and its mean free path (\):
B, x e, (2.1)

Scientists employed this lucky-electron model to explain hot-electron injection in MOS
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capacitors [52]: Shockley’s simple theory was in good agrecment with the data over
a wide range xof dopings and temperatul'es. The same model was also employed to
-explain hot-electron injection and impact ionization currents in MOS: transistors bi-
ased above threshold [53, 54]. Tam and colleagues observed a correlation between the
hot-electron injevctionrcurrents and the impact-ionization currents in MOS transistors
53], but provided no physical connection between these two phenomena. Although
the lucky-electron theory provides simple explanations, it does not give insights on
the actual physical processes, and it caunot be related to an underlying hot-electron
distribution function.

A second modeling approach assumes an a priori hot-electron distribution function
[52, 54]. Usually, the distribution function (f) as a function of energy (E) and an

effective temperature (7}) is

J(E) = e P/H, (2.2)

However, the results of Monte Carlo simulations [55, 56] suggest that, at the energies
at which impact ionization and hot-electron injection occur, a constant electron tem-
perature is not a good approximation. Baraff 57, 58] proposed an analytic model for
impact ionization deriving from a spatially-uniform, Boltzmann transport equation.
His model fits impact-ionization data from p-n junctions, and in some regimes, agrees
with the lucky-electron theory.

Unfortunately,We need a model derived from a spatially-varying Boltzmann trans-
port equation, because the distribution function in the drain-to-channel depletion re-
gion in a MOS transistor is far from spatially uniform for significant impact-ionization
and hot-electron-injection currents. When the impact-ionization and hot-electron-
injection currents in a MOS transistor are significant, the distribution function in the
drain-to-channel depletion region is far from spatially uniform; therefore necessitating
a model derived from a spatially-varying Boltzmann transport equation. As a result
of the added complexity in the Boltzmann transport equation little progress has been
made towards analytically relating the description of the electron distribution func-

tions to the measured data of hot-electron-injection currents and impact-ionization
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Figure 2.1:  Cross section of the MOSFET device we used to measure the hot-electron
effects. It uses a moderately doped (1x10'7cm™3) substrate to achicve a high threshold volt-
age which allows hot-electron injection for bias current levels in subthreshold. The higher
doping is consistent with a 0.2pm channel length CMOS process; therefore the effects are
directly applicable to modern processes although the device was fabricated in a 2um process.
The nwell isolates the moderately doped substrate region from the surrounding substrate,
and allows measurement of substrate current. Holes resulting from impact ionization are
measured at the pbasc contact. The hot-electron injection process is identical for the FET
with or without the isolating nwell. Inset: the electron is accelerated through the drain
depletion region (1), and when it gains energy greater than the Si~SiO» barrier, the electron
is injected over the Si-SiO9 barrier to the floating-gate (2). Lower Left: Circuit symbol for
the nFET with the pbase imnplant.

currents. For a level of description beginning with electron distribution functions,
the only models that agree with experimental data of both hot-electron injection and
electron tunneling are numerical Monte Carlo models [56].

in this chapter, I develop a quantitative model of the impact ionization and hot-
electron processes, that is derived consistently from a single spatially varying hot-
electron distribution function. The hot-electron transport in the drain-to-channel
depletion region is modeled using the spatially varying Boltzmann transport equation.
I also show an énalytical relationship between the impact ionization in the drain-to-

channel depletion region of an MOS transistor and hot-electron injection on the gate.
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I verified the model experimentally using the MOS transistor structure with a

moderately high substrate doping (1 x 1017 cm~®) shown in Fig. 2.1. T simultaneously

.measured substrate and gate currents from the device biased in subthreshold. Under
subthreshold biasing conditions, the surface potential is fixed; therefore, the high field
“effects aré confined to the drain-to-channel depletion region where carrier concentra-
tions arc at low concentrations. I shall show analytically that, at the energies where
impact ionization and hot-electron injection occur, a constant electron temperature
is not a valid assumption. The analytic model of impact-ionization and hot-electron
injection currents agrees well with experimental data.

This chapter is structured as follows. Section 2.1 formulates a Boltzmann Trans-
port Equation and makes reasonable device approximations to model the transport in
the drain-to-channel depletion region. Section 2.2 solves analytically for the distribu-
tion function in a self-consistent manner. I solve for the average trajectory taken by
a hot electron as a function of position through the depletion region. This determines
the average electron energy and direction as a function of position. In this coordi-
nate system, phonon collisions act to diffuse the distribution function as a function
of position, and impact ionization collisions remove electrons from participating in
hot-electron injection. A new collision operator for impact ionization is proposed,
which is necessary to simultaneously fit the hot-clectron injection and impact ioniza-
tion data. Section 2.3 uses this distribution function to calculate the probabilities of
impact ionization and hot-electron injection as a function of channel current, drain
voltage, and fHoating gate voltage. 1 compare my analytical model to measurements
of hot-electron injection and electron impact ionization; the model simultaneously fits

both sets of experimental data. A discussion follows in Section 2.4.
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- 2.1 Electron Transport in the Drain to Channel

Depletion Region

The Boltzmann Transport Equation determines the spati-temporal evolﬁtion of an
‘electron distribﬁtion function under low to moderately high fields. Even though it can
be argued that its use in this work is questionable because of the high electric fields
involved, I believe that it is a good starting point. Monte Carlo simulations of impact
ionization in silicon '56) indicate that the collision times in the high energy regime
of concern here, are at most a factor of two larger than 10fs. In other words, the
time between collisions is on the same order of magnitude as the time of a collision.
The Boltzmann transport equation is still approximately valid when the average time
between collisions is on the order of 10fs; therefore, its usc is justifiable. The alter-
nate and more rigorous approach is to model this problem using quantum transport
techniques [59]; this will be the natural followup to this work. In addition, Section

2.4 will discuss the effects of zero™-order quantum effects, like collision broadening.

2.1.1 Boltzmann Transport Under an Applied Electric Field

The density of an electron gas in 6-dimensional space is defined by the distribution
function, f(z,vy, 2, ps, Py, Ps), Where p,, py, and p, arc the components of momentum
in x, y, and z coordinates. Integrating f() over all six coordinates equals a constant,
which without loss of generality is is set equal to onc. The evolution of this distribution
function under the influence of applied fields is described by the Boltzmann transport
equation [60]

of

=TTV +aE - Vaf = S(f), (2.3)

where ¢ is the average velocity vector, £ is the applied electric field, and the function
S(f) is defined as the difference of the rates of electrons being scattered into and out

of this six dimensional space. The collision operator, S(f), if formulated as [60]

. (oF ar .
S(f) B ( at ) scatterin - ( at ) scatterout l (24)
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2.1.2 Simplifications for Hot-Electron Transport in the MOS-

FET Drain-to-Channel Region

| We can simplify the general Boltzmann transport formulation by making the following

simplified approximations to the carricr transport in a subthreshold MOSFET. This
work is concerned with hot electron injection in applications where the time scales
involved are in the ps range or slower. Since scattering times are on the order of ps
and fs, we can safely assume that the clectron distribution function has sufficient time
to reach its steady state. The electron gas is due to several electrons in time, although
at any given point in time there will be very few electrons in the drain-to-channel
depletion region.

I will assume that the 2D confinement in the MOS inversion layer only slightly
perturbs the density of states, and to a first order does not affect our solutions. The
electric field from the charge on the gate confines the electrons to a region near the
substrate surface. A triangle barrier of height 2kT and a width of 10nm is just on the
edge of the regime where the continuum approximation for the energy levels is still
valid. Monte Carlo calculations in :61; indicate this may not always be the case.

Under normal operating conditions there is no clectric field in the z or width
dimension of the transistor, and therefore the electric field vector has a component

only in the z direction, which I write as
E=(Er8E,E) =(0,0,) (2.5)

The electrostatic potentials in the y-direction result in small electron oscillations near
theASi—SiOQ interface; therefore, the electron’s y-velocity distribution is uniform over
a given region in x and z, and the electron’s maximum y-displacement is negligible.
Since collisions restore electron distributions to equilibrium, the electron distribution
in the y direction will remain uniform. I will further discuss the electron confinement

and the implications of the y-direction electron distribution in Section 2.4. Under the
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above simplifying assumptions, (2.3) simplifics to

(u3+q£3%)f S(9) e

where dp, and Oy terms dropped out due to the confinement of the electrons in the
y direction, and dx term dropped out due to the uniform distribution function along
the width of the device.

Following Baraff’s approach [38], I choose a coordinate system that orthogonalizes
the total momentum and the average direction of that momentum. By transforming

the momentum variables into polar coordinates (see Fig. 2.1), we get

¢ c Of f+ 51*C2ﬂ

‘m*(c)ﬁ_z_mc Je o 5C:S(f) (2.7)

where c is the magnitude of the average momentum vector, and ( is the cosine of the
angle of 7 and the 2 axis. ( describes the degree of anisotropy of the distribution

function. I define E, the electron encrgy, as

E(c) = ‘ (2.8)

where m*(c) is the effective mass of the electron. Substituting (2.8) into (2.7) we can
get the following expression for the simplified BTE in this energy coordinate system

as
_f+ 5af L gl-CZDf m*(c)

0z 0F CE 0oC Ce S (2:9)

"The collision operators discussed in the next section are given in terms of m—C(ClS (f),
which effectively allows the formulation of a model that does not address explicitly the
details of band structure. In the two subsections, we will define the collision operators
in terms of L"—C(—C)S (f), which will allow us to solve for the distribution function without

knowing the detailed silicon bandstructure.!

!Canceling out the effects of the bandstructure may limit the predictive power of this model.
This insight by Karl Hess is appreciated.



| 19
2.1.3 Collision Operators

The collision operator, (2.4), was introduced to describe electron scattering. The

7

‘main scattering mechanisms in silicon are:

e Phonons are quanta of lattice vibrations [60], and arc divided in two groups.
Acoustical phonons are low energy phonons whose energy is proportional to the
magnitude of their momentum vectors. Optical phonons have energies much
larger than acoustical phonons, and these phonons have nearly constant energy

as a function of its momentum. This energy is designated by E.

e lon-impurity scattering is an elastic scattering mechanism, where a collision
does not result in a change in cnergy of the clectron, but only a change in
momentum direction. At high energies, the deflections are either small in angle
or lead to impact ionization, therefore we will neglect this mechanism except to

explicitly model the impact ionization collisions.

e Impact ionization collisions occur when a high-energy carrier (electron or
hole) can give up sufficient energy to liberate another electron into the conduc-
tion band, which also creates a hole in the valence band. This mechanism has

been considered in several references [31, 56, 37, 62, 63].

¢ Electron—electron scattering occurs only in devices with a high density of
electrons; therefore, this mechanisin is negligible in the depletion regions and

for subthreshold current levels because of the low density of electrons [64] .

Since only optical phonon collisions and impact ionization processes will sufficient
affect the electron’s energy, my model of the collision process will include these two
mechanisims.

We shall proceed by first deriving a model for optical phonon collisions. Figures

2.2 and 2.3 graphically shows the effect of a phonon collision. I model optical phonon
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Figure 2.2 Graphical representations of the phonon collision operator. An electron can
either gain or lose energy due to a phonon. The transition probabilities of gaining or losing
energy due to a phonon are different. The operator is based on a mean free path of a
collision; therefore the longer an electron goes in a region, the more likely it will gain or
lose energy due to a phonon collision. Gaining or losing a phonon will alter the electron’s
momentum as well as its energy.

scattering as

which was derived elsewhere [60]. Assuming no other forces on the electron, the
phonons change the distribution function after the electron travels a small distance

(Az) away. In Fig. 2.2, T graphically show the equation:

Azl To Az g%
te ) ©  fle4 Az E - Eg)

f(ZE):f(Z—i_AZ’E)(l_—)\_l_ewo A1~ e%e

+Az 1
A1l — g2

f(z+ Az, E+ Epg), (2.11)

where zg = %‘, the different terms for absorbing and emitting a phonon arise from
the phonon density of states. The interaction with a phonon increases or decreases

the electron energy by Eg, which I set to the known silicon value of 63meV [51]. On
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Figure 2.3: A second way to graphically represent the phonon collision operator is consid-
ering an electron either gaining or losing energy due to phonons with equal strength along
a particular coordinate system.

the average, an electron makes a collision with a phonon in a distance A, or the mean
free path of the electron; I use A = 6.5nm because it agrees with my experimental
data and with previous results [51, 57].

To gain more insight on the physical mechanisms involved, I simplify (2.10) by

performing a Taylor series expansion for £ >> Ep

n | ME) E%2 0°f  Egpof
Sao(f) [ o(E) } ~F (T)Q,\ 6B " X oE (2.12)
where F(T') is
Er
erT 4+ 1 -
F(T) = 55—, (2.13)
err — 1

which is nearly equal to one at room temperature (7' = 300K). This expansion is
valid to fourth order in derivatives in energy, and is very nearly equal to the original
expression for energies greater than a few Fg. In Fig. 2.3, T show this transformation
graphically, by modecling the asymmetric phonon scattering cvent as an average energy
loss (corresponding to %) and a symmetric scattering event around this resulting
energy (corresponding to %@) A gsimilar expansion and simplification has been done

for polar optical phonons [65].
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Figure 2.4: Plot of previous calculations of impact-ionization rate versus electron energy
in silicon, and our derived impact-ionization rate from our measured impact-ionization and
hot-electron injection data. I have assumed a constant velocity, since our model measures

the impact-ionization mean-free length. Our measured data is directly related to L(E) and
not Tion-

Next, I will derive the collision operator for impact ionization. The collision
operator for impact ionization has the general form of
f e(E) 1

S(fion = _Tim;(E) - _m*(E) L(E) J:

(2.14)

where 7;,, is the mean free time for an impact ionization collision, and L(E) is the
mean free path, which is a function of the electron energy. The first impact-ionization

models were of the form [51, 57, 62]

x H(E - Ey,), (2.15)

Tion
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where H() is the unit step function or the “Heavyside Operator”, and E is the
threshold energy for impact ionization. Keldish [63] proposed the impact-ionization

. model:

« (B — Eg)*H(E — Ey,). (2.16)

» Tion

Wolfe 62 used Ey, equal to 2.3cV; other researchers [51, 57, 58] used Ey, equal to the
bandgap of silicon ( E;, = 1.1eV) since the bandgap is the minimum amount of energy
required for an impact-ionization event. Monte Carlo simulations [56] of impact
ionization and hot-electron injection using (2.16) showed that a small ionization rate
and Ey, = 1.1eV best fit the data; the resulting ionization rate was nearly constant
only for energies greater than 2.3eV.

Recently, several researchers put considerable effort in calculating the impact-
ionization collision times directly from band-structure calculations, and then using
these results with some success in Monte Carlo simulations of hot-electron phenom-
ena [66, 67, 68]. Figure 2.4 shows several numerically computed impact-ionization
rates. Based on these calculations and our experimental measurements of impact
ionization and hot-electron injection, we propose the following energy dependence for

the impact-ionization mean free length:

- 0 9
E — 95V (2:17)

119rmeV
L(E) = lion exp ( : )
Figure 2.4 shows our functional form with these three numerically calculated models,
where l;,, is 1.81x1072 nm. I have assumed a constant velocity of 8.1 x 10° cm/s
in converting from L(E) to Tipn, since our measured data is directly related to L(FE)
and not Tj,. This functional form is a curve fit to experimental data of L(E) derived

from my experimental measurements of hot-electron-injection and impact-ionization

currents in Section 2.3.
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Figure 2.5: Band diagram illustrating hot-electron injection in a MOSFET biased in sub-
threshold. The appropriate variables in the Boltzmann transport equation and its variable
transformations are shown on the graphs. (a) Band diagram along the surface of the Si-SiO,
barrier. This region is the lowest local potential in either material; therefore the electrons
are most likely to travel along this path. This region corresponds to path (1) in the inset in
Fig. 2.1. (b) Band diagram at the drain edge from the substrate to the gate. This region
corresponds to path (2) in the inset in Fig. 2.1.

2.2  Solving the Electron Distribution Function

This section solves for f(z, £, () from the Boltzmann transport equation. Under the
simplifying assumptions of the previous section, the resulting Boltzmann transport

equation for f(z, F, ()} can be written as

Jz

of _ Eg\ Of . 1-¢*0f .. ER&f f
l (qg—/\—c>@+qa o = PO om I (2.18)

with the parameters deﬁned in the previous section. I begin by seeking a solution
for the encrgy and momentum angle of an average electron as a function of position.
I define the energy of an average electron as F = Ej(z) and we define the average
mornentum angle of the average electron as ¢ = (;(z). I then transform (2.18) around

this average electron energy path. When impact ionization does not occur, we will
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see that the distribution function satisfies a diffusion equation along this path. When
“impact. jonization occurs, we will see that the solution is a product of the solution to
. a diffusion equation and a loss term due to impact ionization.

Figure 2.5 shows the band diagram of a subthreshold MOSFET, with definitions
for the Vériableé used in this section. I define the drain-to-channel potential, @4, as
Vi — ¥, where W is the channel potential and V} is the voltage at the drain. I define
d as the width of the drain-to-channel depletion region. Let 0F be the difference of

the electron energy from E;(z):
0F = E(z) — E1(2). (2.19)
Let 0¢ be the difference in the electron momentum angle from ¢;(z):
5¢=C—Gl2). (2.20)

2.2.1 Average Electron Energy and Momentum Direction

This subsection determines the average electron energy and the average direction of
the momentum as a function of z. To do so, we must solve (2.18) in the new energy
and momentum frame of reference of (z,0E,5¢) as defined by (2.19) and (2.20). We
can perform this transformation through a J écobian matrix transformation of (2.18)

into this new coordinate system. The transformation is

af OE D4 9z Of
8E OF OE OFE dE
o | = | e o6 ez 8]
8¢ a¢ a¢ a¢ 06¢
of 05E B¢ 0z o7
8z L Oz a9z Oz dz
(2.21)

I B

1 0 0 AE

. af

= 0 1 0 90¢

__dEy(2) _ddi(z) 1 af

L 2 dz dz




26

After the coordinate transformation, the operators on the right-hand side of (2.18)

become:
Ex\ 0f Er dE(2)\ 0f ‘
(Qc‘:(z)——g_/\)—aE—) (qS(z)——A - ) YL | (2.22)
- 1-c2of 1-¢ dG(2)) of ‘

I will choose E\(z), (1(2) such that the right-hand side of these two terms equal
zero. With the appropriate initial conditions, choosing the functions I (2), (1(z) in
this way yiélds reasonable approximations of the average electron energy rigorously
defined as the integral of the distribution function over all energies and momentum
angles. We can eliminate the dependence on the dF partial derivative in (2.22) by

setting F1(z) as

=q&(2) — (2.24)

and we can eliminate dependence on the ¢ partial derivative in (2.23) by setting

G1(2) as
%6 _ gee)

1—-¢2
dz :

CE

(2.25)

The approach followed so far in solving the transport equation is known as “the
method of characteristics” and is described in [69, 70]; it is also similar to the numer-
ical method presented in [71]. The functions F1(z), {1(z) are called the characteristics
since they are the flow lines for the hyperbolic P.D.E. operator on the left-hand side.

This model assumes a boundary condition that the electron energy is above the
conduction band, that is that the electron has positive kinetic energy. The char-
acteristic functions are only valid in the region inside the boundary conditions. If
we assume that the electron has no initial energy, then (2.24) is not valid until its
right-hand side is greater than zero since the electron cannot have negative energy
in the conduction band. Therefore, I consider this analysis valid when the electrons
are accelerated by a sufficient electric field to be ‘freed’ from the low cnergies around
the conduction band, as seen in Fig. 2.6. I define the breakaway field, & as the

minimum electric ficld at which the electron gains energy at the same rate as it loses
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Figure 2.6: TIllustration of the electron characteristic paths at different electric fields. In
the warm field region, the restoring force due to collisions is larger than the force due to the
electric ficld. In the high field region, the force due to the electric field is larger than the
restoring force due to collisions. When an electron reaches an electric field larger than the
restoring force due to collisions it can gain significant energies above the conduction band.

energy to phonon collisions. The breakaway field is expressed as %;’\i which for our
parameters is 9.7V/um. This result is consistent with streaming behavior obtained
for spatially-uniform electric fields of 10V/um from Monte Carlo studies [59]; the
resulting steady-state average electron energy was 250meV, which is consistent with
my approximation. I define the distance from the channel end of the depletion region
to this breakaway field as z., as illustrated in Fig. 2.5. The average electron analysis
will be applied to the region beyond z.,;. The physics of the electrons leaving the
conduction band is analogous to ballistic transport in the sense that the electrons do
not make enough phonon collisions to restore the electrons back to the conduction
band [72, 73]. Typically ballistic transport is considered in semiconductor devices
where device dimensions arc on the order of the mean free path length [72, 73I.

For this discussion, I approximate a constant number of electrons per unit length
leaving the conduction band throughout the depletion region after z,;. In a more

accurate model, the number of electrons per unit length will increase initially due

to the larger window of ¢ that the electrons can escape the conduction band, and
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decrease eventually because at some point a majority of electrons will have left the
conduction bénd. Also, before the electrons reach the breakaway field, the electron
.distribution function will be a function of the transport in the ‘warm’ field region.
The effects of these phenomena will be the subject of another study. |
We now return to the solution for the characteristic equations (2.24) and (2.25).

The solution for ¢, (2) from (2.25) is (derived in Appendix A.1)

(1-or) (B ()

where F, is a parameter dependent upon the initial conditions. When E,(2) + 6E
becomes large, (1(2) + A( goes to one; therefore once the electrons reach higher
energies they are more likely to be pointed along the field direction. Since the field
direction has the smallest required electric field to free an electron from the conduction
band, the electrons also start directed along the field direction. Because of these two
facts, I can safely approximate ¢ as near one for energies above the conduction band.
In Section 2.4, I will consider the distribution function away from ¢ = 1.

Assuming that ¢ ~ 1, F;(z) can be obtained by integrating (2.24) in the region

from zc4 to z. The solution for Fy(z) is

% = Zerit

E\(2) = qV(2) — ¢V (20rit) — Er S

(2.27)

as performed in Appendix A. The enecrgy the electron gains after reaching z..; is the
difference of the potential from z,; to drain and the number of phonon collisions

made in the distance z — z.pi.

2.2.2 Solution of the Distribution function

This section obtains solutions for the distribution function, first for the simpler case
of low energies, and then for all energies. These solutions are obtained by solving

the differential equations along the average electron trajectory. I begin with the
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Boltzmann Transport Equation for ¢ ~ 1 given in terms of E:

ERo*f  f

8_f + (qg ER-) of _ FNH=E2__~L - . (2.28)

9z AN/ OE 92X 0F% L(E)’

I will make the transformation to the AE coordinate system later in this section. I will
assume that 1/L(£) has a negligible effect on the solution for sufficiently low energies,
because L(L) changes rapidly for energies between 1eV and 2eV. For electron energies

where 1/L(FE) is negligible, (2.28) reduces to the following lossless partial differential

equation:
of Egp\ 0f E} 0°f o
2 (qE B T) ae ~ T D5 ape (2.29)

For energies where 1/L(E) is not negligible, we will factor out the solution of (2.29)
from (2.28). I accomplish the factorization by defining f(z, E) in terms of two func-

tions

f(z, E)=g(z,E)a(z, E). (2.30)

I define g(z, F) as the solution to (2.29); therefore the solutions of the lossless region
coutinue to apply into this region, but are simply attenuated by the function a(z, F)
due to impact ionization. Since this procedure is valid for all values of 1/L(FE), I
require that a(z, E) = 1 everywhere for the lossless region. The attenuation function
a(z, E) can be substituted in (2.28), which results in the following partial differential

equation for a(z, E) in terms of z and E (please see detailed derivation in Appendix

A21):

da Er E% 29\ da E} 8%
- _ _ ] R ol ~_ - K 1 _ ) 2.c
-+ (qé' v~ F(I)S =) oE P(T) 53 oy = L(B)a (2.31)

If electrons are uniformly generated in z, as in the classical MOS capacitor experi-
ments [52], then the Boltzmann transport equation which models this phenomena is
(2.31)." This measured data followed a lucky-electron model; I also observe a lucky-
electron model response from our device in this configuration.

Let us consider the solution of (2.29) by first changing from E to §F coordinates
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Figure 2.7:  Picture of the distribution function for an electron in the drain-to-channel
beyond z = Zzyu. This figure compares my Gaussian approximation model versus the
solution using the exact boundary condition. For large positive energies, the distribution
function does not change as fast as the Gaussian, but rather at a slope around kT.

to get
of Ly 0°f
L F(y=E
0z F(T) 2\ 05 F*

(2.32)
which is equivalent to the well-known diffusion equation in space and energy coor-
dinates. To solve (2.32), we need to determine the boundary and initial conditions.
The first boundary condition is determined by noting that the solution of (2.32) is
bournded in the energy and space coordinates. To obtain additional boundary /initial
conditions we assume that the electron leaving at z..; dominates the behavior of hot-

electron injection and impact-ionization for a wide range of drain voltages. We can

write the solution to (2.32) with this approximation as

A SE \*
f(z,6E) =exp | — 2.
f(z,6E) = exp pr—— (ZER) , (2.33)
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which when converted back to E coordinates yields

/(2 B) = exp (_z ->\z;. it (E —QEE;(Z)) ) . | (2:34)

The distribution function, f, diffuses from its initial state in energy 0F as it evolves

in z. Note that the width of the diffusion solution increases as the square root of the
position, and therefore the number of phonon collisions.

Figure 2.7 shows the resulting distribution function for the complete model with
all three boundary conditions and for the approximate Gaussian model of an impulse

at z = zgq for £ = 0. The Gaussian approximation has two limitations:

1. If the electron distribution function at z.; is approximated by a Boltzmann
distribution with an ‘effective’ temperature, T,, due to the warm-ficld transport,

then the following equation gives an additional initial condition

E

(2 = Zewr, E = 6F) = ¢ 7.

(2.35)

2. If I model a constant number of electrons per unit length leaving the conduction

band, the resulting second boundary condition is
[z, E=0)=H(z — zeit)- (2.36)

Including these two effects increases greatly the complexity of an analytic solution.
I now proceed to simplify (2.31) and solve for the attenuation function a(z, E).
Since L(E) is extremely small until the electron energy is larger than the bandgap,
the energy boundary condition is nearly at the silicon bandgap. One might expect
that the second-order derivative in E iS small since a constant solution is as diffuse
as possible. I show in Appendix A.2.2, that the F (T)E—/\R%% term is a second-order
perturbation in qT(%me—n’» and the (%% /g term is a small quantity in the ranges of interest.
For this device, the region of significant impact ionization collisions corresponds to

the region of the largest electric fields; therefore g€\ will be much larger than Ep.
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Figure 2.8: Plot of f(z, E) as a function of energy (E) for several locations in the drain-
to-channel depletion region for &4 = 4.0V, A\ =6.5nm, and N, = 107cm~3. For these
parameters, 2zq; = 0.36d. I normalized f(z, E) over energy; normalizing over position
would simply change the global scale factor. The width of the drain-to-channel depletion
region is d.

By ignoring these terms, I reduce the problem to the form

da Er\ Ou i
oo+ (o - “R) o2 = ~L(B)a. (2.37)

with a constant boundary condition at energies near the bandgap.

To obtain a simple form solution for (2.37), I make the following two approxima-
tions. First, if L(E) has no spatial or electric fieid dependence, then with a(z, B =
0) = 1, there is no gradient in z. Second, if ¢&(d) — E—;i is nearly constant at the
drain edge, then the distribution function is nearly uniform as a function of position.
This approximation is good since most of the impact-ionization occurs near the drain
edge, and our measurements are sensitive to the effects at the drain edge. There-

fore, I assume that the partial derivative of a with respect to z is zero. With these
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approximations, we can solve (2.31) by inspection:

a(z, FE) = exp (— (qE(z)i ~ /EE:O L{\E) dE) SR (2.38)

The solution to f(z, E) can be written as

£z B) = exp (—7 -~ (E5 00 ) oz, B). (2.39)

< = Zergt

Figure 2.8 shows a plot of the above distribution function versus electron energy at

several positions in the drain-to-channel depletion.

2.3 Comparing Theory with Experiment

This section compares experimental data for impact ionization and hot electron in-
jection measured in MOSFETSs to model calculations that employ the derived distri-
bution functions of the previous sections. More specifically I relate the theoretical
distribution functions with the measurable quantities of substrate current and gate
currents at the device terminals.

In the next five subsections, I will show measured data of hot-electron injection
and impact ionization, and derive device models to relate our data to our model of the
electron distribution function. Section 2.3.1 describes the structure and operation of
the MOSFET used to measure hot-electron-injection and impact-ionization currents.
The depletion region is characterized by its @4, and its doping profile; therefore, Sec-
tion 2.3.2 presents experimental data on the Early voltage to show that the channcl
doping profile can be approximated by a step junction. Section 2.3.3 derives the dis-
tribution function at the drain edge of the depletion region, because the hot-electron
injection and impact ionization currents are primarily functions of the distribution
at the drain edge. Section 2.3.4 presents the device model of hot-electron-injection
current and show the supporting measured data. Section 2.3.5 presents the device

model of impact-ionization current and show the supporting measured data.
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2.3.1 Device Structure and Bias Condition

Figure 2.1 shows the cross-section of the n-type MOSFET that I use to measure
7hot-e1e¢tron injection and impact ionization. I place the MOSFETs iﬁ a moderately-
doped (1 x 10'7¢cm™?) substrate to achieve a high threshold voltage. These devices
are fabricated through the MOSIS foundry; the moderately doped substrate is formed
by the pbase implant layer, normally employed to form the base of an npn bipolar
transistor. The nwell is used to isolate the pbase layer from the substrate, to facilitate
the measurement of the substrate current due to the electron multiplication. The hot-
electron-injection properties of the devices are identical with or without the isolating
nwell.

Since I operate MOSFET transistors in subthreshold, the transport in the drain-
to-channel depletion layer is the high-field region of interest. In the subthreshold
operating region of a MOSFET, the surface potential in the channel is fixed [74],
and thus the high-field phenomena does not depend on the channel current. The
electrons in the drain-to-channel region are accelerated to high energies by the high
electric fields in the drain-to-channel depletion region. Subthreshold current levels
are sufficiently small as to not affect the surrounding electrostatics and the electron
density in the channel is low which allows us to ignore the electron-electron scattering
effects.

The moderately doped substrate helps the measurements in two ways. First, the
high threshold voltage allows hot-electron injection in subthreshold by guarantee-
ing that the floating-gate to drain voltage always stays positive, and thus electrons
reaching the silicon-silicon-dioxide barrier are swept to the floating-gate. Second, the
higher substrate doping yields a higher hot-electron-injection and impact-ionization
efficiency for a given drain-to-source voltage. The high electric fields responsible
for the hot-electron injection and impact ionization in this subthreshold MOSFET
structure are consistent with measurements in deep submicron FETSs.

I deduce the impact-ionization current by measuring the substrate current, and

the hot-electron-injection current from measurements of the gate current. 1 compute
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Dy, from the sum of the drain-to-source voltage and the source-to-channel potential
(®sc). In a subthreshold MOSFET, source-to-channel potential is a direct function
-of the source current (/,):
I

®,, = kTln (—) +150mV, (2.40)
th

where I, is the current at threshold, and ®,, = 150mV at threshold. The measured
substrate and gate currents are proportional to the transistor’s channel current for
identical drain-to-channel and floating-gate-to-drain voltages, as confirmed by the
cxperimental measurements in this section, and in [35].

I define impact-ionization and hot-electron-injection current efficiency as the prob-
ability that an electron starting in the channel will be involved either in an impact
ionization event or will be injected in the gate, respectively. My model presently
assumes that the differences in the initial and final density of states result in small

perturbations to the overall solution for this calculation.

2.3.2 Drain-to-Channel Depletion Width Dependence on ®,4,

The electrostatics of the drain-to-channel depletion region near the silicon--silicon-
dioxide interface are probed through the channel length modulation phenomenon,
which is known as the Early effect. The Early effect manifests itself as a weak depen-
dence of the channel current on drain to source voltage and is a result of the drain-
to-channel depletion region width changes with applied ®4.. I analytically model this

behavior as

Isat f
Isource = A By (241)

1 — 2a)

Assuming the step-junction model in (2.48), we can model the source current as

I = Lsat (2.42)

source E )
si
qN 4

1- Y& /8,
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where I, is the saturation current of the transistors at small drain-channel voltages,
€,; 18 the perrhittivity of silicon,.q is the charge of an electron, and N4 is the substrate
. doping. We can determine the dependence of @4, on d by measuring the FET channel
current for different drain-to-source voltages. I generalize the original Eé,rly—voltage

(V,) definition as
oI, ds

VL = Ids/a—v;"i_a

(2.43)

where Vy, is the drain voltage. For a given saturation current, ®,, is nearly constant;

therefore, I approximate d®,, = dVy, and I define

, 01 45
I'/o((I)dc) - Ids/ﬁ- (244)

From our definition of V, and (2.42), the Early voltage for a step junction is

2N, L? |
V,(®4) = \/QT«/% — 9By, (2.45)

If the drain diffusion is not a step junction, but follows the relation d(®q.) = AL®%,,

then the source current is related as

Isat
Lowree = 0, 2.46
o = T g (216)
and the resultingzl/:, is
1 s 1 ‘
Vo(®Pye) = $—A¢§c ) E(I)dc- (2.47)

Figure 2.9 shows the measured early voltage versus ®,, for two values of gate voltage.
The slope of both curves plotted in Fig. 2.9 are in close agreement with step junction
behavior. However, the drain-to-channel electric field, and therefore the effective
doping, changes significantly with gate voltage. For gate voltages below 7V, the
Junction behavior is a weak function of gate voltage and roughly corresponds to a
substrate doping of 9.-53 %10'®cm~3. The effective junction doping steadily increases
for larger gate voltages; from Fig. 2.9, a gate voltage of 9.72V corresponds to an

effective substrate doping of 2 x10%cm™. The dependence of the channel length
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Figure 2.9: Measured Early voltage versus ®4,. for two values of gate voltage. This log-log
plot brings out the power law of the junction, and therefore the effective doping profile.
For a particular gate voltage, the Early voltage curve is consistent. with results from a step
Junction with L = 16pm and N, = 9.53 x 10'°cm™>. The curves are similar to the lower V,
case up to gate voltages of 7V, and then gradually increases until it reaches the higher V,
curve. For a gate voltage of 9.72eV, the Early voltage curve is consistent with results from
a step junction with N, = 2 x 108cm=3.

modulation on the gate voltage does not affect the development of impact-ionization

or hot-electron-injection models presented in this chapter.

2.3.3 Electron Distribution Function at the Drain Edge

The gate and substrate currents depend on the distribution function at the drain edge
of the drain-to-channel depletion region. To calculate the distribution function for a
given drain-to-channel potential (®4.), I need to compute the average electron energy
at the drain edge (Edc). Here I compute the width of the drain-to-channel depletion
région (d), the electric field at the drain edge £(z = d), and 2,4 as defined in Section
2.2.

The width of the drain-to-channel depletion region is related to the applied drain
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Figure 2.10: Computed parameters for the drain-to-channel depletion region. The plots
show the width of the drain-to-channel depletion width, and the maximum electric field
in the depletion region (at the drain edge). The substrate doping was 1 x 10!7cm ™2, and

A = 6.5nmn. For this device, z4 is approximately one third of the distance into the depletion
region for &4, = 3.6V.

to channel potential (@), and is given by

2€ei,¢)dc
V g4 ‘ )

where € is the permittivity for silicon, g is the charge of an electron, and N4 is the
substrate doping level. This relation assumes a step junction doping profile that was

justified in the previous section. The electric ficld, £(z), is given by
(2.49)

and the maximum electric field in the drain-to-channel depletion region, which is the

| 24N, Bue .
E(z=d) = ,/%L (2.50)

electric field at d, is given by
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Figure 2.11: Plot of the average electron energy as a function for the drain-to-channel
depletion potential. The substrate doping was 1 x 10'7cm ™2, and A = 6.5nm.

Recall that z..; is the position where the applied electric field is equal to %; I solve

ER%) ER € .
Zoit = | =2 | d = ———. 2.51
e (q@dc X 4N (2:31)

for z. as

I define ®,,;; as the potential at z.. by

Erd\® 1 ER)2 €si g
By = | == = (=2 . 2.;
et ( 2) ) Oy ( X/ 2Ny (2:52)

Figures 2.10 and 2.11 illustrates these paraméters calculated as a function of ®,4. for

a substrate doping of Ny = 1 x 107¢m™3. Figure 2.12 shows 2z versus substrate
doping.
The average electron energy, Eg., is computed by integrating £(z) from z,; to

the drain edge, d, as in (2.27):

d
Edc = El (Z = d) = q@dc - ERX + q(I)cnrit- (2'53)

By substituting d from (2.48). the average electron energy is explicitly a function of

(I)dc:

B = 1% — \/0®eris (2.54)
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Figure 2.12:  Plot of 2z versus MOSFET substrate doping for A = 6.5um.

Figure 2.13 shows the average electron energy versus the drain-to-channel potential

for several substrate dopings. The distribution function at the drain edge can be
derived from (2.39) as

F(d, E) = exp (_ d_/\zmt (E Q‘Efd) )a(d, E).) (2.53)

where a(d, E) is '

a(d, E) = exp (— @ i e /B io —(%)dE) . (2.56)

Functional form of L(E) in (2.17) results in two distinct a(d, E) regions from the

definition in (2.56). For small energies, |log(a(d, E))}| is much less than 1; thercfore I

approximate a(d, F) by expanding the first exponential in (2.56) as

JE exp (ﬁg)dE) ,
— 8 = . 2.9
1—a(d, E) Z@— En (2.57)

I will use (2.57) to model low electron impact ionization efficiencies for low electron
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Figure 2.13: Plot of the average electron energy at the drain edge versus drain-to-channel
potential for four different MOSFET substrate dopings.

energies, corresponding to Iie, /I less than 0.2. For larger energies (>2.4 V), L(E)
is a slowly varying function, and can be approximated by expanding the exponential;

by expanding around 2.8eV, we can approximate a(d, E) in this region as

a(d, E) = exp ( (2.58)

3.29 x 10742 —(E +3.7¢V)
Q’g(d))\ Er

Later in this section, T use (2.58) to model the hot-electron injection current. Figures
2.14 and 2.15 show numerically computed plots for a(d, E') and 1—a(d, E) as a function
of energy for different values of ®4.. Figure 2.16 shows a numerically computed plot

of the distribution function at d for three values of ®@,,.

2.3.4 Modeling of Hot-Electron Injection in MOS Transistor

This subsection solves for the hot-electron injection (gate current) efficiency. If
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Figure 2.14: Attenuation function at the drain edge due to impact ionization collisions as
a function of electron energy for five different ®4.. I calculated these curves by evaluating
(2.56) by numerical integration.

® 4. and Vyyq are lixed, then the injection current should be proportional to the source
current, because each electron makes an equal contribution to the injection current.
Figure 2.17 shows the measured probability of hot-electron injection versus source
current. This data was taken by sweeping the source voltage, and measuring the
resulting source current and injection current for a constant floating-gate voltage
and drain voltage. The floating-gate-to—drain voltage was explicitly held fixed. For
subthreshold biases, the drain-to-channel voltage is fixed throughout the sweep since
only the source voltage is adjusted to change the source current. For each sweep
in Fig. 2.17, the injecﬁion efficiency is very nearly constant for subthreshold current
levels. . I obtained different drain-to-channel potentials by applying different drain
voltages. For above threshold biases, &4, is a function of both the source and drain.

Figure 2.18 shows r_neas_ured data of hot-electron injection efficiencies as a function

of drain-to-channel voltage for three channel currents. The experimental evidence
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Figure 2.15: 1 - a(z, E) at the drain edge due to impact ionization collisions as a function
of electron energy for three different ®4.. I calculated these curves by evaluating (2.56) by
numerical integration.

in Fig. 2.18 shows that the hot-electron-injection efficiency is independent of source
current. The electrons go over the barrier by a similar process to thermionic emission,
except that the electrons are not described by an equilibrium distribution function.
The electrons which have energies higher than the SiO, barrier level can participate
in hot-electron injection. To investigate hot-electron injecﬁon, we need to consider
the electron distribution function around the SiOs barrier near the drain edge.

I am only considering the case where the floating gate potential is much greater
than the drain potential. Two effects are important in this operating region. First,
any electrons that can enter the SiO, region will be swept towards the floating gate
by the resulting electric field. Second, most of the electrons with sufficient energy
to surmount the SiO, barrier will be at the drain edge. The electron distribution at
the SiO, barrier energy will be exponentially decreasing as one moves from the drain

edge; therefore the hot—eleétron-injection probability is entirely dependent upon the
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Figure 2.16: Plot of the distribution function at the drain edge as a function of energy
for three drain-to-channel potentials. I calculated these curves by evaluating (2.56) by
numerical integration.

distribution function at z = d. In my experimental setup, the floating gate-to-drain
voltage (Vigq) is always positive; therefore, I am certain that most of the elcctrons
are surmounting the barrier at the drain edge. It is well-known that the actual height
of the oxide barrier is a function of Vi, due to the barrier lowering effects [90]. I
estimate from my data, that the effective barrier height is 2.8eV, and this value is
used in my models.

We now solve for the hot-electron injection efficiency. From (2.58), and substitut-

ing the values for l;,,, A, and £(d), the resulting distribution function is

2ER

FdE)oce T e VFuc | (2.59)

2
frd
E—q®y,+Ep & —q®..;
A ( 99dcTER Y cvu) 7.102
P

where [ obtain a(d, E) by expanding around an energy of 2.8eV, as described earlier

in this section. Swings in the barrier heights of 100-200meV around 2.8eV add only
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Figure 2.17: Electron injection efficiency versus source current for three values of drain
voltage. The curves were obtained by holding the drain and floating-gate fixed while sweep-
ing the source voltage. Electron injection efficiency is defined as the ratio of the injection
current and the source current. For subthreshold currents, this ratio is constant for a given
drain voltage since the drain-to-channel voltage is constant in this regime.

a small correction term. For electrons to inject into the oxide, they need to have
a direction pointing towards the SiOy; in the discussion, I will show that the angle
distribution only weakly affects the hot-electron-injection efficiency.

The hot-electron-injection efficiency (4) is approximated as proportional to the
integral of the distribution function at the drain edge from the oxide barrier energy

to the vacuum level, which I write as

5 = ding ] T d BYE (2.60)
= —= X  EYdE. .
I JE=Eoz(Viga)

I approximate this integral to obtain é as

2
- -, d
A (bom("fgd)"q’dc‘*’ERX_d’urit) -
€

= Bye T *R Vi (2.61)
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Figure 2.18: (a) Measurements of hot-electron-injection efficiency versus drain-to-channel
voltage for several values of source current. I simultaneously measured the substrate and
gate currents for different drain-to-channel voltages which gives us the impact-ionization and
hot-electron-injection efficiency. The drain-to-channel voltage is computed from the source
current and the drain-to-source voltage. For each sweep, I used a constant gate voltage
to choose a particular channel current; the actual oxide barrier height changes slightly due
to image force lowering, because the floating-gate—to—drain voltage is not constant. E,,
will roughly change by 100meV as predicted by image force lowering. (b) Measurement of

hot-electron-injection efficiency versus @4, compared with a curve fit to the analytic model
in (2.61).

where By = 4.55 x 1073 is a measured constant of proportionality which includes the
effects of the electron angles. In this expression, I explicitly show that oxide barrier
energy at the drain edge, E,;(Vyeq) is a function of Viyy. Figure 2.18 shows (2.61)
fitted to the injection efficiency data. The curve fit shows close agreement to (2.61)
except at 4, greater than 5.3V, since average-electron energy is near the energy of
the silicon-silicon-dioxide barrier. The significant deviation at low @4, is probably

due to ignoring the band-structure effects.
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Figure 2.19: Measurements of impact-ionization efficiency vs. drain to channel voltage
for three source currents (gate voltages).

2.3.5 Electron Impact Ionization

This subsection solves for the impact ionization (substrate current) efficiency (a),
which is the ratio of the substrate current (Z;,,) to the current at the source (Ig)
of the transistor. .Figure 2.19 shows measured data of impact-ionization efficiencies
as a function of drain-to-channel voltage for several currents. The impact ionization
efficiency a(Eq4.) can be thought of as the probability of an electron starting in the
channel undergoing an impact ionization in the drain-to channel depletion region.

I calculate a(Ey.) by computing the ratio of the integral of the distribution func-

tion of the electrons undergoing an impact-ionization collision to the integral of the

starting distribution function:

I":O'“ _ ffooo (f((), E) — f(d E)) dE
I, J&f(0,E)dE

a(Ea) = (2.62)
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To evaluate f(0, E), 1 substitute [;° f(d, E)dE for [;° f(0, E)dE for the case of no
‘impact.ionization (a(d, E) = 1 for all energies); this mathematical operation explic-
.itly shows the influence of 1 — a(d, E) on «(E4). In the region where the electron
distribution function can be approximated by a Gaussian (sec (2.33)), the equation

for a(Ey) becomes

~ A (Ez_FEdg)z
0 — ) ~Zerit ‘R
o(Ey) = (L= ald. B)) e dE.

2.63
o (E—E )2 ( )

fO >, A= Zerit 2ER dE
From (2.63) and the distribution function given by (2.55), we can solve for a(®,.).
I approximate this solution by expanding the function in the exponent around the

function’s maximum value in F; the critical energy, E., that maximizes this function

is nearly equal to the linear function

3 Ey ;
EC:EF——(l— c )Ec— 95eV), 2.64
1~ 5 1~ 3gpey ) (Bee — 0.95¢V) (264)
where E, is
26, (119eV)(0.95eV)
2 €si . -
Fa = (E \/ GEN N ) ' (2.63)

By expanding the terms in the exponent of (2.63) around E., using the relation in

(2.54), 1 get the approximate solution of a(®y,.) as

119eV
a(d ,1;) =exp | —
( d J (1 - 2_5;5%) @dc

\/%}_ (Ecl -3 (]‘ 2. Saev) (Eae — 0. E}aeV))

exp

7 2.66
vV (—[)dc Y Cbcrit 2ER ( )

This integration yields a smoothed version of L{(F). The factor in the second ex-
ponential decreases rapidly for ®,4 greater than 3.3V. Note that we can use (2.63)
to compute a(d, E), and therefore can compute L(E) from measurements of « as a

function of ®,4. We calculate the L(LE) function plotted in Fig. 2.4 using the mea-
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surements of « as a function of ®,4,.

So [far, ‘chis model only models the impact-ionization current in the drain-to-
.channel depletion region and not the impact-ionizations in the drain regions due to
the high-energy electrons entering this region. In this region, the electroﬁ transport
changes in two V{fays. rFirst, the electric field in the drain region is negligible. Second,
the electrons start at high energies. The transport in this region is similar to other
experimental setups used to measure quantum-yield by other researchers [75], and
therefore, provides yet another check of my modeling from additional experimental
results.

We will follow the distribution of a single electron on its (z,, 2) path through
the drain. I represent the position along this path by s; this approach allows us to
concentrate on the energy distribution and neglect the momentum scattering. The

following Boltzmann transport equation models the electron distribution in (s, E)

Aaf of

E3% 62f A
ds ERE?E

+ F(T)—=* 2 052~ L(E)

1, (2.67)

Our goal is to solve for the number of electrons that are removed from the distribution

over all position; therefore I integrate over all s

Of . E2 o*f Ao
where I define
ot [ (s, Byas (2.69)
Ao ’ ' '

Since all the electrons will return to equilibrium energies at the conduction band,
floo, E) — 0 for all energies, except for £ = 0. Also, since I am considering a single
electron starting at an initial energy, E, f(0,E} = § (E — E;), where §(-) is the delta
function. 1 simplify (2.68) by modeling the distribution function for low impact-
ionization efficiencies, and by assuming a negligible second derivative in energy; both

simplifications are consistent with the model level in the drain-to-channel region. The
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Figure 2.20:  Measurement of impact-ionization efliciency versus ®4, compared with a
curve fit to the analytic model in (2.71). The source voltage was held at zero and the gate
voltage was held at 5.8V.

solution to this simplified form of (2.68) is

T T L

Combining the impact-ionization models in the drain and drain-to-channel regions, I

model Fy. as

1 e ()
1 1) oo A e ) gk
(qf:(d)A—ER +3.) I g Ik ]

_ A E_E(zr')d
f(_)oo e d—2Zapgt 2Ep dE

This modification increases «(Ey), and therefore increases the effect of L(E). Fig-
ure 2.19 shows experimental measurements of o versus drain-to-channel potential for

three different channel currents. Figure 2.20 shows a curve fit (solid line) of (2.71)
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and (2.66) to the experimental data with the parameters defined in Section 2.1; the
fit closely agfees with the measured data. T measured the impact ionization effi-
-ciency by assuming at most only a single impact ionization event will occur for each
starting electron, which is reasonable for the low impact-ionization efﬁciehcies of the

measurements shown in Fig. 2.20.

2.4 Discussion

In the previous section, I skipped several subtle discussion points for clarity of the
presentation. I will address three points in this discussion section. Section 2.4.1
discusses the effect of collision broadening on my derived phonon collision operator.
Section 2.4.2 considers the effect of momentum-angle scattering due to optical-phonon
collisions. Section 2.4.3 discusses how the electron obtains the necessary angle as well

as energy for hot-electron injection.

2.4.1 Effect of Collision Broadening on the Phonon Collision

Operator

My model of optical phonon collisions has several interesting extensions. One inter-
esting extension is that the starting point and derivation for acoustical phonons of
a particular energy or band to band scattering is similar to my results for optical
phonons [60]; therefore with a different set of parameters, (2.12) can model the ef-
fects of these three collision processes. It can also be shown when all three processes
are taken into account, that the largest contribution comes from the optical phonon
collisions.

Second, my model of the optical-phonon collision operator changes only slightly
when I model the effect of collision broadening. This result further justifies my use of
semi-classical theory, since the 7 for optical-phonon collisions for hot-electron injection
and impact ionization are at the boundary where Boltzmann transport may not be

valid. Collision broadening is due to the limited certainty about a particular energy
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between collisions because of the uncertainty principle, AET = h, where 7 is the
average time ibetween collisions. For 7 of 10fs, which is the order of the smallest 7,
.the energy uncertainty is roughly 60meV.
I will now show the effect of collision broadening on my optical-phonon collision
operator.; I define the broadening function, B(E), as a symmetric function around
E =0 that is characterized by a variance of Ej. I formulate the new optical-phonon

collision operator as

)| "] - (5 +1) 112

/ - [B(AE + ER) + ¢ B(AE — ER)] J(E — AE)AE. (2.72)

3.}

This function is a convolution; by taking the Laplace transform, we transform the

convolution to a product:

L {Sop(f) l%}} ~ - (e%% o+ 1) f(sg) + [e—SEER 4 esEER+TE B(sp)f(sp).
(2.73)
Since B(F) is real, symmetric function, then B(sp) will also be a real, symmetric
function, and therefore I can expand B(sg) = 1 — s%2E?% + O(s%); E4 is a measure
of the width of the energy uncertainty. If we Taylor expand the sp terms to second

order, we get

L {S{)p(f) [TZZEZE)‘)}} ~ spFEp (gf—? — 1) Flsg)

E2 : ‘ . E?
_|_32E_25. (e% + 1) f(sg) — sZE—;"- (e% + 1) f(sE). (2.74)

By taking the inverse Laplace transform of this approximate equation, we get the

new collision operator as

m*(E)

Eh— B} 0°f  En0f
c(E)

2\ OE? 2\ OE’

Sl | |~ Fm (2.75)

Collision broadening reduces the second derivative in energy term in in the collision
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operator expression; Monte Carlo simulations have seen that collision broadening
increases the number of high-energy electrons [59] by decreasing the restoring force of
- the optical phonons. The effect of collision broadening will decrease the higher order
derivative terms; the higher order derivatives are more significant at low energies and
fields due to the'sharper distribution functions. The effect of collision broadening will

1/2
also be larger at lower energies since (1 + %’i) / will deviate from 1.

2.4.2 Effect of Momentum Scattering Optical Phonons

In Section 2.1, T assumed that the phonon collisions did not affect the overall electron
momentum distribution function. In my previous analysis, I have assumed that the
phonon distribution is at its equilibrium level; a careful modeling must also take these
effects into account. Phonons have momentum, and the total momentum involved for
a phonon absorption or emission must be conserved. My previous phonon-collision
operator defined in (2.10) left the distribution function unaffected in the ¢ direction;
this assumption is one extreme of a continuum of plausible situations. The other
extreme assumes that phonons have uniform momentum angle distributions, and
therefore a phonon collision will uniformly scatter the electron distribution through
all angles. To precisely model this effect, one would need to know the distribution
function of momentum for the phonons in the drain—to channel depletion region; this
subsection investigates the assumption that a phonon collision uniformly randomizes
the momentum distribution. I model the new phonon collision operator by modifying

the f(E + Eg,() and f(E + Eg, () terms in (2.10) as
HE.0 =5 [ U6+ B~ (2.76)

Again, I will assume that £ > Ef, and therefore (1 + %)1/2 ~ 1. The resulting new
phonon operator makes an analytical solution of the transport equations extremely
difficult. This subsection will consider the resulting behavior when phonon collisions
uniformly randomize the momentum distribution function.

One might wonder if this collision operator would result in a nearly isotropic distri-
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bution function. The largest electron energy is approximately equal to my previously
derived average electron energy for the same z.;. Hot electron injection will occur
.at low &4 only if A is substantially longer than T defined in Section 2.1; a longer A
requires fewer electron collisions in the drain-to—channel depletion regiou-. The aver-
age electfon enefgy for this isotropic model is nearly equal to the energy gain for the
¢ = 0 electron. The average electron energy of an electron starting at z and arriving

at z + ) is approximately described by

BEi(z + ) = \/Eu()? + (4€(2)\)? — Ek. (2.77)

This approximation overestimates the average-electron energy because electrons reach-
ing z+ A from z may take several paths that require more phonon collisions, resulting
in fewer clectrons at higher energies. As in Section 2.2, an electron must gain more
energy than is lost by the phonons to leave the conduction band. We define this

threshold when Iy (zp4 + A) = Eg for Ei(2e4) = Eg; we can solve for 2. as
4€(zerit) = V3Erg. (2.78)

This 2.4 is larger than I derived in Section 2.2. The average electron energy will

reach a steady state when E,(z 4+ A) = Ej(z); the steady-state value of E(z) is

(€2 — F},

Ei(z) = 2.7¢
1(2) En (2.79)
and at z = d, the steady-state valuc is
Dy,
Eu(z) = ER( e _ 1). (2.80)
(bcrit

For the parameters given in Section 2.3, Fi(z) &~ 600meV for @4 =5.5eV; X would
need to increase by more than a factor of two to match the value in Section 2.3.
Also, the numerical calculations of impact ionization and hot-electron injection [76)

do not give this type of distribution. Therefore it seems highly improbable that
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the electron distribution function remains nearly isotropic. We could argue that the
relevant electrons have 1o collisi‘ons, as in the physical description of the lucky electron
model; this hypothesis could explain the longer A used in lucky-electron formulations.
Since this model does not simultaneously fit both hot-electron-injection and impact-
ioniziatidn currénts, this hypothesis also does not satisfy the data; this hypothesis
would also require the unlikely possibility that X is a strong function of ®g,.

The above arguments show that an isotropic solution is inconsistent with the ex-
perimental data; therefore the distribution function in ¢ must have bias along the field
direction. Consider the case where the distribution function is near to my previous
solution assuming ¢ = 1. If we are interested in the solution in a neighborhood near

¢ = 1, we can Taylor expand the distribution function in the integrals around ¢ = 1:

m*(E) FE% 0°f EROf C8f F(T) (1 f
Sonlf) { (E) ] FOoemt v ae Tt (6 Cz) 3
(2.81)

where F(T') was defined in (2.13), which is nearly equal to one at room temperature
(' = 300K). This expansion is valid to third order in partial derivatives, and is very
nearly equal to the original expression for energies greater than a few Eg. The first
order term moves électrons further towards ¢ = 1; this new phonon collision operator
modifies the characteristic equation for (;(z) in (2.25) as

1-¢* 1

d¢i(z) hd (2.82)

il 12 (2)

E N

resulting in (;(z) moving faster towards 1 than before and being nearly independent

of electron energy or electric field. The resulting partial differential equation is

o/ 1§_f_mF(T) Ly 0f + (I (6+—+ )82f (2.83)

S R e _
Jz  A0¢ 2N BOE? A ac:’
'This characteristic equation further illustrates that electrons near ( = 1 will not
quickly move away from ¢ = 1. The diffusive second-order term is consistent with a
phonon collision uniformly randomizing the electron’s momentum angle.

We will now solve the distribution function around ¢ = 1. By transforming (2.29)
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with the new collision operator in (2.81) to 6 F coordinates, I approximately get

af  10f E} 0*f | F(T)i+ 5+ 0%

o: Y aac e+ ¢ ac

(2.84)

For purposes of ‘analysis, I assume that the solution of (2.84) near ¢ = 1 is close to

the solution of (2.84) when evaluating the coefficients at ( = 1:

of L of _

E% 8f 5.
5 Tac T BE

52 f
> 55 T3FD

A o

F(T)

The solution in (z,dE, ) to this simplified equation for an impulse at z.; is

- 1)/ AF2 2=%crit 2 o o
f—(c JVALRS exp(_(%Jrg)~—~~ ””"”t>

B 120723
12
exp (%(g )= _AZM (g(g -1+ %)) : (2.86)
By taking the integral of this solution over all ¢, the solution for fCIZ,I f(z E. Q) is
identical to my previous solution for f assuming that { = 1.

I will make some qualitative points about the distribution function by extrapolat-
ing beyond this perturbative analysis, that is when ( is significantly smaller than 1.
First, the distribution function is diffused more in §F. Second, the average electron
energy will be lower along a given (3(2) path than for the ( = 1 case we previously
analyzed. Third, a lower ¢ will result in a slower diffusion of the distribution function
away from ¢ = 1; the diffusion virtually stops near ( = 0. Therefore, it is rcasonable
to believe that the ( = 1 behavior will dominate the phenomena for most of my range
of rheasurements, but behavior for ¢ much smaller than 1 will be significant near and
below Fi(z), and this boundary coincides where the Gaussian model breaks down ag
we previously illustrated in Fig. 2.7. The best approach to justify this model will be
with comparisons to full bandstructure Monte Carlo calculations similar to [76], for

this device.



Si0
} f \ !NJ
i AV
' S|02 ) i i : ]
silicon A
! Drain-to-channg! .
Channel . b ‘ ! depletion region Drain
?——9’ Z :U
SRV i
() (b)

Figure 2.21: Tllustration of the 2D nature of the electron transport in the drain-to-channel
region. The electron elastically bumps along the barrier at the SiO, interface and then
gets redirected back towards the interface due to the electric field. In this way, some of
the electrons have the proper direction to enter the SiOs and eventually reach the floating
gate.

2.4.3 How the Electron Gets the Necessary Angle for Impact

Tonization

For an electron to reach the floating gate, it must have energy greater than the
oxide barrier height and must be directed towards the SiO, when the electron reaches
that energy. In the previous sections, I only considered how the electrons reach the
energy to surmount the SiO, barrier; this section addresses how the electrons enter the
Si0,. An electron gains energy due to the electric field in the z direction; electrons are
confined by the electric field in the y direction. In the y direction, the electron is being
accelerated by the electric field towards the silicon—silicon-dioxide interface, only to be
elastically reflected off of this interface back into the silicon. Therefore, the electron’s
position oscillates in y, and that results in a roughly uniform distribution function in
y that is independent from the distribution function in z. Figurc 2.21 illustrates the
2D path that the electron takes in the drain-to-channel depletion region. Previous
theories by [52, 53] propose that the electrons become directed into the SiO, by an
elastic ion collision. According to my model, the elastic-ion collisions have little effect

in the y direction because randomizing the electron momentum cannot further diffuse
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an already uniform distribution function.



99

Chapter 3 Single-Transistor Synapses

The first step in building VLSI chips that adapt and learn is to develop a silicon analog
for a synapse. Synapses are known to play a key role for learning and adaptation
in bioiogical systems [83]. T and my colleagues, Diorio and Minch, have successfully
developed such a synapse using only a single transistor. We have designed, fabricated,
characterized, and modeled arrays of single-transistor synapses. This chapter presents
two single-transistor synapses that simultaneously perform long-term weight storage,
compute the product of the input and the weight value, and update the weight value
according to a Hebbian or a backpropagation learning rule. This combination of
functions has not been achieved previously with floating-gate devices, and we believe
that this circuit is the first instance of a single-transistor learning synapse fabricated

in a standard process.

3.1 Overview of Single-Transistor Learning Synapses

A silicon synapse must perform two computations. First, it must compute the product
of the input multiplied by the synapse strength, or the weight of the synapse. Second,
it must compute the weight-update rule. For a Hebbian synapse, the weight change
is a time average of the product of the input and output activity. In many supervised
algorithms such as backpropagation, this weight change is a time average of the
product of the input and some fed-back error signal. Both weight-update rules are
similar in function.

~ Figure 3.1 shows the cross sections for the nFET and pFET single-transistor
synapses. We build the nFET synapse in a moderately doped (1 x 10'7cm ™) substrate
in order to achieve a high threshold voltage. The moderately doped substrate is
formed in the 2um nwell MOSIS process by the pbase implant. The pFET synapse

FET is the standard pFET in the 2um nwell process. Each synapse has its own
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Figure 3.1: Cross section of the nFET and pFET single-transistor synapses in an nwell
MOSIS process. The tunneling junctions used by the single-transistor synapses is a region
of gate oxide between the polysilicon floating-gate and nwell. For the nFET synapse, the
pbase implant results in a larger threshold voltage, which results in all the electrons reaching
the top of the SiOs barrier being swept into the floating gate. The pI'ET transistor is the
standard pFET transistor in the nwell process.

tunneling junction, which is formed from high-quality gate oxide separating an n-
type well region from the floating gate. The tunneling junction removes charge from
the floating gate. The particular learning algorithm of an array of synapses depends
on the circuitry at the boundaries of the array—in particular the circuitry connected
to each of the gate, source, drain, and tunneling lines in a row or column.

The single-transistor synapses possess five necessary properties to build adaptive

analog VLSI systems with large synaptic arrays:

1. In the absence of learning, the weight is stored permanently because the floating

gate is well insulated by SiO,.

2. A synapse operating with subthreshold currents computes an output current

that is the product of the input signal and the synaptic weight.
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Figure 3.2:  Circuit symbols of the nFET and pFET single-transistor synapses. (a)
Circuit diagram of the nFET single-transistor synapse with its source connected to ground.
(b) Layout of the nFET single-transistor synapse. (c) Circuit diagram of the pFET single-
transistor synapse with its source connected to Vyq. (d) Layout of the pFET single-transistor
synapse.

3. This synapse employs a single transistor, thereby consuming minimal silicon

area, and maximizing the number of synapses in a given area.

4. The synapse operating with subthreshold currents dissipates a minimal amount

of power; therefore the synaptic array is not power constrained.

9. This synapse can modify its weight using to the floating-gate charge according
to Hebbian or backpropagation type learning rules, depending on how various. .

error signals are fed back to the floating gate.

The possible dynamics of different circuit configurations are presented in Chapter 4.
The single-transistor learning synapses use a combination of electron tunneling
and hot-electron injection to adapt the charge on the floating gate, and thereby the

weight of the synapse. Hot-electron injection adds electrons to the floating gate,
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thereby decreasing the weight. Injection occurs for large drain voltages; therefore we
can reduce the floating-gate cllarge during normal feedforward operation by raising the
drain voltage. Electron tunneling removes electrons from the floating gate, thereby
increasing the weight. The tunneling line controls the tunneling current; thus we can
increase the ﬂoafing—gate charge during normal feedforward operation by raising the
tunneling line voltage. The tunneling rate is modulated by both the input voltage

and the charge on the floating gate.

3.2 Nonadaptive Behavior

Figure 3.2 shows the circuit models for the nFET and pFET single-transistor synapses.
Because the input signals are capacitively coupled to the floating gate, we model
voltage and current swings around the circuit’s steady-state values. We counsider the
single-transistor synapse operating with subthreshold channel currents. Many of the
behaviors extend qualitatively to above-threshold operation; the quantitative behav-
iors do not. I describe the subthreshold nFET or pFET channel current in saturation,
I, for a change in the FET’s floating-gate voltage, AVj,, source voltage AV, and

drain-to-source voltage, AVy,, around a bias current, I, as [82]

nFET: I, = Lpexp (2020 ) exp (4

PFET: I, = I exp (SV220e ) exp (— 4

(3.1)

where k, is the fractional change in the pFET surface potential due to a change in
AVyy, &y is the fractional change in the nFET surface potential due to a change in
AVyg, V, is the Early voltage of the nFET or pFET, and Uy is the thermal voltage,
%. I define C'r as the total amount of capacitance connected to the floating gate, and
(', as the capacitance between floating gate and drain (which, for simplicity, is not
explicitly drawn). I assume that all the floating-gate devices are matched. I model

the floating-gate behavior by equating the currents at the floating gate:
L dv; dv; v,
CT dtg = Cl dtn + CQE_ + Itun - Iinj: (32)
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where Iy, and I;,; are the floating-gate currents due to electron tunneling and hot-
electron injection, a subject that we discuss in Section 3.3 and 3.4. In (3.1), [ use a
.modified form of the Early voltage expression that is consistent with classical formu-
lations for large V,,, and that more closely models the behavior for small V,. Chapter 5
shows that the Early voltage decreases at large drain-to-source voltages due to impact
ionization in the drain-to-channel depletion region.

To analyze the adaptation behavior in FGMOS circuits, I often decompose our
variables into components that change at fast and slow rates. The fast-rate variables
represent the rapid changes due to the input signals; the slow-rate variables represent
the floating-gate charge (the synapse weights). For sufficiently fast input signals, this
decomposition is justified because the total floating-gate charge is only affected by
the floating-gate currents. I assume that we can decompose the synapse terminal

voltages as sums of fast (AV) and slow (AV) quantities as
AVy = AV, + AT,

AV, = AV, + AV,
AVj, = AVy, + AV, (3.3)

Neglecting Early voltage effects, the source current becomes

, KAV, hn AV,
nFET: I, =I,,Wexp (—UFL‘?-) W = exp (__U_TLZ) ,

(3.4)

pFET: I, =IL,W exXp (_Léi“;ﬁ)’ W =exp (— 5 ) ;

Ur

where I define W to be the weight of the synapse. The time derivative of W for the

nFET synapse is B '
dVig Up dW _ Urd log(W)

at kW dt kn dt

(3-3)

later in T'igs. 3.9 and 3.10, I plot the derivative of log(W) versus W to illustrate
the dependence of source current on the floating-gate currents. At fast timescales,

I approximate the tunneling and injection currents to be negligible; I model the
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Figure 3.3: Tunneling in an nwell process. (a) The tunneling junction is the capacitor
between the floating gate and the nwell; we use high-quality gate oxide to reduce the effects
of electron trapping. Over a wide range of oxide voltage, most of the tunneling occurs
between the floating gate and n* diffusion region because this region is accumulated and
the higher electric fields at the corner of the floating gate. (b) Band diagram through
the tunneling capacitor. For sufficiently large applied electric fields, the electron barrier
becomes thin enough that an electron might tunnel through the barrier.

behavior at the fast timescales as

dVi, dVin d
T 9y O

Vy . Ci -
i —r ‘/ GT‘/m -+

~

V. (3.6)
T

Cr

By substituting (3.5) for —:ﬁ’i in (3.2), we obtain the dynamical equations for slow

timescales as

UrCr dW vy,

nFET: W di C’1 +Cy— 7 + Itin — Linj, 5
L/TCT dWw d‘/m dVd )
FET: = - Imz - I? j 2
P kW dt =Gy TGy i

where I, is the electron tunneling current, and I;;; is the hot-electron injection

current.
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3.3 Electron Tunneling

Elecbtro.n tunneling gives us a method for removing electrons from the floating gate;
\ electron tunneling produces positive floating gate current. Tunneling arises from the
fact that an electron wavefunction has finite extent. For a thin enough barrier, this
extent is sufficient for an electron to penetrate the barrier. An electric field across the
oxide will result in a thinner barrier to the electrons on the floating gate. As illustrated
in Fig. 3.3, for a high enough electric field, the electrons can tunnel through the oxide.
Increasing the tunneling voltage, V;,,,. increases the effective electric field across the
oxide, which increases the probability of the electron tunneling through the barrier.
Typical values for the oxide field range from 0.75V/nm to 1.0V /um. I will start from
the classic model of electron tunneling through a silicon—silicon-dioxide system [78],

in which the electron tunneling current is given by

Lin = Iyexp («-5—") = Iyexp (———;—tﬁgo—> . (3.8)

ox tun ‘/fg

where &,, is the oxide electric field, t,, is the oxide thickness, and &, is a device
parameter that is roughly equal to 25.6V/nm [79]. Figure 3.4 plots tunneling current
versus 1/oxide voltage (Viu, —V},) showing good agreement with (3.8) in two regions.
The cause for two separate regions might be due to tunneling through intermediate
traps [80), or due to initially tunneling through the junction edge for low oxide voltages
and tunneling through the middle of the junction for high oxide voltages.

When traveling through the oxide, some electrons get trapped in the oxide, which
changes the barrier profile. To reduce this trapping effect, I tunncled through high-
quality gate oxide, which has far less trapping than interpoly oxide. Each synapse
tunneling junction is formed from high-quality gate oxide separating an nwell region
from the floating gate. Both injection and tunneling have very stable and repeatable
characteristics. Figure 3.5 shows tunneling current at a fixed oxide voltage versus
charge through the oxide; the tunneling current decrecases only 30 percent after 12nC

of charge has passed through the oxide. This quantity of charge is orders of magnitude
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Figure 3.4:  Electron tunneling current versus 1/oxide voltage. The two straight line
fits are to the classic Fowler-Nordheim expression in (3.8). The two different straight-line
regions might be due to tunneling through intermediate traps, or due to initially tunneling
through the junction edge for low oxide voltages and tunneling through the middle of the
junction for high oxide voltages.

more than we would expect a synapse to experience over a lifetime of operation,
because a typical VLSI device will use several orders of magnitude smaller tunneling
currents and capacitors.

The next step is to develop a synapse-level model of electron tunneling. Since the
floating-gate only moves a few volts in normal operation, expanding Vi, as Vigo+ AV,

and Vi, as Vigno -+ AVyy, in (3.8) results in

AVin — AV, .
Tiun = Tyuno exp( i % fg) ; (3.9)
where ,
T,
V;c — (‘iunO ‘fg()) (,;10)

toa:go

Iiuno is the quicscent tunneling current, and AV, is the change in the tunneling
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Figure 3.5: Electron tunneling current at a fixed oxide voltage (V,, = 33V) versus charge
through our tunneling junction. This experiment induced 60V of charge on a 200pF capaci-
tor; to first order, tunneling trap creation is a function of the total charge through the oxide.
This measurement characterizes the electron-trapping effect in our tunneling-junction ox-

ide; the degree that the tunneling current decreascs shows the effect of increasing electron
traps in the oxide.

voltage. For my operating conditions, a typical value of V is 1V with the 42nm oxide
used in the 2.0pm Orbit process. For a fixed source voltage, I express the tunneling

current in terms of this floating-gate transistor’s source current by substituting (3.1)

into (3.9):

I\t
nFET Liun = Liuno (—> )
Iy,
pFET Tiun = Ttung (I_) . (311)

If we fix the synapse terminals such that V},,, is high enough for appreciable tunneling,

then the weight of this synapse obeys

UrCr dW 1_ Yz
FET: (W)
. HnItunO dt (W ) ’
(3.12)
. /T ’ ‘ 4 t
pFET: _UrCr dW (W)lhp{;s _

I‘f/p ItunO dt
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Figure 3.6: Band diagram of a subthreshold pFET transistor under conditions favorable
for hot-electron injection. The source of electrons to be injected to the floating-gate is
created by hole impact ionization. FE,; is the Si-Si0 barrier, which is 3.04eV for no field
across the oxide.

Figures 3.9 and 3.10 show the plot of Ez% log(I;) as a function of I, for different V;,,.
The straight line behavior validates the model in (3.12). Starting at an appropriately
low (or high) source current (), I measured this data by stepping to the desired
drain or tunneling voltage, and letting the tunneling (or injection) current decrease (or
increase) the synapse current. The drain voltage was 2V for this tunneling experiment.
From (3.5), I plot the derivative of log(W) versus W to illustrate the dependence of
source current on the floating-gate currents. Typical nFET values of g"-(/—z are in the

range of 0.1 — 0.3, while typical pFET values of n?/m are in the range of 0.02 — 0.1.

3.3.1 Hot—Electron Injection

Hot-electron injection gives us a method to add electrons to the floating gate. The
underlying physics of the injection process is to give some electrons enough encrgy
and direction in the drain-to-channel depletion region to surmount the SiOs energy
barrier, as presented in Chapter 2. To inject an electron onto a floating gate, the
MOSFET must have a high-electric-field region to accelerate channel electrons to
energies above the silicon-silicon-dioxide barrier, and in that region the oxide electric
field must transport the electrons that surmount the barrier to the floating gate.
The moderate substrate doping level allows the nFET to easily achieve hot-electron

injection in subthreshold operation. The higher substrate doping results in a much
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Figure 3.7: Measured data of the current dependences in hot-electron injecting pFETs
versus the drain-to-channel voltage for two source currents. The top plot shows the ratio of
impact-ionization current and source current versus drain-to-channel potential. The lower
plot shows the ratio of hot-electron injection and impact-ionization current versus drain-to-
channel potential. This ratio saturates around ;. = 9.0V due to electrons gaining sufficient
energy to surmount the SiO; barrier, and gives evidence that hole-impact ionization is the
source of the electrons. 7

higher threshold voltage (6.1V), which guarantees that the field in the oxide at the
drain edge of the channel will be in the proper direction for collecting electrons over the
useful range of drain voltages. The higher substrate doping results in higher electric
fields which yield higher injection efliciencies. The higher injection efficiencies allow
the device to have a wide range of drain voltages substantially below the threshold
voltage. |

One might wonder how pFETSs, where the current carriers are holes, inject hot
electrons onto the floating gate. ~Figure 3.6 shows the band diagram of a pFET

operating under bias conditions that are favorable for hot-electron injection. Hot-
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hole impact ionization creates electrons at the drain edge of the drain-to-channcl
depletion region, due to the high electric fields there. These electrons travel back into
.the channel region, gaining encrgy as they go. When their kinetic energy exceeds
that of the silicon-silicon-dioxide barrier, they can be injected into the oxide and
transportéd to the ﬂéating gate. The hole impact-ionization current is proportional
to the pFET source current, and is the exponential of a smooth function (f;) of the

drain-to-channel potential (®4.). We can express this relationship as follows:
Iimpact = Ipefl(q)dt)v (313)

where ®g4. is the potential drop from channel to drain. Figure 3.7 plots the ratio of
impact-ionization current and source current as a function of ®g4.; this data nearly
follows a lucky electron theory and can be analyzed with the methods in Chapter
2. The injection current is proportional to the hole impact-ionization current, and is
the exponential of another smooth function (f2) of the voltage drop from channel to

drain. We can express this relationship as follows:
Lin; = z'mpa.ctefz(@‘{C)- (3.14)

Figure 3.7 plots the ratio of hot-electron-injection current versus impact-ionization
current as a function of ®4,; the hot-electron-injection current saturates at ®q, =
10V due to many hot electrons having enough energy to surmount the SiQ, barrier.
Because the injection current is only a weak function of the floating-gate voltage for
a fixed source current (I,) and @4, I neglect the gate-voltage dependence for this
apﬁlication. A first-principles model of pFET hot-clectron injection can be derived
using the methods in Chapter 2, and I will publish this material in a later publication.

Figure 3.8 shows the nFET and pFET hot-electron injection efficiency, %’;L as
a function of ®,4, for two different source currents. The nFET’s substrate implant
results in higher electric fields in its drain-to-channel region compared with the electric

fields in the pFET; therefore, the nFET’s hot-electron—injection efficiency is much
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Figure 3.8: nFET and pFET hot-electron injection efficiency (I—I’:i) versus @4, for two
values of source current. Injection efficiency is the ratio of injection current to source
current. The two different source current values are nearly equal, which is consistent with
injection efficiency being independent of source current. I show the linearized slope (Vin;)
on this exponential scale for two ®4. biases. The slope of both curves on this exponential
scale decrease with increasing ®4.. The moderately doped nFET substrate (1 x 1017em™3)
increases the efficiency of the nFET hot-electron-injection process by increasing the electric
field in the channel. )

larger than the pFET’s injection efficiency for an equivalent ®4. The subthreshold
nFET or pFET injection current is proportional to the source current (I,), and is the
exponential of a smooth function (fs) of the drain-to-channel potential (®4.). We can

express this relationship as follows:
Iin.j = IS€f3(‘pdC). (315)

Since this will be limited to cases where the gate voltage is significantly larger than

the drain voltage, I neglect the gate-voltage dependence for this application, because
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Figure 3.9: Plot of a‘% log(I;) as a function of I, for three different tunneling and three
different drain voltages. Starting at an appropriately low (or high) source current (1),
I measured this data by stepping to the desired drain or tunheling voltage, and letting
the tunneling (or injection) current decrease (or increase) the synapse current. The drain
voltage was 2V when tunneling, and the tunneling voltage was 23V when injecting. This
measurement gives the floating-gate weight update rule as a function of I;; plotting the
data in this way shows the power-law dependence of channel current on the floating-gate
current.

the injection current is only a weak function of the floating-gate voltage for a fixed
source current (1) and ®g4. As seen in Fig. 3.8, f, is approximately linear over a 1V
change in’ ®4.; thercfore, around a quicscent level of ®,., the injection current will
e-fold for a @4, increase of Vi,;. Tligure 3.8 also illustrates the nFET and pFET Vjy,
parameters and their range of validity.

When the gate voltage is the input modulating the channel current, the circuit
model requires one more modification. A decreasing input signal will decrease the

FET surface potential via capacitive coupling to the floating gate. Decreasing the
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Figure 3.10: Plot of % log(I,) as a function of I for four different tunncling and three

different drain voltages. Plotting the data in this way shows the power-law dependence of
channel current on the floating-gate current. I measured this injection (tunneling) data as
in Fig. 3.9 by starting the synapse at a low (or high) source current. Since this is a pFET
synapse, the tunneling voltages are referenced to Vyq.

FET surface potential will increase the source current, thereby decreasing @, for a
fixed output voltage, and lowering the injection efficiency. Using the linearized hot-
electron-injection model, I model the injection current as the « power of the source

current as follows:

I\ AV,
nbFET: Iy = Linjo (7—> exp (V d)a
) s0 inj

(3.16)

Is o A‘/d
pFET: Iinj = Linjo ([_s;) oxXp (_ Vtinj )
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We can write (3.16) in terms of the gate voltage as

AV;, AV,
nFET: Iinj = Iijoexp (cm o, yd),

Ur Vi
(3.17)

V A / A 7
PFET: Linj = Iinjeexp (_om Vig w)’

Ur Ving

Wherei I;njo is the quiescent tunneling current, and « is 1 — g—ij A typical nFET
value of « is 0.70, and a typical pFET value of ¢ is 0.90; both values are consistent
with typical values of V,;. Since hot electron injection adds electrons to the floating
gate, the current into the floating gate is negative, which results in the dynamical

equations

. UrCr dW 14a (AVQ)
nFET: — = (W ex ,
Kntin 70 dat ( ) P V;nj

(3.18)

UrCr dW - AV,
FET: - — = p|— )
P /prinjO dt (W) =P V;nj

Figures 3.9 and 3.10 show the plot of £ log(Z;) for hot-electron injection as a function
of I, for different drain voltages. The straight line behavior validates the model in
(3.18). The tunneling voltage was 20V during this hot-electron injection experiment.
From (3.5), I plot the derivative of log(W) versus W to illustrate the dependence of
source current on the floating-gate currents. Typical nFET values of o are in the

range of 0.7 — 0.9, while typical pFET values of « are in the range of 0.88 — 0.95.

3.4 An Array of Single Transistor Synapses

Up to this point, we have only considered single independent synapses, but these
synapses are intended fo be coupled as an array of processors. The particular learning
aigorithm depends on the circuitry at the boundaries of the array; in particular the
circuitry connected to each of the source, drain, and tunneling lines in a row. Chapter
4 partially addresses the possible learning rules in these synapses by considering

the floating-gate dynamics in several fundamental floating-gate circuits. Chapter 4
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Figure 3.11: Circuit diagram of the single-transistor synapse array. Each transistor has
a floating gate capacitively coupled to an input column line. A 2 x 2 section of the array
allows us to characterize how modifying a single floating gate (such as synapse (1,1)) affects
the neighboring floating gate values. The synapse currents are a measure of the synaptic
weights, and are summed along each row by the source (V;) or drain (V) lines into a typical
soma circuit.

shows a variety of stabilizing, destabilizing, cooperative, and competitive floating-
gate circuits that would be the basis of a learning network. Another issue is the
network topology, that is, which terminals are connected along the rows and columns,
and which terminals are the inputs, outputs, and error signals. I have built several
topologies, each having advantages in a particular application. Figure 3.11 shows a
commonly used topology of a 2x2 array of nFET synapses. For another example, a
multilayer backpropagation network might want to connect the drain and tunneling
terminals along a column and use these terminals as the input, and connect the source
and gate terminals along a row. This topic is the subject of ongoing research and is
beyond the scope of this thesis.

The remaining question is how the synapses interact when coupled into an ar-
réy. The floating gate is localized to a particular device (confirmed by experimental
measurements), as opposed to biological synapses where the eflicacy modulators are
locally diffused in spaée. Therefore, the device interactions are due entirely to the

nonlinear dependence of the terminal voltages on the floating-gate current. I measure
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Figure 3.12:  Output currents from a 2 x 2 section of the synapse array, showing 180
injection operations followed by 160 tunneling operations. Because our measurements from
the 2 x 2 section come from a larger array, we also display the ‘background’ current from all
other synapses on the row. This background current is several orders of magnitude smaller
than the selected synapse current, and therefore negligible.

this effect by considering how selectively we can modify the charge on a particular
floating gate without affecting the other floating gates. Figure 3.12 shows these results
from the synapse array shown in Fig. 3.11.- The experiment performed 180 injection
operations followed by 160 tunneling operations. For the injection operations, the
drain (V) is pulsed from 2.0V up to 3.3V for 0.5s with V41 at 8V and Vi, at OV. For
the tunneling operations, the tunneling line (Vi,1) is pulsed from 20V up to 33.5V
with Vj, at OV and Vj, at 8V. |

Figure 3.13(a) shows measured data on the change in source current during tun-
neling as a function of source current for several values of tunneling voltage. The
tununeling operation increases the synaptic weight. Vy; was held at 0V and V,, was
8V while the tunneling line was pulsed for 0.5s from 20V to the voltage shown. The

change in source current is approximately proportional to the 1 - U—f power of the
TV

I3
Up

source current where —ZL-
ton Ve

is between 0.1 and 0.3 for the range of tunneling volt-
ages shown. The effect of this tunneling procedure on synapse (2,1) and (2,2) are

negligible.
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Figure 3.13: (a) Synapse (1.1) source current increment versus source current for several
values of tunneling voltage. (b) Source current decrement during injection versus source
current for several values of drain voltage.

Tunneling selectivity along a row in this array is entirely a function of how far
apart the two floating gates are pushed by the gate inputs. To select a particular
synapse, we want to bring that floating gate to as low a voltage as possible, while at
the same time bringing all the other floating gates to as high a voltage as possible.
The selectivity ratio of synapses on the same row is typically between 3-7 for our
devices. The tunncling selectivity can be increased by increasing the input voltage
steps or by increasing the gate coupling to the floating gate. A low or high gate
coupling for these synapses is entirely application dependent; the circuits in Chapter
3 decrease intentionally this ratio to increase the circuit’s Hnear and dynamic range.

Figure 3.13(b) shows measured data on the change in source current during injec-
tion versus source current for several values of drain voltage. The injection operation
decreases flle synaptic weight. Vo was held at 0V, and V,; was at 8V during the 0.5s
injecting pulses. The Change in source current is approximately proportional to the
source current to the 1 + o« power, where «v is between 0.7 and 0.85 for the range
of drain voltages shown. The change in source current in synapse (1,2) is much less
than the corresponding change in synapse (1,1) and is nearly independent of drain

voltage. The injection operations resulted in negligible changes in source current for
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synapses (2,1) and (2,2). Ideally, a synaptic array is programmed (or initialized) by
injection aftef the synaptic arréy is set to a desired baseline by tunneling, because
Jinjection selectivity is much greater than tunneling selectivity,
In conclusion, we present an approximate model of our array of these siﬁgle transis~
tor synapses. The learning increment of the synapse at position (4, j) can be modeled

as for the nFET synapse as

T Cl Kn Cz
I = I,W.. e ( LAV, + En 22 A, )
o J EXP Ur CT ‘ : [/1 CT %
UrCr dW; dVi,. dv. o AV,
A — i i A W, 7 1
kWi, dt th+@dt+m”) (Wig)"e Ving (3.19)

and for the pFET synapse as

Is,;_,j = -[sowfz',j exXp (-ig’A‘ in — EIL 02 Aﬁ:f) 3

Ur Cr Ur Cr
UrCp dW; ; AV, vy, LS o AV,
_— o — (O — - ;) reVe W, )%e =% 3.2
"{'pVVi,j dt Cl dt CZ d (Wﬂ) + ( 1’ J) @Xp I/m_y ( O)

Typical values for the parameters have been defined earlier in this chapter.



Chapter 4 Continuous-Time Feedback in
Floating-Gate MOS Circuits

Although Chapter 3 presented the electron-tunneling, hot-electron-injection, and
multiplicative behavior of the single-transistor synapses, and derived effective learn-
ing rules of single-transistor synapses, it did not consider any specific ways that these
synapses could be used in a network. This chapter considers the behaviors that emerge
when single-transistor synapses are coupled together to form various continuous-time
learning networks. My purpose is to understand the dynamics of the learning mecha-
nisms naturally available in floating-gate MOS circuits (FGMOS). Chapter 5 presents
the autozeroing floating-gate amplifier (AFGA), which is the first circuit application
of a single-transistor synapse with continuous oxide currents.

This chapter describes the various possible negative- and positive-feedback mech-
anisms in continuous-time FGMOS circuits. The usefulness of negative or positive
feedback depends on the application; Hebbian learning [83], for example, is a case of
destabilizing positive feedback. Section 4.1 presents a new type of pFET synapse, in
which the gate currents provide stabilizing feedback to the floating gate and to the
drain. Section 4.2 presents the range of possible stabilizing and destabilizing feed-
back configurations in circuits comprising one floating-gate Synapse; we include data
from nFET, pFET, and source-degenerated pFET synapses. Section 4.3 presents the
class of stable two-synapse circuits by showing examples of competitive and coopera-
tive behavior between synapses; these properties extend directly to networks of many
synapses. I present my conclusions in Section 4.4.

 The small-signal models of the single-transistor synapse elements often shed con-
siderable light on the dynamics of simple FGMOS circuits. Figure 4.1 shows small-
signal models of the nFET and pFET synapses, where all the small-signal parameters

arc positively valued. Table 4.1 shows the relationships of the small-signal parame-
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Figure 4.1:  (a) Circuit diagram and small-signal model of the nFET single-transistor
synapse with its source connected to ground. The small-signal model assumes a constant
tunneling current and that the parameters are positive. (b) Circuit diagram and small-signal
model of the pFET single-transistor synapse with its source connected to Vyg. The small-
signal model assumes a constant tunneling current and that the parameters are positive.
The small-signal resistance from foating-gate to ground is negative due to the hot-electron
injection currents. '

ters to the device parameters; I define zi|y as l—ﬁ_% I use thé conventional definitions
[81] of small-signal transconductance, ¢,,, and output resistance, ,, to compute the
values in Table 4.1 from (3.1). I define this transistor’s maximum voltage gain, A,,
as the prdduct gm7o- L used (3.11) and (3.16) to calculate the values of gz, and ry,
in Table 4.1. I define g5 as the change in the gate current in response to a change
in drain voltage. Because only the injection current depends on the drain voltage,
9fq = %j‘:jl I define 7, as the magnitude of the change in gate current for a change in
gate voltage. The resistance from the floating gate to ground is negative for a pFET.

A typical ‘nFET value for the product gser,—the gain from V; to Vy,—is 1; a typical
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Table 4.1: Relationships of small-signal parameters

Parameter | nFET pFET s-d pFET
G == | 2| | fnle Fplso Kokelso
m ang . Ur UT UT
r = | 9L , Y Vo Vo
o — oVy . Iso Iso - Kazlso
= . : knVo KpVo EpVo
A’U - ng"o : {;—T Ur Ur
g, = Oin; Ltuno Ttyno Tiuno
fg Vg | Ving Ving Vin
P — a( tun+Ii'n.j)i i []T/K:pHV:: Z»TT/I‘Cph—V-m ; UT/O'HVYL'
9 BV»"q I i Tiuno /]turlif) : It/urﬁ)
— Uy /kpllVe | Ur/kpll—Ve  Ur/o[[Vz
Ay = 91T 19 Ving Vini . Vin

pFET value is 0.3.

4.1 The Source-Degenerated pFET Synapse

This section presents the source-degencrated pFET synapse, which I show in

Fig. 4.2. T model the x,-diode element as

I =1I,exp (_K’IAV) ,

o (4.1)

where AV represents the change in V' from the bias level, I, is the quiescent current
through the device, and k, is a device parameter. By equating the current through
the pF'IET and the x,-diode element, and substituting this expression into (3.1), we

obtain the source-degenerated pFET model equation for k., > 1, which is our region

of interest:

iV V,
I, = I,,exp ('—fix (%ﬁ + "—d)) . (4.2)
‘T ‘0

Figure 4.3 shows the channel current through this synapse as a function of gate voltage
for three sizes of k;; reducng , decreases the change in channel current for a fixed

gate-voltage swing. The k. element is effectively cascoded by the pFET; therefore,

from (4.2), the maximum voltage gain of this transistor is ’Z)VT" which is identical to

that of a non-degenerated subthreshold pFET transistor.

As in (3.3), I can separate the terminal voltages into fast and slow variables. The
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Figure 4.2: The source-degenerated pFET single-transistor synapse. (a) Circuit of the
source-degenerated pFET synapse. (b) The small-signal of the source-degenerated pFET
synapse, where I have defined all of the small signal quantities to be positive. From this
circuit, we can see that this pFET’s floating-gate currents provide stabilizing feedback to
the floating-gate and drain voltages.

fast-variable definitions are identical to the pFET fast-variable definitions in (3.4) and

(3.7), except that s, is replaced by kpk;; the slow-variable model is

_ CrlUr aW _, dVin

d‘_/:)ut
Cs
Kk W o dt *

dt ©odt

+ Itun - Iz’njy (43)

where Iy, and I;,; are the electron-tunneling and hot-electron—injection currents of
the pFET.

Figures 4.4, 4.5, and 4.6 show % log(7;) versus the source current, I, for various
tunneling and hot-electron injection currents. Figure 4.2 shows the equivalent small-
signal circuit, and Table 4.1 presents the small-signal parameters for this source-
degenerated pFET. We can express the change in the tunneling current in terms of

the source current, by substituting (4.2) into (3.9):

Ur
IS wprg Ve
Itun = ItunO T .

. (4.4)

From Fig. 4.5, the tunneling current is nearly a constant power of I, and the power

increases with decreasing xi,.
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Figure 4.3: Plot of source-degenerated pFET drain current versus gate voltage for three
values of ;. Decreasing s, decreases the transistor’s effective gate coupling to the surface
potential (due to the decreasing exponential slope).

We can derive the hot-electron injection model for this circuit by substituting the

source-degencrated pFET model (4.2) into the pFET hot-electron injection model

(3.16):
AV, AY,
Ling = Linjo exp (UU g) exp (- d) , (4.5)
T

>
V ing

) .

where 0 = k, ( VLTM - lﬁ?x(}l), for small k,. The value of , strongly affects the source-
\ Ving

current dependence of the injection current. For small k., an increase in the source

current requires a large increase in the source voltage, which decreases the drain-to-

source voltage, and that, in turn decreases the injection current. With no feedback,
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Figure 4.4: Plot of ‘ﬂoﬁ—t("s) versus source current (I;) for four different values of drain

voltage in the source-degenerated pFET. The transistor has stabilizing behavior for some
regions of this graph; these portions are reflected in the small signal model. The synapse
goes from unstable feedback to stable feedback due to the change in the bias ®,. of the
synapse; larger ®,4, requires a lower k., for stabilizing behavior.

o is negative; the value of k, at which o changes from negative to positive is given by

Ur
a‘/in 7 -

(4.6)

Ry =

Therefore, if Vj,,; increases, k, must decrease by the same amount to preserve stability.

By writing the injection current as a function of the source current, we get

: I, \ "oz AV,
Ianj = IinjO (T) 3 exp | — 1[_ d . (47)
. 80 inj
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Figure 4.5: The effect of k; on tunneling current in the source-degenerated pFET. Plot
of & % log(I;), which is proportional to the tunneling current, as a function of I, for three
dlﬁ"erent values of x;. The curves are nearly straight lines, and the slope of the curves
increases for a decreasing x.

Figure 4.4 plots % log([), as a function of I, for three values of drain voltage; Figure
4.6 plots £ log(1,), as a function of I, for three values of k,. The injection current
is not a constant power of I, because Vj,; increases when ®,4, increases. An nFET
synapse with a s, source degeneration would show similar changes in stability.

To obtain the data in Figs. 4.4 and 4.5, I set k, by an integrated pup transistor
and an op-amp feedback circuit; this approach gave me the freedom to investigate
different values of k,. In an integrated synapse, I use a short-channel pFET with
significant drain-induced barrier lowering (DIBL) to implement the x, diode-elcment.
A transistor that strongly exhibits DIBL shows an exponential change in current for
a linear change in drain voltage, as I show in Fig. 4.7. This approach may suffer

from significant mismatch, because to make a FET with strong DIBL effect, one
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Figure 4.6: The effect of %, on hot-electron-injection current in the source-degenerated
pFET. Plot of % log(Is), which is proportional to the injection current, as a function of I
for three different values of %, including x; = 0.

must violate the process design rules. An alternative approach is to set ., using a

floating-gate pFET that has a floating-gate-to drain capacitance much smaller than

the total capacitance of the floating gate; however, this scheme requires a method of

initializing the floating-gate charge.

4.2 Stability of Single-Synapse Circuits with Floating-

Gate Feedback

‘This section considers simple one-synapse circuits, to illustrate the basic floating-gate

feedback mechanisms. T consider synapse configurations that couple through the drain

terminal; similar feedback mechanisms occur with other configurations that employ
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Figure 4.7: Source current versus drain voltage for two short-channel pFETS in a 2um
process with the gate and source voltages at V. The drain voltage is measured relative to
Vag. The DIBL results in an exponentially increasing current for subthreshold biases; for
the 1.5pym pFET, the current increases an e-fold for a 276.1mV change in the drain voltage,

and for the 1.75um pFET, the current increases an e-fold for a 627.3mV change in the drain
voltage.

various combinations of the drain, source, and tunneling terminals. I only consider
sufficiently long timescales such that the current through the synapse is identical to
the current through the coupling FET; that is, I ignore capacitive currents at the
drain and source nodes. I also assume that the synapses have nonnegligible tunneling
and injection currents.

Figures 4.8 and 4.11 show the pFET and nFET circuits that comprise a single
synapse with the the drains connected to current sources. Figures 4.9 and 4.12 show
the pFET and nFET circuits that comprise a single synapse with the drains con-
nected to cascode transistors. For all four circuits, equilibrium is established when
the tunneling current is balanced by the injection current. Figure 4.10 shows how

to simplify the small-signal models for the pFET circuits; one can similarly simplify



88
the nFET and source-degenerated pFET circuits. Using a fixed channel current is
equivalent to open-circuiting the drain terminal in the synapse’s small-signal model;

. therefore, the effective conductance from floating gate to ground is
nFET rpg — (gmTo) 9qs

pFET : (gm'ro) 9rg — Ttg- (4'8)

Since this effective conductance is positive for pFET synapses, the configuration in
Fig. 4.8 is stable. On the other hand, since this effective conductance is negative for
nEFET synapses, the configuration in Iig. 4.11 is unstable. When the drain voltage
is fixed, the sign of ry, determines the stability of this circuit; the configuration in
Fig. 4.9 is unstable due to the negative r;, for pFET synapses, whereas the configu-
ration in Fig. 4.12 is stable due to the positive ry, for nFET synapses. For both the
pFET and nFET synapses, a particular load resistance, R;, connected to the drain,
Where Rigu(gs4755) = 1, results in zero effective conductance between the floating
gate and ground and is the boundary between the stable and unstable regimes. Be-
cause this formulation is valid for positive and negative resistances connected to the
drain, negative drain resistance is stablizing for nFETs and destabilizing for pFET's.
For sufficiently small «,, the source-degenerated pFET synapse has a positive conduc-
tance from floating gate to ground for all positive resistances connected to the drain
terminal, as seen in Table 4.1 and Fig. 4.4. The following three subsections consider

the detailed behavior of the pFET, nFET, and source-degenerated pFET circuits.

4.2.1 pFET Floating-Gate Circuits

Figure 4.8 shows an autozeroing floating-gate amplifier (AFGA). Chapter 5 explains

how the AFGA behaves as a bandpass amplifier; here, I summarize the AFGA’s

adaptation properties. With capacitive feedback, the input signal is amplified by a
(&%

closed-loop gain approximately equal to —z:, where Cj is the capacitance between

the floating gate and drain. The complementary tunneling and hot-electron injection
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Figure 4.8: (a) The pFET voltage-adapting circuit configuration; this circuit is the au-
tozeroing floating-gate amplifier (AFGA). (b) Respounse of the AFGA to an upgoing and a
downgoing step input. The adaptation in response to an upward step results from electron
tunneling; the adaptation in response to a downward step results from pFET hot-electron
injection. This amplifier has a gain of 11.2, and I}, is 50fA.

processes adjust the floating-gate charge such that the amplifier’s output voltage
returns to a steady-state value on a slow time scale. If the output voltage is below its
equilibrium value, then the injection current exceeds the tunneling current, decreasing
the charge on the floating gate, and, in turn, raising the output voltage back toward
its equilibrium value. If the output voltage is above its eclluilibrium value, then the
tunneling current exceeds the injection current, increasing the charge on the floating
gate, and, in turn, lowering the output voltage back toward its equilibrium value.
Because the amplifier has a large open-loop gain, if we are to keep the output
voltage between the supply rails, the floating-gate voltage must be confined to a swing
of only a few millivolts. A nearly constant floating-gate voltage implies a constant

tunneling current (Iy, = luyno), and implies that the source current (I, = I,,) is
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Figure 4.9: (a) The pFET current-adapting circuit configuration. (b) Response of the

current-adapting pFET synapse to an upgoing and a downgoing step input. This circuit
configuration is unstable.

equal to the nFET source current. Therefore, W = 1, and (3.7) simplifies to

dVou , dViy AVoy
CQ a t = -Clﬁ + Igufn,g (OXP (*— V,mjt> — l) . (49)

As I show in Chapter 5, (4.9) is a linear, first-order differential equation in X, where

I define X = exp (AYBF*
ine

+ ) The trajectories of (4.9) converge to the steady state

at AV, = 0. Figure 4.8 shows the circuit response to an upgoing and a downgoing
input step; between the step changes in V;,,, the output voltage converges back toward
equilibrium, as expected from stabilizing feedback.

Figure 4.9 shows the pFET synapse circuit with its drain connected to a cascode
transistor; the cascode configuration hearly fixes the drain voltage. If the output
current is above its equilibrium value (W = 1), then the injection current exceeds
the tunneling current, decreasing the floating-gate voltage, and further increasing

the output current. If the output current is below its cquilibrium value, then the
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Figure 4.10: Simplification of small-signal models for the pFET single-transistor circuits;
the nFET and source-degenerated pFET synapse circuits are simplified similarly. The top
figure shows the simplified small-signal model for the drain connected to a cascode transistor.
The bottom figure shows the simplified small-signal model for the drain connected to a
currcnt source. This circuit is unstable because of the negative resistance from floating-gate
to ground. '

tunneling current exceeds the injection current, increasing the floating-gate voltage,
and further decreasing the output current. Because drain voltage is fixed, we can

simplify (3.7) to

Crlp dW Gy dVim
Hp-[tu.'no dt N ItunO dt

144 .
WY 4 it (4.10)

The trajectories of this differential equation converge toward W = 0 and diverge away
from W = 1; this behavior is consistent with destabilizing positive feedback. Figure
4.9 shows the circuit response to input steps near the steady-state current; between

the step changes in Vj,, the output current diverges away from the equilibrium current.
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Figure 4.11: (a) The nFET voltage-adapting circuit configuration. (b) Response of the
voltage-adapting nFET synapse to an upgoing and a downgoing step input. This circuit
configuration is unstable.

4.2.2 nFET Floating-Gate Circuits

Figure 4.11 shows the nFET synapse with its drain connected to a current source.
As with the AFGA, the source and tunneling currents are nearly constant, and W
is fixed at 1. If the output voltage is above its equilibrium value (AV,,; = 0), then
the injection current exceeds the tunneling current, decreasing the charge on the
floating-gate, and further increasing the output voltage. 'If the output voltage is
below its equilibrium value, then the tunneling current exceeds the injection current,
increasing the charge on the floating-gate, and further decreasing the output voltage.

The governing equation is

Wor . dVig AV
027 = —Cl—‘(? + ItunO (th ( ‘/;ng ) — 1) s (411)

where the trajectorics of this differential equation diverge away from the steady state

at AV, = 0; this behavior is consistent with destabilizing positive feedback. Figure
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Figure 4.12: (a) The nFET current-adapting circuit configuration. (b) Response of the
current-adapting nFET synapse to an upgoing and a downgoing step input. This circuit
configuration is stable.

4.11 shows the circuit response to input steps near the steady-state voltage; between
the step changes in Vi, the output voltage moves away from the equilibrium voltage.

Figure 4.12 shows the nFET synapse circuit configuration with a fixed drain volt-
age. If the output current is above its equilibrium value (W = 1), then the injection
current exceeds the tunneling current, decreasing the floating-gate voltage, and in turn
decreasing the output current. If the output current is below its equilibrium value,
then the tunneling current exceeds the injection current, increasing the floating-gate

voltage, and in turn increasing the output current. Because the drain voltage of the

nFET synapse is fixed, I obtain from (3.7) that

U VY ',‘ .
(-‘TLT dIt _ , C]_ de + 1/1/71—;1{‘,33 . I/I/r]_—f»a; (412)
/nttunO dt Itu'nO dt
the trajectorics of this equation converge toward W = 1 and diverge away from

W = 0; this behavior is consistent with stabilizing negative feedback. Figure 4.12

shows the circuit response to input steps near the steady-state voltage; between the
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Figure 4.13: The behavior of the voltage autozeroing circuit using a source-degenerated
pFET synapse. Unlike the nFET synapse, this circuit converges to its steady-state voltage.
(a) Circuit diagram. (b) Response of this circuit to an upgoing and a downgoing step input
for two different values of x,. The circuit behavior does not change for different channel
currents if the bias drain-to—source voltage is fixed.

step changes in Vj,, the output current converges toward the equilibrium current.
This circuit is an autozeroing transconductance amplifier, because the output current

always returns to the same equilibrium level.

4.2.3 Source-Degenerated pFET Floating-Gate Circuits

IFigure 4.13 shows the source-degenerated pFET syna.psé with its drain connected
to a current source. As in the AFGA case, the source and tunneling currents are
nearly constant, and W is fixed at 1. Because the circuit returns to equilibrium by
changing its drain voltage, the qualitative behavior is identical to that of the AFGA.
The governing equatidn is

dv:)ut d‘/;n A‘/roui
H— 2 = O 4 Lm oty 1), 4.1
Cy dt Cy a + Liuno (GXP( Ving ) ) (4.13)

where the trajectories'of this differential equation converge toward the steady state at
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Figure 4.14: The behavior of the current autozeroing circuit using a source-degenerated
pFET synapse. Unlike the pFET synapse, this circuit converges to its steady-state current.
(a) Circuit diagram. (b) Response of this circuit to an upgoing and a downgoing step input
for three values of drain voltage. (¢) Response of this circuit to an upgoing and a downgoing
step input for three different values of k. 7

AVyy: = 0; this behavior is consistent with stabilizing negaﬁve feedback. The source
voltage is almost constant for this low-frequency regime, because the source current
is almost constant. Figures 4.13(b) shows the circuit response to input steps near the
steady-state voltage; between the step changes in Vj,, the output current converges
toward its equilibriuni voltage.

| Figure 4.14 shows the source-degencrated pFET synapse with its drain connected
to a cascode transistor; this configuration is also stable. For the current autozeroing
configuration to be stable, the hot-electron injection current must decrease for an in-

creasing change in the source-current; the stable behavior in both source-degenerated
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circuits illustrates the changes in the source-current dependence on the hot-electron
injection currént from a pFET synapse. If the output current excecds its equilibrium
- value (W = 1), then the injection current exceeds the tunneling current, causing both
the floating-gate voltage and source voltage to decrease. For a Sufﬁcienﬂy small x,,
the change in the pFET’s drain-to-source voltage decreases the injection current more
than the amount by which the increasing source current increases the injection cur-
rent. Decreasing the injection current increases the output current, and that, in turn,
returns the output current back to equilibrium. If the output current is below its
equilibrium value, then the tunneling current exceeds the injection current, increas-
ing both the floating-gate voltage and the pFET’s source voltage. Ior a sufficiently
small k., the change in drain-to-source voltage will increase the injection current
more than the amount by which the decreasing source current decreases the injection
current. Increasing the injection current decreases the output current, and that, in
turn, returns the output current back to equilibrium. Because the drain voltage of

the synapse is fixed as in Fig. 4.9, I obtain from (3.7) that

CrUr dW I Cy dVi,

Up g
_ Wit _ WHm; 4.14
KJnItuvzo dt ItunO dt " ’ l ( )

the trajectories of this equation converge toward W = 1 and diverge away from
W = 0, and are consistent with negative feedback. Figure 4.14 shows the circuit
response to an input step near the steady-state voltage for various s, and drain
voltages; between the step changes in V;,. the output current converges toward its
equilibrium current. For the pFET and nFET synapses, only one of the two circuits
is stable, but both source-degenerated pIF'ET synapse configurations are stable. The
positive 7¢, stabilizes the cascoded-drain circuit, and the open-drain conductance,

T7g +{gmTo) g, stabilizes the circuit when the drain is connected to a current source.
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Figure 4.15:  (a) Circuit with two pFET synapses coupled at the drain with a current
source. (b) Circuit with two nIFET synapses coupled at the drain with a cascode transistor.

Table 4.2: Values of A and B for the three synapses

Synapse A B
1- Yz 1+ L
pFET W/rll—{—a + W/—2l+a I/Vl &p Vi + '[/‘72 kp Ve
1- 2L 1— T
nFET | Wit + Wyte | Wy =% LW, =
e L
s-d pFET | W= + Wi | W, "™ +W rarpVe

4.3 Networks of Two Coupled Synapses

Where the previous section explored the possible behaviors of circuits comprising

a single synapse transistor, this section considers the interaction between synapses

coupled though their drain terminals.

cooperative behavior between synapses. I only use the stable circuit configurations
from the previous section, since it is difficult to illustrate the behavior of circuits that
have no stable operating point. I consider, in turn, the stable two-synapse circuits
for the pFET, the nFET, and the source-degencrated pFET synapses. This section

considers the circuit responses for a constant input voltage, because I want to analyze

the relaxation of the synaptic currents.

Iligures 4.15 and 4.16 show the multiple-synapse circuits that we are considering.

These networks show both competitive and
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Figure 4.16:  Circuit diagram of the four-input source-degenerated pFET synapse.

First, I want to show that the output voltages (V,,:) and synapse currents (I,,W)
return to their equilibrium values; the single- and multiple-synapse cases are similar
in that V,,; values return to their original steady states. The pFET synapse channel
currents are constrained by a current source, which I define to be the sum of the bias
currents in each synapse (2I,,); therefore, the sum of the two weights (W;, Ws) is
equal to 2. For a positive step into the gate of either synapse, V,,; decreases, causing
both transistors to inject more electrons onto their floating gates; consequently, the
transistors source more current, and Vo, increases. From the slow-variable definitions
in (3.7), I model the output voltage for the traditional pFET synapse and the source-

degenerated pFET synapse as

Co dVous —Seut <
_— - A A Vi"-j - B_ 4 1
I tun dt ‘ l ( O)

where A and B are functions of Wi, Wy, as defined in Table 4.3. A and B are
always positive and vary slowly; as a result both equations are qualitatively identical
to the output-voltage equation of the AFGA. The AV,,; trajectories converge to the
circuit’s steady state. The nFET synapses are constrained by the cascode transistor;

therefore, AV, = —UpIn (W; + Ws)/2) for Cy = 0. We differentiate this cxpression



99

S-D pFET\ : \ © nFET :
synapse \: \f»synapsq
- ' N
AN
. . . . \\ .
-1 : I i L i i N
4] 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Weight (W1)

Figure 4.17: Plot of the time-derivative of W versus W for the nFET, pFET, and source-
degenerated pFET synapses. The arrows show the directions that the differential equations
will take. This figure shows that the nFET and source-degenerated synapses will stabilize
to the W = 1 steady state, while the pFET synapse will diverge from the W = 1 steady
state.

and substitute the slow-variable definitions in (3.7) to get the output voltage for the

nFET synapse:

Cr + k,Cy dVpys Slour
= B — Ae Vinj | 4.16
"GnItunO dt ¢ ’ ( )

Apgain A and B are positive, so the AV, trajectories of (4.16) converge to the circuit’s
steady state, as in the pFET cases in (4.9) and (4.13).

Once the output voltage has reached equilibrium, the synapses act like coupled
current autozeroing circuits; the behavior of the cascoded drain circuit for a particular
synapse flavor determines the stability between synapses of that flavor. A constant
output voltage requires that the sum of the synapses’ weights be a constant. Because
AV, Coanerges to 0 as t — oo, the stability of the weights is determined by the
circuit behavior at AV,,; = 0. In practice, AV,,; usually reaches its equilibrium

before the weights reach their equilibria, and the weight adaptation does not affect
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Figure 4.18: The behavior of coupled pFET synapses for fixed inputs. Even though the
synapse currents initially start near each other, I; wins and I loses. Iy decreases as a
linear exponential in time due to the constant tunneling current at the floating gate. The

measured I saturates due to the surrounding leakage currents; the floating gate continucs
to increase with time.

Vout once it has reached equilibrium. When AV, has not converged to equilibrium,
the behavior of the weights is similar qualitatively to the case when AV,,, has reached
equilibrium. In the following paragraphs, I discuss the stability of all three circuits;
Iig. 4.17 illustrates qualitatively the stability of all three circuits by plotting %
versus W. I assume, without loss of generality, that W; < W, because the circuit
behavior is symmetric in W; and W,

First, I consider the long-time behavior of the classic pFET synapse once AV,,; =
0. Figure 4.18 shows measured data of two Synapse currents once AV,,; = 0. When
W, is greater than W, the first synapse injects less than the second, further increas-
ing the ratio of W, to Wi. Since the sum of the channel current is fixed, the first
synapse takes more of the bias current and the current of the second synapse de-

creases; therefore, the sccond synapse’s current steadily drops to zero. This behavior
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Figure 4.19: The behavior of coupled nFET synapses for fixed inputs. Even though the
synapse currents initially start orders of magnitude apart from each other, both currents
eventually converge to nearly the same stcady-state level.

can be modeled for zero inputs as

1 . 4+ b -
CrUr dWy _ VVl Tapve (VV Ve | (4.17)
/‘f'p]tuno dt

Since I assumed that W, > Wy, the W, trajectories of this equation diverge from 1
and converge to 0. Figure 4.18 shows that, if the two starting weights are equal, over
time one weight will decrease to 0 and the current in the other synapse will be equal
to the bias current. If the losing weight is brought slightly above the winning weight,
what was the losing synapse will now be the winner. The pFET synapses compete
With each other for fhe bias current; in some sense, this circuit displays winner-
take-all behavior in the weight space. This behavior is typical of a continuous-time
normalizing Hebbian network; after a period of time, we cannot reuse these synapses
without significantly altering this circuit.

Next, I consider the long-time behavior of the nFET synapses once AV,,; = 0.
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The two nFET synapses are coupled with a cascode connection to the common drain
terminal, which pins the drain Voltag‘e. A nearly fixed drain voltage means that the
.synapses are only weakly coupled through the drain; I could achieve stronger coupling
with a negative-resistance circuit. If W, is smaller than W, the first synépse injects
less than fhe secbnd, Vdiﬁ"erentially increasing the floating-gate voltages, and resulting
in a larger Wi and smaller Wy. T model the nFET synapse behavior as
CrUr dW,

i (| et (4.18)
I{nItun() dt - ' 1 | B

The W, trajectories of this equation diverge from 0 and converge to 1. Because the
sum of the channel current is fixed, the first synapse takes a larger fraction of the
total current. The weights of the two synapses converge to the steady state W, = W,
Figure 4.19 shows that, if the two starting weights are different, then, over time, the
two weights will converge to the same value.

Third, I consider the long-time behavior of the source-degenerated pFET synapse
once AV, = 0. T model the source-degenerated pFET synapse for constant inputs

as
CrUr dW,

Kpkglpuno  dt

- it
=W, (1= Wy ) (4.19)

Since I assumed that Wy > W, the W) trajectories of this equation diverge from 0
and converge to 1. This circuit shows stablizing feedback between the two synapses,
because the current autozeroing configuration for a single synapse was stable. Also,
the threshold for stability is the point at which the exponent of the second term in
W1 is equal to 0; this condition can be expressed as

Ur

Ky = — 715>
¥ Hg}"/:'c|!"/;"rzj )

(4.20)

for small .. Figure 4.20 shows the stable response of a four-input source-degenerated
pFET synapse network. Since all synapses of the four-synapse circuit converge to
equilibrium, we can see one example that these synapse properties extend to multiple

synapses.
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Figure 4.20: Output voltage and synapse voltage (Vi, Vz, Vs, Vi) responses due to an input
step applied to the first synapse. This figure shows that the stabilizing behavior for two
synapses is extendible to multiple synapses.

4.4 Conclusions

I have characterized and modeled the dynamics of nFET and pFET single-transistor
synapses operating in continuous-time circuits. The dynamic behavior of a sin-
gle synapse can be characterized from that synapse’s response in both a constant-
current configuration and a constant-voltage configuration. For a pFET synapse,
the constant-current configuration is stable, because the floating-gate feedback from
its drain is stable. For an nFET synapse, the constant-voltage configuration is sta-
ble, because the floating-gate feedback from its floating gate is stable. The pFET
synapse’s constant-voltage configuration and the nFET-synapse’s constant-current
configuration are unstable circuits. I presented a new type of pFET synapse where

degenerating the source results in gate currents providing stabilizing feedback in both
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configurations.

I characteﬁzed and modeled the dynamics of two coupled single-transistor synapses,
- where the sum of the weights converges to a steady state. The two pFET synapses
compete for the available bias current; the synapse starting with the lar.ger channel
current u}ill evehtualiy supply all the bias current. The two nFET synapses cooperate
for the entire available channel current; regardless of the starting position, the two
synapses converge to nearly equal channel currents. Since the gate currents of the
source-degenerated pFET synapse provide stabilizing feedback to the floating-gate
and drain, the weights of coupled source-degenerated pFET synapses converge to
nearly equal channel currents, as they do in the nFET synapses. These properties

extend directly to multiple synapses.
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‘Chapter 5 An Autozeroing
Floating-Gate Amplifier

This chapter presents a bandpass floating-gate amplifier that uses tunneling and pFET
hot-electron injection so that it can return to its sensitive region despite large changes
in the DC input voltage. Offsets often present a difficult problem for designers of
MOS analog circuits. A time-honored tradition for addressing this problem is to use
a blocking capacitor to eliminate the input DC component; however, for integrated
filters, this approach requires enormous input capacitors and resistors to get time
constants of less than 1Hz. Existing on-chip autozeroing techniques rely on clocking
schemes that compute the input offset periodically, then subtract the correction from
the input [83]. These autozeroing techniques add significant complexity to the circuit,
as well as clock noise, aliasing, etc.

This chapter presents the autozeroing floating-gate amplifier (AFGA). The AFGA
is an integrated continuous-time filter that is intrinsically autozeroing. It can achieve
a high-pass characteristic at frequencies well below 1Hz. In contrast with conventional
autozeroing ampl)i'ﬁers that eliminate their iﬁput offset, the AFGA nulls its output
offset. The AFGA is a continuous-time filter; it does not require any clocking. The
AFGA is the first known application of pFET hot-electrbn injection. Until now,
pFET hot-electron injection has attracted attention only as a source of MOSFET
oxide degradation [86!. The autozeroing technique used in the AFGA can be applied
to a wide variety of floating-gate MOS circuits (FGMOS) to continuously restore a
desired baseline operation on a slow timescale.

| Section 5.1 gives a qualitative overview of AFGA operation. Section 5.2 consid-
ers how the steady-state voltage varies with the circuit parameters—most notably
with the tunneling volfage and the nFET bias current. Section 5.3 considers the

AFGA’s high-pass filter behavior, and addresses long-term parameter drift. Section
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Figure 5.1: An autozeroing floating-gate amplifier (AFGA) that uses pFET hot-electron
injection. The ratio of Cy to (7 sets the gain of this inverting amplifier. The nFET is a
current source, and it sets the current through the pFET. Steady state occurs when the
injection current is equal to the tunneling current. The capacitance from the floating gate to
ground, €, represents both the parasitic and the explicitly drawn capacitances. Increasing
C will increase the linear input range of the circuit. The capacitance connected to the
output terminal, Cr, is the load capacitance. Between Vi, and V}, is our symbol for a
tunneling junction, which is a capacitor between the floating-gate and an nwell.

5.4 considers the AFGA’s low-pass filter behavior. Section .5.5 describes the AFGA’s
frequency response and dynamic range. Section 5.6 investigates how the steady-state
voltage changes with input signal amplitude. Up to that point, this chapter will have
primarily considered the AFGA biased with subthreshold currents; the discussion in
Section 5.7 considers the differences in circuit operation when the AFGA is biased
with above-threshold currents. Section 5.7 also discusses other AFGA effects. T will

present some conclusions Section 5.8.
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5.1 Qualitative Presentation of AFGA Operation

Figﬁreﬁ.l shows the autozeroing floating-gate amplifier. The open-loop amplifier
consists of a pFET input transistor and an nFET current source. With capacitive
feedback, the input signal is amplified by a closed-loop gain approximately equal to
—% The maximum gain is limited both by the open-loop gain, and by the parasitic
floating-gate-to—drain overlap capacitance.

The complementary tunneling and hot-electron injection processes adjust the
floating-gate charge such that the amplifier’s output voltage returns to a steady-
state value on a slow time scale. If the output voltage is below its equilibrium value,
then the injection current exceeds the tunneling current, decreasing the charge on the
floating gate; that, in turn, increases the output voltage back toward its equilibrium
value. If the output voltage is above its equilibrium value, then the tunneling current
exceeds the injection current, increasing the charge on the floating gate; that, in turn,
decreases the output voltage back toward its equilibrium value. The circuit behaves
like a high-pass filter with a long time constant.

Two conditions must be satisfied for the circuit to be in equilibrium. First, the
pFET channel current, I,, must be equal to the nFET channel current, 7,. I shall
define this quiescent channel current as Iy. Second, the injection gate current must
be equal to the tunneling gate current. I shall define ;0 as the quiescent injection
current that must equal Iyyno, the quicscent tunneling current, at equilibrium. Since
the tunneling and injection currents are many orders of magnitude smaller than I,
and are charging similar-sized capacitances, the first condition is satisfied much faster
than is the second condition. The frequency range over which the first condition is
satisfied, but the second condition is not satisfied, is where the AFGA behaves as
an amplifier. The combination of electron tunneling and pFET hot-electron injection
applies the appropriate negative feedback to stabilize the output voltage such that
the second condition also is satisfied.

In the frequency range where the first condition does not hold, the output voltage

is attenuated. In this regime, the circuit behaves as a low-pass filter. Since the
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Figure 5.2: Response of the AFGA to a 1Hz sinewave superimposed on a 19s voltage
pulse. The AFGA has a closed-loop gain of 11.2, and a low-frequency cutoff at 100mHz.
The 1Hz signal is amplified, but the much slower step is adapted away.

output capacitances are charged or discharged by currents on the scale of Iy, the
cutoff frequency will be directly dependent 7011 the bias current. Continuous-time
integrators operate on a similar principle 87, 82]. The AFGA transfer function is a
bandpass, with the low-frequency cutoff set by the equilibrium tunneling and injection
currents, and the high-pass cutoff independently set by the equilibrium pFET and
nFET channel currents.

Figure 5.2 shows the response of the autozeroing floating-gate amplifier to a 1Hz
sine wave superimposéd on an input pulse. If the input changes on a timescale that
15 much shorter than the adaptation, then the output is an amplified version of the
input signal. The amplifier adapts to the pulse input after an initial transient, while
preserving the ampliﬁ_éd 1Hz sine wave.

Before procceding, let us consider the behavior of the Early voltage, because
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Figure 5.3: The small-signal model of a pFET with the effects of hot-electron injection. I
assume a constant tunneling current at the floating gate (Vyg); this tunneling current sets
the bias point for the hot-electron injection parameters.

the Early voltage is directly related to the amplifier’s open-loop gain. Figure 5.3
reviews the small-signal model of a pFET that includes the effects of tunneling and
hot-electron injection. Following the conventional definitions of small-signal transcon-
ductance, g,,, and output resistance, 7, [81], we obtain

_K}Io p _L
9m = U;"’ a’nd rO_I:,’ (51)

for a subthreshold pFET. Figure 5.4 shows how the Early voltage, V,, changes when
the FETs operate with large drain-to-source voltages. The Early voltage decreases
at large drain-to-source voltages due to impact ionization in the drain-to-channel
depletion region. >In the drain-to-channel depletion region, holes are accelerated to
large energies; if a hole has an energy larger than the bandgap, then it may undergo
impact ionization. The result of an impact ionization is two holes and one electron.
For the nFET biased with a drain-to-source voltage of 3.0V and the pFET biased with
a drain-to-source voltage of 8.5V, V} is nearly constant for both transistors; therefore
the AFGA’s open-loop gain is also nearly constant. For the amplifiers presented in
this chapter, the maximum open-loop gain is roughly 1400. The definitions of the

small-signal quantitics, gy, and ry,, were presented in Chapter 4.



110

T T T T T T T
- Constant nFET Vo . Constant pFET Vo o
102 e T e
................. bFET
=
o
=]
ho)
©
>
>
uzijl ......................... A S N
................................................ I U RIS
: \\ * nFET :
: R :
: : e :
B ; “*\N—\,
10" 1 L ! 1 1 L I ) L
1 2 3 4 5 [+ 7 8 9 10 11

Drain-to-Source Voltage (V)

Figure 5.4: The effect of drain-to-source voltage on the Early voltage of an nFET and
pFET. The AFGA’s open loop-gain as a function of the output voltage is directly related to
the change in the Early voltage. The decrease in the nFET’s Early voltage at high drain-
to-source voltages is due to the impact ionization in its drain-to-channel depletion region.
For typical steady-state output voltages around 1V to 5V, the Early voltage of both the
pFET and nFET are nearly constant; therefore, the open-loop gain is constant.

5.2 Equilibrium Voltages of the AFGA

Qualitatively, two factors change the steady-state output voltage. For the injection
current to match the tunneling current after a change in V; or Vj,,, the output volt-
age must reach a new equilibrium. Increasing the bias voltage or channel current
requires increasing in the output voltage, because the pFET must reduce its injec-
tion efficiency so that the injection current matches the original tunneling current.
Increasing the tunneling voltage, which increases the steady-state tunneling current,
requires decreasing the output voltage, because the pFET must increase its injection
eéfficiency so that the injection current matches the new tunneling current.

In Section 5.1, 1 postulated two conditions for equilibrium; now I describe them
quantitatively. I assume an initial operating point, and consider changes in the steady-

state output voltage in response to a change in V, or in V},,, as in Chapter 3. First,
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Figure 5.5: Steady-state output voltage versus the tunncling voltage for three values of

V. This data set agrees with the model described in (5.5). The AC gain of this amplifier
was 146.

the current in the nFET must be equal to the current in the pFET:

In = ij

(5.2)

"TZA /:r - UA g
Iso €Xp (h U’T‘/ ) - I.so exp (FT-;/&]‘) s

where AV, is the change in the bias voltage, and AV}, is the change in the pFET’s

floating-gate voltage. Therefore, we can solve for the relation

7%

AV, (5.3)
K

AVpy = —

Qualitatively, the bias current in the nFET sets the current in the pFET. and therefore

sets the floating-gate voltage.
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Figure 5.6: Steady-state output voltage versus V, for two tunneling voltages. This data
set agrees with the model described in (5.5). The AC gain of this amplifier was 146.

Second, the tunneling current must be equal to the injection current:

aRAVy,  —AVpy: AViun~AVy,
- /. .
Imj()e Ur e Ving = [,.p€ Va . (54)

I assume that I;;,5 is equal to Iune at the initial operating point. Then, we obtain

the second equilibrium relationship:

N Vins oK 1 ) _
Avout - XIJA%UH + Lm] jl (LT ‘/.x) AVT (05)
For above-threshold operation, the above equation becomes
AV, ‘m] — AV + V; 2 AV.. (5.6)
out = ‘/1: tun ing =~ K ‘dd — T' + Vo V .

Figures 5.5 and 5.6 show the measured equilibrium output voltage as a function of the

bias parameters for an AFGA with a gain of 146. Figure 3.5 shows the equilibrium
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output voltage versus the tunneling voltage. Figure 5.6 shows the equilibrium output
voltage versus the bias current;‘t‘he curves begin to saturate for above-threshold bias
currents, as predicted by (5.6).

An émpliﬁer should be insensitive to variations in the bias voltages; the data in
Figs. 5.5 and 5.6 shoW the circuit’s DC sensitivity to V. and Vj,,. First, the DC gain
from the tunneling node to the output is given by %L, which, for this measured data,
is 0.64. The DC gain from the nFET gate to the output is given by V},;%> (%f — ;1:)
which, for this measured data, is 10. The DC gain from the input to the output is
zero. All three DC gains are smaller than the AFGA AC gain of 146.

The power-supply rejection depends on the choice of reference. With the input
and output referenced to Vyy, and with V; referred to GND, the AFGA gain from the
power-supply to the output is 0.1, which results in a power-supply rejection ratio in
the passband of 64dB. The power-supply rejection ratio is limited by the open-loop
gain of the amplifier. If we instead refer all nodes to GND, the AC power supply gain
is 146, which decreases the power-supply rejection ratio to 0dB. The circuit designer
must also be careful of where the floating-gate capacitances are connected; for good
power-supply rejection, all these capacitors must be referenced to Vyz. Otherwise, the
power supply becomes another input to the AFGA, and any AC power supply noise
will appear at the output, amplified by the AFGA’s AC gain.

The steady-state output voltage and the high-pass cutoff frequency are set explic-
itly by Vi, and by the power-supply voltage. Increasing Vi, increases the tunneling
current, which in turn decreases the settling time, but also decreases the steady-state
output voltage, since the pFET must increase its drain-to-source voltage. Increasing
the power-supply voltage decreases the tunneling current by decreasing the voltage
across the oxide, increasing the settling time and increasing the steady-state output

voltage.
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5.3 Low-Frequency AFGA Behavior

The quantitative AFGA dynamics are described by two general equations governing
the autozeroing floating-gate amplifier around an equilibrium output veltage. We

can obtain the first equation by applying Kirchofl’s current law (KCL) at the floating

gate:
| dv, dv, KAV, AV,
CL+Cy+Cp) —L2 = C 4+ Co—22 4 o |1 —exp | —a fog _ Zout) )
( ¢ + 2 + ) dt df d + tun0 CXP @ UT V;nj
(5.7)
We can obtain the second equation by applying KCL at the output node:
AVoy A% AV,
(Cy+ ) Lowt 0, %00 o (exp (_u_> - 1) . (5.8)
dt dt Ur

I have neglected the Early effect, which adds a correction term to (5.8). As long as
the closed-loop gain is much lower than the amplifier gain, ignoring the Early effect
is a good approximation.

In the passband, where the AFGA is an amplifier, the floating gate is held nearly
constant by the amplifier feedback, and the tunneling and injection currents are neg-

ligible. This approximation simplifies (5.7) to

dV:)ut C, ‘m
= -1

s dt dt

(5.9)

thus, the change in the output voltage (AV,y,) is equal to the input voltage (AV;,)
amplified by ——.

5.3.1 Low-Frequency Model

I make an approximation to model the low-frequency response of the AFGA. The
open-loop gain from the floating gate to the output can be large. If the output
voltage is to be kept between the supply rails, the floating-gate voltage must be
confined to a 10mV swing. Thus, I approximate the floating-gate voltage to be

constant. Therefore, because the floating-gate voltage is nearly constant, the source



115

5 T T T T T T T T T

Tunneling fit

o
[y}
T

Injection fit

. Voitage (V)
W
T

3
)

2r ! 4
/ Input
1.5r .
1 1 ] 1 1 I 1 1 1 11
0 5 10 15 20 25 30 35 40 45 50

Time (seconds)

Figure 5.7: Response of the AFGA to an upgoing and a downgoing step input. The
adaptation in response to an upward step results from electron tunneling; the adaptation
in response to a downward step results from pFET hot-electron injection. This amplifier
had a gain of 11.2. I plot the curve fits of the simplified expressions of (5.17), where either
tunneling or injection dominates the restoration process. Using the curve fits, 7 is 4.3s and
Tiuno is 50fA. The value of T can be set reliably to more than 10® seconds.

current varies only slightly. The quiescent source current (/g) is set by the nFET

current source. From (3.17), the model of injection current for a fixed a source current

AV
Itun - Ii'n.j = ItunO (1 — eXp (— v t)) ) (510)

irj

130 is

where Ty, = Iinjo for the circuit in equilibrium. Since the floating gate is held nearly
constant by feedback, the floating-gate voltage dependence in (3.17) is negligible.
Lven when the circuit is biased with above-threshold currents, the tunneling current
still remains nearly constant. Since the injection efficiency is still an exponential
function of the drain voltage for above-threshold currents, the low-frequency dynamics
are similar in below- and above-threshold operation.

With the preceding approximations, we can model the amplifier’s output voltage,
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Iigure 5.8: The respounse to a square wave for four different values of the tunneling voltage.
This amplifier had a gain of 147; the input square wave is not shown. The steady-state
output voltage decreased in the same manner as seen in Fig. 3.5 for increasing tunneling
voltages. The initial tail in the upgoing response is due to the output voltage going to
ground.

Vout, In terms of V,, with a single equation. The total floating-gate current is the
sum of the capacitive currents of the input and output terminals, plus the tunneling
and injection currents. From (5.7) I write 7

v d‘/out _ d‘/;n AV;mt -
Cy P —017 + Tiuno (eXp (— Vo ) - 1) : (5.11)

To solve (5.11), [ make the following change of variables:

AYQ ut

X =g Viny (5.12)

The resulting equation for X is a linear, first-order differential equation with variable

coeflicients
dX = 7nAXdV,
at Vi, dt

1- X, (5.13)

T
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where 75, the low-frequency cutoff, is equal to %L, and A, is the closed-loop AC

gain of the amplifier, ~&-

5.3.2 Response to a Voltage Step

Consider the AFGA’s response to an input voltage step. Assume that the output
voltage iniﬁally has adapted to its steady-state value. To solve (5.13), I first assume
that the output voltage immediately after applying the step, AV,,:(0%), is given by
the magnitude of the input step times the AFGA AC gain. I employ AV,,;(0%) as a

new eflective initial condition, and denote the effective initial condition in X by

X(0F) =exp (M) :

=
R/inj

For a downward step, X (07) is greater than 1; for an upward step, X (0%) is less than

1. After the input step, d—}f’tﬂ = 0; therefore (5.13) becomes

X _ 1 _
Tldt—l X

(5.15)
X(0)=X(0").
The solution to (5.15) in terms of AV, is
AVp(t) = Ving In (1 + (x(0%) - 1) e‘%) , (5.16)

where AV, — 0 as t — 0.

The step response has three interesting regimes, which are approximated by

t

AV (0M)e 7, X(07) =1,
AVour = § AVyye(0F) = feg X (07) > 1, | (5.17)
Ving In (X (07) + £), X(0%) < L.

The first case occurs when the tunneling current is nearly equal to the injection current

just after the voltage step. The solution in this region is the familiar exponential decay
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Figure 5.9: The effect of long-duration AFGA operation. (a) The responses to an upgoing
and downgoing voltage step before and after 145 hours of operation. I plot the difference
in the output voltage from the equilibrium DC level as a function of time; the equilibrium
output voltage increased slightly over the 145 hours of operation. (b) The extracted device
parameters as a function of time. Since It,,0/C2 changes more than does V,;, most of the

long-term change is caused from the tunneling junction, which is probably caused by oxide
trapping.

of a linear system. The second case occurs when the tunneling current dominates the
injection current. The behavior of the output voltage in this regime results from the
constant tunneling current removing electrons from the floating gate. The third case
occurs when the injection current dominates fhe tunneling current. Figure 5.7 shows
a measured response to an input pulse, with curve fits to the regions where either the

tunneling or injection current dominates.

5.3.3 Long-Term Parameter Drift

The physical properties of the tunneling and hot-electron injection mechanisms change
with time. These processes are permanently modified as electrons pass through the
oxide, creating electron traps. I investigated the long-term changes by performing
an accelerated stress experiment, where I operated an AFGA continuously for 145

hours with an average 7, of 1.7s. When an AFGA is used as an amplifier or as a
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Figure 5.10: High-frequency AFGA behavior. (a) Two AFGAs with unity gain, but with
different values for C;. The larger-capacitor circuit had Cy = Cy = 300 {F; the smaller-
capacitor circuit had C; = Cy = 50 fF. For both AFGAs, C, was the same. I operated the
two AFGAs with different subthreshold bias currents to achieve comparable settling times.
(b) Two AFGAs with different gains.

low-pass filter, a more reasonable 7; would be at least several minutes; therefore, this
experiment represents the stress of operating the AFGA continuously for a few years.
The effect of an input signal only slightly modifies the results of this experiment.
To characterize the behavior of the AFGA over time, I performed a square wave
experiment similar to the one shown in Fig. 5.7, once per hour for 145 hours. To
each of the resultiﬁg output waveforms, I fit the expressions of (5.17) and extracted
the relevant device paramcters. Figure 5.9a shows the square-wave response of the
AFGA before and after this lifetime test. The adaptation time constant has increased
noticeably, but the general behavior is unaffected. Figure 5.9b shows the change in
the extracted parameters during the experiment. Since 0 /Cy changes more than
Vinj, we see that most of the long-term change is due to changes in the tunncling

junction, which is probably a consequence of electron trapping.
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5.4 High-Frequency AFGA Behavior

For sufficiently high 'frequencies, the autozeroing floating-gate amplifier is a low-pass
filter. In this regime, the tunneling and injection currents are negligible; therefore we
approximate (5:7) as

dv;n d ‘/out
ey

Vs _ e

: (5.18)
From (5.18), we see that changes in V,,,; are proportional to changes in V;, and Vi,. At
extremely high frequencies, the transistor channel currents are negligible compared to
the capacitive currents. In this capacitive-feedthrough regime, the solutions to (5.8)

and (5.18) are

AVfE — C{C2+Cp)

AVin (C1+Ca+Cu)(C2+Cp)—C2* (5.19)
AVoyr 10

AV, (C1+62+Cw)(02+CL)—C§ )

‘We can reduce the effects of the capacitive feedthrough by increasing either Cp or
Cw.

At frequencies between the low-frequency cutoff and the capacitive-feedthrough
regime, the behavior of the AFGA results from the floating-gate voltage settling back
to its equilibrium value. Therefore, we can combine (5.8) and (5.18) to form a single
equation for the floating-gate voltage, which we write as

((CL+ Cy + Cy) (C2 = Cp) — C3) %2 -

Co(Cy + CL)Win 4 Gy, (e e 1) .

This equation is similar to (5.13), which describes the output-voltage response in the

low-frequency case. Correspondingly, substituting

Y =e U1 (5.21)
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into (5.20) results in the linear differential equation

dY ok dVi,

— = Y+1-Y, . 5.22
et T Ty de ' | (5-22)
where I shall define 75,9 to be
Cy (Cz + CL)UT
5 = 5.23
T kCol, (5:23)

which is the time constant that marks the onset of capacitive feedthrough. I shall

define 7, to be
(CL+Cy+ CW)(Co+Cr) — C) Uy
K/CQIT ’

Th = (5.24)

which represents the time constant for the high-frequency cutoff.

As we did in the low-frequency case, we shall consider the response to an input
voltage step. To solve (5.22), I first assume that the floating-gate voltage immedi-
ately after applying the step, AV, (07), is given by the magnitude of the input step

attenuated by the capacitive divider ratio, (5.19). With this initial condition, the

. - PYNT 2(o+)
AV :D_Tln 1+ (e i -1 c“?% . 5.25
fg
K

solution is

After the initial jump, given by (5.19), the output voltage is related to the floating-

gate voltage by

Gi¥ = Cu E? “Cupy,. (5.26)

A‘/out -

Figure 5.10 shows measured AFGA output-voltage responses to several square-
wave lnputs. Figure 5.10a shows the responses of two unity-gain AFGAs with differ-
ent capacitor values to the same square-wave input. As in the low-frequency case, the
high-frequency response of the AFGA is asymmetric: the downgoing step response ap-
proaches its steady state linearly with time, and the upgoing step response approaches
its steady state logarithmically with time. The initial jump in the downgoing step is
due to capacitive feedthrough. From these data, it is evident that decreasing C; and

Cy without changing C7, will decrease the amount of capacitive feedthrough. Figure
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5.10b shows the voltage responses, to a small input step, for two AFGAs with gains
of 1 and 146; 'The response from the unity-gain AFGA is a buffered version of the
input; the high-gain AFGA shows a linear, first-order, low-pass filtered version of the
input. These responses illustrate the gain—bandwidth tradeoff in the AFGA.

The linear 3\/ output swing in the high-gain response of Fig. 5.10b raises this
question: What determines the linear range of an AFGA? One criterion for linearity
is that AV}, be sufficiently small such that the factor (exp (—%&) - 1) in (5.20)
can be approximated by ——%. This criterion implies that the floating-gate voltage
must not move by more that UTT from its equilibrium value. The floating-gate voltage
has its maximum swing in the capacitive-feedthrough regime; therefore, from (5.19)

:

the input linear range, Vi, is

Yo+ Cly
v = U (C'l_ﬂ“ci__;g) B, (5.27)
K C]
where 1 shall define
C? .
B=1- (5.28)

(CL+ Co+ Cy)(Cp + Cy)

For amplifiers with gains greater than or equal to 1, which requires that C; be greater

than C5, B is bounded between % and 1 for all Cy, Cs, Cw, and Cp. Further, if the

AFGA is driving a Cp, that is at least as big as C}, B is bounded between % and 1.
Consequently, B can be considered a correction term.

I express the output linear range, Vz,, in terms of the input linear range, Vz;, by

T A A Al
vy, = 21_« (Cl +Cs +Cw> B,

5.29
- (529

which is V; times the amplifier gain, ¢ /C5. The output linear range scales with the
amplifier gain. By increasing C,,, I reduce the change in the floating-gate voltage,
thereby increasing the amplifier’s output linear range. The AFGA’s gain from input

to output in the passband is

Zut:_(ﬁ);:_(ﬁ>_l_ (5.30)
Vin Cy/ 14 Sl Cy/ 1+ fe’
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Figure 5.11: The response of three AFGAs to the same square-wave input. All three
AFGAs were identical except for €\, and were biased by the same V. Increasing C,,
increases the linear range, decreases the amount of capacitive feedthrough, and decreases
the low-pass cutoff frequency.

where A is the gain from floating gate to output. For a sufficiently large A, the
AFGA’s passband gain is independent of C,,.

Figures 5.11 and 5.12 show measured data demonstrating how 75, and linear range
scale with C), for unity-gain AFGAs. For a unity-gain AFGA—that is for C; = Cho—

the expressions for 7, and input linear range are

Ur(Cy + Cp) ( Ch Cw) -,
=" " (2 " 4+ 7Y 31
Th wl, Ci+CL ) (5-81)
and
UT Cl Cw) —
= — 12— ———— 4+ — . .32
V== ( YR (5:32)

The data in Fig. 5.12 were taken with AFGAs that had no explicitly drawn Cj;
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Figure 5.12: Measured linear range and 73, for several unity-gain AFGAs for diftferent C,,
ratioed in units of C;. The linear range fit is Vz; = 0.063V C\,/C1 + 0.125V, and the 7 fit
is T = 1.8us C,/C1 + 2.7Tus.

the variation between the data and the linear curve fit is probably caused by the
different parasitic load capacitances. Both the experimental data and the direct
analytic solution of (5.22) indicate that second harmonic distortion dominates for
the AFGASs; for a sine-wave input with amplitude of V;;, the peak second harmonic
distortion is 0.05 percent of (26dB below) the fundamental [requency response. The
second harmonic distortion is maximum for frequencies just below #Th; for amplitudes

at or below V7, the second harmonic distortion is proportional to the square of the

fundamental amplitude.

5.5 Frequency Response of the AFGA

To derive the AFGA frequency response, I begin with the small-signal form of
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Figure 5.13: An AFGA rcpresented as a small-signal circuit. (a) The small-signal AFGA
model using the small-signal pFET model. (b) The small-signal model of the effect of
the noise source in the channel on the output voltage. I have neglected the effect of the
gate current, as well as the Early voltage effect, in this model. (¢) A simplified small-
signal model of the effect of noise. For clarity, I define R, = &£+ and ¢, = Cf, +

ngZ
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(5.7) and (5.8):

‘ d‘/fg . d‘/;n d‘/:mt ItunO 7
(C1+ CQ -+ Cw) —_dt = Ol 7t -+ 02 a —+ V;nj Al outs
L dV, avi, kI, . . ‘
(Co+ Co) = = Co—g® = TEAVy; (5.33)

that is, I assume that the input signal is sufficiently small that I need to keep only
the linear terms when we expand the exponentials. A small-signal input changes V,,;
by less than Vj,;, due to the injection nonliﬁearity in the low-frequency regime, and
change Vi, by less than LTT, due to the transistor nonlinearity in the high-frequency
regime. We can also obtain (5.33) by analyzing the small-signal circuit in Fig. 5.13a.
I first discuss the response in the low- and high-frequency regimes, and then present

the general solution.
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Figure 5.14: Frequency response for two AFGAs with different gains. For both the high-
and low-gain AFGA, C; ++ Cy is approximately constant. For the high-gain AFGA, 7; is
20mHz, and 73, is 600Hz; for the low-gain AFGA, 7; is 300puHz and 73, is 40kHz. The ratio
of 7, and 7; between the two AFGAs arc equal to one-half of the ratio of the gains; the
ratio is consistent with a constant C) + Cs.

For low-frequency inputs, I approximate (5.33) as

Cy dVi, dVout -
_ -] = —-AV :
T CQ dt |- Ti dt Al outs (034)

for which the resulting frequency response is

V;ut (5) N ﬁ 5T
I/,m(S) a C21+S7'l.

Figure 5.14 shows the measured AFGA frequency response: for the high-gain AFGA,
7 1s 20mHz; for the low-gain AFGA, 7; is 3004Hz. The high-gain AFGA has a gain
of 146; the low-gain AFGA has unity gain.

For high-frequency inputs, I can simplify (5.33) by assuming input frequencies
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much larger than 31— I write the result as

Voe  Cil— s
Vin Cy 1+ s '

(5.36)

This transfer function includes the effects of parasitic and load capacitances. The
response in (5.36) is the transfer function of a first-order system; because we use
capacitive feedback, the AFGA is stable for any value of closed-loop gain. As we can
see in Fig. 5.14, 2—7;1;; is 500Hz for the high-gain AFGA, and is 40kHz for the low-gain
AFGA.

To obtain the response for all frequencies, we can take the Laplace transform of

(5.33):

I'u'n.
s(Ch+ Co+ Cy) Vi = sC1Vip + (302 + “/' 0) Vout,

inj
. &I, g
5 (Cy + C1) Vina(8) = (scz + U—T) Vi (5.37)

We can solve (5.37) to obtain

"/;ut(s) _ _ﬁ 1— Th28
";n(é) Col+ s+ -Ti_s

where 7, T, Tho are as delined previously.

When considering the frequency response of the AFGA, it is natural to consider
the output-voltage spectrum for no input—that is, the output-voltage noise from
the amplifier. Figures 5.15 and 5.16 show AFGA output-vbltage spectra for a fixed,
voltage-source input. For low frequencies, 1/f noise is dominant; for high frequen-
cies, thermal noise dominates. The AFGA attenuates the 1/f noise below the low-
frequency cutoff. Figure 5.15 shows that we can reduce the 1/f noise by increasing
Viun, and thereby decreasing 7. Figure 5.16 shows a comparison among a high-gain
AFGA, a unity-gain AFGA, and a follower-connected transconductance amplifier.
The transconductance amplifier is the wide-range amplifier described previously [82];
it has transistors larger than those of the AFGAs, resulting in the lower 1/ f noise. The

AFGAs used a constant tunneling current; because the noise spectrum of the unity-
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Figure 5.15:  Output noise spectrum of an AFGA with a gain of 146 for two different
tunneling voltages (Vy,) and a constant input. The high-frequency cutoff eliminates 1/ f
noise at frequencies below 1 / 2x7. The spectrum was taken for a bias current of 80nA,
which corresponds to a V; of 0.73V.

gain AFGA is not appreciably different from that of the transconductance amplifier,
we conclude that the tunneling and injection processes do not contribute significantly
to the noise levels.

Let us investigate how changing the AFGA design will change the amount of
output noise. Following [88], we can model the thermal noise component, 1o, Of &

subthreshold MOSFET’s channel current by

72

Af

2 -
= EqU'Tgm- (039)

Because the AFGA’s output comprises both an nFET and a pFET, the total thermal-
noise current derives from two parallel noise sources. I want to find the output-
referred voltage noise, which I obtain from the simplified small-signal circuit of

Fig. 5.13(b). I can further simplify the small-signal circuit of Fig. 5.13(b) to that
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Figure 5.16: Comparison of a high-gain AFGA with a unity-gain AFGA and with a generic
follower-connected differential amplifier. All three amplifiers had the same V- voltage, and
had the same bias current. The sums of C; and Cy are the same for the two AFGAs.

shown in Fig. 5.13(c), by noting that I can relate Vy, to Vi, by a capacitive divider.
From this simpler circuit, we can express the signal power of the output-referred

ol teo 172
voltage noise, V7,,, as

. Ci+Co+Cu\: 2
V2 o= o , 5.40
out ( Cng ) 14+ (wTh)Z ’ ( )

where 7, is as defined in Section 5.4. From this expression, we can calculate the total

output-noise power as

. 4 CL+Co+ O\ > 1
72 = ZqUpg,, | 2T / . 5.41
xout lﬁ,q T.g ( ngm 0 1 + (&JTh)z f? (‘) )
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which, when we use (3.24), evaluates to

‘:‘;2 — QUT Cl + CQ + Cw
“ = %B Cy(Cr+Co)

(5.42)

where the correction term, B, is as defined in (5.28). The total output-noise power
is broughly proportional to Cy,, and is inversely proportional to C7.

Now, I would like to calculate the AFGA dynamic range. I shall define dynamic
range, DR, as the ratio of the maximum possible linear output swing to the total
output-noise power. With this definition, which is equivalent to that given in[89], I

express the AFGA dynamic range as

_ 1VLQO _ Kyr 2 -
DR = e %"LO(CL + Cy)B7, (5.43)

which is similar to the form for dynamic range for the wide-linear-range amplifier, as
derived in [89]. The dynamic range varies inversely with Cy; therefore a high-gain
amplifier will have a larger dynamic range than will the low-gain amplifier for the

same values of Cy, C,,, and Cy.

5.6 Steady-State Output-Voltage Dependence on
the Output Signal

This section discusses the dependence of the steady-state oﬁtput voltage on the input
signal amplitude for input frequencies in the AFGA’s passband. Figure 5.17 shows
measurements of the minimum and maximum output voltages versus the output am-
plitude. For small input amplitudes, the minimum and maximum output voltages
deviate symmetrically from the steady-state voltage, but for large input amplitudes,
most of the change in the output voltage is due to an increasing maximum output
voltage. In general, the steady-state output voltage remains within about V;,; of the
minimum of the signal.

To analyze this effect, I decompose the output voltage into components that
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Figure 5.17: Minimum and maximum output voltages versus the peak-to-pcak output-
voltage amplitude. The frequency of the input sine wave was 100Hz; the AFGA had a
gain of 146. For small input amplitudes, the minimum and maximum output voltages
symmetrically deviate from the steady-state voltage; for large input amplitudes, however,
the DC output voltage follows the maximum output voltage. The DC voltage was fit to the
function 0.5In(Io(Vy / 1.0V ) ), which is equal to (5.53) with Vj;; = 500mV.

change at fast and slow rates. As in Chapter 3, I assume that we can express the

output voltage as.a sum of variables that represent the fast and slow rates; that is,
AVour = AVius + AV, (5.44)

where AV, represents the fast-timescale behavior, and is the amplified version of
AV, (Aﬁ;ut ~ —%AV}”), and AV,,, represents the slow-timescale behavior. With
this formulation, we can integrate (5.44) over many periods at the fast timescale, but
still make only a small change in the slow-timescale output voltage. I shall define
E[-] as the average of a time-varying signal, z(¢), over a time interval, T, that is

much shorter than the slow timescale, but much longer than one period at the fast
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timescale:
Blav)] = . [ a(t)at (5.45)
s()] =7 | a(t)dt. 5.45
By this definition, B .
: dv;n a d‘;'rc:ut d‘/;mt
E[dt}—ﬂ),b[ o }—> 7 (5.46)

The resulting equation in AV, from (5.11) is

d‘_/r t AYOut
o= = Liuno (E {e Vins } - 1). (5.47)

AVg;Lt

We need to express £ [e" Vini | in terms of the fast and slow variables:

_AVout _AVpyy
E [e Ving ] =e Vi @, (5.48)
where
AV
Q=F [e Vinj ] (5.49)
I rewrite (5.47) as B
AV, AT
02 out = Itun[) (QG Ving — 1) . (550)
dt
From the analysis in Section 5.3, the solution to (5.50) is
- . Voui(07) .
Avr()ut - V;'n.j In Q + (6’. Ving - Q)e_? y (551.)
where the steady-state solution for AV,,; is
_ AVt
AV = ‘/;‘nj In (E I:e Vinj jl) . (552)

The AFGA always adapts its floating-gate charge such that the minimum of the
output signal remains at the equilibrium output voltage.
Now, let us consider the output-voltage behavior as a function of the input-signal

amplitude, for a sinusoidal input. I define the amplified input signal as AV, =
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Asin (wt); for this output signal, the steady-state voltage is

| r 7 - ar A sin(wt) . A
AVoy = ij In (/ e Vinj d(w’t)) = "/inj In | Ip V. ) s (553)
ny )

wi=0

where Iy(-) is the modified Bessal function of zeroy, order. Figure 5.17 shows measured
minimum and maximum output voltages versus the output signal amplitude for a

sine-wave input.

5.7 Other AFGA Effects

5.7.1 Model of the Above-Threshold AFGA

The operation of an autozeroing floating-gate amplifier with above threshold bias
currents is similar to the subthreshold behavior in three important respects. First,
those effects that depend on electron tunneling remain the same, because tunneling
1& not a function of the MOSFET channel current. Second, the injection current is
still the exponential of the drain voltage. Third, the low-frequency dynamics remain
unchanged for a constant Cs, because the channel current is held fixed by feedback.

The pFET hot-electron injection model changes for above-threshold bias currents
in two ways. First, the source current is no longer an exponential function of the gate
voltage, but rather varies quadratically with the gate voltage. Second, the injection
current decreases relative to the source current, because the impact-ionization effi-
ciency will decrease as a result of the potential drop along the channel. I modify the

above-threshold injection-current model from (3.17) to be

9 _AVy—rAVy

R A Vaa =V — AV, +Vr —
Iin] - Iin]O ( Vaa—VigtVr o
. - _AVz—kAV, s
o Lo (1 — 2Avfﬁ Vingj (004)
inj0 Vag— Vi +Vr / ©

AV

o~ I . eXp _ﬂ'f_ﬂ;) e—vlnj
injo Vid _Vfg +Vir i )



134

8 T T T T
e :
DT 5
: ‘\"w, : :
o :
Thoo et DAERN -
\.'.-..-
e |
.lq':.""-;.‘_
Bl oo ,,'n.‘.\. -
—~ =,
) -
@ f
-
g =,
gs_ ......................................... ‘3.._..',‘ m
=1 -
-2 “
= LY
(e] .
4+ ’\_‘ ....................... B
.
*
b :
3_. ...................................................... ‘\..“ .. AAAAAAAAAAAA 4
o H"‘M“-ﬂ“'\-ﬂ-ﬁﬂ’nﬂ
2 1 1 1 I 1 1
1 1.5 2 2.5 3 3.5 4
Time (s)

Figure 5.18: The response of an above-threshold AFGA to a downgoing step The feedback
cap, Cq, of this AFGA is only the parasitic floating-gate—to—drain overlap capacitance.
In the subthreshold case, the voltage linearly decreases with time; therefore, the nonlinear
decrease of the output voltage for an above-threshold bias shows that the overlap capacitance
changes with drain voltage.

This model changes the DC output voltage to

Ving

Ve

AVy=—

(14

2 1
AVin + Vigj 2 AV
bun T Ving 70 (L,d—xfgw vx) (

Figure 5.5 shows data consistent with (5.55): the equilibrium output voltage saturates
for above-threshold bias currents.
Now consider how the high-frequency behavior changes for above-threshold bias

currents. For above-threshold currents, I modify (5.20) to

aVe, dVin ( B KAV, ) -
Thgs = T2 — AVig (1 = v v ) - (5.56)
Jg
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The above threshold definitions of 73, and 7,0 are:
Cl (Cg “+- CL)(Vdd — E(V}go -+ VTD))

The = - , . (

HCQIT

[ ]
[
~J
p—

and
Vaa — £(Vigo + Vo)
/‘{,CYQL- '

Th = ((Cl + 02 + Cw)(CQ - CL) - C’é) (558)

The higher bias currents result in a higher cutoff frequency, but also requires an
increase in power dissipation. The linear input range also is larger, and now is
(“*'FCTQ;“C‘” (Vaa — k(Vigo + Virg)). The large-signal dynamics change for above-threshold
biases. The floating-gate-to—drain overlap capacitance becomes a function of the
drain voltage, adding additional dynamics to the large-signal response. Figure 5.18

shows the response of an above-threshold AFGA to a downgoing step.

5.7.2 Continuous Operation of the Tunneling Current

At this point, we might ask what happens when we do not use a continuous tun-
neling current in the AFGA. The constant tunneling bias current naturally eliminates
the effect of DC biasing points; without the gate current, we no longer have an au-
tozeroing amplifier. Without the autozeroing behavior, we need to add circuitry to
remove the DC offset. Furthermore, there is additional 1/ f noise, because the AFGAs
high-pass behavior filters the low-frequency 1/ f noise.

Suppose that we autozero the floating-gate amplifier only to set a particular op-
erating point. Then, after this calibration phase, we lower the tunneling voltage and
power supply to turn off the electron-tunneling and hot-electron injection processes
to eliminate the gate currents. Unfortunately, the capacitive coupling to the floating
gate by the tunneling junction and capacitances not referenced to Vyy will make po-
tentially large changes in the output voltage. We can minimize this effect by using
small tunneling junctions and by ensuring that all the capacitances (including all
parasitics) that couple to the floating gate are referenced to Vy,.

In addition to the capacitive coupling, the charge on the floating gate will change
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Figure 5.19: Change in the AFGA output voltage with and without a continuous tunneling
current. I used the same AFGA with a gain of 146 with both experiments. The experiment
for no tunneling current also required that I drop the power supply; Vg was set at 5V. The
trace with no tunneling current was started 5 minutes after the tunneling line was dropped.

due to electron traps in the MOS gate oxides. When we tunnel or inject electrons
into S5i0,, a portioh of these electrons are trapped in the oxide [90]. In addition, as
more current passes through these oxides, more electron traps are created [91]. Once
the oxide currents stop, some of these tra,pped electrons will detrap, and can find
their way to the floating gate. This effect will result in a large drift in the output
voltage over time for the same input bias voltage. In F ig.) 5.19, I show the change
in the output voltage over time for a high-gain AFGA with and without a constant
tunneling current. The detrapping shows no sign of stopping until the output runs
into ground; in a lower-gain device, the detrapping may eventually settle with the

output voltage within the supply rails.
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5.7.3 Restoration to Equilibrium when the Output Voltage

Starts at a Supply Rail

Next, we might ask what happens when the output voltage starts at one of the supply
rails. The output voltage starts at Vzz; when the floating-gate voltage is too low. In
this regime, there is no injection current; the tunneling current removes electrons
from the floating gate, raising the floating-gate voltagé. Eventually, the floating-
gate voltage increases to its steady-state level, and the output voltage decreases from
Vaa- If, on the other hand, the output voltage starts near ground, then the pFET
has insufficient channel current to develop enough injection to balance the tunneling
current. The current must be balanced by changes in the floating-gate voltage: In this
case, the floating-gate voltage will increase, since the tunneling current exceeds the
pFET injection current. Unfortunately, the pFET channel current then decreases even
further, in turn decreasing the injection current, and leading to a runaway condition.
The steady-state output voltage may not return to the original equilibrium level.
Typically, this condition poses no problem even for reasonably large changes in the
input voltage; however, we see this effect at startup or when we make large changes
in V;. Decreasing Vi, decreasing the input voltage, increasing V., or increasing Vi,

might allow the AFGA to recover from this condition.

5.8 Conclusions

The AFGA is a simple example of a large class of adaptive floating-gate MOS circuits;
these circuits use tunneling and hot-electron injection to adapt the charge on floating
gates to return the circuit to a baseline condition on a slow timescale. When the
appropriate feedback is applied to the floating gate, this adaptation is an inherent
part of the circuit’s operation—no additional control circuitry is required. In the case
of AFGA, I set up the feedback such that the output voltage returns to its steady-
state value on a long timescale. The modulation of the pFET hot-electron injection

by the output voltage provides the correct feedback to return the output voltage to
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the proper operating regime.

The AFGA has four operatiﬁg regimes. ['irst, in the adaptation regime, the AFGA
behaves as a high-pass filter; the timescale is set by the tunneling and injection cur-
rents. Second, in the integrating regime, the AFGA behaves as a low—pasé filter; the
timescale is set bV the nFET bias current. Third, for timescales between the adapta-
tion and integrating regimes, the AFGA acts as an amplifier. Fourth, at frequencies
much higher than the integrating regime, the AFGA exhibits capacitive feedthrough,
which can be reduced by an increase in either Cy, or Cf.

The AFGA always is a first-order system, even in the presence of parasitic ca-
pacitances; therefore, the AFGA is unconditionally stable, with 90 degrees of phase
margin for noninductive loads. An amplifier that has resistive feedback is at least a
second-order system, but an amplifier with capacitive feedback can be a first-order
system.

MOS devices and quantum processes, such as electron tunneling and hot-electron
injection, are often criticized for their high 1/f noise. Since the AFGA’s noise per-
formance is similar in thermal and 1/f characteristics to that of a standard MOS
amplifier, the tunneling and injection processes do not add appreciable noise to the
amplifier. In addition, with a desired adaptation rate, I can reduce significantly the
low-frequency noise generated in the AFGA; such a reduction cannot be obtained in a
standard amplifier that has a blocking capacitor at the input. For moderate tunneling
currents, the low-frequency time constant can remain nearly constant for timescales
measured in years; any shift is due primarily to trapping in the tunneling oxide. I
can increase the linear range by increasing Cy,, and I can increase the dynamic range

by increasing C,, or Cjy,.
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Chapter 6 Conclusions and Future
Directions

This dissertation described the foundations of a floating-gate technology for adap-
tation and learning. I developed an analytical model of hot-electron injection and
impact ionization from first principles, and described supportive experimental mea-
surements from subthreshold nFETs and pFETs. Idescribed the invention, character-
ization, and modeling of the single-transistor learning synapses. Then, I characterized
and modeled the continuous-time floating-gate dynamics of simple circuits of single-
transistor learning synapses. Finally, I described the invention, characterization, and
modeling of the autozeroing floating-gate amplifier. These four building blocks form

the foundation for several large-scale floating-gate adaptive systems.

6.1 Summary of Thesis Results

Chapter 2 presented a model hot-electron transport in the drain-to-channel depletion
region using the spatially varying Boltzmann transport equation, and analytically
found a self-consistent distribution function in a two-step process. In the first step, I
solved for the average hot-electron trajectory in energy and direction as a function of
position through the depletion region. In the second step, I solved for the electron dis-
tribution function around this average electron trajectory. In this coordinate system,
phonon collisions spatially diffuse the distribution function, and impact-ionization
collisions remove electrons from the high-energy distribution function. From the elec-
tron distribution function, I calculated the probabilities of impact ionization and
hot-electron injection as functions of channel current, drain voltage, and floating-gate
voltage. 1 compared the results of my analytical model to measurements in long-

channel devices. The model simultaneously fits both the hot-electron-injection and
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impact-ionization data. These analytical results yicld an energy-dependent impact-
lonization collision rate that is consistent with numerically calculated collision rates
reported in the literature.

'To make the transition from devices to circuits, Chapter 3 presented the single-
transistor'learnihg synapses. The single-transistor synapse, invented and developed
by me and my collaborators, Diorio and Minch, is an hot-electron injecting FET with a
well-tunneling junction. The single-transistor synapses simultaneously perform long-
term weight storage, compute the product of the input and the weight value, and
update the weight value according to a Hebbian or a backpropagation learning rule.
Memory is accomplished via charge storage on polysilicon floating gates, providing
long-term retention without refresh. The small size and low power operation of single-
transistor synapses allows the development of dense synaptic arrays. The synapses
efficiently use the physics of silicon to perform weight updates; electron tunneling
increases the weight value and hot-electron injection decreases the weight value. I
presented a model of electron tunneling, which I use to remove clectrons from the
floating gate, and I presented hot-electron-injection measurements in both nFET and
pFETs. The charge on the floating gate is decreased by hot-electron injection with
high selectivity for a particular synapse. The charge on the floating gate is increased
by electron tunneling, which results in high gelectivity between rows, but in much
lower selectivity between columns along a row.

Chapter 4 presented the possible negative- and positive-feedback configurations
of continuous-time floating- gate MOS circuits. The learning synapses provide differ-
ent floating-gate dynamics depending on their configuration. 1 built a new type of
pFET synapse by degenerating the source; the oxide currents of the synapse provide
stabilizing feedback to the floating gate and to the drain. I discussed the range of pos-
sible stabilizing and déstabilizing types of feedback in circuits with one floating-gate
synapse, including data from nFET, pFET, and source-degenerated pFFET synapses.
Multiple floating-gate circuits show competitive and cooperative behavior between
synapses, and that is consistent with Ilebbian and anti-Hebbian learning. Model-

ing the dynamics of a floating-gate circuit builds intuition to develop more complex
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circuits, and shows the strengths of simple floating-gate current models.
The autoéeroing ﬂoating—gafe amplifier (AFGA) is a simple example of this class
. of adaptive floating-gate MOS circuits; these circuits use tunneling and hot-electron
injection to adapt the charge on floating gates to return the circuit td a baseline
condition on a siow timescale. When the appropriate feedback is applied to the float-
ing gate, this adaptation is an inherent part of the circuit’s operation—no additional
control circuitry is required. The modulation of the pFET hot-electron injection by
the output voltage provides the correct feedback to return the output voltage to the
proper operating regime.

Chapter 5 presented a bandpass floating-gate amplifier that uses tunneling and
pFET hot-electron injection to set its DC operating point adaptively. Because the hot-
electron injection is an inherent part of the pFETs behavior, I obtain this adaptation
with no additional circuitry. Because the gate currents are small, the circuit exhibits
a high-pass characteristic with a cutoff frequency less than 1 Hz. The high-frequency
cutoff is controlled electronically, as is done in continuous-time filters. I have derived
analytical models that completely characterize the amplifier and that are in good
agreement with experimental data for a wide range of operating conditions and input
waveforms. The AFGA always is a first-order system, even in the presence of parasitic
capécitances; therefore, the AFGA is unconditionally stable, with 90 degrees of phase
margin for noninductive loads. Since the AFGA’s noise performance is similar in
thermal and 1/f characteristics to that of a standard MOS amplifier, the tunncling
and injection processes do not add appreciable noise to the amplifier. In addition,
with a desired adaptation rate, I can reduce significantly the low-frequency noise
generated in the AFGA. I can increase the lincar range by increasing C,, and I
can increase the dynamic range by increasing €, or Cr. This autozeroing floating-
gate amplifier demonstrates how to use continuous-time, floating-gate adaptation in

amplifier design.



Figure 6.1: Circuit diagram of the autozeroing second-order section. This circuit, which
is built with three autozeroing amplifiers, shows second-order behavior that is electronically
coutrolled.

6.2 Future Directions

This thesis considered the spectrum of a silicon floating-gate technology for adaptation
and learning spanning from hot-electron transport to simple floating-gate circuits
and dynamics. The remaining question is whether this technology will scale to large
floating-gate circuits and systems with adaptation and learning. The rest of this
section briefly presents two floating-gate circuits, the autozeroing second-order section
and the adaptive winner-take-all; these circuits show that this technology can scale

to larger circuits and systems.

6.2.1 Autozeroing Second-Order Section

Figure 6.1 shows my autozeroing second-order section; it is the primary element
to build higher-order filters, both in continuous-time and switch-capacitor circuits.
This circuit is based on the Diff2 second-order section [82], which in turn is based on
a canonical form for a second-order section as a high-gain amplifier with feedback. To
build a simplified model of the second-order behavior, we assume that V5 = —V,

that is, Vijes is set at a bias current much larger than V,; or V.. We ignore (for
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Figure 6.2: Step response of the autozeroing second-order section. (a) Short timescale
relaxation to upgoing and downgoing input steps. The ringing of the output voltage is
characteristic of a second-order system. (b) Long timescale relaxation to an upgoing input
steps; a 1Hz square wave was superimposed on the input signal, and is preserved throughout
the relaxation. This ringing behavior proves that the circuit exhibits at least second-order
behavior from the AFGA corner frequencies set by the floating-gate currents.

the moment) the floating-gate currents, ignore the capacitive feedthrough effects, and
assume the V., amplifier’s gain is very large. From the AFGA analysis in Chapter 5,

the small-signal model of the two amplifiers is

CT1001 — 0221 UT dV1
Cgl K,fﬂ dt

= (Vin + V), (6.1)

CraCos — C Ur dVius - .
= (W out) s 2
CQQ K',I,—g dt (1 1+ v t) ’ (6 )

where Cr is the total capacitance connected to the floating gate (Cr = C; +Cy +C,,),
C, is the total capacitance connected to the output node (C, = Cy + C1), and Cyy,
C'yy are the feedback capacitors from floating gate to output. By taking the Laplace

transform of these equations, we solve for the transfer function from Vj, to V,,; as

Vour(s) 1 _ !
- - Y 12 . 12 - —2 oy - p ’
Vin(s) 14 391_523:_1:&1%% 4 2011Cei=C3 OUp CraCua=Ch CUr 1 4 87y + 82747,

C2 Kl Caz Kl

(6.3)
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Figure 6.3: The circuit diagram of a two-input winner-take-all circuit.

where I define

- Cr1Ca — C3 Ur CroCop — C3, Ur

sand mp, = . 6.4
' Can Kirl ? Ca klro (6.4
From the canonical form for the second-order section, we find that [82]
T =TT, and Q = n (6.3)
T2

Figure 6.2(a) shows the step response of this autozeroing second-order section. The
data show the characteristic ringing behavior of a second-order system; changing V4
and Vi, changes 7 and @, as predicted from (6.5). Figure 6.2(b) shows the step
response at a much slower timescale. The oscillatory behavior is due to the corner
frequencies, Which are set by the floating-gate currents. This part of the dynamics is

usually third order, and therefore the modeling becomes more difficult.

6.2.2 Adaptive Winner-Take-All

Figure 6.3 shows the two-input, adaptive winner—take- all (WTA) circuit, invented by
W. Iritz Kruger and myself [93], based on Lazzaro’s clagsic WTA [92]. We have added

a time dimension (adaptation) to make the input derivative an important factor in



145

=)
9

S| 4 E6- . e i
= c

g 5 L I L 4 I I L
. E] T T T T T T T T

38 1 E] 4 : 1
& a :

£ £ -

-
c
23

23
-

& 1 2
= &
s ¥ s hadsd

. : i Al gadal
=3 : g@&%%\a_ E DL N
Z E Pf‘;‘,”u ]

o
=3
@
=}
4

@
S

Output Current (A}
n B
< - [=]

Output Currant (nA)
&
T

=)

10 15 2% 25
Time(s} Time(s}

() (b)

Figure 6.4: Time traces of the output current and voltage for small differential input
current steps. (a) Time traces for small differential current steps around nearly identical
bias currents of 8.6nA. (b) Time traces for small differential, current steps around two
different bias currents of 8.7nA and 0.88nA. In the classic WTA, the output currents would
show no response to the input current steps.

(=)
o
1
@
)
)
B
a
o

=

5]

4}

Y

1=}
'S
o
o
=3
[=)
2

45 5C



146

winner selection. The difference between the classic and adaptive WTA 1is that M,
and My are pFET single-tl'zxnsiStor synapses; these floating-gate transistors null their
Anputs slowly over time. This enhancement results in the ability of each transistor to
adapt to its input bias current. The adaptation is a result of the clectron tunneling
and hot—eiectroﬁ injection modifying the charge on the floating gate. The circuit is
devised such that these are negative-feedback mechanisms; consequently, the output
voltage always returns to the same steady-state voltage, determined by its bias current
regardless of the DC input level.

Figure 6.4 shows characteristic traces from the two-input circuit. The winning
node corresponds to the lowest voltage, which is reflected in that node’s corresponding
high output current. Looking at Fig. 6.4(a) we see that, as an input step is applied,
the output current jumps and then begins to adapt to a steady-state value. When the
inputs are nearly equal, the steady-state outputs are nearly equal;, when the inputs
are different, the steady state output is greater for the cell with the lesser input.
Tn general, the input current change that is the largest after reaching the previous
equilibrium becomes the new equilibrium. This additional decrease in V; would lead
to an amplified increase in the other voltage since the losing stage roughly looks like
an autozeroing amplifier with the common node as the input terminal. The extent
to which the inputs do not equal this largest input is manifested as a proportionally
larger input voltage. The other voltage would return to equilibrium by slowly, linearly
decreasing in voltage due to the tunneling current. This process will continue until
V1 equals V. Note that in general that the inputs with lower bias currents have a
slight starting advantage over the inputs with higher bias currents.

Figure 6.4(b) illustrates the advantage of the adaptive WTA over the classic WTA.
In the classic WTA, the output voltage and current would not change throughout the
experiment, but the aflaptive WTA responds to changes in the input. The second
input step does not evoke a response because there was not enough time to adapt to

steady state after the previous step; but the next step immediately causes it to win.
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‘Appendix A Appendix to Chapter 2

A.1 Derivation of Electron Characteristics

In this section, we solve the momentum angle characteristic. The characteristic equa-

tion for enefgy as a function of position (F;(z)) is

= gzl

* PO e (A.1)
_— LY
= ) Era e -
By using the chain rule for deriviates
40— d(2) dx
dE1 - dz dE1 ’
9€(z) 1-(G1+d¢)* -
2~ 28 G0 Ex(2)+3B)” (A.2)
_ 1 (1 +6¢)?

(Br (2)+8E) (1 +0¢ —q%}r;) '

Solving this equation assuming that £(z) is nearly constant in the region of interest

results in the expression

(1— (¢ +6¢)?) (El(zg 55) G - Eg:jg) Y (A.3)

i

where E, is the parameter dependent upon the initial conditions.
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A.2 Distribution Function with Impact Ionization

- Losses

A.2.1 Derivation of the a(z, F) Equation

In this subsection, we want to simplify the Boltzman Transport Equation for { = 1,
(2.18), which is
B2 6°f

f

af-i-(qE—ER)a—f—

oz A/ OE

When L(E) is not zero, we would like to factor out the solution of the lossless diffusion

equation. To do this, we define f(z,E) in terms of two functions.
f(z,E) = g(z, E)alz, E). (A1)

To substitute the functions g and a, we need the derivatives for f(z, E):

of dyg da
5, = UnE)lg-+9(zE)o, (A.5)
of g da
- = —= z, B)—, A
S = as Byt gz B o (4.6)
o0*f 0% dg da d%a
We define g(z, E) as the solution to the original lossless diffusion equation
dg ER) 89 E} D%
9z " (qg ) aE = nf g (A-8)

The solutions for the previous subsection continue to apply above the impact ion-
ization threshold, and are simply attenuated by the electron impact ionization by

a(z, E). With this definition of ¢g(z, F), the attenutation term, a(z, E), solves

da Erp . B3R\ 00 E% 0%a



159
which is roughly a Boltzman Transport equation for a constant boundary condition

for all z at £ = Ey,.

A.2.2 -Simplification of a(z, E) under Electric Fields

In this subsection, we justify the simplifications of (2.31) which result in (2.37). By
scaling the encrgy after Ey, by ¢€(d)l,, which we define as F; we transform the

following terms as

E% é%% da E — Ey(z) Ou
CRroE 7% A 2 Al
F(T) A g OF — F(I) qV(z) Ox’ (A-10)
E2 8% Er \° lion 0%a
ZR F(T)2nZ 2 .
F5yam ~ (qf:(d)zm v rt (A-11)
Er\ Oa g€ — —b;\ﬁ Oa
Bt Bk RN S Wk A12
(qg ) ) BE " g€ ()lion O (A.12)

The diffusion term is a second order perturbation, and the %‘% term is a small quantity
in the ranges of interest. The small diffusion term means that a is not a rapidly moving
function in energy compared Eg. Since ¢€A will be much larger than Fg in the hot-
electron injection or impact ionization regions, the diffusion term has a second order
effect. The derivatives in a(z, F) are not large enough to make the second order terms
have a first order effect in the original equation.

If we can ignore these terms, we reduce the problem to

% + <q5 - %) % — _L(E)a. (A.13)
By substituting this solution back into (A.9) we get less than a 10 percent change in
L(F). This error would be smaller for lower substrate dopings. If explicitly solving
this equation, one gets parrallel characteristics or flow lines where a(z, F) changes
V;ery slowly between each of the characteristics, which is expected since we have small
percentage changes in £(z) near the drain edge. This implies that the derivative in 2

is gmall.



