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ABSTRACT 

     Carbon nanotubes are quasi-one-dimensional objects that have many remarkable 

electronic properties. In Chapter I, an electrostatic force microscopy technique to probe the 

local density of states of single-walled carbon nanotubes (SWCNTs) under ambient 

conditions is described. Coupling the atomic force microscope tip motion with the quantum 

capacitance of nanotubes enables the van Hove singularities in the one-dimensional density 

of states to be resolved. We utilized this technique to identify individual semiconducting 

and metallic tubes, and further to estimate the chiral angle of a nanotube.  Moreover, in 

order to realize a SWCNT interferometer, nanotube loop devices where a self-crossing 

geometry yields two electron paths that is a possible analog of the optical Sagnac 

interferometer are fabricated and explored in Chapter II. Scanning gate microscopy reveals 

for semiconducting devices a 0–50% transmission probability into the loop segment at the 

junction, which can be controlled by applying back gate voltage, hence shifting the Fermi 

level of the nanotube. Metallic loop devices having low contact resistance showed a large- 

scale conductance peak with fast oscillations superposed on it. Possible theoretical 

explanations including Sagnac-type interference, which takes the velocity difference 

between left and right movers in to account, and Fabry-Perot-type interference are 

compared with the experimental observations. In Chapter III, in accordance with increasing 

demand for developing spin-electronic devices, cobalt-filled multi-walled carbon nanotubes 

(Co–filled MWCNTs) are first synthesized and imaged by transmission electron 

microscopy, and also characterized by various spectroscopy tools like X–ray diffraction 

and energy dispersive X–ray spectrometry. Further, a Co–filled MWCNT device having 
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following our 

experimental studies is proposed and discussed at the end of each chapter. 

 

reproducible switching in magnetoresistance was demonstrated. The last topic, in Chapter 

IV, covers the effects of a transverse electric field in MWCNT devices, where conductance 

fluctuations as a function of the transverse electric field were observed. The electric field 

spacing between the peaks of the fluctuations is in agreement with the theoretical 

predictions of band structure modulation by transverse electric fields. We also measured 

the magnetoconductance when a magnetic field is perpendicular to the tube axis, and 

observed conductance fluctuations. These fluctuations are well explained in terms of weak 

localization and universal conductance fluctuations. Future work 
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1
C h a p t e r  I  

LOCAL ELECTRONIC STRUCTURE OF  

SINGLE-WALLED CARBON NANOTUBES  

FROM ELECTROSTATIC FORCE MICROSCOPY1 

I.1 Abstract 

     We show that a simple yet powerful technique based on electrostatic force microscopy 

(EFM), which measures the electrostatic forces between a sharp tip and single-walled 

nanotube (SWNT), can probe the compressibility of the electron gas in nanotubes under 

ambient conditions at room temperature. Populating additional subbands corresponding to 

excited states of circumferential motion leads the abrupt increase of the tip-tube 

capacitance and enables the one dimensional (1D) van Hove singularities in the density of 

states to be resolved. This demonstrates the effects of quantum confinement on a 

nanotube’s capacitance, which has implications for the high-frequency operation of 

nanotube devices. Additionally, we obtain spectroscopic information about the local 

density of states with nanometer-scale resolution. We have exploited this capability to 

measure the local band gap of an intratube quantum-well structure, created by the 

application of a non-uniform uniaxial strain. From the local band gap versus the local 

strain, we infer the nanotube chiral angle by comparison to theoretical models. The 

technique is applicable for investigating the properties of other nano-scaled systems.  

 



 

 

2
I-2 Introduction 

        

     In this introduction, I would like to derive the most commonly used electronic band 

structure of 1D carbon nanotubes using a tight binding calculation2-4. As a nanotube can 

be conceptualized as being rolled up from two dimensional (2D) graphene sheet, it is 

natural to derive the energy bands of 2D graphene first.  

a1

a2
Ch=(n,m)Ch=(n,m)

a1

a2

 

Figure I-1. Graphene and nanotubes. A graphene sheet is shown on the left with a hexagonal 
lattice of carbon. Nanotubes are essentially a graphene sheet rolled up. For example, the blue 
shaded region is cut out and rolled up such that dashed lines coincide. This specific choice 
gives a (4, 2) tube (an (n, m) tube is defined by a chiral vector, ),(21 mnmnh ≡+= aaC , 
(n, m are integers, 0 ≤ m ≤ n)). Various types (so-called armchair, zigzag, and chiral from the 
top) of tubes are shown on the right.  

     I-2-1 Tight-Binding Calculation 

     A tight binding calculation is valid when the overlap of atomic wave functions is large 

enough to require corrections to the picture of isolated atoms, but not so large as to render 

the atomic description completely irrelevant.  

     The Schroedinger equation for an isolated atom is given by 
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iiiatom EH ψψ =      (I.1) 

where Hatom is the atomic Hamiltonian for each isolated atom, Ei is the energy, and ψi is 

the wave function. Note that Hatom becomes substantially different from the full crystal 

Hamiltonian H at a distance of the order of the lattice constant and also, ψi is very small 

outside of the range. Then, the full crystal Schroedinger equation is  

)()())(()( rrrr ψψψ EUHH atom =+= Δ      (I.2) 

where ΔU is correction to the atomic potential and ψ is the crystal wave function. Since 

we are considering a Bravais lattice, which has translational symmetry by any 

combination of lattice vectors, we can seek a solution satisfying Bloch’s theorem, 

∑ −= ⋅

R

Rk Rrr )()( φψ ie      (I.3) 

where Ψ(r) is a linear combination of atomic wave functions, 

)()( rr ∑=
n

nnb ψφ .     (I.4) 

That is, if the product ΔU(r)ψn(r), though non-zero, is sufficiently small, Ψ (r) is just the 

linear combination of sublattice atomic wave functions, ψn(r). 
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Figure I-2. Bravais lattice in graphene. (a) Two sublattices (A, B) on a 
graphene each make a hexagonal Bravais lattice (dotted lines). (b) Two 

primitive vectors ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
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⎠

⎞
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⎛
=

2
a,a

2
3 ,

2
a,a

2
3

21 aa , carbon-carbon 

distance d 

       I-2-2 Energy Band Structure of Graphene from Tight-Binding Calculation 

     Each carbon atom has four valence electrons. In graphene, three of them are covalently 

bonded to the three nearest carbon atoms (sp2 hybridization) and the other one in 2pz 

participates in electron conduction. So, the problem discussed here is limited to one 

itinerant electron in each carbon atom site of hexagonal lattice. But, because of the 

considerable overlap of atomic wave functions originating from each site, the 2pz electrons 

are delocalized over the whole sheet. The electronic band structure of graphene is then 

obtained below from a tight-binding calculation. 
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     The Bravais lattice of graphene has two atoms per unit cell, yielding the two sublattices 

A and B (Figure I-2). The primitive vectors are expressed as  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
=

2
a,a

2
3 ,

2
a,a

2
3

21 aa      (I.5) 

where a = |a1| = |a2| = ac-c × 3 = 2.46 Ǻ. Then, Equation I.4 can be written as 

)()()( 2211 drrr −+= ψψφ bb      (I.6)  

where 1 and 2 correspond to A and B sites, respectively, and d is carbon-carbon distance, 

d=ac-c=1.42 Ǻ. Equation I.3 becomes 

))()(()( 2211 dRrRrr
R

Rk −−+−= ∑ ⋅ ψψψ bbei .     (I.7) 

By multiplying ψ1,2(r) on both sides of Equation I.2 and integrating over r, 

0)()()()()()( *
1,2

*
1,221 =+− ∫∫ rrrrrrr dUdEE , ψψψψ Δ .     (I.8) 

Choosing E1,2= 0 and only considering the nearest neighbors (three B atoms around A and 

vice versa), we get by substituting Equation I.7 into I.8 

0)()(

0)()(

i
1

i
12

i
2

i
21

=+−−

=+−−

∑∑

∑∑

iiii

iiii

tbsbEbE

,tbsbEbE

ξξ

ξξ

kk

kk
     (I.9) 
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where  is the phase factor through the three nearest neighbors Ri, i=1, 2, and 

3,  is the overlap integral, and  

 is the transfer integral. In order to have non-zero 

solutions for b1,2, the determinant has to be zero,  

ii
i e Rk⋅=)(kξ

r ()( 1221 ,
*
,∫ ψψ

rr )()(21
*
, Uψ Δ

rRr d)iis −=

Rr )(12 i, −= ∫ ψ rdit

0=
−+−

+−−
EtsE

tsEE
ξξ

ξξ
     (I.10) 

assuming s = s1 = s2 = s3,  t = t1 = t2 = t3 (because of symmetry), and . ∑= )(kiξξ

Equation I.10 gives the energy dispersion relation, 

)(1
)()(

k
kk

ξ
ξ
s
tE

±
±

= .     (I.11) 

Using the coordinates shown in Figure I-2, and parameters, eV3eV0333 −≈−= .t , 

, 11290 <<= .s

(eV)
2

cos4
2

cos
2

3cos413),(
2
1

2
2

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+=

akakakkkE yyx
yxD m .     (I.12) 

     A plot of E has a number of interesting features (Figure I-3). First, it has two distinct 

bands. The upper band, called anti-bonding π*, has higher energy. Using )()( kk ξtE −= (s 

≈ 0) from Equation I.11 and Equation I.9, b1 ≈  ̶ b2. That is, two wavefunctions in the basis 

are out of phase, which gives rise to higher energy state. On the other hand, when  
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Figure I-3. Graphene band structure. Left image shows 3D plot of energy dispersion. 
There are six K points where upper band (anti-bonding π* band) and lower band 
(bonding π band) meet. Contour plot of one band is shown on the right. K points 
appear dark. 

)()( kk ξtE = , b1 ≈ b2. The wavefunctions are in phase, which gives lower bonding π band. 

Second, there are six points (K points) where two bands meet within first Brillouin zone. 

The 2D graphene energy band is not discontinuous, but rather, the valence band (bonding) 

and the conduction band (anti-bonding) are connected at the points. That is why graphene 

is called a semi-metal or zero-bandgap semiconductor. Also those six K points occur at the 

six corners of the first Brillouin zone of the reciprocal lattice (Figure I-4). Reciprocal lattice 

vectors are given by  

⎟
⎠

⎞
⎜
⎝

⎛ −=⎟
⎠

⎞
⎜
⎝

⎛=
aaaa

2π,
3
π2 ,2π,

3
π2

21 bb  .    (I.13) 
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The direction of the unit vectors b1 and b2 of the reciprocal hexagonal lattice are rotated 

by 90º from the unit vectors a1 and a2 of the hexagonal lattice in real space. By convention, 

the three high symmetry points, Γ, K, and M as the center, the corner, and the center of the 

edge, respectively, are defined (Figure I-4). 

b1b1

K
Γ

M

K'

ky

kx

b2

K
Γ

M

K'

ky

kx

ky

k
b2

 x

Figure I-4. First Brillouin zone of graphene with 
contours of energy band 

     Among six K points, there are only two inequivalent points (K, K' points in Figure I-4). 

The other four only differ by the addition of reciprocal vectors, b1 and b2, to K or K'. This 

is an expected result from having two atoms in a basis.  

     I-2-3 Energy Band Structure of Carbon Nanotubes 

     At this point, before deriving the energy dispersion of nanotubes, it is necessary to 

examine the atomic structure of nanotubes. As shown in Figure I-5, any nanotube can be 

represented by a chiral vector, 
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)(21 m,nmnh ≡+= aaC , (n, m are integers, 0 ≤ m ≤ n).     (I.14) 

n, m indices with a given range in Equation I.14, uniquely define a nanotube. One can also 

use a different representation of a nanotube with its diameter, d = |Ch| and the angle θ 

specified in Figure I.4. After simple arithmetic, 

).30(0,
2

2cos

π/

22

22

oo ≤≤
++

+
=

++=

θθ
nmmn

mn
nmmnad

     (I.15) 

The given range of θ is due to the 6-fold symmetry of graphene.  

a1

a2
Ch=(n,m)

T=(t1,t2)

θ

O

a1

a2
Ch=(n,m)

T=(t1,t2)

θ

O
 

Figure I-5. Making a nanotube and its structure 

When θ = 0º, armchair tubes are made, while θ =30º corresponds to zigzag tubes. To define 

the unit cell of a 1D carbon nanotube, it is necessary to get a translation vector, T shown in 

Figure I-5. The translation vector T, along the nanotube axis corresponds to the first lattice 
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point of the 2D graphene sheet from the origin O through the dashed line. By 

considering Ch · T = 0 and using the inner product between a1 and a2, 

49.2,
2

,
2

21
2

2211 ==⋅=⋅=⋅ aaa aaaaaa Ǻ     (I.16) 

the expression for translation vector is thus obtained, 

g
mnt

g
nmt

tttttt
+

−=
+

=

≡+=
2,2

integers)are,(,),(

21

21212211 aaT
     (I.17) 

where g is the greatest common divisor of (2m+n) and (2n+m). From the specific vector 

shown in Figure I-5, Ch = (4, 2) and T = (4, -5). Now, the unit cell of a nanotube can be 

defined by two vectors, Ch and T (blue shaded area in Figure I-5). Then the number of 

hexagons in the nanotube unit cell, N is just the division of nanotube unit cell area by 

graphenes, 

( )
g

nmnmN h ++
=

×
×

=
22

21

2
aa
TC

.     (I.18) 

There are 2N numbers of carbon atoms in the nanotube unit cell. In turn, that gives 2N- 1-D 

energy dispersion relations. Like b1 and b2 in graphene (Equation I-13), expressions for 

reciprocal vectors B1 and B2 in nanotubes, can be obtained. Using  

,π2,0
,0,π2

=⋅=⋅
=⋅=⋅

22

11

BTBC
BTBC

h

h      (I.19) 
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we get 

( ) ( )21221121
11 bbB,bbB nm
N

tt
N

−=+−= .    (I.20) 

Unlike an extended graphene sheet, a nanotube has a few nanometer diameter, and the 

wavevector associated with the circumferential direction is quantized (Figure I-6). In other 

words, the wavefunction has to be the same when r goes around the circumference.  

 

kǁ

k┴

kǁ

k┴

 

Figure I-6. Quantization of circumferential wavevectors, 
k┴ of nanotubes 

In that case, , which gives k · Ch = 2πl (l is integer). Using Equation I.19 

and I.20, we immediately know there are N discrete k┴ vectors, lB1 (0 ≤ l ≤ N  ̶ 1). Because 

t1 and t2 do not have common divisor, any among the N vectors is not a multiple of any 

others. Because of the relatively long nanotube length (~ a few μm), the wavevectors along 

nanotube axis, are rather continuous (although they can be readily resolved in low-

temperature transport measurements). 

1ee ii == ⋅⋅ 0kCk h

//k
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     From Equation I.12, the energy dispersion for nanotubes with the restriction of 

quantized wavevectors is obtained as 

)ππand,1,...,0(,)( 1
2

2
2 T

k
T

NllkEkE Dl ≤≤−−=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+= B

B
B .     (I.21) 

So, there are 2N subbands (including ±sign) for each nanotube, and the magnitude of 

wavevectors along the nanotube axis, k is in the range of the first Brillouin zone. Another 

way of looking at it is cutting 2D energy dispersion (Figure I-3) by equally spaced (by B1) 

planes perpendicular to B2 vector. A cross-section view is shown in Figure I-7(a). Black 

parallel lines are allowed vectors, which are quantized along the other direction, B1 and 

equally spaced by |B1|. In Figure I-7(b), Y point is drawn by perpendicularly intersecting 

the B2 vector (running through Γ point) from K point. Then, YK vector is given by 

( )
12

1

1 B
B

BΓKYK ⋅
=      (I.22) 

where 21
2121

3
1

3
2

62
bbbbbbMKΓMΓK +=

−
+

+
=+= . Calculating vector product and 

simplifying the expression, we get 

13
2 BYK mn +

= .     (I.23) 

Similarly,  

13
2 B'K'Y' mn +

−=      (I.24) 
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Figure I-7. Allowed wavevectors of a nanotube intersecting in the 
graphene Brillouin zone. (a) Allowed wavevectors (black parallel 
lines) intersecting graphene Brillouin zone. Those vectors are 
quantized along B1 direction and equally spaced by |B1|. (b) Y(Y') 
point is drawn by perpendicularly intersecting the B2 vector (running 
through Γ point) from K(K'') point. (c) Zoomed-in image around K 
point shows all three cases where quantized vectors can dissect K 
point by 1:2 ratio or running through it. All nanotubes can be 
classified as one of three cases by p values 1, -1, or 0. 

where K'' is equivalent to K' or translated by a reciprocal vector of graphene, -b1 (Figure I-

4). 

     Remembering that the K (K') points are where the two bands are connected, if an 

allowed vector goes through those points, we get a metallic energy dispersion without a 

bandgap. On the other hand, if not, we get a semiconducting dispersion with a bandgap. 
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(Note that this “zone-folding” picture can be modified by, for example, the curvature of 

nanotubes which opens gaps in many otherwise metallic nanotubes, although these are 

typically much smaller than the gap predicted for semiconducting nanotubes in the “zone-

folding” picture.) From Equation I.23 or I.24, the metallic condition is when YK  ( 'K'Y' ) 

is a integer multiple of , that is, the remainder of 2n+m when divided by 3 is 0 (2n+m ≡ 

0 mod(3)). Since 2n+m ≡ n  ̶  m, in general, n  ̶  m ≡ 0 mod(3) gives metallic tube and the 

other two cases, n  ̶  m ≡ 1or 2( ̶ 1) mod(3) give semiconducting ones. In semiconducting 

cases, it is obvious that two nearby allowed vectors around K point dissect the K point by 

ratio 1:2 or 2:1 depending on p=  ̶ 1 or p=1, respectively (Figure I-7(c)). But, note that the 

situation is the opposite for K', 1:2 (p=1) and 2:1(p=  ̶ 1) due to the symmetry.  

1B

     I-2-4 Energy Dispersions for Armchair and Zigzag Tubes 

     As an example, we will calculate the energy dispersion relations for armchair tubes ((n, 

n)) and zigzag ((n, 0)) tubes. 

     First, for (n, n) armchair tubes, from Equation I.17, I.18, and I.20, 

.ˆπ2
2

ˆ
3
π2

2

21
,2

21
,1

yarm

xarm

a

ann

kbbB

kbbB

=
−

=

=
+

=
     (I.25) 

Then, allowed vectors are lB1,arm, where l is 0 ≤ l ≤ 2n-1. Using Equation I.12, I.21, and 

I.25, 
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where ka is   ̶  π ≤ ka ≤ π. Plots of Equation I.26 for (4, 4) and (20, 20) armchair tubes are 

shown in Figure I-8. For (4, 4) tube, there are 10 different subbands; half of the total 

belongs to conduction or valence bands. From the top, the quantum number, l is specified. 

The colored bands are non-degenerate. Also, K and K' points are shown where the first 

conduction subband and the first valence band meet (ka = ±2π/3). In Figure I-8(b), the first 

a few subbands for (20, 20) tube (diameter, d ≈ 2.7 nm) are shown. In general, for (n, n) 

armchair tube, there are 2n conduction subbands and 2n valence ones. For each class, 2 

subbands, which correspond to the top and the bottom at ka = 0, are non-degenerate and the 

other n-1 are doubly degenerate. 
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Figure I-8. Energy dispersion for armchair tubes. (a) For (4, 4) tube, there are 5 
conduction subbands and another 5 valence ones. K and K' points are shown 
where the first conduction subband and the first valence band meet (ka=±2π/3). 
Also the quantum numbers l corresponding to each subband are specified. There 
are two non-degenerate subbands for each conduction and valence band (colored 
ones). (b) First few subbands for a (20, 20) tube 
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     Second, for (n, 0) zigzag tubes, 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

+
=

2
1,

2
3π2

2
2 21

,1 annzig
bbB .     (I.27) 

To simplify the Equation I.12, we can rotate the vector by  ̶ π/3 (counterclockwise) using 6-

fold symmetry. Then,  

yzig an
kB ˆπ2

,1 =′      (I.28) 

The energy dispersions for (n, 0) zigzag tubes are 

( ) .12...,,0,
3
π

3
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πcos4πcos
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     (I.29) 

Plots for (8, 0) and (34, 0) tubes are shown in Figure I-9. (8, 0) tube has energy bandgap, Eg 

of 1.4eV, while for larger (34, 0) tube (diameter, d = 2.7nm), Eg = 0.32eV. 



 

 

17

ka

E (eV) E (eV)

ka
Eg=1.4 eV Eg=0.32 eV

(a) (b)

ka

E (eV) E (eV)

ka
Eg=1.4 eV Eg=0.32 eV

ka

E (eV) E (eV)

ka
Eg=1.4 eV Eg=0.32 eV

(a) (b)

 

Figure I-9. Subbands for zigzag tubes. (a) All subbands for a (8, 0) tube 
are plotted. The energy gap, Eg =1.4eV. (b) First a few subbands for a 
(34, 0) tube are shown. Eg =0.32eV. Black dots correspond to the onset 
of subbands from E=0. 

 

     I-2-5 Low-Energy Approximation 

     In the case where we consider only low-energy excitations, the energy dispersion 

relation for 2D graphene (Equation I.12) and 1D nanotube (Equation I.21) can be 

approximated by a simple form. For a wavevector, k staying near K point (Figure I-10(a)),  

21 kkΓKk ++=      (I.30) 

where ⎟
⎠
⎞

⎜
⎝
⎛=

3a
π2,

a3
π2ΓK . In components, 

23
π2,

3
π2 kkkk 1x +=+=

aa y .     (I.31) 
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Figure I-10. Low-energy approximation  

 

Plugging Equation I.31 into Equation I.12 and using Taylor expansion for small k1 and k2, 

2D graphene energy dispersion becomes 

tavvE FFD h
hm

2
3where,2

2
2

12 =+= kk .     (I.32) 
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Using known values for t and a, vF ≈ 8.7×105 m/s. Equation I.32 implies that for low-

energy modes, energy dispersions for 2D graphene can be approximated by cones with K 

point as origin. For nanotubes, we need to take slices from the cones with planes according 

to allowed wavevectors (yellow plane in Figure I-10(b)). Then, in general, 1D nanotube 

low-energy dispersion can be written as 

( ) 2
2

1 2
kv

E
E F

g
D h+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
±=      (I.33) 

where Eg is the energy gap obtained when cut from the closest allowed wavevector and 

shown in Figure I-10(b). From Figure I-7(c), the distance from K point to the closest 

wavevector for semiconducting tubes (p ≠ 0) is 
dd 3
2

π
π2

3
1

3
1

1 =⋅=B  (using Equation I.19). 

Then, from Equation I.32, 

)nm(
eV72.0

3
4

dd
vE F

g ==
h .     (I.34) 

The energy gap is inversely proportional to the tube diameter. Likewise, we can also get the 

energy required to reach following available subbands (Figure I-11(c) and (d)). For a 

metallic tube, E11, E12=E11/2, E13=E11/2,… and for a semiconducting tube, Eg, Eg/2, Eg, 

Eg/2,… Note that for similar diameter tubes, E11=3Eg. In other words, a metallic tube takes 

the full spacing of 
d
2

1 =B , whereas a semiconducting one does 
d3
2

3
1

1 =B  (Figure I-

11(a) and (b)). 
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Figure I-11. Subbands for metallic and semiconducting tubes in low-energy 
approximation. (a), (b) When approximating energy dispersion of 2D graphene as a 
cone around K point, contour plots of constant energy surfaces are concentric 
circles. Allowed wavevectors (red lines) are passing through K point in metallic 
case (a) or miss by 1:2 ratio in semiconducting case (b). (c), (d) Subbands for 
metallic (c) and semiconducting tubes (d) and energy spacing between subbands. 
Also the density of states is shown (green curves) to the right of the main panels of 
(c) and (d), respectively. 

     The energy dispersion and following subband locations for low energy (Figure I-11) are 

valid in Figure I-8(b) and Figure I-9(b) for moderate diameter tubes (d ≈ 2.7 nm), but not 

for small diameter tubes (see Figure I-8(a) and Figure I-9(a)). Later on in this chapter, we 

found for most of our synthesized tubes, d ≥ 2 nm, so this approximation can be applied. 



 

 

21
     1D density of states (DOS) of metallic and semiconducting nanotubes are also shown 

as green curves in Figure I-11(c) and (d), respectively. As expected, on the onset of 

subbands, DOS increases rapidly (van Hove singularity). For a semiconducting tube, there 

are no available states within the energy gap. But for a metallic tube, DOS has a constant 

value due to linear dispersion subbands. This value can be determined as follows. The 

density of k points in 1D reciprocal space, n is 4k/π (considering factor 2 for spin and 

another 2 for twofold subband degeneracy in nanotubes). Also for linear dispersion 

relations, dk/dE = 1 / (ħvF). Then, constant density of states is given by 

FhvE
k

k
n

E
n 8

d
d

d
d

d
d

=⋅= .     (I.35) 

     I-2-6 Modified Band Structure by Uniaxial Strain Induced in Nantubes5-7 

          K points shifts due to strain in graphene band structure 

     When uniaxial strain is applied to a graphene sheet, the band degeneracy points move 

within the Brillouin zone. Thus to begin, it is necessary to determine the new positions of K 

points. In Figure I-12, the coordinates of the three nearest neighbors around a blue carbon 

atom are given in units of lattice vector, a, when unstrained and strained along x-axis. 

Strain σ is given by the change of the length to the original length, Δl/l and the length 

change perpendicular to the strain axis is given by -συ, where υ is the Poisson ratio of the 

material. When we calculated the energy of 2-D graphene, we assumed that the transfer 

integral, ti, is the same for the three nearest neighbors in Equation I.9. But, instead,  
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Figure I-12. Strained honeycomb lattices 

we have t1, t2, and t3=t2 by breaking the symmetry along x-axis (s remains still small, s ≈ 0). 

With new coordinates for the three nearest neighbors and different transfer integrals, 

Equation I.9 becomes 
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     (I.36) 

Then, the modified energy dispersion for 2D graphene is given by 
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Figure I-13. Contour plots of 2D graphene energy bands for unstrained 
(σ = 0) and strained (σ = 0.2) 

From Figure I-3, there is symmetry about the kx axis, and Equation I.37 still has the same, 

so the K points at the kx=0 must move along that line. Thus we only need to consider kx=0 

in Equation I.37 to get the new position of K.  
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Using approximation 2/1 CCi at −∝ , 7 where ac-c is the modified bond length given in 

Figure I-12, we have for small σ, 

συ)1(
2
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1 +−=
t
t .     (I.39) 



 

 

24
At the new K points, Equation I.38 becomes zero. Plugging Equation I.39 into I.38, and 

expanding cosine around the original K points, 
3
π4

±=yk , new positions of K are given by 

συσυ )1(3)1(
3
π4

++±=′ myk .     (I.40) 

For example, Figure I-13 shows unstrained (σ = 0) and strained (σ = 0.2) contour plots of 

2D graphene energy bands. Note that K' is different from K. Up to now, we have shown 

that strain induced along x-axis changes the position of K points. But, although the point 

moves, the energy dispersion still remains gapless there. 

          Modified band structure of nanotubes 

     Now we want to deduce the strain-induced energy band change for nanotubes. Since we 

consider applying strain along the x-axis in graphene, which is also the tube axis for zigzag 

tubes, the modified band structure of zigzag tubes can be derived. For unstrained zigzag 

tubes, the wavevectors are quantized as in Equation I.28. But, the diameter of tubes is 

decreased by a factor of (1-συ). Then, the new quantized vectors are 
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d
k

συσυ
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where d is tube diameter and equal to n/π. We categorize tubes by p value, the remainder 

when n-m is divided by 3 (Figure I-7). 
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     Case 1. p=0 

     When unstrained, the quantized vector passes through K point. But for strained tubes, 

the closest quantized vector to K point is  

)1(3
4

συ
π

−
=′⊥k .     (I.42) 

Then, using Equation I.40 and I.42, the distance between the new K point and the closest 

quantized vector is  

συΔ )1(3 +=k .     (I.43) 

The bandgap induced by Equation I.43 is calculated using Equation I.32, 

συσ )1(3)( += tEg      (I.44) 

where t is the transfer integral when unstrained. In result, axial strain opens a bandgap, Eg, 

for a zigzag metallic tube. 

     Case 2. p=1 

     The quantized vectors are given by  

l
n

k
)(1

π2
συ−

=′⊥ .     (I.45) 

The nearest vector when l = (2n+1)/3 is 
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Then, the mismatch between K point and the quantized vector is  
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k .     (I.47) 

We used d=n/π and restore a. The first term corresponds to the bandgap of unstrained tubes 

(Equation I.34). From the plus sign of the second term, for p=1 tubes, strain increases the 

bandgap of the unstrained tube by the amount in Equation I.44. 

     Case 3. p=  ̶ 1 

     We have the same quantized vector (Equation I.45) but with l = (2n-1)/3. Then, the 

mismatch is 
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3
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k .     (I.48) 

The bandgap, which is proportional to |Δk|, decreases with strain because of opposite sign. 

     We only derived the modified band structure for θ=0º zigzag tubes. But when θ=30º, 

axial strain moves K points along the allowed wavevectors, k'
┴. So the energy gap remains 

closed even when strained. The generalized expression for θ chiral tubes,7 
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The above expression will be used for estimating the chiral angle of a nanotube from 

comparison with strain versus energy gap data later. 

     I-2-7 Thomas-Fermi Screening Theory2 and Quantum Capacitance  

          Thomas-Fermi Screening Theory 

     Suppose a positively charged particle is placed at a given position in the electron gas 

and rigidly held there. It will then attract electrons, creating a surplus of negative charge in 

its neighborhood, which screens its field. The potential from the positively charged particle, 

ϕext satisfies Poisson’s equation.  

)(π4)( extext2 rr ρφ =∇−      (I.50) 

where ρext is the particle’s charge density. The total potential from both the positive and 

induced negative charge, ϕ also satisfies Poisson’s equation. 

)(π4)(2 rr ρφ =∇−      (I.51) 

where ρ is the full charge density, 

)()()( indext rrr ρρρ +=      (I.52) 

and ρind is the charge density induced from negatively charged particle. By analogy with the 

theory of dielectric media, ϕ and ϕext are linearly related by an equation, 

)()()(ext rrrrr ′′−′= ∫ φεφ d       (I.53) 
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where ε(r) is dielectric constant only depending on separation. The Fourier transform of 

Equation I.53 gives 

)(
)(

1)( ext q
q

q φ
ε

φ = .     (I.54) 

Similarly, when ρind and ϕ are linearly related, then their Fourier transforms are given by 

)()()(ind qqq φχρ =      (I.55) 

where χ(q) is related to ε(q) by 
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)(π41)(π41)(
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22 q
qqq

φ
ρχε

qq
−=−= .     (I.56) 

Here we used Fourier transform of Poisson’s equations (Equation I.50 and I.51) together 

with Equation I.52 and I.55. 

     In principle, to find the charge density in the presence of the total potential, ϕ we must 

solve the one-electron Schrodinger equation, 

)()()()(
2

2
2

rrrr ψψφψ Ee
m

=−∇−
h      (I.57) 

and then construct the electronic density from 2)()( rr ψρ e−= . The Thomas-Fermi 

picture simplifies this procedure when the total potential ϕ(r) is a very slowly varying 

function to satisfy 
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Thus, the energy is modified from its free electron value by the total local potential. 

Equation I.58 is only meaningful in terms of wave packets, which are spread in position at 

least of the order of Fermi wavelength. So, we must require that ϕ(r) vary slowly on the 

scale of a Fermi wavelength.  

     The induced charge density is given by  

[ ])())(()(ind μφμρ nene −+−= rr      (I.59) 

where n is number density, 
1]/))(2/exp[(

1
π

)( 22 +−−
= ∫ kTemk
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μφ r4

kr 3 h
 and μ is 

chemical potential. Equation I.59 obviously vanishes when ϕ is zero. When ϕ is small 

enough for Equation I.59 to be expended to give in leading order 

)()( 2ind rr φ
μ

ρ
∂
∂

−=
ne .     (I.60) 

Substituting this into Equation I.56, 
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q
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where kTF is Thomas-Fermi wave vector, 
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For example, in case of point external charge, 
r
1~)(ext rφ , one can show the total potential, 

ϕ is given by rkTFe
r

−1~)(rφ . That means that the original Coulomb potential is effectively 

screened by surrounding induced negative charge on the order of 1/kTF. Then we can define 

Thomas-Fermi screening length, lF 

TF
F k

l 1
=      (I.63) 

which measures a distance where the screened potential is substantially decreased. 

          Quantum Capacitance 

     The quantum capacitance reflects the energy cost due to the Fermi level increase of 

putting an electron into electron gas system (for example, here, nanotube). The energy cost 

approximately accounts for the kinetic, exchange, and correlation energy of the electrons.  
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Figure I-14. Quantum correction to normal conductor 
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Another way of stating this is that in a normal perfect conductor, the electric field stops 

at its surface (Figure I-14 left), and does not penetrate into the conductor. But in reality, it 

actually penetrates on the order of Thomas-Fermi screening length, lf (Equation I.63) 

(Figure I-14 right). This adds a quantum capacitance, CQ as a quantum mechanical 

correction to geometrical capacitance, CG in series. 

     Quantitatively, it depends on how many states are available in given range of energy, 

that is, the density of states. Note that Equation I.60 resembles Q=CQV. In particular, for a 

1D nanotube quantum capacitance is given by 

L
E
ne

eE
enL

V
QCQ d

d
)/(d
)(d

d
d 2===      (I.64) 

where e is electric charge, n is carrier density, L is effective length of nanotube, and E is 

energy. In macroscopic objects, CQ is not large enough to appreciably change the total 

capacitance, and thereby, we can neglect the quantum correction. But, in 1D mesoscopic 

materials like nanotubes, CQ can yield a large contribution. For example, in our EFM 

experiment below, CQ of a metallic tube changes the total capacitance by 20% even without 

a water meniscus. Because the quantum capacitance of nanotube is directly proportional to 

the density of states, at one of the van Hove singularities, we expect it to increase rapidly, 

and, as a result, it becomes observable as a peak in our EFM data.  
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I-3 Fabrication 

     I-3-1 Growing Single-Walled Carbon Nanotubes 

     A degenerately doped silicon wafer capped with a 1 µm oxide layer provides the 

substrate for single-walled carbon nanotubes (SWNTs) grown by chemical vapor 

deposition (CVD) 8 
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(c)
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Figure I-15. Carbon nanotube growth procedure (a) 
Cross-section view of silicon wafer with exaggerated 
catalyst particles. (b) During a high temperature 
reaction. (c) Grown SWNTs 
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     Briefly, a small size (~ 2×2 mm2) silicon wafer chip was dipped into a solution of 

ferric nitrate (Fe(NO3)3·9H2O) dissolved in isopropyl alcohol (IPA) (typical concentration, 

~1 mg/100 mL) for about 10 seconds, and the ferric nitrate catalyst was fixated in hexane 

for 5 seconds (Figure I-15(a)). Activated iron catalyst particles in the 900ºC furnace 

become the growth sites of carbon nanotubes, where the carbon feedstock gas, methane, is 

decomposed (Figure I-15(b)). 

 

Figure I-16. Transmission Electron Microscope 
(TEM) image of our CVD grown single-wall carbon 
nanotubes 

     The above image is obtained from a transmission electron microscope (TEM). It shows 

one clean single-walled carbon nanotube from many grown nanotubes. Judging from TEM 

images, most of the CVD-grown tubes are single-walled. 
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     I-3-2 Electron Beam Lithography (EBL) by Scanning Electron Microscope 
(SEM) 

     After growing nanotubes, first, a bi-layer of MAA(8.5)/PMMA(950) resist (Mirochem) 

is spun on the sample (Figure I-17(a)). MAA and PMMA are positive-radiation-sensitive 

resist and typically used for EBL. 
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Figure I-17. Electron beam lithography (a) PMMA/MAA bi-layer of positive 
resist is spun on the substrate. (b) An electron beam exposes the defined area 
and the sample is developed to make a window. (The MAA layer has an 
undercut, which makes lift-off process (d) easier.) (c) Metal is evaporated onto 
the sample surface through the window. (d) Lift-off of the remaining resist 

     Secondly, the electron beam exposes the defined area (Figure I-17(b)) using the 

Nanometer Pattern Generation System (NPGS) integrated in our SEM (Model S-4100 Field 

Emission HITACHI SEM). After evaporating metal (Cr/Au, 5 nm/40 nm, the thin Cr layer 

gives good adhesion to the oxide surface) (Figure I-17(c)), the remaining resist is lifted off 

using acetone or dichloroethane (Figure I-17(d)). 
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     I-3-3 Imaging Nanotubes by Scanning Electron Microscope (SEM) 

      A fast and efficient imaging technique using SEM was developed.9 When the electron 

beam scans the insulating surface, electrons are deposited, charging the surface negatively. 

This reduces the secondary electrons emitted from the surface. But, when it scans over 

carbon nanotubes, the charge can disperse over the conducting tube, so the secondary 

electrons from the tube escape more easily than those from the substrate, showing the 

surface potential difference. In other words, the difference in capacitance between the 

insulating silicon dioxide and nanotubes produces a surface voltage contrast that produces a 

bright image of the nanotubes. This imaging technique is typically at least an order of 

magnitude faster in time than AFM imaging. 

Au

 

Figure I-18. SEM image of nanotubes attached to gold 
electrode. Center white bar is strip of gold electrode, 
and red circled area shows where nanotubes are 
attached to it. 
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As seen from Figure I-18, nanotubes, appearing white inside the red circled areas 

attached to a gold electrode (also white), are easily discerned from insulating substrate, 

which appears dark. 

     I-4 Measuring Current Versus Gate Voltage Characteristic Curve with Atomic 
Force Microscope (AFM) 
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Figure I-19. Conducting AFM experiment (a) Conducting AFM 
setup. While a voltage, V, is applied to Au electrode, a grounded 
AFM tip was mechanically and electrically in contact with a 
nanotube. The back gate voltage, Vg, through heavily hole doped 
silicon (p ++ Si) is swept to obtain I-Vg characteristic curve (Figure 
I-6(b), (c)). (b) I-Vg characteristic curve for a metallic tube. Current, 
I, is kept constant as Vg varies. (c) I-Vg characteristic curve for a 
semiconducting tube, in which I is turned off as Vg increases. 

   Once the SEM image is taken, knowing where attached tubes are, it is easy to bring an 

AFM tip onto a specific tube to do transport measurement. We performed conducting AFM 
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10-12, which utilizes an AFM tip as another probe in addition to existing gold electrode for 

two terminal transport measurements. 

     Once a nanotube is centered in the AFM non-contact mode scan image, a nanoscript 

incorporated in our AFM was loaded to move the tip to the center and push down gently to 

make contact mechanically and electrically with the nanotube. Through heavily doped 

silicon back plane, a gate voltage was applied (Figure I-19(a)). A p-type semiconducting 

tube is turned off as gate voltage increases, whereas the metallic tube’s conductance 

remains the same (Figure I-19(b) and (c)). This is because increasing the gate voltage 

capacitively changes the Fermi level of a semiconducting tube to the band gap region, 

suppressing the current. On the other hand, the current through the metallic one, not having 

a gap comparable or larger than the thermal energy kBT, remains unchanged.  

     I-5 Electrostatic Force Microscopy 

          Overview 

     Briefly, in this EFM experiment, samples prepared as in Figure I-18 or I-19 are used. 

First, we bring an AFM tip a few nanometers from nanotubes in Si oxide. Then, by 

applying and varying voltage to the tip, we change the chemical potential of nanotubes 

through the density of states (Figure I-11) effectively. The AFM tip is capacitively coupled 

to nanotube with the geometrical capacitance and quantum capacitance in series (Figure I-

14 and A-1). Since the quantum capacitance of a 1D nanotube is appreciable, abrupt 

change in quantum capacitance at van Hove singularities  
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Figure I-20. Experimental geometry and cantilever response to 
electrostatic forces (a) A vibrating cantilever with free amplitude A 
is brought close to a nanotube supported by an oxidized Si wafer. 
In the topographic scan, feedback maintains the amplitude at a 
reduced value of Atap. (b) Upper panel: color plot of Δϕ versus Δx 
and voltage ΔV = V - Vmin, where Vmin (typically ~ 1V) 
corresponds to a maximum in Δϕ obtained with h = 30 nm, A ~ 
150 nm, Atap ~ 100 nm. The data are smoothed over a ~ 10 pixel 
radius. Dark red corresponds to -150 m° while dark blue 
corresponds to 0.0 m°. The dotted line indicates the nanotube 
position. Lower panel: Δϕ versus ΔV when the tip is directly above 
the nanotube. Arrows mark kinks in Δϕ versus ΔV. (c) upper 
panel: color plot of Δϕ versus Δx and ΔV with a smooth 
background subtracted. Dark red corresponds to 20 m° while dark 
blue corresponds to 5 m°. When the tip is directly over the 
nanotube, the data show peaks in Δϕ versus ΔV. Lower panel: Δϕ 
versus ΔV taken along the dotted line exhibiting a series of peaks. 
The voltages giving the peaks correspond to the voltages yielding 
the kinks in the data of part (b). 
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should be reflected in our EFM data. Therefore, the DOS of individual nanotubes are 

resolved. The energy scale between measured van Hove peaks with nanotube diameter tells 

us whether the specific tube is metallic or semiconducting (Equation I.34). Our ability to 

distinguish tubes is further confirmed by pre-performed 3-terminal contact measurement. 

Finally, the van Hove peaks of a strained tube are also measured. The modified band 

structure of strained tube is observed and compared to theory (Section I-2-6). 

     The following are details of the EFM measurement and discussion largely adopted from 

our paper.1 An Si AFM tip which vibrates near its resonant frequency is used for acquiring 

a topographic image of a selected nanotube. A nanotube is located perpendicular to the 

scan axis. Once it is located, the slow scan axis is disabled so that the AFM tip traces the 

same nominal line (red curve in Figure I-20(a)). In the second pass of the tip over the 

nanotube, using the tapping mode height information from the first pass, the tip is lifted at a 

larger height h relative to the sample. With careful adjustment of h, during the lowest point 

of oscillation the tip-sample separation distance becomes less than a few nm. A bias 

voltage V is also applied between the tip and sample ground plane (Figure I-20(a)). (The 

nanotube is grounded either by its capacitance to the ground plane, or by attached 

electrodes13.)  

     The positively or negatively charged tip experiences electrostatic force when it is over 

the nanotube because of induced charge in the nanotube under the tip. The resonant 

frequency of the tip, ω0, is changed due to additional electrostatic force term in the equation 

of tip motion. Then, the phase is shifted by Δϕ. Bias voltage V is incremented at the end of 
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each scan line. As V varies, different electrostatic forces acting on the cantilever’s tip 

modulate Δϕ.  

     The upper panel of Figure I-20(b) shows a color scale plot of Δϕ versus ΔV and tip 

position Δx for a 0.9 nm diameter SWNT, where ΔV includes an offset to account for tip-

sample work function differences. The dashed line indicates the nanotube position. The 

lower panel of Figure I-20(b) shows a line trace of Δϕ versus ΔV when the tip is directly 

over the nanotube. The line trace approximately follows the trend Δϕ  ̶ ΔV 2, as reported 

and elucidated in previous studies.13,14  

∝

     Treating our system as a harmonic oscillator, the equation of motion is given by 

, where m is the mass, z is the displacement, r is the 

damping amplitude, k is the spring constant, and F0 is driving force amplitude with 

frequency ω. Then, the solution is 

)cos(// 0
22 tFkzdtdzrdtzdm ω=++

)sin()( φΔω −∝ ttz , where 

. For a small change of phase, )//()(tan 2
0

2 mrωωωφΔ −= ωφ Δ∝Δ . On the other hand, 

the potential energy is , where CTS is tip-sample capacitance, φ is the 

work function difference between tip and sample, and VS is the voltage within the sample. 

Therefore, .  

2)SV

2 ) VΔ

(TS VCU −+∝ ϕ

2 /(/ dzCddzdF TSφΔ −∝∝ 2

     Remarkably, the data shows kinks at the voltages indicated by the arrows in Figure I-

20(b). To perform further analysis, a smooth background is subtracted, yielding Figure I-

20(c), which is approximately proportional to  and enhances the contrast of 

these features. The upper panel in Figure I-20(c) shows the background-subtracted   

22 /)( dVd φΔ−
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Figure I-21. Background subtracted Δϕ versus ΔV for six 
nanotube samples T1 ̶ T4, S1, and M1. S1 and M1 were 
determined by transport measurements to be 
semiconducting and metallic, respectively, while no 
electrodes were attached to T1 ̶ T4. The peaks are offset 
horizontally slightly to align the minima, and offset 
vertically for clarity. To obtain a consistent vertical scale, 
the data have been scaled by a multiplicative factor for 
each tube. The scale factors for each sample are T1, ×10; 
T2, ×4; S1, ×0.5; T3, ×10; M1, ×0.6; T4, ×6. Data from T1 
-T4 were taken with Δh = ~ 30 nm, A ~ 150 nm, Atap ~ 100 
nm, while data from S1 and M1 was taken with Δh =7 nm, 
A ~ 30 nm, Atap ~ 15 nm. The combination of smaller A 
and Δh typically gives larger peaks in Δϕ versus ΔV, as 
reflected by the smaller scale factors for S1 and M1. The 
voltage gap Vg between peaks surrounding ΔV =0 is 
indicated, along with the diameter D for each tube. Vg 
depends on the nanotube diameter. For a given diameter, 
the data from samples with relatively small Vg are shown 
in red, and those with a large Vg are shown in blue. 
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Δϕ versus Δx and ΔV in a color scale. When the tip is directly over the nanotube, Δϕ 

shows a series of peaks as ΔV varies. These peaks occur at the same voltage positions of 

the kinks shown in Figure I-20(b). The line trace shown in the lower panel shows peaks at 

ΔV =  ̶  0.2 V and ΔV =  0.7 V, as well as additional peaks near ΔV ~ ± 1 V. 

     The voltage position of the peaks is nanotube-dependent. Figure I-21 shows Δϕ versus 

ΔV for six different nanotubes, labeled T1 ̶ T4, S1, and M1. Transport measurements were 

performed on S1 and M1 (I-3-3). S1 was determined from these measurements to be 

semiconducting, while M1 was determined to be metallic. For each tube, a gap region near 

ΔV=0 is surrounded by peaks of typical width ~ 150 mV, with additional peaks at larger 

|ΔV |. The small features that occur within the gap region in M1 and features of similar 

relative magnitude in the other data are likely noise, as determined by comparing their 

magnitude to the noise background found when the tip was away from the nanotubes. 

Arrows delineate the voltage gap Vg and the measured nanotube diameter D is given. 

     To understand this behavior, we consider . The tip-sample 

capacitance CTS should reflect contributions both from the geometric capacitance C as well 

as a quantum capacitance in series with C (Section I-2-7), where 

 is the electron gas compressibility, n is the carrier density, L is the 

characteristic length of the tip-sample capacitor, and μ is the chemical potential. This series 

addition of CQ to C accounts approximately for the kinetic, exchange, and correlation 

energy of the electrons. From ab initio calculations15 we expect CQ makes an appreciable 

222 )/( VdzCd TS ΔφΔ −∝

LneCQ κ22=

μκ ddnn /2−=
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contribution to the CTS for a nanotube, regardless of L, originating from nanotubes’ quasi 

-1D nature.  

     For the chemical potential of the nanotube such that electrons just begin to occupy each 

additional subband (for example, see Figure I-11), the 1-D density of states has a van Hove 

singularity. CQ then becomes large with rapid increase of DOS, and the induced charge on 

the nanotube will increase more rapidly with ΔV. A quantitative calculation, however, of 

Δϕ versus ΔV requires numerical computations, since the forces acting on the tip are 

strongly anharmonic. Nevertheless, the abrupt increase in induced charge when the Fermi 

level is at a 1D van Hove singularity should produce kinks in Δϕ versus ΔV, as observed. 

Upon subtracting a smooth background these kinks will yield peaks. 

     For metallic nanotubes, the energy separation between the van Hove singularities near 

the Fermi level is  [nm-1] from Equation I.34 and following discussion. 

Energy dispersion relation from tight-binding calculation is , where 

=2.5 eV is the hopping integral, 

1162][ −≈ D.eVeVg

DatE CCg /|| −=

|t| 83.03/ ==− aa CC  is the nearest-neighbor C-C 

distance on a graphene sheet, and [nm-1]. While small band gap nanotubes 

have van Hove singularities at typical energy scale Eg ~ 30 meV, the small effective mass 

leads to reduced spectral weight of these singularities and, additionally, thermal smearing 

prevents their observation since kBT ~ Eg. Therefore, we expect small band gap tubes to 

have a similar observable van Hove singularities spacing as metallic tubes.  

1082 −= D.Eg
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     dΔV, variation in tip voltage, is related to dμ, variation in chemical potential of 

nanotube, by VCCCe Q Δμ d)(//d +=

CCCD Q /)(][nm-11 +−

CCQ

, with consideration of C and CQ in series. So, for 

metallic tubes, voltage separation between successive peaks near Fermi level is given by 

. On the other hand, for semiconducting tubes, when 

the chemical potential is in the gap, the electron gas is incompressible because there are not 

available states and then quantum capacitance becomes negligibly small compared to 

geometrical capacitance, 

V V16.2=Δ

<< , so μ/e and ΔV are related in a 1:1 ratio. The band gap 

Eg then determines the voltage spacing between peaks, giving Vg[V] = Eg/e ≈ 0.72 D-1 [nm-

1]. The characteristic energy scale for semiconducting tubes is 3 times smaller than that for 

metallic ones, as explained in tight-binding calculation in introduction section. 
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Figure I-22. Plot of eVg versus D-1. Transport experiments were 
performed on some nanotubes to determine whether they were 
semiconducting or metallic. The squares show data from 
semiconducting nanotubes, falling on the lower line. The circles show 
data from metallic nanotubes, falling on the upper line. The upper line 
is a fit to the metallic tube data with a slope of 2.16 eV nm. The lower 
line is a line with a slope of 0.72 eV nm, plotted without free 
parameters. Open triangles denote eVgap versus D-1 for eight samples 
that did not have attached electrodes.  

     Plotting eVg versus D-1 in Figure I-22 shows that eVg generally increases with increasing 

D-1, with most of the data falling on one of two clusters corresponding to eVg, differing by a 

factor of 3 for a given diameter. For example, eVg for T1 is ~ 3 times larger than eVg for S1. 

The open triangles show data from tubes without attached electrodes. The solid squares 

show eVg versus D-1 for semiconducting nanotubes (as determined from transport 

experiments), which fall in the lower cluster. Accordingly, all tubes with eVg falling on the 
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lower line are inferred to be semiconducting. The expected relation between eVg and D-1 

for semiconducting nanotubes, eVg[V] = 0.72 D-1 [nm-1], is plotted as the lower solid line in 

Figure I-22. The data indicated by squares and lower four open triangles follow this line 

very closely. We emphasize that the lower line has no free parameters. 

     The upper data set taken from the metallic nanotubes also follows a straight line. Fitting 

a line to obtain the slope gives . That 

implies (CQ + C) / C ≈ 1.0. The three remaining points marked by open triangles also fall 

near this upper line. Remarkably, this implies that C << CQ for metallic nanotubes, and 

dμ/e ≈ dΔV. We estimate C as C = 2πϵϵ0/ln(1+2s/d) L (see Appendix A) where ϵ is the 

dielectric constant, ϵ0 is the permittivity of free space, s is the tip-tube separation, and d is 

the tube diameter. Taking ϵ~1(free space), s ~2 nm, and d ~1 nm, then geometrical 

capacitance is less than the quantum capacitance, C ~ 8×10-17 F L[μm] < CQ=8e2/hvF ~ 

4×10-16 F L[μm] (CQ is obtained as CQ=e2·8/hvF from Equation I.35). However, this 

estimate for geometrical capacitance neglects the presence of the water capillary that forms 

under ambient conditions between the tip and sample when their separation is less than a 

few nm, as occurs in this experiment16-20 (Figure I-23). 

1-11 V16.2/)(][nmV16.2 −− ≈+= DeCCCDeVe QgΔ

     Since water’s dielectric constant is ~ 80, it can strongly modify Cts during the lowest 

part of the cantilever oscillation cycle when it approaches the surface and the capillary 

forms. With ϵ ~ 80, the previous estimate yields instead C~ 6×10-15 F L[μm]. Thus we 

expect to find features in Δϕ versus ΔV consistent with C >> CQ and dμ/e ≈ dΔV, in 

agreement with the relation obtained from a fit to the data for metallic nanotubes.  
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Figure I-23. Water meniscus formation between AFM 
tip and nanotube when its separation is less than a few 
nm during EFM experiment. Dielectric constant of 
water, ϵwater, is ~ 80, which makes geometric 
capacitance much larger than quantum capacitance, C 
>> CQ. 

     This inference is further supported by periodic patterns of peak positions in ΔV. For 

some nanotubes, particularly those with D > ~ 2 nm (when low-energy assumption can be 

applied, as in Section I-2-5), the peak arrangement in ΔV depends on whether they are 

metallic or semiconducting. For semiconducting tubes, the peaks cluster in groups of two, 

alternating between large intervals δ(ΔV)~Vg and small intervals δ(ΔV) ~ Vg/2, as 

exemplified by S1. These intervals are plotted in Figure I-24(b) by filled squares. For 

metallic (or small band gap) tubes, there is one large interval of δ(ΔV)=Vgm near ΔV = 0, 

with the other intervals δ(ΔV) ~ Vg/2, as exemplified by T1. Filled squares in Figure I-24(a) 

denote these intervals from T1. 
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Figure I-24. Successive energy spacing in EFM data. (a) Data 
shows filled squares connected by solid lines denoting intervals 
between peaks for sample T1. The filled circles joined by dashed 
lines show the theoretical expectation. (b) Filled squares 
connected by solid lines denote intervals between peaks for 
sample S1. The filled circles joined by dashed lines show the 
theoretical expectation. 

     These patterns are readily accounted for by using a low-energy model (Figure I-11), 

which is expected to be accurate for nanotubes in the given size range.21 In this picture, the 

energy spacing between successive van Hove singularities in semiconducting nanotubes is 

expected to alternate between Eg and Eg/2, while metallic nanotubes are expected to have 

one large interval E11, with the rest equal intervals of E11/2, consistent with our 
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observations. The expected intervals, assuming dμ/e ≈ dΔV, are plotted as filled circles 

connected by dashed lines in Figure I-24(b) for S1 and for T1 in Figure I-24(a), using only 

the measured diameter of the nanotubes as the input parameter. These calculated intervals 

are in good agreement with the data. 

     This picture of meniscus formation and the resulting large geometric capacitance 

obtained accounts qualitatively for the peaks’ presence, and quantitatively for the voltage 

gap Vg for both metallic and semiconducting nanotubes without free parameters. Taken 

together, this demonstrates that atomic force microscopy can be used to probe the local 

density of states in nanotubes, yielding a spectroscopic technique in which μ is directly 

tuned by V to yield a calibrated energy scale. 

     I-6 Modulating Band Structure of Nanotubes by Strain Induced by AFM tip 

     To further demonstrate the capabilities of our EFM technique, we measured the local 

band gap of an artificially produced quantum well structure within a semiconducting 

nanotube. Longitudinal strain has been shown both theoretically5-7(Section I-2-6) and 

experimentally22,23 to modulate the band structure of nanotubes.  

     Figure I-25 shows AFM images of stretched nanotubes by an AFM tip. Nanotubes are 

located in the center of scan image, subsequently the tip moves according to scripts in 

loaded nanoscript. First, it goes to the center of scan, gently pushes the surface, and then, 

drags to the right. As a result, nanotubes are stretched. Figure I-25(a) and (c) show 

topographic images of stretched tubes, whereas (b), (d) correspond to EFM images of  
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Figure I-25. Stretching nanotubes by AFM tip. Nanotubes are located in 
the center region of scan, and an AFM tip is moved to the center, gently 
pushed down into substrate and dragged to the right. Nanotubes are 
stretched as a result. (a), (b) correspond to nanotube 1 and (c), (d) to 
nanotube 2. (a) The topographic image of nanotube 1. The original 
position of nanotube 1 is indicated by dashed black line. Nanotube is 
dragged with AFM tip along blue arrow. (b) EFM image of nanotube 1, 
which clearly shows stretched nanotube as a result. The phase signal is 
inverted for better contrast to eye. (c) Another example of stretched 
nanotube. Three regions, marked by A, B, and C, have different local 
strain. Region A is unstrained. Strain on region C is larger than on region 
B, roughly estimating from the shape of the tube.  

each nanotube. We check that the ends of nanotubes are not sliding, which could possibly 

cause the release of strain. Also, up to the resolution of AFM images, no broken section is 

observed. Previous experiment24,25 supports that nanotubes under a few percent of strain are 

easily achieved without breaking it. In Figure I-25(c), three regions, A, B, and C are 

indicated by red arrows where region A is unstretched, while B is approximately where 

strain starts to be applied, and C is at maximum strain.  

     Figure I-26 shows that a nanotube is stretched similarly as Figure I-25, and also 

performed EFM. EFM data, Δϕ versus ΔV, are obtained on various locations (A, B, and C 

in Figure I-26(b) inset). We then probed the LDOS at those points. Point A is outside of the 
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Figure I-26. Effect of nanotube strain on van Hove singularity 
positions.  (a) Plot of Δϕ versus ΔV for a strained nanotube taken at 
the positions A, B, and C indicated in the inset to part (b). Curves are 
offset for clarity. The arrows indicate two successive peak intervals 
for data taken from each location. Size of gap and measured tube 
diameter indicate that this tube is semiconducting. (b) Band gap (open 
squares) and second interval (crosses) versus estimated local strain 

displaced region and yields an energy gap of 0.45 eV, corresponding to black arrow in A, 

Figure I-26(a). This is consistent with the expectation for the band gap of semiconducting 

nanotube with the measured diameter D = 1.9 nm of 0.38 eV from low-energy model. 

From the shape of the tube, we estimate the local strain at point B and C to be ~ 2% and ~ 

5%, respectively.24 We note these estimates are only approximate, since the assumption 

that the strain is concentrated only in the displaced region may be oversimplified.25 

     Figure I-26(b) shows eVg versus σ in the lower data set. We observe the shifting of van 

Hove singularities at chemical potentials further away from the Fermi level for a neutral 

tube. The upper set of data in Figure I-26(b) shows the energy gap between the first and 
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second van Hove singularities eVg1. Fitting a straight line to the measured eVg versus σ 

shows that the band gap diminishes by dEg/dσ ~ 24 meV/% of strain, while eVg1 increases 

by ~ 27 meV/% of strain. This is in qualitative agreement with theoretical predictions, 

which predict equal and opposite energy shifts for these gaps under strain (In Section I-2-6, 

two peaks observed here correspond to the closest and the second closest allowed vectors. 

Relative position of a new K point to two vectors should give the opposite energy shifts.) 

Quantitatively, dEg/dσ is expected to be ≈ 100 meV cos(3θ), where θ is the chiral angle of 

the nanotube. θ = 0° for a zigzag nanotube, and θ = 30° for an armchair tube (Equation 

I.49). The chiral angle of the nanotube exhibited in Figure I-26 is then estimated as ~ 1/3 

cos-1(24 meV/100 meV) ~ 25°.  

     The decrease of the band gap with strain constrains the chiral indices for a (n,m) 

nanotube to satisfy n - m = 3q - 1, where n, m, and q are integers. This constraint, coupled 

with careful measurements of diameter and the strain-dependence of the gap, could enable 

the determination of the chiral indices for a given nanotube using only electrostatic forces 

and mechanical strain. Comparison of the present data with that of micro-Raman studies 

will be helpful in this regard and may help to ascertain the numerical accuracy of the theory 

of reference 7.  

     In conclusion, we have demonstrated that AFM can be used to probe the electronic 

density of states in carbon nanotubes and distinguish individual metallic and 

semiconducting nanotubes without using attached electrodes. This capability should prove 

useful in efforts to control nanotube synthesis or separation to yield selected electronic 
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properties. Finally, unlike scanning tunneling microscopy, our measurements can be 

readily performed on insulating substrates. Future work should enable detailed images of 

the local electronic structure of nanotubes or other nanomaterials to be directly compared to 

the results of further transport, optical, or sensing experiments. 

I-7 Appendix 

     Geometrical capacitance estimation 

     With the relatively small diameter (~ 1 ̶ 3 nm) of nanotubes compared to the radius of 

curvature of AFM tip (~ a few tens of nm), we can approximate an AFM tip as a plane near 

cylindrical nanotube (Figure I-27). 
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Figure I-27. Geometrical capacitance between AFM 
tip and nanotube 

     The electric field from a line of charge is given by  

r
E

0π2 εε
λ

=      (A.1) 
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where λ is charge density, ε is the dielectric constant for filling material between 

nanotube and tip surface, ε0 is the dielectric constant in vacuum, and r is the distance from 

the line. Then, the potential difference, V, between AFM tip plane and nanotube is 

∫=
s

d
dr

r
V

0π2
2
εε
λ .     (A.2) 

Using Q=CGV, the geometrical capacitance, CG is  

L
ds

CG )/21ln(
π2 0

+
=

εε      (A.3) 

where L is the effective length. 
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C h a p t e r  I I  

INTERFEROMETRY BASED ON  

SINGLE-WALLED NANOTUBE LOOPS 

II.1 Abstract 

     Single-walled carbon nanotubes (SWNTs), which have micron-scale phase coherence 

lengths at low temperatures, are grown so that they cross over themselves, producing loops 

with single intertube junctions, which may act as interferometers. In order to determine the 

electron pathways at the junction, we performed scanned gate microscopy (SGM) using an 

Atomic Force Microscopy (AFM) tip as a local gate. If an SGM signal is observed when 

the tip is over any particular segment it indicates current flow in that segment. Surprisingly, 

one semiconducting tube showed that most electrons tunnel into the other segment at the 

junction without flowing through the loop. For other samples, however, current flow was 

observed in the loop. Taken together, this suggests the possibility of controlling tunneling 

probabilities at the junction. We used the scanned probe data to determine the junction and 

loop resistances, demonstrating that scanned probe techniques can be used to analyze the 

properties of complex nanoscale circuits. Moreover, for metallic or small bandgap 

nanotubes, we reproducibly observe unusual conductance oscillations with a number of 

periods as function of gate voltage. These oscillations persist up to temperatures ~ 50 K. 

We compare our results with a model26 that accounts for the interference of 

counterpropagating electron waves around the loop, analogous to a Sagnac interferometer 
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in optics. In this model, the different velocities for right and left movers in the two carbon 

nanotube bands produce large energy scale interference oscillations. We find semi-

quantitative agreement between our data and the theory. These results may enable phase 

coherence in nanotubes to be studied up to temperatures much higher than the cutoff 

imposed by thermal smearing. 
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II-2 Growing Single-Walled Carbon Nanotube Loops 

     In order to obtain single-walled nanotube loops efficiently, growing ultra-long 

nanotubes is necessary. This in turn requires catalyst islands in order to elevate the 

growing nanotube away from the substrate.27,28 Preparing catalyst islands requires one 

pre-growth lithographic step.  

Catalyst islands

Oriented long nanotubes

 

Figure II-1. Ultra-long nanotubes grown from catalyst islands. 

     The arrays of square catalyst islands (15×15 μm2) shown in Figure II-1, are defined by 

electron beam lithography. Before the lift-off process, a few drops of catalyst solution are 

deposited and the sample is heated at 170ºC for 5 minutes. The catalyst solution is 

prepared as follows. Mixture of Fe(NO3)3 9H2O (25 mg), Alumina nanopowder (25 mg) 

and MoO2(acac)2 (8 mg) (Aldrich) is stirred for 24 hours in 30 ml of methanol and 

sonicated for 1 hour before depositing. Lifting off the PMMA/MAA bi-layer leaves 
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catalyst particles only in designated square islands. Unlike the growth procedure 

discussed previously (Section I-3-1), we employ two important additional procedures, fast 

heating29 and vertical sample positioning (Figure II-2). A special sample holder (quartz) 

is made to have samples 

900°C Furnace

CH4, H2

(a)

(b)

(c)

Si Substrate

Sample holder

Catalyst particle
in nanotube tip

 

Figure II-2. Growing long tubes 

in an upright position (Figure II-2(a)). The sample holder is introduced into 900ºC zone 

quickly in the furnace (fast heating) and a gas mixture of H2 (200 sccm) and CH4 (1000 

sccm) is flowed (Figure II-2(b)). 

     The proposed ‘Kite growth mechanism’29 hypothesizes that when the sample is heated 

quickly, a catalyst particle in the nanotube tip with nanotube tail floats like a kite over the 

substrate (Figure II-2(c)) due to convection currents, and then becomes oriented by 

horizontal laminar flow of gas inside a quartz tube. During growth, the active ends of the 
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nanotubes were always floating while the sections close to the original sites where the 

catalyst was deposited likely adhere by van der Waals forces to the substrate. The 

nanotubes kept growing until they fell down onto the surface or until the deliberate 

termination of the carbon source. We used vertical sample positioning to increase the 

“floating” time. When falling down, nanotubes often formed wiggles or loops on the way 

(Figure II-3). 

 

Figure II-3. Nanotube loops 

 
II-3 Nanotube Loop Device and Electron Pathway at the Junction 

     A single-walled nanotube loop device is made after electron beam lithography, metal 

deposition and lift-off. Figure II-4(a) shows one of the nanotube loop devices contacted 

with metal on both ends. This device is ~ 50 μm long with a loop diameter of 7 μm. In 

Figure II-4(c), an electron can travel through the loop in continuous fashion (blue arrow), or 
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tunnel into the other segment at the junction (red arrow). In order to use a nanotube loop 

device as an interferometer, 50 percent of electron wave function splitting at the loop 

junction is optimal, but previous experimental study of crossed tubes30 indicates that the 

transmission probability at the junction is at most 0.02 for metallic-metallic crossed tubes 

and smaller for semi-semi tubes. Although small, this is still larger than expected, 

consistent with theoretical work31 that shows that structure deformation of tubes at the 

junction because of van der Waals force interaction with SiO2 substrate occurs (Figure II-

5(c)),  
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Figure II-4. Semiconducting nanotube loop device 

enhancing the intertube tunneling probaility. As the intertube distance decreases, the 

dimensionless tunnel conductance increases up to 0.1 (for (5, 5) tube and 2.5 Ǻ of intertube 

distance). 
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Figure II-5. Four terminal crossed tube device and 
structure deformation of crossed tubes at the junction 
(figure taken from reference 30) 

     In our nanotube loop device, measuring how much current flows through the loop will 

determine the transmission probabilities at the junction. This is realized for semiconducting 

loop devices utilizing Scannned Gate Microscopy (SGM). 

II-4 Scan Gate Microscopy of Semiconducting Carbon Nanotube Loops 

     Scan gate microscopy makes use of biased AFM tip as a local gate to change the local 

charge density within a sample. A material with a conductance sensitive to its charge 

density like a semiconducting nanotube can be locally depleted of charge, which reduces 

the current through it. By plotting the current through the device versus the tip position an 

image of how the tip perturbation affects the sample is obtained. It has been largely used to 

locate defects14,32 or artificially manipulate gate sensitive regions.33 
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     Figure II-6(a) shows the experimental set-up for SGM. While applying a source-drain 

voltage, V between two electrodes on the substrate, the sample is scanned first to obtain a 

topographic image and second with the biased (VG) AFM tip. With the height information 

from the topographic scan (Figure II-6(c) upper left), the biased AFM tip is lifted ~ 10-

20nm from the sample and scanned with zero vibration amplitude in second path. The 

current through the device is recorded as function of tip location (Figure II-6(c) upper right). 

Knowing that this specific tube is p-type semiconducting tube based on the I-Vg data In 

Figure II-4(b), by applying positive gate voltage, the local Fermi level of the nanotube is 

shifted to be in the band gap region (dotted line in Figure II-6(b)), which acts as a local 

barrier resulting in current suppression. Figure II-6(c) upper right is color scale data of 

current where on-current corresponding to the bright background is around ~ 0.3 μA, while 

the dark region corresponds to current suppression. A series of darker points (spaced by a 

few hundreds of nanometers) along the nanotube is observed. These points likely 

correspond to places where the local electron density is minimal or strong tunnel barriers 

exist. The microscopic origin of these scattering sites is not clear, but could correspond to 

localized defects in the tube or to long-range electrostatic potential fluctuations associated 

with localized charges or surface contaminants.34 But, surprisingly, none of these localized 

sites are observable, or indeed is any current suppression on the loop segment of the tube, 

indicating that the current flow is almost entirely through the junction. This is quite 

remarkable in light of the few percent of tunneling probability in previous studies.30,31 To 

further investigate this behavior, the global back gate voltage is varied. 
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Figure II-6. Scan gate microscopy of nanotube loop 
device shown in Figure II-9  

     The Figure II-6(c) lower panel shows a slow-axis-disabled scan along the black arrow 

in upper panel. The back gate voltage is incremented from -6 V to 6 V after each scan 

along the vertical axis. The three vertical lines in the left image indicate three segments 

on the nanotube with two on the right-hand side corresponding to the loop. Only current 

suppression on the leftmost segment is observed, which implies no current flowing on the 

loop due to nearly 100% of tunneling at the junction. Also the current signal as a function 

of back gate voltage on the other segment is expected. From the bottom, at high negative 

back gate voltage (~  ̶  6 V), 4 V of local gate is not enough to turn off the device, so the 
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current signal is similar to background. But as the back gate voltage goes more to the 

positive side, current suppression by the local gate starts to appear and gradually increases. 

Last, when high positive back gate turns off the device, the effect of current suppression 

is diminished, giving essentially only the background signal at ~ 6 V. The origin of the 

dominance of  tunneling at the loop junction is not known. But, further analysis will be 

discussed below. 
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Figure II-7. Changing the current path with back gate 
voltage 



 

 

65
     Figure II-7(a) shows another semiconducting loop device (the assignment of 

semiconducting character is based on the I-Vg data in Figure II-7(c)). SGM on this device 

(right image) indicates that current flow avoids the loop similarly to the device presented 

in Figure II-6. But, remarkably, when a moderate negative back gate voltage (~  ̶  2 V) is 

applied, current flow on the loop segment is also observed (Figure II-7(b)). Taking line 

traces along red arrows in Figure II-7(b), we notice that the current drop on the loop 

segment is around a half of the drop on the other segment (Figure II-7(c) and (d)). 

Assuming high local gate (~ 8 V) completely turns off the device, the drop on each 

segment corresponds to local current flow, giving half of the total current flowing on the 

loop.  
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Figure II-8. Controlling current splitting with back 
gate voltage 

This current sharing can be tuned with back gate voltage. In Figure II-8(a), SGM data is 

obtained as the back gate voltage is varied from 0 V to -3 V in vertical axis. Current is not 

going through the loop near 0 V as no apparent image of the loop is shown (compare this 
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to Figure II-7(b) where a constant current signal on the loop is observed when the back 

gate voltage is kept the same through the scan), but it starts to appear as back gate voltage 

decreases, resulting in current splitting at the junction. Line traces taken along the dotted 

line in Figure II-8(a) are shown in Figure II-8(b). The ratio of loop current to total current 

is increased from the red to the green curve and from the green to the blue with the 

increase of global current. That is because the loop resistance drops so that more current 

will flow through it. 

     A nanotube loop device with this controllable splitting would be a potential candidate 

as an interferometer when the phase coherent length is comparable to device length at low 

temperature. 

     Figure II-9 shows another nanotube loop device, where we can also change current 

path with back gate voltage. The loop segment carries a current flow (Figure II-9(c)) or 

not (Figure II-9(b)), depending on back gate voltage. A negative back gate voltage, -2 V, 

causes the loop segment to carry ~ 10% of the total current, judging from the line trace of 

SGM data taken along the dotted line in Figure II-9(c) (Figure II-9(e)). To further analyze 

the device, we performed DC electrostatic force microscopy (DC EFM) (Figure II-9(d)). 

This measurement yields a signal showing how the local electric potential varies as a 

function of AFM tip position. In our case, because of the insulating substrate, a potential 

variation along the nanotube device would be observed. The experimental setup is similar 

to EFM in Section I-5 and is as follows: While applying source-drain voltage on a device, 

a biased AFM tip scans the sample. During the DC EFM scan, the phase shift between   
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→ΔVl > ΔVs1 + ΔVs2  
Figure II-9. SGM and DC EFM on nanotube loop device.  (a) Topographic 
image of device. (b) SGM scan at 0V back gate voltage shows no current flow 
in the loop. (c) More negative back gate voltage gives current sharing with the 
loop. Faint image of loop appears. (d) DC EFM measurement shows how 
surface potential varies along the device. (e) Line trace taken along red dotted 
line in (c). Loop segment carries ~ 10% of total current. (f) 3D plot of DC 
EFM in (d). Electric potential drop on loop segment is larger than the sum of 
the others. 

the mechanical drive near the tip resonant frequency and the measured tip motion with 

electrostatic force is recorded. As discussed in Section I-5, this phase shift is proportional 

to the potential difference squared, , where 222 )/(/ VdzCddzdF TS ΔφΔ −∝∝

)( SVVV −+= ϕΔ , V is tip bias voltage, CTS is tip-sample capacitance, φ is the work 

function difference between tip and sample, and VS is the local voltage within the sample. 

At a constant tip-sample work function difference and tip voltage, the phase signal is 

proportional to the local potential squared. From the 3D DC EFM data plot in Figure II-9(f), 

we immediately notice that potential drop on the loop segment is larger than the sum of the 
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drops on the others (we apply a negative back gate voltage to operate the device in 

current sharing regime like Figure II-9(c)). Treating this nanotube device as a diffusive 

conductor, it means the loop segment is more resistive than the others. For a quantitative 

investigation, we model our system as in Figure II-10(b).  
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Figure II-10. Resistive circuit model. (a) Diagram of a 
nanotube loop device. (b) Resistive circuit model of loop 
device. Three segments, loop, junction, and leg, correspond 
to three resistors with resistance, RL, RJ, and RLeg, 
respectively. (c) Line trace of SGM data (the same as Figure 
II-14(e)). (d) Phase signal in DC EFM data (Figure II-9(d)) 
extracted along the device 

     From the schematic drawing of the loop device (Figure II-10(a)) with three segments, 

loop, junction, and leg, resistors corresponding to each segment are shown with their 

corresponding resistances, RL, RJ, and RLeg. From DC EFM data taken along the device 
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(Figure II-10(d)) together with SGM data (Figure II-10(c)), we can solve for the three 

unknown resistance values from three equations. From Ohm’s law, 
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where V is source-drain bias voltage in SGM data, IL is current flowing through the loop 

segment IJ is current flowing through the junction, ILeg is total current, ΔV is total potential 

drop along the device, and ΔVL is potential drop along the loop. Using the measured values 

V= 1 V, IL= 0.04 μA, ILeg= 0.4 μA, IJ= 0.36 μA, and ΔV /ΔVL = 14/24, give  
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     (II.2) 

As expected, RL is one order of magnitude higher than the others, allowing only 10% of 

total current to flow through the loop segment. This difference may result from the fact that 

nanotube loops can act as “charge corrals” so that the loop is effectively more depleted than 

the linear segments.35 

II-5 Transport Measurement of Metallic Carbon Nanotube Loops 

     Two metallic loop devices, A and B, are made from an identical ~ 100 micron long 

nanotube (Figure II-11(a)). The circumferential length of loops is ~ 10 microns, while 
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total device length is around 20 microns. The room temperature resistance from linear 

I-V was ~ 100 kΩ for both devices. 
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Figure II-11. Transport measurement of two metallic loop devices 
made from an identical ~ 100 micron long nanotube. (a) SEM 
image of devices, A and B. (b) Color scale plot of conductance 
(red means high conductance) versus source-drain bias voltage, 
VSD and back gate voltage, VG 

     A color scale plot of differential conductance versus source-drain bias voltage, VSD and 

back gate voltage, VG, taken at 4.2 K, is shown in Figure II-11(b). An unusual broad 

conductance peak (with its width ~ 10 V) around zero gate voltage is observed in two 

different samples (Note the strong similarity between the two data sets). Those broad peaks 
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are not reported as seen in any other nanotube devices before. In order to explore this 

phenomenon further, we take line traces of differential conductance at zero bias with 

various temperatures.  
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Figure II-12. Differential conductance at zero bias 

     Figure II-12 shows the zero-bias differential conductance versus back gate voltage 

taken at temperatures from 4K to 64K (from the bottom to the top) of device A in Figure 

II-11 (Device B also shows very similar behavior in the left inset, so from this point on 

we will concentrate on device A ). In the right inset, the differential conductance is 

measured over a larger gate voltage range, indicating that other peaks start to show up 
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beyond ± 20 V. The central peak has energy scale of 20 V in gate voltage, persisting up 

to 64K. Upon this large envelope, small-period wiggles start to appear as the temperature 

decreases. For example, ~ 0.3 V period oscillations (blue arrow) at 32K and ~ 0.15 V 

(light blue arrow) at 12K are observed. This whole variety of conductance oscillation 

patterns motivated us to start thinking about the possibility that a nanotube loop could 

give a realization of electronic equivalent to a Sagnac interferometer.26 
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Figure II-13. Analogy of nanotube loop to Sagnac interferometer 

     A schematic diagram of a Sagnac interferometer is shown in the Figure II-13 right 

panel. Monochromatic light from source is split at a half-silvered mirror into clockwise 

and counterclockwise directions. Then, an interference pattern is projected onto a viewing 

screen. As the whole system rotates with a given angular velocity, in one direction light 

traverses a shortening path distance, while in the other it traverses a lengthening distance 

This results in a position change of interference fringes. Analogously, in our loop device, 

upon tunneling of electron at loop junction (X' ↔ X in Figure II-13 left), two 
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wavefunction components of a coherent electron moving opposite directions can 

interfere to give conductance oscillations (Fabry-Perot type). But because of the inherent 

asymmetry in the dispersion relation of the nanotube about K point (lower left in Figure 

II-13), a velocity difference between left moving and right moving electrons occurs. In 

other words, the role of the angular velocity for the light interferometer is replaced with a 

velocity difference for two counter propagating electron wavefunctions that arise from the 

nanotube band structure. Conductance fluctuations due to this velocity difference are 

expected on top of Fabry-Perot oscillations. Note that unlike Fabry-Perot interference, in 

which the interfering electrons traverse a different physical distance (a different number 

of times of the loop), interference due to a velocity difference is between two electrons 

traversing exactly the same distance.  

     Below we will estimate the relative energy scales of these interferences from tight 

binding theory and compare it to experimental data, although complete confirmation that 

the observed features result from Sagnac interference requires further experiments and 

analysis.  

     Velocity difference 

     The velocity difference occurs because the dispersion relation of metallic nanotubes 

deviates from the low-energy linear relation approximation. For armchair tubes, 

remembering the armchair energy dispersion relation from Equation I.26 and considering 

the lowest conduction band and highest valence band, we have 
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where t is the transfer integral and a is the magnitude of the lattice vector in graphene. 

Expanding Equation II.3 around the K point (ka = 2π/3) to the second order, energy 

dispersion becomes 
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Rewriting Equation II.5 by introducing the velocity deviation, u, gives 
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Note that the deviation depends on the Fermi energy relative to the Dirac point. Finally, 

energy dispersion near the Fermi level can be written as 

LRLR kvE ,,h=      (II.7) 



 

 

75
where kR,L is wavevector for right and left movers.  

     Relative Energy Scale  

     The infinitesimal phase difference between right and left movers is given by 
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using Equation II.6 and II.7, where L is the length of the loop. The first fringe due to the 

velocity-difference-induced interference (which we call Sagnac interference) appears 

when the accumulated phase difference between left and right movers becomes π, 
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where ESAG is the characteristic energy scale to obtain the first fringe of the interference. 

     On the other hand, the infinitesimal phase difference for Fabry-Perot interference for 

Feynman paths in which the electron travels back and forth around the loop (without 

considering the velocity difference), is  

dE
v
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Fh

2)(2)( ==φΔ .     (II.10) 

Then, the first fringe appears when 
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The Fermi energy of the nanotube is changed by back gate voltage multiplied by a 

conversion factor α (on the order of 10-2 in our system), 

GeVE α= .     (II.12) 

The relative energy scale (ratio of back gate voltage) is estimated using Equation II.9, 

II.11, and II.12, 
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Plugging in known values, t ~ 2.5 eV, L ~ 10 μm, and vF ~ 8×105 m/s, 
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     Comparing with experimental data and predictions from theory 

     Assuming that slow (δV ~ 20 V) and fast (δV ~ 0.5 V) oscillations observed in our 

experimental data (Figure II-12) correspond to Sagnac and Febry-Perot interference,  
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which agrees with the estimation up to a factor of 3. A small velocity difference causes 

a large energy scale of Sagnac interference pattern, which is expected to survive above 

60K. The theory also implies that the n-th fringe appears at nVG ∝ , because 

interference fringes repeat when nπ2=φΔ  and GVu ∝  from Equation II.6 and II.12. That 

is, fringes become denser in gate voltage as the Fermi level of the nanotube moves away 

from K point. Referring to our paper26, conductance oscillations in source-drain voltage, 

VSD are also predicted, with their period depending on the velocities of the non-

equilibrium hydrodynamic modes. Further experimental work is required to validate these 

theoretical predictions.  

II-6 Future Work 

     In addition to a Sagnac interferometer, we can think of loop device as an Aharonov-

Bohm interferometer.36 
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Figure II-14. Nanotube loop device as Aharonov-
Bohm interferometer 
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     In Figure II-14 left, the incoming electron wavefunction is split into two arms (1 and 

2) and the two split wavefunctions interfere each other at the outgoing point. When a 

magnetic vector potential is present within the area enclosed by the two arms, the phase 

shift between two wavefunctions is given by δ12. The phase shift is proportional to the 

line integral of the magnetic vector potential around the enclosed loop, which is 

proportional to the magnetic flux through the loop. An Aharonov-Bohm interferometer 

may be realized with our loop device. On the right image, upon tunneling of an electron at 

the loop junction, for example, the tunneled electron (blue arrow) and loop-traveled 

electron (red arrow) would interfere with phase shift induced by applied magnetic field 

perpendicular to our device. The first fringe caused by Aharonov-Bohm interference is 

expected to appear at 2 Gauss for 10 μm2 of loop area, which is very feasible in an 

experiment, provided the electronic path can be equalized between the junction and loop. 

II-7 Summary 

     Using catalyst islands, which immobilize catalyst particles in certain areas on an 

otherwise clean substrate, enables us to specify where tubes are grown from. Long single-

walled carbon nanotubes are grown to form loops. To facilitate loop formation, we 

employ two additional procedures, fast heating and vertical sample positioning, which 

help to grow long tubes according to the proposed kite mechanism. The loop size varies 

from ~ 3 μm2 to ~ 100 μm2. Placing contacting electrodes on individual nanotube loops 

and measuring I-Vg curves yield both semiconducting and metallic loop devices. To 

utilize nanotube loop devices as interferometers, current paths are determined at the 
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crossing junction using SGM, where an AFM tip acts as a local gate to change the local 

charge density of semiconducting nanotube loop devices. In contrast to previous 

experiments we can tune the current splitting between the junction and the loop by 

changing the back gate voltage. With SGM and DC EFM, which gives information of 

how the potential changes along the loop device, we could estimate resistance of loop, 

junction and leg segment of device in the diffusive transport regime.  

     In addition, two relatively low resistance (~ 100 kΩ) metallic loop devices were made 

from a 100 μm long nantoube and both showed an unusual conductance peak around 0 V 

of back gate voltage. Various temperature scans of zero-bias differential conductance are 

performed to show a large scale peak having the width of ~ 20 V in gate voltage, which 

persists up to 64K. At lower temperatures, fast oscillations (~ 0.3 V and ~ 0.15 V) are 

observed. As a hypothesis, the proposed Sagnac interference model for nanotube loop 

devices is applied, from which velocity difference between left and right moving 

electrons are calculated and therefore the characteristic energy scale of the velocity-

difference-induced interference. The estimated ratio of the energy scale of Sagnac 

interference to that of Fabry-Perot interference agrees with the experimental data to 

within a factor of 3. Predictions from the Sagnac interference model and the intriguing 

potential observability of Aharonov-Bohm interference stimulate further experimental 

investigation.  
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C h a p t e r  I I I  

 

SYNTHESIS OF COBALT-FILLED MULTI-WALLED CARBON NANOTUBES   

AND THEIR MAGNETORESISTANCE 

 

III-1 Abstract 

     Cobalt-filled multi-walled nanotubes are synthesized by chemical vapor deposition.37 

Cobalt nanoclusters larger than 100 nm are found in most closed nanotube tips and 

discontinuous cobalt nanowires (a few hundreds of nanometers long) are filled inside multi-

walled nanotubes. X-ray diffraction spectroscopy of as-prepared material, following 

treatment of HCl, reveals encapsulated cobalt (face-centered cubic) nanowires in multi-

walled carbon nanotubes, which is further verified by energy dispersive X-ray spectra 

analysis incorporated in scanning electron microscopy. A growth mechanism is proposed 

based on TEM images of individual cobalt-filled nanotubes. Co-filled nanotubes are metal-

contacted to perform transport measurements. Current driven annealing usually gives less 

than 100 kΩ of two-terminal resistance at room temperature and one sample showed 2% of 

magnetoresistance switching around ±0.7 T at 1.4K. Directions for future work will be 

discussed.  
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III-2 Motivation 

     Electrons have an intrinsic spin, and in solids the spin can be controlled and directed 

by applied electric or magnetic fields. Spin-electronics (spintronics) is a continuing area 

of exploration38 motivated in large part by a search for an alternative to charge-based 

electronic devices to yield devices with novel functionality and properties. Carbon 

nanotubes are a promising material for nanoscale electronics that have dimensions < 10 

nm. They also have an exceptionally long spin coherence length that may be exploited for 

spintronics39-42. However, optimal device operation would require that the nanotube itself 

be spin polarized. Such spin polarization has been predicted to occur in carbon nanotubes 

filled with ferromagnetic materials such as transition metals43,44, however, these 

predictions have not yet been tested experimentally. This motivated us to synthesize 

cobalt-filled nanotubes and study their magnetoresistance, with the goal of eventually 

studying filled nanotubes in a crossbar geometry to engineer nanometer scale spin valves. 

III-3 Growth of Cobalt-Filled Multi-Walled Carbon Nanotubes 

     A previously reported recipe37 to produce cobalt-filled multi-walled carbon nanotubes 

is used. A 2 mL stainless sample vessel (Swagelok) (Figure III-1(a)) containing 400 mg 

of magnesium powder and 700 mg of Co(CO)3NO is prepared. Because Co(CO)3NO is 

air-sensitive material, the sample vessel is immediately closed tightly after the 

introduction of the reagent. Heating the vessel inside a furnace at 900ºC produces black 

soot-like material. The product possibly contains remaining Mg and Co, so it is treated 

with 100 ml 8M HCL at 70ºC for 1 hour and then left overnight at room temperature. 
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After washing with DI water and filtering, the final product is obtained (Figure III-1(b)). 

The powder is characterized by X-ray diffraction spectroscopy (Figure III-2) and also 

ultrasonically dispersed in dichloroethane to deposit on silicon wafers and TEM grids for 

imaging and further analysis of individual Co-filled nanotubes. During the dispersion of 

powder 
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Nanotube suspension
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Figure III-1. Synthesis of Co-filled nanotubes 

in dichloroethane, strong magnets are attached outside a beaker (Figure III-1(c)) in order 

to collect Co-filled nanotubes. The collected darker solution is diluted again and 

sonicated for a few hours before deposition.  

     Figure III-2 shows X-ray diffraction spectroscopy of various powder samples. In (a), 

spectroscopy data from background (green), and single-walled nanotube powder 



 

 

83
(CoMoCatTM purified single-walled nanotubes) (black and red) is obtained for 

reference. The peak near 45 degrees from the single-walled nanotube powder (black and 

red) likely arises from residual catalyst particles in the nanotube soot. Blue and cyan data 

corresponding to different preparation techniques for Co-filled nanotubes show several 

peaks at the same positions, indicating similar products made from the two different 

recipes. Recipe 1 (blue) is explained earlier in this section as the pyrolysis of Co(CO)3NO 

in the presence of Mg powder. In recipe 2 (light blue), instead of Mg, single-walled 

carbon nanotube powder is used together with Co(CO)3NO. Peak positions from our data 

are identified by graphite (*) and face-centered cubic (f.c.c) structure of Co (♦) by 

comparison to previous experimental data45 (Figure III-2(b)). Note that our data shows 

the presence of face-centered cubic structure of Co, not hexagonal close-packed (h.c.p) 

structure (the relative ratio of peak height is also similar to that of B in (b)).  

     The X-ray diffraction spectroscopy reveals that multi-walled carbon nanotubes with 

encapsulated Co (face-centered cubic) nanowires are synthesized because the sample 

contains a small amount of Co, even after long-time treatment with HCl. Also, 

interestingly, even though γ-Co (h.c.p) phase is the thermodynamically most stable at 

room temperature, only the high temperature α-Co (f.c.c) phase (> 450ºC) is detected. 

The transition temperature is about 338ºC. A possible explanation46 is that after α-Co 

(f.c.c) is formed at 900ºC, in subsequent rapid cooling processes the tight graphitic 

envelope surrounding α-Co (f.c.c) prohibits structural change to γ-Co (h.c.p) due to  

spatial constraints. As a result, the α-Co (f.c.c) can remain stable at room temperature. 

The formation of Co-filled multi-walled carbon nanotubes is further verified by TEM 

images shown in Figure III-3 and III-4.  
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Figure III-2. X-Ray diffraction spectroscopy of nanotube powder samples. (a) 
From the bottom, the green curve comes from background, the black and the red 
from single-walled nanotube powder (CoMoCatTM purified single-walled 
nanotubes), cyan from the recipe with Co(CO)3NO and single-walled nanotube 
powder, and blue from Co(CO)3NO and Mg powder. Peaks from data are 
identified with graphite (*) and face-centered cubic structure of Co (♦). (b) Data 
from the reference45 is put on the same horizontal scale as (a). A (upper) 
corresponds to hexagonal close-packed structure of Co (◊). And B (lower) is 
obtained from Co-filled multi-walled carbon nanotubes. 
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Figure III-3. TEM images of Co-filled multi-walled carbon nanotubes. (a) and 
(b) Large cluster of Co in nanotube tips. (c) and (d) Discontinuous Co nanowires 
inside nanotubes. (e) and (f) Zoomed-in images from dotted circles in (d). (g) 
Boundaries and stacking faults inside Co nanowires are shown. Scale bars in (a), 
(b), (e), (f), and (g) are 100nm, and 20nm in (c) and 500nm in (d). 

     A possible growth mechanism45,46 is as follows: First, at 900ºC, Co(CO)3NO is 

decomposed into Co, CO, and NO. Subsequently, CO reacts with Mg to yield MgO and 

carbon, 
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Co(CO)3NO(g) → Co(s) + 3CO(g) + NO(g)     (III.1) 

CO(g) + Mg(s) → MgO(s) +C(s)                    .  (III.2) 

Decomposed Co from Equation III.1 acts as catalyst to create nanotubes, and at the same 

time, the Co catalyst is encapsulated inside nanotubes. In other words, the catalysts not 

only provide the nucleation centers for carbon nanotube growth, but also are the active 

sites for the decomposition of carbon-containing precursor.  

     After Co clusters are formed as in Equation III.1, carbon atoms from Equation III.2 

dissolve and diffuse into the surface of the clusters to form a metal-carbon solid solution. 

Nanotubes are grown when supersaturation takes place to lead carbon precipitation into a 

crystalline tubular form. The growth continues as more carbon is produced. TEM images 

in Figure III-3(a), (b), and (d) support this idea because Co clusters in closed nanotube 

tips are found. Discontinuous filling of Co nanowires is also observed in Figure III-3(c) to 

(g). It is well known that the melting temperature of nanocrystalline particles depends 

strongly upon the grain size.47 Theoretical calculations indicate that the melting 

temperature of single crystals encapsulated in carbon nanotubes is strongly suppressed.48 

It suggests that Co catalyst particle may be in a liquid or quasi-liquid state at the growth 

temperature. Then, the discontinuous pieces of Co nanowires could be the part of the Co 

cluster in closed nanotube tips. In other words, when the Co cluster is molded into 

elongated form as nanotube grows, it may be cut into several pieces along the nanotube. 

Another possibility is that molten Co could be drawn into the nanotube by capillary 
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force.49,50 Molten Co nanoparticles are intermittently pulled into the nanotube as the 

growth continues to form a discontinuously filled nanotube. 
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Figure III-4. TEM image of Co-filled multi-walled 
carbon nanotube. Nanotube walls encapsulating Co 
nanowire are clearly seen. Distance between walls is 
0.34 nm. 

     From TEM images of filled Co nanowires, we frequently find boundaries or stacking 

faults (for example, see Figure III-3(g)). These defects have been known to frequently 

occur in f.c.c structures. During rapid cooling after growth, elastic strains at the interface 

between Co nanoparticle and nanotube walls may be responsible for the observed 

distortions.46 Figure III-4 shows that graphitic basal planes are stacked parallel to metallic 

core with a 0.34 nm interplanar spacing. The absence of an observed gap or other phase 

between Co and the nanotube walls suggests that the first layer of the nanotubes is 

directly formed on the surface of Co, which supports the proposed growth mechanism.  
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Figure III-5. Energy dispersive X-ray spectroscopy 
(EDS) of Co-filled multi-walled carbon nanotubes. 
SEM image of a Co-filled nanotube (upper) and EDS 
data (lower) on center of bright region are shown. 

     An SEM image of a Co-filled multi-walled carbon nanotube is shown in the upper part 

of Figure III-5. As seen from the TEM image, a large “head” containing a Co cluster also 

appears and it is brighter than its tail. To analyze which elements are contained in the 

SEM image, we can use the energy dispersive X-ray spectrometer incorporated in our 

SEM. Energy dispersive X-ray spectroscopy (EDS) is a technique for elemental analysis, 

where the radiated X-ray beam emitted from a specific material is collected after the 

incident electron beam is focused on it. Since each element of the periodic table has a 
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unique atomic structure, the characteristic X-rays from each element can be uniquely 

distinguished from others. Generally, the incident beam excites an electron in the inner 

shell of an element leaving a hole in the shell, which is followed by the hole filling with 

an electron from outer shell. The difference in energy between the electronic orbitals is 

released in the form of an X-ray photon. The X-rays emitted by the sample are then 

detected and analyzed by the energy dispersive spectrometer.  

     The lower part of Figure III-5 shows EDS data taken at about the center of bright 

region in SEM image with 3 keV electron energy in the incident beam. It distinctly 

reveals that Co is contained in the nanotube tip. Also carbon from graphitic walls is 

detected, as well as oxygen and aluminum from the substrate. Since the section of 

nanotube encapsulating Co appears especially bright in the image, defining electrodes on 

bright segments of nanotubes most likely gives Co-filled nanotube devices. 

III-4 Magnetoresistance of Co-filled multi-walled carbon nanotubes 

     Current driven annealing  

     Figure III-6 shows I-V characteristics of a Co-filled nanotube. An SEM image of the 

device is inserted as well. Note that the tip of nanotube and also the region between 

contacts have similar brightness. Different curves in the I-V plot correspond to different 

sweeps of source-drain voltage. Each data is recorded by increasing bias voltage slowly, 

and the voltage is reset to zero when a current jump occurs.  
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     From TEM images of produced Co-filled multi-walled nanotubes in Figure III-3, 

graphitization of carbon, which would produce parallel fringes in the TEM image, did not 

seem perfect during growth. But, in previous experiments, flowing a large current through 

defective multi-walled nanotube leads to further graphitization of amorphous carbon due 

to Joule heating and an electromigration effect, resulting in a large improvement of 

conductance.51 This current driven annealing of multi-walled carbon nanotubes is also 
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Figure III-6. Current-driven annealing of a Co-
filled multi-walled carbon nanotube device 

observed as improved conductance after each large voltage sweep in our device. For a 

typical device, a few MΩ of two-terminal resistance becomes less than 100 kΩ. Applying 

larger current causes breakdown (Figure III-7) or thinning-down (Figure III-8) of multi-
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walled nanotubes. Figure III-7(a) shows failure of a device at about 4.4 V of bias 

voltage with SEM picture of broken nanotube device around the center. More broken 

nanotubes are shown in the right side of (b). Thinning-down of multi-walled carbon 

nanotube is probably caused by a similar mechanism to that observed previously in 

controlled wall by wall breakdown experiments.52,53 
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Figure III-7. Breakdown of Co-filled multi-walled 
nanotubes 
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Figure III-8. Thinning-down of Co-filled multi-walled 
nanotubes 

     Magnetoresistance of Co-filled multi-walled carbon nanotubes 

     A magnetic field parallel or perpendicular to the Co-filled multi-walled carbon 

nanotube devices is swept to study its magnetoresistance at 1.4K.  

     Figure III-9 shows magnetic-field-induced switching of a Co-filled nanotube device. 

When a magnetic field parallel to the nanotube axis is applied and varied (Figure III-9(a)), 

current through the device is recorded (Figure III-9(b)). Abrupt jump or drop in current is 

observed at around ±0.7 T. This switching behavior was reproducible and occurred at the 

same field. ~ 2% of magnetoresistance switching is reported in an individual Co-filled 

nanotube device for the first time. Switching also occurs at the same field over the range 

of bias voltages studied (Figure III-9(c) and (d)). Though longitudinal magnetic switching 

of Co (h.c.p) nanowires is reported previously54,55 due to the aligned orientation of  
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Figure III-9. Magnetoresistance switching of a Co-filled multi-walled 
carbon nanotube device. (a) SEM image of the device and direction of 
the approximately parallel magnetic field direction is drawn. (b) 
Current versus magnetic field plot showing switching behavior at 
about ±0.7 T (measured at 1.4 K). Larger range sweep of magnetic 
field (-9 to 9 T) is shown in the inset. (c) Color plot of current versus 
bias voltage (vertical axis) and magnetic field (horizontal axis). The 
switching is observed at the same field throughout the bias voltage 
sweep. (d) Line trace of current versus magnetic field at -4.5 mV of 
bias voltage (green arrow in (c)). The switching is clearly seen. 

magnetization along magnetic field direction, the origin of the switching of Co-filled 

nanotube is not clear. A detailed analysis would include the effect of the magnetization of 

a single magnetic domain (for f.c.c Co nanowire) on the electron transport of the 
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nanotube. In addition, the Co nanowire could be split into multiple segments and also 

include boundaries and faults as seen in TEM images.  

III-5 Future work 

     Even though Co-filled multi-walled carbon nanotubes were successfully synthesized, 

the filling factor of Co nanowire inside nanotube needs to be increased. Moreover, less 

defective, better graphitized nanotube walls are required for future device applications. 

Ideally, single-walled nanotubes encapsulating ferromagnetic metals would be produced. 

Also, it would be interesting to study not only the magnetoresistance of the single Co-

filled multi-walled nanotubes presented here, but also that of crossed Co-filled nanotubes. 

Specifically, the crossed Co-filled nanotube geometry gives spin-valve devices where it 

should be possible to study intertube conductance in two different magnetization 

orientations. Note that we expect to have two magnetization orientations because of the 

difference in coercive fields between two mesoscopic Co nanowires and to select crossed 

tubes which have crossing angle substantially less than 90º so that two situations do not 

have equal conductance by symmetry. For these devices, we can also test the dependence 

on spin polarization as the number of nanotube shells in the nanotubes are varied by using 

the shell-by-shell breakdown technique52 to successively reduce the number of shells in 

each nanotube one-by-one. A thorough study of this should enable theories to be tested to 

explore the potential of filled carbon nanotubes as nanoscale spintronic devices. 
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III-6 Summary 

     Co-filled multi-walled carbon nanotubes are produced via pyrolysis of a mixture of 

Co(CO)3NO and Mg powder. X-ray diffraction spectroscopy on post-growth HCl treated 

material reveals a face-centered cubic structure of Co encapsulated inside multi-walled 

carbon nanotubes. Based on TEM images of individual Co-filled nanotubes, a growth 

mechanism is proposed. At 900ºC, the decomposition of Co(CO)3NO gives Co catalyst 

and also CO which is subsequently reduced to C by Mg. Co nanoclusters act as a catalyst 

to create nanotubes, and at the same time, the nanoclusters are encapsulated inside 

nanotubes. The observed discontinuous filling of Co nanowires along nanotubes is 

possibly resulted by re-molding of elongated Co nanocluster catalyst or subsequent 

drawing in of molten Co nanoparticles by capillary forces into nanotubes. The high 

contrast region of Co-filled nanotubes in SEM images is confirmed to be concentrated in 

Co by energy dispersive X-ray spectroscopy, and subsequent metal-contacting on those 

regions gives Co-filled nanotube devices. Conductance through defective Co-filled 

nanotube devices is improved by current-driven annealing, and applying larger current 

breaks nanotubes or thins them down. A ~ 2% of magnetoresistance switching at about 

±0.7 T of magnetic field is observed in a Co-fill nanotube device, and a thorough analysis 

including the interaction between electron transport in the nanotubes and magnetic 

domains of Co nanowires is required to explain the behavior. For future work, more 

controlled growth of Co-filled nanotubes having fewer structural defects on nanotube 

walls and the large filling factor of Co nanowire is desirable, and a magneto-conductance 

study on crossed Co-filled nanotubes is highly desirable for device applications.  



 

 

96
C h a p t e r  I V  

 

TRANSVERSE ELECTRIC AND MAGNETIC FIELD EFFECT                               

ON THE ELECTRON TRANSPORT OF                                                           

MULTI-WALLED CARBON NANOTUBES 

 

IV-1 Abstract 

     A transverse electric field was applied on multi-walled carbon nanotube devices (~ 700 

nm long) between two side gates with the separation of ~ 150 nm. The opposite electric 

potentials on two side gates were tuned to be symmetric in order not to perturb the charge 

density of the nanotube. As the transverse electric field swept (typically up to ± 25 V/150 

nm), conductance fluctuations of the nanotube device were observed. The characteristic 

conductance peak spacing showed sample-specific variations, but was typically on the 

order of a few volts in side gate voltage. A possible explanation presented is based on the 

modification of the band structure of nanotube when the transverse electric field is 

comparable to the subband spacing of the nanotube.56,57 Multi-walled carbon nanotube 

devices are further characterized by applying a transverse magnetic field to show weak 

localization (WL) and universal conductance fluctuations (UCF). These behaviors were 

compared to the previous theories to estimate the phase coherence length.  
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IV-2 Introduction 

     IV-2-1 Band Structure Modulation of Nanotubes in a Transverse Electric Field 

     Studies on the modification of the band structure of carbon nanotubes by external 

fields are of interest for basic research as well as for future device applications. For 

example, the linear band structure (see section I-2-5), which is the characteristic signature 

of metallic nanotubes, can be suppressed by a parallel magnetic field to open a minigap at 

the band crossing point.58 When an applied transverse electric field is comparable to the 

subband spacing of nanotubes, the original band structure is modified due to subband 

mixing. In this section, I will summarize important results from reference 57, which later 

will have a few implications in the analysis of our experimental results. 

     The energy difference, Es, between the two nearest subband of nanotube is 

approximated in low-energy model as 

R
vEE F

gs
h

==
2
3      (IV.1) 

using Equation I.34, and where R is the tube radius. Then, the critical electric field, Ec, is 

defined when its energy is equal to subband spacing, 

.2eR
vE

R
vReE

F
c

F
c

h

h

=

=
     (IV.2) 
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Evaluating these expressions for vF ≈ 8.0×105 m/s, e ≈ 1.6×10-19 C, and ħ ≈ 1.1×10-34 J/s, 

we get 

]nm[/3.5]MV/cm[ 22REc = .     (IV.3) 

For 150 nm of the separation between two side gates, the critical voltage Vc,  

2[nm])(
V80

R
Vc = .     (IV.4) 

But, the nanotube itself is polarized responding to the external electric field to screen the 

field partially. The dielectric function, ε is defined as the ratio of the external electric field, 

Eex to the total electric field, Etot, 

totex EE /=ε .     (IV.5) 

When the Fermi level, EF is at the charge neutrality point, the dielectric function is 

independent of tube radius and ε ≈ 5 for both semiconducting and metallic tubes. If the 

Fermi level shifts away from the charge neutrality point, the polarizability depends on the 

occupation or depletion of new states. The dielectric function for metallic tube of radius R, 

εmet can be written as  
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in cgs units. According to Equation IV.6, the dielectric screening increases with the 

radius of the tube and also with the Fermi level. Assuming the Fermi level is at the charge 

neutrality point, then ε ≈ 5, the critical potential in Equation IV.4 is given by 

2[nm])(
V400

R
Vc = .     (IV.7) 

For R = 10 nm tube, Vc = 4 V. 

     Figure IV-1 shows the band structure modulation of (10, 10) armchair tube. At Etrans = 

0.1V/ Å, the two lowest subbands are flattened near the Fermi points. At the same  

 

Figure IV-1. Band structure ((a), (b), and (c)) and the 
density of states ((d), (e), and (f)) of a (10, 10) armchair 
tube at various transverse electric fields: Etrans = 0, 0.1 
and 0.3 V/Å. Higher bands (E > 2.5 eV) are not displayed. 
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Figure IV-2. Band gap variation of a (18, 0) tube with 
increasing field strength. The arrow indicates the 
critical field. 

time, all degenerate subbands are split. The splitting becomes more obvious for the lowest 

subbands. As the field strength increases, subbands show oscillatory bends, forming 

multiple valleys. But, the zero-gap structure of armchair tubes are always preserved. In 

terms of the density of states (DOS) in Figure IV-1 (d), (e), and (f), as the field is applied, 

the low-energy plateau displays a bump which increases with field. The enhanced DOS 

near E=0 is due to the flattening and bending of the two lowest subbands. On the other 

hand, the single van Hove peaks are split into multiple ones.  

     For zigzag metallic tubes, band gap opens and closes as the field increases ((18, 0) 

zigzag tube is shown in Figure IV-2). The critical band gap at the critical field (arrow in 

Figure IV-2 for (18, 0) tube) is approximately  

tR
vE F

gc 6

22h
=      (IV.8) 
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where t = 2.5 eV. For R = 10 nm zigzag tube, Egc = 0.18 meV ~ kBT at 1.4K which is 

the base temperature of our cryostat. 

IV-3 Transverse Electric Field Effect on Differential Conductance of Multi-Walled 
Carbon Nanotube Devices 

     Multi-walled carbon nanotubes (diameter of ~ 10 ̶ 20 nm) are deposited on the silicon 

substrate. For applying a transverse electric field, two close side gates are defined beside 

two contact electrodes (Figure IV-3(a)). The typical separation of two side gates is 150 

nm, while the distance between two contacts is 400 nm. First, voltages ±VSG are applied 

to the side gates (relative to the sample ground). These voltages usually shift the Fermi 

level of the nanotube and thereby the charge density because of the unintentional 

experimental asymmetries between the two side gates (non-equal distance or different 

shape and hence different capacitance). It can be seen as the shifts of peaks on back gate 

voltage as |VSD| increases. This asymmetry is corrected by applying appropriate voltages 

+VSG, -V'SG on each side gate. Then, the Fermi level of the nanotube is independently 

controlled by the back gate voltage only.  

     Figure IV-3(b) shows the color scale plot of differential conductance versus side gate 

voltage, VSG = |VSG| + |V'SG| (vertical axis) and back gate voltage, Vg (horizontal axis) 

taken at 1.4K. Remarkably, the conductance fluctuations on the side gate voltage as well 

as the back gate voltage are seen as a cross stripe pattern (every device measured shows a 

similar pattern). Back gate voltage trace at VSG=0 is shown in Figure IV-3(c) with the 

peak spacing of 0.34 V. In Figure IV-3(d), differential conductance as a function of side  
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Figure IV-3. Transverse electric field effect on differential conductance of a multi-
walled carbon nanotube device. (a) SEM image of MWNT device. MWNT, source 
(S) and drain (D) and two side gate electrodes are indicated. +VSG, -V'SG of side gate 
voltages produces a transverse electric field. (b) Color scale plot of differential 
conductance versus back gate voltage (horizontal axis) and side gate voltage 
(vertical axis) where red means more conductive. Cross stripes are clearly seen. (c) 
Line trace of differential conductance taken at VSG = 0 V. (d) Line traces of 
differential conductance taken from Vg = 0 V to Vg = 3 V with 0.3 V of step size. 
Each curve is offset by Vg (V)/0.3 (μS). Conductance peaks and dips are nearly 
independent of back gate voltage. Orange bar on the top indicates the theoretical 
estimation of critical voltage (Equation IV.7) for this R=10 nm tube. 

gate voltage is plotted and each curve is taken at different back gate voltages (Vg) from 0 

to 3 V, vertically offset by Vg (V)/0.3 (μS). Nearly Vg-independent conductance 

oscillations are observed with the period of a few volts. The orange bar on the top 

indicates 4 V of the critical voltage from Equation IV.7 for R = 10 nm tube. The observed  
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Figure IV-4. Temperature dependence of transverse electric field effect. (a) 
Conductance variations with side gate voltage at different temperatures (from 1.4K 
to 24K). (b) Root mean square (RMS) of conductance oscillations versus 
temperature in log scale. Black squares represent the data and red line shows fit to 
the data with δGrms ∝ Tα, α=-0.35 (c) Conductance variation for another device with 
tube radius, R=5.7 nm. The critical voltage is indicated by orange bar, 12.3 V. (d) 
RMS of conductance oscillations with the fit, α=-0.38.   

period of a few volts and the calculated 4 V critical voltage are on the same order of 

magnitude, possibly implying experimental observation of modulated band structure due 

to subband mixing by transverse electric field.  
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     Our experimental setup, using large diameter multi-walled tubes where only the 

outermost shell contributes to the electronic conductance and close side gates, enables 

reaching a few times the expected critical voltage for opening and closing a bandgap, 

which likely modifies the band structure of the nanotube. The origin of periodic 

conductance oscillations as a function of side gate voltage is not yet known conclusively. 

But, as the field strength increases, the theory (Section IV-1) predicts that subbands show 

oscillatory bends, forming multiple valleys, and also that bandgap oscillates with the 

order of critical field for zigzag tubes, which qualitatively explains our data.  

     The temperature dependence of conductance variation with side gate voltages is 

plotted in Figure IV-4. (a) ̶ (b) is the same device as Figure IV-3 and (c) ̶ (d) show another 

device with tube radius, R = 5.7 nm. The root mean square of conductance oscillations is 

plotted as squares in (b) and (d). As temperature increases, the conductance level rises 

with thermal smearing of fluctuation features. Fit with δGrms ∝ Tα gives α = -0.35 and -

0.38. For other devices (not shown), α = -0.60 and -0.69. 

IV-4 Transverse Magnetic Field Effect on Differential Conductance of Multi-Walled 
Carbon Nanotube Devices 

     A perpendicular magnetic field is applied on a multi-walled nanotube device shown in 

Figure IV-5(a). The differential conductance versus magnetic field (horizontal axis) and 

back gate voltage (vertical axis) is plotted in (b) with color scale, where red indicates 

larger conductance.  
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Figure IV-5. Magnetoconductance of a multi-walled carbon nanotube device. (a) 
SEM image of MWNT device. MWNT, source (S) and drain (D) electrodes are 
indicated when magnetic field (B) is perpendicular to the device. (b) Color scale 
plot of differential conductance versus magnetic field (horizontal axis) and back 
gate voltage (vertical axis) where red indictaes larger conductance. (c) Line traces 
taken at Vg=  ̶ 6.2, ̶ 2 and 6 V. The signature of WL (positive magnetoconductance 
within B = ±1T) is seen independent of gate voltage whereas aperiodic UCF (B > 
±1T) varies. (d) Ensemble average of magnetoconductance over the whole range of 
gate voltage (-10 to 10 V). Inset shows the data (black) within B=±1T and fitting 
curve (red) using Equation IV.9. 

     A symmetric feature about B = 0 T is observed with the local minima at 0 T. Detailed 

features of conductance fluctuations with magnetic field vary with back gate voltage like 

in Figure IV-5(c), for example. The observed positive magnetoconductance around 0 T 
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can be attributed to weak localization (WL) in the diffusive transport regime 

(Appendix IV-6-1). Enhanced quantum-mechanical backscattering at B = 0 T is 

suppressed as magnetic field breaks time reversal symmetry, leading to the increase in 

conductance. The characteristic field for positive magnetoconductance is ~ ± 1 T for all 

curves. Aperiodic conductance fluctuations at higher fields are also seen in Figure IV-5(c). 

Those fluctuations can be well explained in terms of universal conductance oscillations 

(UCF) (Appendix IV-6-2). The UCF amplitude at 1.4K is comparable to the zero field 

WL feature. An explanation of why UCF features vary with the back gate voltage is as 

follows: Each value of the back gate voltage, and hence of the Fermi level, EF of the 

nanotube, corresponds to a different Fermi wavelength and thus, a change of the phase 

shifts between different scatters. If the change in back gate voltage, and hence in EF, is 

sufficiently large, a complete scrambling of the interference pattern can be achieved. The 

ensemble average over the entire range of back gate voltage (-10 V to 10 V) is plotted in 

Figure IV-5(d). The UCF amplitude is decreased, whereas WL feature still remains 

pronounced. Magnetoconductance in WL regime (|B| < 1T) is fit using Equation IV.9 

with lϕ as a free parameter (inset in Figure IV-5(d)). We found lϕ = 38 nm, which is 

comparable to nanotube circumference ~ 50 nm.  

     Finally, for a nanotube with the diameter of 15 nm, the transverse electric field effect 

with perpendicular magnetic field is investigated (Figure IV-6). Figure IV-6(a) and (c) 

correspond to 0 T data, whereas (b) and (d) to 9 T. Typical cross stripe patterns for both 

data sets are observed, but with a difference in detailed features (this sample also exhibits 

positive magnetoconductance, back gate dependent aperiodic fluctuations like  
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Figure IV-6. Transverse electric field effect with perpendicular magnetic field. (a) 
Color scale plot of differential conductance versus side gate voltage, VSG and back 
gate voltage, Vg at B=0 T. (b) Color scale plot of differential conductance at 9 T. 
Usual cross stripe pattern is seen like 9(a), but detailed features are different from 
(a). (c) Differential conductance as a function of side gate voltage at 0 T is plotted 
at different back gate voltages (from -2.5 to 0.5). Each curve is offset by 
(Vg(V)+2.5)/0.3 (μS). The critical voltage is indicated by the orange bar, 5.5 V. (d) 
Similar data as (c) but at 9 T. The amplitude of conductance fluctuations are 
decreased.  

Figure IV-5(b)). Interestingly, a high magnetic field (9 T) suppresses the conductance 

fluctuations induced by the transverse electric field as observed in Figure IV-6(d). Further 

analysis is necessary to explain the magnetic field suppression of transverse electric field 

effect.  
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IV-5 Summary 

     A transverse electric field is applied symmetrically to a multi-walled carbon nanotube. 

Without changing the Fermi level of the nanotube, a transverse field induces backgate-

independent conductance fluctuations with a period of roughly order of the field expected 

for strong subband mixing by the transverse field. This is expected to produce bandgap 

oscillation and band-bending, hence forming multiple valleys in the dispersion relations 

and enhanced DOS, which possibly explains our observation, although, the observed back 

gate independence of the effect is somewhat surprising in this picture. The transverse 

electric field-induced conductance fluctuations gradually diminish at higher temperatures. 

The RMS of these fluctuations have power law dependence with the exponent, α = -0.35  ̶  

-0.69. Also, by applying a transverse magnetic field, WL effect with positive 

magnetoconductance at low field and UCFs at higher field are observed. Fitting with 1D 

WL theory gives 30 ̶ 40 nm of phase coherence length in our multi-walled nanotube 

devices. Lastly, the magnetic field effect on electric field-induced conductance 

fluctuations is investigated, showing the suppressed fluctuations at high magnetic field. 

Further analysis is required to explain the data.  

IV-6 Appendix 

     IV-6-1 Weak Localization in Multi-Walled Carbon Nanotubes 

     Weak localization (WL) is a quantum mechanical effect in a disordered electron 

system where electron motion is diffusive rather than ballistic. WL originates from the 
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quantum mechanical treatment of backscattering, which contains interference terms 

adding up constructively. In other words, quantum interference between self-crossing 

paths in which an electron can propagate in the clock-wise and counter-clockwise 

direction around a loop adds up constructively. The quantum phases cancel each other 

exactly due to the identical length of the two paths along a loop. Another way of 

describing this is that time reversal symmetry (TRS) enhances quantum mechanical 

backscattering, thereby leading to a resistance larger than the classical Drude resistance. 

But, TRS can be broken by applying an external magnetic field which causes a phase shift 

between two paths. The phase shift is proportional to the magnetic flux penetrating 

through the closed loop made from two paths. Then the interference terms cancel in a 

magnetic field of sufficient strength, resulting in negative magnetoresistance (or positive 

magnetoconductance)59-61. 

     When the phase coherence length is comparable to the tube circumference and much 

shorter than device length, one-dimensional WL theory can be used. One-dimensional 

WL theory, which adequately takes dephasing by quasi-elastic scattering into account, 

predicts the correction to the conductance ΔG for a nanotube of diameter D is given 

by59,62 
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where L is channel length, lϕ is phase coherent length, and lm(B) is the magnetic length, 

. eBlm /2 h=
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     IV-6-2 Universal Conductance Fluctuations 

     Universal conductance fluctuations (UCF) are interesting phenomena in the field of 

quantum transport in disordered metals. Theory developed by B. L. Al’tshuler63 and P. A. 

Lee et al.64 predicts aperiodic conductance fluctuations as a function of magnetic field 

with RMS amplitude of order e2/ħ. Its origin is the quantum interference of electrons on 

different trajectories, which gives a non-zero average within a few elastic collisions. As 

the magnetic field increases, phase shifts of electrons occur, which result in a different 

interference pattern. The aperiodic magnetoresistance fluctuations due to UCF are 

observed in multi-walled carbon nanotubes.59,61  

     For multi-walled carbon nanotube samples, where the phase coherent length is less 

than the tube circumference, LDL << πφ

φLD /

h/2e

, the device can be divided into 

conductors in series and n conductors in parallel, each of them producing 

conductance fluctuations of the order of . The statistical self-averaging of the UCF 

results in fluctuations with RMS amplitude, 61,65 
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CONCLUSION 

     Carbon nanotubes are a versatile material and have interesting electronic properties. 

Conceptually, nanotubes are described as rolled up 2D graphene sheets with chiral indices, 

n, m. The band structure of nanotubes is deduced from that of 2D graphene by imposing a 

periodic boundary condition around the circumference direction. Depending on whether 

an allowed wavevector takes Dirac points where conduction and valence bands meet, 

nanotubes can be metallic or semiconducting. These fundamental electronic properties of 

nantobues are investigated by EFM technique in Chapter I. By coupling AFM tip’s 

motion with nanotubes’ quantum capacitances, local DOS of nanotubes were resolved 

with non-scale spatial resolution under ambient conditions. This technique with measured 

nanotube diameter enables distinguishing individual semiconducting or metallic 

nanotubes, and it can be further utilized to trace the modified band structure of strained 

tubes, this enables an estimate of the chiral angle of a nanotube. Future work should 

enable detailed images of the local electronic structure of other nanomaterials to be directly 

compared to the results of further transport, optical, or sensing experiments. 

     Not only is electron transport interesting in single nanotubes, but also in crossed tubes. 

Nanotube loops, where nanotubes cross themselves to form loops during growth, as 

candidates for a single-walled nanotube interferometers are made and studied in Chapter 

II. SGM on semiconducting nanotube loop devices probed how current is split into two 

arms at the cross junction. Remarkably, the current through the loop segment can be 

controlled by back gate from 0% up to 50% of the total current. By applying a resistive 

circuit model, the resistance on each segment was estimated from DC EFM data together 
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with SGM data. As expected, the loop segment is more resistive than the other parts 

by an order of magnitude. For metallic loop devices, two different periodic conductance 

oscillations as a function of gate voltage are observed at low temperature. As a 

speculation, the slow mode is assigned to Sagnac-type interference in which the velocity 

difference between right and left movers is taken into account, whereas the fast one is 

attributed to Fabry-Perot interference. The energy ratios of these two modes from theory 

and experiment agreed within a factor of 3. The possibility of the realization of an AB 

interferometer remains for future work.  

     In order to achieve ultra-high-density electronic devices, spin-electronic transport 

using electronic spin as additional information has been an active research topic. Carbon 

nanotubes encapsulating ferromagnetic metal are a promising material to realize 

nanoscale spintronic devices. In Chapter III, Co-filled multi-walled carbon nanotubes 

were synthesized and their structure confirmed by XRD spectroscopy, EDS, and TEM 

images. As a catalyst, Co nanoclusters are also active sites for growing nanotubes. The 

elongation of the original Co catalyst or the insertion of Co nanoclusters during growth by 

capillary forces give a discontinuous filling of Co along the nanotube. For a Co-filled 

nanotube device, ~ 2% of the magnetoresistance switching upon a parallel magnetic field 

was reproducibly observed. Although a Co-filled nanotube device with switching 

behavior was demonstrated, the synthesis of better quality and smaller diameter tubes 

(well graphitized) with increased filling factor is needed for future device applications.  

     In Chapter IV, a transverse electric-field-induced conductance fluctuations in 

nanotubes, which were possibly explained by the modulation of the band structure of 

nanotubes due to subband mixing by the strong electric field. To reach such a high 
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electric field, we take advantage of large diameter multi-walled tubes beside close side 

gates. The period of conductance oscillations is of the same order of magnitude as the 

predicted period, but strong dependence on tube diameter is not found. Also, Fermi-level 

independence of the fluctuations still needs to be addressed. A perpendicular magnetic 

field produces positive magneto conductance at low fields and aperiodic fluctuations at 

higher fields, which are well described in terms of WL and UCF, respectively. Phase 

coherence lengths deduced from the fit with 1D WL theory are 30 ̶ 40 nm comparable to 

the tube circumference. A high magnetic field was found to suppress transverse electric-

field-induced conductance fluctuations, but the origin of this behavior is not yet known.  
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