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ABSTRACT 

The double-helical structure of deoxyribonucleic acid (DNA) imparts upon this important 

biological molecule both the ability to store genetic information within a cell and also the 

capacity to serve as medium for charge transport.  DNA-mediated charge transport is 

now a very well-studied phenomenon but biological roles for these reactions have not 

been explored.   It has been demonstrated that DNA-mediated charge transport can 

funnel oxidative DNA damage to sites of low oxidation potential in a number of 

biologically relevant environments ranging from reconstituted nucleosome core particles, 

to isolated nuclei and mitochondria from HeLa cells.  DNA-mediated charge transport 

may also play a role in transcriptional activation or repression as modulated by redox-

active transcription factors.  Here we examine how DNA-mediated charge migration 

could also provide a pathway for protein-protein communication among DNA repair 

enzymes, a pathway that might serve as a scheme for rapid lesion detection inside the 

cell. 

 

DNA-mediated charge transport reactions are modulated by the structure and dynamics 

of the double helix.  Particularly important for fast and efficient charge transport is the 

integrity of the base-pair π-stack of DNA.  The presence of even a single mismatched 

base-pair causes a dramatic attenuation in the effectiveness of DNA-mediated charge 

transport.  To examine the scope of base-pair structure perturbations that can hinder 

DNA charge transport, we have investigated a series of duplexes, each containing a 

single altered base, at DNA-modified electrodes.  The efficiency of DNA charge transport 

in these systems is evaluated electrochemically by monitoring the reduction of an 

intercalative probe.  These experiments reveal that a wide variety of damaged bases can 



 
viii 

diminish charge migration through DNA, including those that result from oxidative 

damage events (8-oxo-guanine, 5-hydroxy-cytosine) and those associated with aberrant 

alkylation (O4-methyl-thymine, O6-methyl-guanine). 

 

The remarkable sensitivity of charge transport reactions in DNA to a broad range of 

damaged bases inspired investigation of the role of DNA-mediated charge transport in 

DNA repair.  A class of base excision repair glycosylases exists that contain [4Fe4S] 

clusters and the function of this cofactor in these enzymes is not well understood, though 

these clusters are often found in proteins involved in electron transfer reactions.  We 

have used DNA-modified gold electrodes to investigate the properties of the [4Fe4S] 

cluster in these enzymes and discovered that MutY and Endonuclease III (EndoIII) are 

redox-active when bound to DNA with midpoint potentials in the 50−100 mV versus NHE 

range, typical of [4Fe4S]2+/3+ processes.  This redox activity furthermore requires a DNA-

mediated path to the [4Fe4S] cluster.  Studies of EndoIII on graphite electrodes show 

that the DNA-bound redox properties of the enzyme are similar to those observed on 

gold, while in the absence of DNA, the potential for the [4Fe4S]2+/3+ couple is shifted 

positive by ~ 280 mV.  This potential shift may indicate a differential binding affinity for 

DNA by the oxidized and reduced forms of EndoIII; the oxidized form could bind DNA as 

much as 3 orders of magnitude more tightly than the reduced form of the enzyme.  The 

DNA-mediated redox activity observed in these proteins has prompted us to propose a 

model for how these proteins might use DNA charge transport as a fast and efficient 

damage detection method.  In this model, a protein binds DNA and becomes oxidized.  If 

the surrounding DNA is undamaged, DNA charge transport will allow another repair 

protein to reduce the first protein from a distance via the DNA base-pair stack.  This 

reduced protein has diminished affinity for DNA and diffuses away; the charge transport 



 
ix 

reaction has served as a scan of the intervening genomic region.  If, instead, lesion sites 

are present in the vicinity of the initial protein, this protein is more likely to remain 

oxidized and tightly bound in the damaged area.  Thus, this detection scheme would 

allow [4Fe4S] DNA repair enzymes to rapidly eliminate undamaged regions of the 

genome from their search while spending more time bound near lesions. 

 

The DNA-bound redox activity of the [4Fe4S] cluster harbored by MutY has also been 

examined in solution.  DNA-mediated oxidation of the [4Fe4S] cluster via a guanine 

radical intermediate leads to formation of the [4Fe4S]3+ cluster as observed by electron 

paramagnetic resonance (EPR) spectroscopy and transient absorption spectroscopy.  

Furthermore, gel electrophoresis experiments indicate that MutY can quench guanine 

radicals, preventing formation of permanent oxidative guanine lesions.  EPR 

experiments also demonstrate that degraded cluster products (e.g., [3Fe4S]1+) are 

formed both by DNA-mediated oxidation and by oxidants in solution.  In the latter case, 

signal intensities are increased in the presence of DNA.  These results support the idea 

that the DNA-bound form of MutY is more easily oxidized than MutY free in solution.  

The fact that guanine radicals can oxidize MutY may be biologically relevant, as well.  

Guanine radicals are one of the first products of oxidative DNA damage, thus oxidation 

of MutY by a guanine radical could serve to not only directly repair this lesion, but also to 

activate a DNA-mediated charge transport search for damage in the genome in regions 

undergoing oxidative stress. 

 

DNA-mediated charge transport may also be employed in a cooperative fashion among 

different [4Fe4S] cluster DNA repair enzymes, allowing them to help each other 

eliminate undamaged portions of the genome from their search.  To explore this 
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possibility we have calculated that cooperative DNA CT makes possible for MutY, an 

extremely low copy number enzyme, a full scan of the Escherichia coli genome within 

the doubling time of the cell (~ 20 minutes).  The genome scanning time also depends 

on the proportion of protein initially in the oxidized state, thus allowing the DNA repair 

response to adjust according to the conditions present in the cell.  A simple processive 

scanning model for lesion detection by MutY is insufficient.  This cooperativity between 

MutY and EndoIII was also tested experimentally in E. coli.  Inactivation of EndoIII (nth-) 

in a MutY activity reporter strain yields a twofold increase in the mutation rate, indicating 

a loss of MutY activity in the absence of EndoIII.  This loss of activity, or helper function, 

cannot be attributed to an overlapping substrate specificity.  However, investigation of an 

EndoIII mutant (Y82A) that retains this defect in helper function also exhibits a 50% loss 

in signal intensity (compared to wt EndoIII) when examined on a DNA-modified 

electrode.  Thus, helper function by EndoIII could involve DNA-mediated redox activity of 

the [4Fe4S] cluster in EndoIII.  This work demonstrates a connection between in vivo 

cooperativity among DNA repair enzymes and DNA-mediated charge transport as well 

as a biological role for this chemistry in DNA repair. 
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Biological Contexts for DNA Charge Transport Chemistry 
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INTRODUCTION 

The double helical structure adopted by B-form DNA, where a negatively charged 

sugar phosphate backbone surrounds a π-stacked array of heterocyclic aromatic base-

pairs, allows it to serve as an efficient medium for long-range charge transport (CT) (1).  

This chemistry has now been well established as a property of DNA.  DNA CT can be 

rapid and it can occur over long molecular distances if the reaction is initiated by 

oxidants or reductants that are intercalated or otherwise well coupled into the base-pair 

stack.  The observation that even very subtle changes to the structure of the base-pair 

stack, for instance, the presence of a single mismatched or damaged base, can 

drastically attenuate the efficiency of DNA-mediated CT further highlights the importance 

of the DNA base pair π-stack in these reactions.  While many features of DNA CT under 

a variety of experimental conditions have now been elucidated, the role of DNA CT in 

biological processes requires more consideration.   

 

DNA Damage over Long Range 

 It was first shown that DNA CT can promote damage to DNA from a distance in a 

DNA assembly containing a tethered rhodium intercalator, a potent photooxidant, 

spatially separated from two low energy guanine doublets (2).  Guanines are the bases 

that are most easily oxidized in DNA, and the 5’-Gs of guanine doublets have a 

particularly low oxidation potential (3, 4).   Since then, long range oxidative DNA damage 

has been extensively characterized using a variety of photooxidants.  It has become 

clear that electron holes, oxidizing equivalents injected into the DNA through a host of 

damaging agents, formed at any site along the DNA duplex will migrate to low energy 

guanine sites.  The distance range over which holes can migrate and whether guanine 
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radicals, once generated, provide a chemical signal for oxidative stress throughout the 

genome via DNA-mediated CT are questions that need to be addressed (Figure 1.1). 

This long range migration of charge was explored in DNA oligonucleotides of 

defined length and sequence using covalently tethered photooxidants as initiators of 

oxidative damage.  With [Rh(phi)2bpy]3+ (phi = 9,10-phenanthrenequinone diimine) as the 

photooxidant, guanine doublet sites throughout the duplex show intense levels of 

damage even when the oxidant is located 200 Å away (5).  CT over similar distances 

has also been observed with other photooxidants (6).  Longer duplexes have not been 

systematically examined, but, given the very shallow distance dependences observed 

thus far, efficient DNA CT over greater distance regimes is likely possible.  Recently, in a 

Rh-tethered assembly containing an extended adenine tract, the distance dependence of 

DNA CT was shown to be essentially flat, with no change in damage over 5 nm (7) 

(Figure 1.2).  Therefore, holes can migrate over long molecular distances to form 

permanent DNA lesions far from the oxidant binding site.  In all of these experiments, 

strong damage is observed at the 5’-G of GG sites.  Thus, this damage pattern has 

become the hallmark of one electron oxidative damage arising through DNA CT.   

While DNA CT proceeds over long distances, the reaction is exquisitely sensitive 

to mismatches, base lesions, and other perturbations to the DNA base pair stack (1).  

This was evident first in the finding that DNA bulges can interfere with long range 

oxidative damage.  Intervening mismatches, particularly those where local stacking is 

highly perturbed, also attenuate long range oxidative damage.  Thus, while DNA CT can 

occur over remarkably long distances, it is a reaction that is modulated by the 

intervening sequence-dependent structure and dynamics of DNA.   
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Figure 1.1.   DNA charge transport (CT) in a biological environment.  DNA CT could 
play a role in many cellular processes ranging from funneling oxidative DNA damage to 
regulatory or noncoding regions in the mitochondrion and nucleus to mediating protein 
signaling in DNA repair and transcriptional regulation pathways. 
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Figure 1.2.   DNA CT in DNA damage. Upon irradiation, the intercalating Rh-oxidant 
accepts an electron (arrow) giving rise to an electron hole that is funneled to a low 
oxidation potential site, such as a guanine doublet, resulting in formation of a guanine 
radical (yellow).  Guanine radicals can be quenched to generate oxidative DNA lesions.     
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 Interestingly, fewer experiments have been carried out to explore electron 

transfer through DNA (8).  DNA-mediated electrochemistry, involving ground state DNA-

mediated reductions, exhibits a very shallow distance dependence with a remarkable 

sensitivity to intervening mismatches and lesions (9, 10).  Recent solution experiments, 

where electron and hole transfer are compared using the same DNA and photoactivated 

group demonstrate that electron transfers through DNA are similarly characterized by 

these two important features: (i) a shallow distance dependence and (ii) a sensitivity to 

perturbations in the base pair stack (11). 

The constant assault on DNA by endogenous and exogenous oxidizing agents 

often leads to covalent modification of DNA, and due to DNA-mediated CT, these 

modifications may not necessarily arise at the site of first collision (12).  Oxidative 

reactions in DNA have important implications for mutation and subsequent pathogenesis 

inside cells.  The most common biological oxidant, iron, undergoes Fenton chemistry to 

produce hydroxyl radicals and other species that can readily react with the DNA bases.  

Additionally, radicals generated on the sugar-phosphate backbone can lead to hole 

formation on the DNA bases (13).  Thus, once a hole is produced in double stranded 

DNA, DNA CT can funnel the hole to low oxidation potential sites, where the hole reacts 

irreversibly with O2 and H2O.  Oxidative reactions of DNA bases with O2 and H2O leads 

to mutagenic DNA lesions (12, 14).  Further oxidation of DNA base lesions yields 

products that bypass the repair machinery and exacerbate DNA damage.   

 

Funneling Oxidative Damage to Specific DNA Regions 

The involvement of DNA CT in promoting the formation of oxidative lesions 

suggests that DNA damage products may not be uniformly distributed within a genome 

but may instead be funneled to specific sites.  This hypothesis is supported by analysis 
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of genomic DNA showing that introns and exons contain differential amounts of low 

oxidation potential sites (15).  Further examination of eight eukaryotic genomes 

illustrates that DNA CT may drive the ultimate distribution of oxidative DNA lesions (16).  

For instance, exons contain a 50−fold decrease in oxidation prone guanine. Therefore 

protection of protein coding regions from DNA lesions may be due to their lack of low 

oxidation potential sites such that DNA CT can funnel damage out of the exons and into 

introns.  Telomeres, the ends of chromosomes, also represent hot spots for DNA 

damage as they are of particularly high guanine content.  Moreover, the DNA telomeres 

may also adopt quadruplex structures, and it has been shown that holes are 

preferentially shuttled to guanines within these structures (17, 18). 

Whether DNA CT is important in funneling damage to discrete locations could be 

resolved by determining the location of oxidative lesions in a genome.  Visualizing the 

sequence details of oxidative damage on a genome is difficult, however, due to their size 

and low copy number within the cell.  Most methods only interrogate the total level of 

damaged DNA adducts by mass spectrometry as well as a variety of other techniques 

but do not yield the location in the sequence of the lesions produced.  Ligation-mediated 

PCR has, however, been utilized to determine the sequence details of oxidative damage 

in DNA genomes (19).  DNA CT was shown to occur in isolated nuclei from HeLa cells 

using ligation-mediated PCR in conjunction with [Rh(phi)2bpy]3+; the complex binds to 

DNA without sequence specificity, and upon photoactivation, either promotes strand 

breaks directly at the oxidant site or induces one electron oxidative damage (20).  The 

pattern of oxidative lesions reveals hallmarks of DNA CT, with damage occurring 

predominately at guanine-rich low oxidation potential sites, the 5’-G of guanine doublets 

and triplets.  Moreover, the results showed that while oxidative damage was found 
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preferentially at guanine doublets, the rhodium photooxidant was bound primarily at 

distant sites.  Hence, the damage must have occurred through DNA-mediated CT.   This 

work established that CT can occur in DNA within the nucleus.   

Another biologically important target for oxidative stress is the mitochondrion.  

Mitochondria contain their own DNA and also harbor an abundance of reactive oxygen 

species as a result of their function in oxidative phosphorylation (21).  Mutations in 

mitochondrial DNA have been found in a variety of tumors and are associated with other 

diseases, while other DNA perturbations, like large scale rearrangements, are common 

in mitochondrial DNA (21).  Oxidative damage to extracted mitochondrial DNA (22), as 

well as to mitochondrial DNA within functioning mitochondria (23), promoted by the 

rhodium photooxidant reveals that DNA lesions can arise from a distance using DNA CT.  

Again, this damage from a distance was demonstrated by comparing sites of Rh binding 

versus guanine oxidation.  The spatial separation between the Rh binding sites and one 

electron guanine oxidation sites is striking; oxidation can occur more than 70 bases 

away from the nearest bound oxidant.  Again these data support long range CT through 

DNA within a cellular organelle, here the mitochondrion (Figure 1.3).   

Some interesting biological consequences of DNA CT emerged from these 

studies.  First, sites of base oxidation by DNA CT in mitochondrial DNA overlap with 

known mutational hot spots associated with cancers.  The correlation between mutation 

frequency (24) and lesions produced suggests that DNA CT may be a major contributor 

to mitochondrial oxidative lesions in vivo.  Secondly, one highly damaged position found  

is a regulatory element known as conserved sequence block II that is vital for DNA 

replication.  Conserved sequence block II contains a seven guanosine repeat, the largest 

guanosine repeat on the mitochondrial genome.  Positioning such a low oxidation  
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Figure 1.3.  Funneling oxidative DNA damage via DNA CT in mitochondria.  Each 
mitochondrion (blue/grey) harbors several mitochondrial genomes.  Replication is 
regulated through a critical regulatory element termed conserved sequence block II 
(cyan).  Upon irradiation with a Rh photooxidant, CT funnels damage to the regulatory 
element.  Oxidation of the regulatory element could decrease the ability of oxidized 
genomes to be copied, thereby favoring replication of undamaged genomes.  
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potential site as a regulatory element can be advantageous since each mitochondrion 

contains many copies of its genome.  Funneling damage to a regulatory element, via 

DNA CT, could decrease the likelihood that damaged mitochondrial genomes will be 

replicated by the formation of an oxidative lesion that perturbs the replication machinery. 

These lesions might signal the level of damage in a particular genome, thus DNA CT 

may thus provide a protection mechanism to exclude damaged DNA from the replication 

cycle in mitochondria. 

 

Long Range CT in the Presence of DNA-bound Proteins 

Since it is apparent that DNA-mediated CT can take place in the crowded 

environment of a cell, it becomes important to ask systematically what are the effects of 

DNA-binding proteins on DNA CT?  Moreover, within many organisms, DNA is packaged 

into chromatin or chromatin-like higher order structures via interactions with histone 

proteins.  How does the nucleosome structure, containing DNA-bound histones, affect 

DNA CT?   

Several studies of DNA CT in the presence of specific DNA-binding proteins have 

been carried out.  Experiments to monitor CT through the DNA base pair stack is 

unaltered when a protein, such as a helix-turn helix protein, is bound in such a way that it 

induces little structural change in the DNA (25).  Proteins that perturb the structure of 

DNA, however, have a profound effect on the yield of CT (26).  Uracil DNA glycosylase, 

a DNA repair enzyme that flips uracil residues out of the base-pair stack, does not allow 

CT to proceed beyond the protein binding site.  TATA-binding protein, a transcription 

factor that kinks the DNA helix by > 90 degrees, also diminishes CT efficiency to guanine 

doublets.  This sensitivity of DNA-mediated CT to protein binding has actually led to the 
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application of DNA electrochemistry as a sensitive probe for DNA binding by base-

flipping proteins as well as proteins like TATA-binding protein (26, 27).   

In studies of long range oxidation, DNA-binding proteins have also been found to 

tune the oxidation potential of possible damage sites in DNA.  For example, the 

restriction enzyme BamHI, which binds the DNA sequence 5’-GGATCC-3’ inhibits 

damage at the guanine doublet located within its binding site (28).  BamHI makes 

extensive hydrogen bonding contacts to the guanines in its restriction site and these 

interactions are proposed to change the ionization potential, making the guanines less 

susceptible to oxidation.  The mechanisms that proteins employ to perturb DNA CT, 

structural alteration of the π-stack or modification of the electronic properties of specific 

bases, are interesting to consider in a biological context.  One could imagine DNA-

binding proteins, through a specific interaction, could insulate a particular sequence or a 

region of the genome, disallowing the propagation of DNA CT.  Whether such protection 

is actually utilized within the cell has not yet been established.  

A question of significant interest has been whether DNA CT can proceed within 

the nucleosome core particle (Figure 1.4).  Experiments were first carried out on DNA 

using the intercalating photooxidant, [Rh(phi)
2
bpy]3+, in the presence and absence of 

bound histones (29).  The 146 base pair DNA sequence employed in these studies was 

the same utilized for the crystal structure determination of the nucleosome core particle 

(30), which had a distinct kink in the DNA at its center in order to obtain consistent 

phasing of the DNA bound in the nucleosomes.  We observed damage at all of the 5’-Gs 

of guanine doublets between the Rh, bound at the DNA terminus, and this central kink, 

both in the absence and presence of the histone proteins.  Thus it appears that even  
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Figure 1.4.  DNA CT in a nucleosome core particle.  Photoactivation of a tethered Rh 
oxidant in histone-bound DNA generates oxidative damage at a distance in the 
nucleosome. 
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within the nucleosome, DNA CT may proceed.  This long range CT within DNA in the 

nucleosome core particle was confirmed in similar experiments using tethered 

anthraquinone as the photooxidant (31).  Some variations in relative intensities across 

the guanine doublets were observed for damage in the nucleosome versus that for the 

free DNA when comparing anthraquinone and the Rh intercalator.  These variations may 

represent differences along the DNA in access to oxygen and water, required to make 

the irreversible damage products from the guanine radical, and possible tuning of local 

guanine oxidation potentials by the DNA-bound histones.  Between Rh and 

anthraquinone as photooxidants, the small variations in guanine damage observed likely 

reflect differences in rates of back electron transfer for the two oxidants.  Interestingly, 

anthraquinone-tethered nucleosomes were also recently utilized to show that DNA-

protein crosslinking can result from long range DNA CT (32).   

As indicated, DNA CT was found to occur in the mitochondrion, and here the 

DNA is also bound by its native suite of proteins (23).   Mitochondrial DNA-protein 

interactions were found to be altered, perhaps also through crosslinking, as a result of 

oxidative damage arising via DNA CT.  These results may resemble those seen in the 

nucleosome core particle.  Importantly, in considering DNA being packaged in the 

nuclesome core particle, we generally consider that the DNA is being not only packaged 

but also protected from the assault of various damaging agents.  Certainly these results 

show that within the nucleosome, the DNA is not protected from oxidative damage 

occurring via DNA-mediated CT.  

 

Oxidation from a Distance of DNA-bound Proteins  

Not only can proteins serve to modulate DNA CT, DNA-binding proteins can also 

participate in reactions at a distance through DNA-mediated CT.  DNA-binding proteins 
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contain a variety of functional motifs with oxidation potentials similar to or lower than that 

of guanine (33).  Guanine radicals generated with a ruthenium photooxidant can be 

transferred to aromatic amino acid side chains (tyrosine and tryptophan) present in 

positively charged peptides (Lys-Tyr-Lys and Lys-Trp-Lys) (34).  Photolyase, an enzyme 

that uses CT to repair thymine dimer lesions in DNA, contains a flavin cofactor that can 

also be oxidized and reduced via the DNA π-stack when probed electrochemically on 

DNA-modified electrodes (35).  Additionally, appropriately positioned thiols incorporated 

into the sugar-phosphate backbone can be oxidized in a DNA-mediated reaction (36).   

Similarly, many DNA-binding proteins contain cysteine residues that are redox-

active, and these too may be oxidized at a distance through DNA CT (37).  One example 

is p53, a redox-modulated transcription factor that contains ten conserved cysteine 

residues in its DNA-binding domain (38).  We prepared a DNA assembly containing a 

pendant photooxidant, and the consensus sequence for binding p53 (37).  As illustrated 

in Figure 1.5, we observe that photoactivation of the anthraquinone promotes oxidative 

dissociation of p53 from the DNA.  The presence of an intervening mismatch, moreover, 

inhibits this DNA-mediated reaction. Analysis of the p53 crystal structure reveals several 

candidates for thiol oxidation close to the DNA, and mass spectrometry of trypsin digests 

of p53 after photolysis is consistent with disulfide bond formation in the DNA-bound 

protein.  Hence DNA-bound p53 can be oxidized from a distance and induced to 

dissociate from its target site from a distance through DNA-mediated CT. 

The oxidation of p53 through DNA CT was also probed within the cellular 

environment.  Human HCT cells were treated with the Rh photooxidant and irradiated to 

generate high levels of guanine radicals.  A new oxidized form of p53 was detected via 

western blot that could be reversed by addition of exogenous thiols, consistent with  
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Figure 1.5.  DNA CT leads to the oxidative dissociation of p53 (a tetramer) from its 
promoter, triggered from a distance.  
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disulfide bond formation.  In fact, the same oxidized p53 was produced upon addition of 

hydrogen peroxide.  This oxidized p53 appears under conditions of oxidative stress. 

The promoter sequences for p53 are diverse and can include those that control 

expression of important apoptotic or developmental genes. Biologically, p53 must 

distinguish between various promoters depending upon the cellular environment (39).  

Further investigation reveals that the DNA-mediated oxidation of p53 and subsequent 

dissociation is promoter specific (37).  On a promoter involved in apoptosis, p21, p53 

does not dissociate with photoactivation from a distance, although dissociation is 

observed on a promoter involved in DNA repair.  We hypothesize that under high levels 

of oxidative stress, formation of guanine radicals via DNA CT occurs frequently, 

signaling that the DNA repair pathway is futile.   When bound to DNA repair promoters, 

p53 oxidation followed by dissociation occurs, though p53 remains bound to promoters 

to activate cell cycle arrest under the high oxidative stress. Importantly, these results, 

taken together, provide a chemical rationale for the cellular response of p53 to oxidative 

stress through long range signaling using DNA-mediated CT.  

 

The Possibility of DNA-mediated Signaling among Proteins 

DNA repair proteins are another major class of DNA-binding proteins that could 

modulate or participate in DNA CT events.  Given the well established sensitivity of DNA 

CT to a wide variety of damaged bases (10), it is interesting to consider that DNA repair 

proteins could harness CT to search DNA for damaged sites. 

 In base excision repair (BER), glycosylase enzymes are responsible for 

searching the genome for chemically modified bases and catalyzing their excision (40).  

These enzymes must first locate their substrate in a vast excess of undamaged DNA, flip 

the substrate into the active site of the protein, and catalyze scission of the N-glycosidic 
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bond between the errant base and the sugar-phosphate backbone.  While much is 

known about the catalysis and substrate discrimination steps in this process, very little is 

known about the daunting initial search of the genome these enzymes must undertake.  

It has been demonstrated that many of these enzymes can move along the DNA helix in 

a processive manner (41, 42), but the in vivo relevance of this search mechanism as the 

primary mode of damage detection by DNA-binding proteins is disputed (43-45). 

 Many BER glycosylases contain a [4Fe4S] cluster (46-48), the function of which 

is unknown.  Endonuclease III (EndoIII) was the first glycosylase discovered to contain 

this metal cofactor (46).  EndoIII removes a wide variety of oxidized pyrimidines from 

DNA and contains the helix-hairpin-helix (HhH) recognition motif (49-57).  MutY, 

structurally similar to EndoIII (56-59), is another BER glycosylase that contains a 

[4Fe4S] cluster (58).  However, MutY instead removes adenine from 8-oxo-

guanine:adenine mispairs (60-72).   

 The role of the [4Fe4S] cluster in these glycosylases is of great interest.  

Experiments were performed with EndoIII to determine the properties and function of the 

[4Fe4S] cluster (46, 73).  Mossbauer and electron paramagnetic resonance (EPR) 

spectroscopy experiments confirmed that the protein contains the [4Fe4S]2+ cluster when 

the protein is not bound to DNA.  The cluster was unable to be oxidized by ferricyanide 

without degradation to the [3Fe4S]1+ species as observed by EPR at 4K.  Photoreduction 

of EndoIII did give rise to the [4Fe4S]1+ cluster but with an estimated reduction potential 

of less than -600 mV versus NHE.  Since it appeared that stable oxidation of the [4Fe4S] 

cluster was not possible, nor was reduction feasible in a biological environment, the 

cofactor was relegated to a structural role. 

 The [4Fe4S] cluster was analogously assigned a structural role in MutY.  

However, the David laboratory has since performed several experiments to investigate 
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the role of the cluster in this protein (74-76).  They have developed a method to remove 

reversibly the cluster from the protein and discovered that the cofactor is not necessary 

for protein folding nor does it contribute to the thermal stability of the protein.  

Nonetheless, the [4Fe4S] cluster is necessary for DNA binding and enzyme activity.  In 

addition, mutagenesis studies further highlight the necessity of the [4Fe4S] cluster for 

MutY repair.  In these experiments, the cysteines that ligate the cluster are mutated to 

both coordinating (histidine and serine) and non-coordinating (alanine) residues leading 

to, in some cases, quite dramatic effects on the repair capacity of MutY. 

 Crystal structures are available for MutY and EndoIII both free and bound to DNA 

(56-59, 77, 78).  These provide many clues about the environment of the cluster in both 

states.  In each protein, the [4Fe4S] cluster is ligated by a unique cysteine motif (C-X6-C-

X2-C-X5-C).  Some of these ligating residues are located in a loop termed the iron-sulfur 

cluster loop (FCL).  This loop also contains many positively charged residues that 

interact with the DNA backbone.  The overall structures of the free and DNA-bound 

proteins are similar (backbone RMSD = 1.3 − 2.1 Å); large conformational changes do 

not occur in the protein upon binding to DNA.  In both MutY and EndoIII, the [4Fe4S] 

cluster is located ~ 13 Å from the nearest DNA backbone atom, and ~ 20 Å from both the 

center of the DNA helix and the glycosylase active site. 

We have studied the DNA-mediated electron transfer properties of several repair 

proteins that contain [4Fe4S] clusters, a cofactor capable of being oxidized by guanine 

radicals (79, 80), using a variety of experimental techniques (81, 82).  The electron lost 

upon oxidation of the [4Fe4S]2+ cluster can be trapped in DNA by a uridine base modified 

with a nitroxide spin label.  The resulting nitroxide radical species is detected with EPR 

spectroscopy (81).  Similarly, a guanine radical cation, generated with a ruthenium 

photooxidant and monitored spectroscopically or with gel electrophoresis, can be 
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quenched by MutY, resulting in formation of a [4Fe4S]3+ cluster (82).  Importantly, 

guanine radicals are the first products of oxidative DNA damage inside the cell, and 

these results indicate that base radicals could provide the driving force in vivo to activate 

DNA-mediated CT signaling among [4Fe4S] BER glycosylases.  

When investigated at DNA-modified electrodes, MutY and EndoIII are redox-

active, displaying electrochemical signals with midpoint potentials (+50-100 mV versus 

NHE) typical of high-potential iron proteins, proteins that can adopt either the 2+ or 3+ 

cluster oxidation state (79, 80).  These proteins exhibit dramatically smaller signals at 

electrodes containing an abasic site, indicating that CT to the [4Fe4S] cluster is DNA-

mediated and requires an intact π-stack.  We have also electrochemically examined 

EndoIII in the absence of DNA at a graphite electrode (83).  The signal associated with 

the 2+/3+ redox couple in this situation is much less reversible and has a much more 

positive potential (~ 280 mV positive shift) indicating that EndoIII is both less easily 

oxidized and more unstable in the [4Fe4S]3+ form when the protein is not bound to DNA.  

Furthermore, the positive potential shift allows us to estimate that the protein containing 

the [4Fe4S]3+ cluster binds DNA much more tightly than the reduced form of EndoIII;  the 

difference in Kd when comparing the [4Fe4S]2+ and [4Fe4S]3+ forms of EndoIII is at least 

3 orders of magnitude.   

A new role for the [4Fe4S] cluster in these glycosylase enzymes must now be 

considered.  The presence of a redox-active [4Fe4S] cluster could allow DNA repair 

proteins to use DNA-mediated CT as a way to search quickly and efficiently for damaged 

bases in DNA (79-83).  Figure 1.6 illustrates a model for how this search process might 

transpire. Here we propose that DNA CT could help reduce the search problem faced by 

these enzymes, allowing glycosylases to rapidly eliminate a search through genomic 

regions devoid of lesions and instead spend most of their time bound in the vicinity of  
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Figure 1.6. A model for DNA CT in DNA repair.  DNA-mediated redox activity in a class 
of DNA repair proteins that contain a [4Fe4S] cluster could allow these enzymes to use 
DNA CT as a damage detection strategy.  Under conditions of oxidative stress, guanine 
radicals are generated and these can oxidize the [4Fe4S] cluster in the repair enzyme 
(top). A second protein, upon binding to DNA, becomes oxidized and transfers its lost 
electron, in a DNA-mediated CT reaction, to the first DNA-bound protein.  The first 
protein becomes reduced, subsequently loses affinity for DNA, and binds elsewhere.  If a 
lesion is present between the two proteins (bottom), the CT reaction occurs much less 
efficiently, thus the proteins remain in the oxidized state and bound near the lesion.  As 
illustrated here, DNA CT therefore serves to redistribute DNA repair enzymes away from 
undamaged DNA and into the vicinity of lesion sites, facilitating fast and efficient damage 
detection. 
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damaged sites.  Importantly, we have shown that guanine radicals can readily oxidize 

the [4Fe4S] cluster in these proteins, indicating that this event could trigger a DNA CT 

signaling cascade among these proteins initiating the search for lesions.  Hence, DNA-

mediated CT could play a simultaneous role in funneling DNA damage to sites of low 

oxidation potential and recruiting proteins to find and repair that damage. 

It is interesting to note that other organisms also contain BER repair proteins with 

an iron-sulfur cofactor (47, 48).  Most notably, in a set of thermophilic organisms, there 

are uracil DNA glycosylase (UDG) homologs (47) as well as XPD (a nucleotide excision 

repair helicase) homologs that contain iron-sulfur clusters.  The presence of a [4Fe4S] 

cluster in a thermophilic UDG is especially noteworthy given that the primary process 

that leads to uracil in DNA, cytosine deamination, has an enhanced rate at high 

temperatures (84).  Yet these organisms do not display a higher mutation rate (85).  

Might the presence of this cofactor help fulfill this greater requirement for repair?  One of 

these, Archaeoglobus fulgidus UDG, has been evaluated at DNA-modified electrodes 

and also exhibits DNA-mediated redox activity with a midpoint potential of +95 mV 

versus NHE (80). 

The recent discovery that mutations in the human gene for MutY (MUTYH) can 

cause predisposition to colorectal cancer (86) underscores the need to understand how 

repair enzymes effectively find and repair DNA damage.  Over 50 different missense and 

in-frame deletion mutations in MUTYH have been observed in colorectal cancer patients.  

Two of the most common mutations implicated in MUTYH-associated polyposis (MAP), 

Y165C and G382D, involve highly conserved positions in the protein.  In E. coli MutY, 

the corresponding mutations (Y82C and G253D) lead to modest decreases in substrate 

binding affinity and rate of excision (87).  In addition, structural studies show that Y82 

and G253 interact with the DNA near the 8-oxo-guanine lesion site (77, 78).   It is likely 
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that Y82 and G253 are involved in substrate recognition, but it is still not completely 

understood how all of the mutations implicated in MAP give rise to cancer and it is clear 

that defects in the rate of excision and substrate binding affinity may not account for all 

of the deficiencies observed with these mutants in vivo (86, 87).  Futhermore, an 

increasing body of evidence indicates that finding the lesion is likely the limiting step for 

effective BER inside the cell (89) and it is, therefore, of critical importance to understand 

all of the strategies employed by these proteins to detect damage. 

Is the redox activity of the [4Fe-4S] cluster relevant in vivo?   MutY and Endo III 

have similar redox potentials and could cooperatively search for damage using DNA CT 

inside the cell (80).  In this instance, if Endo III were inactivated, a decrease in the in vivo 

activity of MutY should be observed.  The CC104 E. coli strain, which uses a mutation in 

lacZ to report the frequency of G:C to T:A transversion mutations, is often used as an 

indicator of MutY activity in vivo (60, 90).  When the Endo III gene (nth) is knocked out in 

the CC104 genetic background, a small increase in the G:C to T:A mutation rate is 

observed (91).  While this observed effect appears at first to be attributed to overlapping 

substrate specificity with MutY, in vitro evidence to support this idea is lacking (55).  

Could this relationship instead have something to do with the iron-sulfur cofactor 

harbored by each protein? 
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SUMMARY 

 Guanine radicals are one the first signals of oxidative stress inside a cell and 

DNA CT could provide a mechanism to disseminate these radicals in genomic DNA.  

Given that certain sequences have markedly low oxidation potentials, the lesions that 

result from this process may be unevenly distributed throughout the genome.  Thus, 

inside the cell, DNA CT may play a major role in the DNA damage process by funneling 

damage to specific sites.   However, many fundamental characteristics of DNA CT in 

vivo still need to be addressed.  In particular, it is not known which sequences are prone 

to oxidative damage via DNA CT, nor is it fully understood which distance regimes are 

possible for DNA CT in biological environments.   

Guanine radicals may also be important in mediating protein signaling processes. 

These DNA-based radicals may transfer to low oxidation potential sites in proteins, 

including amino acid side chains or protein-bound cofactors, eliciting a functional change 

in the protein.  Here, DNA CT could serve as an antenna for DNA damage, allowing 

proteins to monitor oxidation events that occur far away and respond to them quickly.  

DNA CT could also provide a mechanism for protein-protein communication and, to this 

end, we have proposed that DNA repair enzymes could use DNA CT to cooperatively 

search for damage. Understanding the full range of DNA-binding proteins that could 

participate in these signaling pathways, and their associated cofactors, is a major focus 

of investigation. 
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Electrochemical Detection of Lesions in DNA 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Adapted from Boal, A. K., and Barton, J. K.  (2005) Bioconjugate Chemistry 16, 312. 
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INTRODUCTION 

DNA is remarkably susceptible to chemical modification (1-3).  Hydrolytic 

damage is the most common form of DNA base modification and often leads to 

deamination of cytosine and depurination.  Oxidative damage results in a variety of base 

modifications, but 8-oxo-G is thought to be the most prevalent of these lesions.  Non-

enzymatic alkylation by endogenous and exogenous alkylating agents is also an 

important type of base damage (2).  Modification of DNA bases can disrupt DNA 

replication and transcription by altering the base pairing properties of the DNA base and 

stalling the protein machinery associated with these processes.  Base damage may also 

be an important indicator in the diagnosis and treatment of cancer, as high levels of 

damaged bases are often the result of exposure to carcinogens (4). 

The base pair π-stack, formed when duplex DNA assumes a helical 

conformation, is capable of mediating charge transport (CT) (5-9).  This chemistry is 

exquisitely sensitive to changes in base pair structure and dynamics; intervening 

mismatches in base pairing lead to a loss in the ability to transfer charge from an 

electron donor to an electron acceptor (10), as do bulges (11) or structural perturbations 

in base pair stacking induced by proteins (12, 13).  While an in vivo role for DNA-

mediated CT has yet to be established, it is interesting to consider that DNA-mediated 

CT may be involved in DNA damage and repair (14).  Long range DNA-mediated CT 

provides a potential route for funneling oxidative damage to specific regions of the 

genome and insulating alternate regions (14, 15).  We have proposed that DNA repair 

proteins may take advantage of the sensitivity of DNA-mediated CT to DNA structural 

modifications in order to scan the genome for damage as an efficient long range 

detection scheme (14, 16). 
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The remarkable sensitivity of DNA-mediated CT to perturbations in base pair stacking and 

dynamics suggested that this chemistry could be applied in the design of sensors that detect 

base pair mismatches and damage products.  Our laboratory has developed one such 

sensor for the detection of single base mutations in duplex DNA (17, 18).  In this device, a 

monolayer of thiol-terminated DNA oligonucleotide duplexes is assembled on a gold surface; 

a redox-active intercalator bound near the top of the film acts as the probe of DNA CT 

chemistry.  The DNA-mediated reduction of the intercalator is easily monitored 

electrochemically if the DNA is fully Watson-Crick base paired.  However, the presence of a 

single base pair mismatch or other structural perturbation within the base pair stack 

attenuates intercalator reduction.  This sensor is unique in that it does not exploit differences 

in hybridization thermodynamics to detect mutations, but instead differences in electronic 

coupling within the π-stack.  Greater sensitivity to perturbations in the π-stack is attained by 

coupling the DNA-mediated reduction of the intercalative probe into an electrocatalytic cycle 

with an oxidant in solution capable of re-oxidizing the intercalator.  Figure 2.1 illustrates this 

cycle utilizing the intercalator methylene blue as the electrocatalyst for ferricyanide 

reduction.  The integrity of the DNA π-stack is repeatedly probed via electron transfer in this 

catalytic cycle, and thus any perturbations in base pair stacking are amplified.  Using this 

methodology, all single base mismatches in DNA, irrespective of sequence context or 

thermal stability, can be readily detected (18).  Indeed recently, a full range of DNA-based 

biosensors have been developed (19,20).  

Here we examine the scope of this methodology.  We are interested in 

determining the primary factors governing the detection of DNA lesions by DNA charge 

transfer chemistry and the range of lesions that may be detected.  How effective, for  
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Figure 2.1.  Scheme for electrocatalysis at a DNA-modified electrode.  MB+ denotes 
methylene blue as the redox-active intercalative probe.  MB+ is reduced to leucomethylene 
blue (LB+) in a DNA-mediated electron transfer process.  Ferricyanide (Fe(CN)6

3+ ) is 
oxidized by LB+ to regenerate the redox-active intercalative probe. 
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example, is this chemistry in detecting DNA methylation?  Are base analogues utilized 

as probes of nucleic acid processes or as therapeutics readily detected?  We have 

already observed that the conformational distortions in synthetic oligonucleotides 

containing constrained sugar-phosphate backbones can be detected electrochemically 

(21), and this may be an important consideration in their application in antisense 

therapeutics.  Perhaps most importantly, our understanding of the sensitivity and scope 

of DNA CT chemistry in the detection of lesions provides a foundation for the 

consideration of possible roles for DNA CT in mechanisms of DNA repair.  

 

MATERIALS AND METHODS 

 

Materials 

All reagents for DNA synthesis were purchased from Glen Research (including all 

unnatural DNA base phosphoramidites).  Methylene blue, ferricyanide, and reagents 

used in the synthesis of thiol-modified DNA were purchased from Aldrich in the highest 

available purity and used as received.  All buffers were prepared with Milli-Q water and 

filtered with a sterile, 0.2 µm filter. 

 

Preparation of DNA-modified Electrodes 

Oligonucleotides were prepared using standard phosphoramidite synthesis on an 

ABI 392 model DNA synthesizer.  Oligonucleotide composition was verified by mass 

spectrometry.  Thiol-modified duplexes were prepared using a solid-phase coupling 

procedure (17). The modified DNA was HPLC-purified on a semi-preparative C18 

column after either the amino modification or attachment of the disulfide moiety and 

again after the thiol deprotection.  Thiol-modified DNA and the appropriate 
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complementary strand were prepared in a 100 µM solution and annealed on a 

thermocycler.  The resulting duplexes were self-assembled overnight (12-24 hours) on 

polished (0.3 µm, 0.05 µm alumina) and etched (CV from +1575 mV to -250 mV, 20 

cycles in 1M H2SO4) bulk gold electrodes.  MgCl2 (100 mM) was added to the DNA 

solution prior to incubation to ensure a well-packed film.  All DNA films were confirmed to 

be densely packed using a standard ferricyanide assay (22).  At least three trials were 

performed for each base modification. 

 

Electrochemical Analysis of DNA Films 

Cyclic voltammetry and chronocoulometry experiments were carried out on a 

BAS CV50W model electrochemical analyzer.  Experiments were executed in 50 mM 

NaCl, 5mM sodium phosphate, pH 7, at ambient temperatures under an inert 

atmosphere.  A 3-compartment electrochemical cell was used with a Pt wire auxiliary 

electrode, 0.02 cm2 gold working electrode, and saturated calomel reference electrode 

separated from the working electrode by a modified Luggin capillary. 

 

Thermal Denaturation Studies 

DNA duplexes (1.6 µM) were tested in 50 mM NaCl, 5 mM sodium phosphate, 

100 mM MgCl2, pH 7.0 in a quartz cell (with the exception of the lesions in group 4 which 

were analyzed in the absence of MgCl2 and without the thiol tether).  Absorbance at 260 

nm was measured on a Beckman DU7400 spectrophotometer as the temperature 

decreased from 90 °C to 20 °C in a 0.5 °C/minute linear gradient.  Melting curves were fit 

to a sigmoidal function using ORIGIN software.  The Tm is defined as the midpoint of 

these sigmoidal curves. 
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RESULTS AND DISCUSSION 

 

Methodology 

Base lesions are incorporated into 15mer thiol terminated duplexes using 

standard phosphoramidite chemistry and the DNAs containing the base lesions are self-

assembled into monolayers on gold electrodes.  These DNA-modified electrodes are 

then investigated electrochemically using noncovalent methylene blue (MB) as a redox-

active probe either directly or, in conjunction with ferricyanide, electrocatalytically.  When 

MB is used as a direct probe, the DNA-modified electrodes are immersed in a buffered 

solution containing 2 µM MB.  Note that it is the reduction of MB that is monitored using 

cyclic voltammetry from 0 to –650 mV; some of the lesions examined are easily oxidized 

but the conditions monitored here do not promote redox chemistry on the bases 

themselves. MB is also used as a catalytic reductive probe, when the DNA modified 

electrode is placed in a solution containing 2 mM ferricyanide and 0.5 µM MB.  The 

redox activity of MB is then monitored primarily using chronocoulometry.  In the 

experiments described here, charge is monitored for a period of 5s while the potential 

steps from 0 to –350 mV.  

The lesions investigated here encompass a wide variety of modifications to DNA 

bases.  Some of these lesions occur physiologically as a result of enzymatic modification 

to DNA or as a result of oxidative and/or hydrolytic damage.  Other lesions represent 

synthetic modifications to DNA bases, damage to bases that is the result of exposure to 

alkylating agents, bases used as therapeutics, and fluorescent bases commonly used as 

synthetic probes of DNA. 
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Group 1 Lesions 

The group 1 lesions are all associated with DNA damage processes.  O4-methyl-

thymine (OMT) and O6-methyl-guanine (OMG) are methylation damage products 

occurring at sites involved in hydrogen bonding, and 5-hydroxy-cytosine (OHC) and 8-

oxo-guanine (OG) are common oxidative damage products (23).  The structures of these 

lesions are shown in Figure 2.2.  DNA films containing OMG base paired with cytosine 

can be distinguished electrochemically, either with or without electrocatalysis, from those 

containing well-matched unmodified base pairs (Figure 2.2).  OMT base paired with 

adenine can also be detected with and without electrocatalysis, but detection is greatly 

enhanced using electrocatalysis.  As illustrated in Table 2.1, incorporation of these 

lesions into DNA duplexes also leads to dramatically reduced Tm values.  It is 

noteworthy, however, that duplexes containing OMG have a lower Tm than those 

containing OMT, yet show less attenuation in MB reduction. 

The oxidative damage products OG and OHC can also be detected 

electrochemically both with and without electrocatalysis (Figure 2.2).  OG is examined 

here base paired with both A and C (OG:A and OG:C, respectively).  In both base 

pairing contexts, OG is detectable when MB is used as a direct probe.  In the 

electrocatalysis experiments, OG is detectable when paired with C or A, but detection of 

OG:A is especially pronounced.  OHC is also easily detectable with electrocatalysis.  It is 

noteworthy that a higher background current is consistently observed in DNA films 

containing OHC; possibly this reflects a difference in film morphology.  Note that all data, 

irrespective of film capacitance, were first background corrected. 
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Figure 2.2.  Electrochemical detection of group 1 lesions.  A.  Cyclic voltammetry 
without electrocatalysis.  B.  Bar graph representing peak current attained in cyclic 
voltammetry experiments without electrocatalysis.  C.  Chronocoulometry with 
electrocatalysis.  D.  Structures of group 1 lesions.  Deviations from standard base pairs 
are shown in red. 
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Table 2.1. Electrochemical detection of group 1 lesions. 
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 As evident in Table 2.1, these lesions are somewhat thermodynamically 

destabilizing; duplexes containing these modifications have lower melting temperatures 

than unmodified duplexes (TA).  Nonetheless, incorporation of these lesions in DNA 

films leads to a dramatic attenuation in CT efficiency. 

 

Group 2 Lesions 

  Group 2 includes the synthetic base analogues, P and K, that function as degenerate 

bases; they can pair with either purines (P) or pyrimidines (K) (24).  Nebularine (Neb) is a 

natural product that also has greater base pairing degeneracy than the natural purines (25). 

As illustrated in Figure 2.3, each of these lesions causes a profound decrease in DNA-

mediated CT monitored with electrocatalysis.  Significantly, P and K base paired to each 

other results in a higher charge accumulation when compared to P or K base paired to a 

natural base.  As evident in Table 2.2, it is also interesting that the duplex with the highest 

charge accumulation (Q) with electrocatalysis has the lowest Tm.  This result provides 

another indication that CT attenuation does not correlate with duplex melting temperature. 

 

Group 3 Lesions 

  This group includes the therapeutic base 5-fluoro-uracil (FlU) (26), fluorescent 

bases 2-amino-purine (2Ap) (27) and etheno-adenine (EA) (28), and synthetic base 

analogues 7-deaza-guanine (ZG) (29) and 7-deaza-adenine (ZA) (30).  Group 3 

represents structural modifications to DNA bases that are either completely synthetic 

(ZA, ZG, FlU, 2Ap) or the result of exposure to exogenous mutagens (EA).   

  Figure 2.4 illustrates, in DNA films containing these lesions, the reduction of MB 

without electrocatalysis as measured by cyclic voltammetry.  None of these lesions are  
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Figure 2.3.  Electrochemical detection of group 2 lesions.  A.  Cyclic voltammetry 
without electrocatalysis.  B.  Bar graph representing peak current attained in cyclic 
voltammetry experiments without electrocatalysis.  C.  Chronocoulometry with 
electrocatalysis. D.  Structures of group 2 lesions.  Deviations from standard base pairs 
are shown in red. 
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Table 2.2. Electrochemical detection of group 2 lesions. 
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appreciably distinguished without electrocatalysis.  Figure 2.4 also shows these data in 

bar graph form, further demonstrating that these lesions, within error, all have the same 

ability to facilitate CT as a fully matched duplex (TA).  When MB is used 

electrocatalytically,  ZA, ZG, and 2Ap are still not distinguishable.  Interestingly, FlU or 

EA incorporation, examined through electrocatalysis, does lead to some attenuation in 

CT.  Table 2.3 summarizes these data and shows melting temperatures for each duplex.  

All group 3 lesions, with the exception of EA, also show little deviation in melting 

temperature from a fully matched duplex. 

 
Group 4 Lesions 

  Group 4 lesions, 5-methyl-cytosine (MC), N6-methyl-adenine (NA), and uracil 

(UA) are biologically relevant bases that are the product of enzymatic methylation (MC 

and NA) or polymerase misincorporation (U base paired with A) (31-33).  Each of these 

lesions is the result of the addition or subtraction of a methyl group in a location that 

does not appreciably hinder Watson-Crick hydrogen bonding ability. 

Figure 2.5 shows the direct DNA-mediated reduction of MB (without electrocatalysis) 

measured by cyclic voltammetry.  Without electrocatalysis, MB reduction is equivalent for 

DNAs containing these lesions when compared to a duplex that does not contain any 

lesions (TA).  Figure 2.5 also shows these data as a bar graph, illustrating quantitatively 

that these lesions are not electrochemically detectable by this method.  In addition, data 

from chronocoulometry experiments using electrocatalysis, our most sensitive assay, 

show that these lesions are not well detected even when MB is used as a catalytic 

probe.  These data are summarized in Table 2.4.  Also shown in Table 2.4 are melting  
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Figure 2.4.  Electrochemical detection of group 3 lesions.  A.  Cyclic voltammetry 
without electrocatalysis.  B.  Bar graph representing peak current attained in cyclic 
voltammetry experiments without electrocatalysis.  C.  Chronocoulometry with 
electrocatalysis.  D.  Structures of group 3 lesions.  Deviations from standard base pairs 
are shown in red. 
 



 
 
 

44 

Table 2.3.  Electrochemical detection of group 3 lesions. 
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Figure 2.5.   Electrochemical detection of group 4 lesions.  A.  Cyclic voltammetry 
without electrocatalysis.  B.  Bar graph representing peak current attained in cyclic 
voltammetry experiments without electrocatalysis.  C.  Chronocoulometry with 
electrocatalysis.  D.  Structures of group 4 lesions.  Deviations from standard base pairs 
are shown in red. 
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Table 2.4. Electrochemical detection of group 4 lesions. 
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Figure 2.6.  Plot of Q versus ΔTm based upon data in Tables 1−4.  The best linear fit is 
shown, although R2 = 0.57. 
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temperatures for these duplexes.  It is noteworthy that these lesions do not promote a 

decrease in melting temperature. 

 

Charge Transfer Efficiency versus Duplex Stability 

  Figure 2.6 shows a quantitative comparison of melting temperatures for the DNA 

duplexes, and charge accumulation in the DNA films, our measure of CT efficiency.  

Integrated charge accumulated after 5s (Q), as measured by our electrochemical assay, 

is plotted versus the absolute change in Tm from well-matched DNA (TA) for each 

duplex.  The parameter ΔTm, rather than absolute Tm, is used to account for any 

differences in experimental conditions among measurements on the lesion-containing 

DNAs (see Table 2.4).  As evident in the plot, little statistical correlation is observed 

between the CT efficiency and the thermodynamic stability of the duplex; the squared 

correlation coefficient for these data (R2) equals 0.57.  The electrochemical assay used 

here depends upon different characteristics of the π-stacked DNA duplex rather than 

thermodynamic stability. 

 

Discussion 

  Electrochemical DNA-based biosensors offer a sensitive method for detecting a 

range of modified bases in DNA.  Many of the lesions examined here are implicated in a 

variety of cancers (34-36), so that new assays for low levels of lesions that employ 

electrocatalysis may provide a novel, early diagnostic tool.  

  The results presented here also establish the general trends in how base 

modifications affect CT efficiency.  Alteration of the Watson-Crick hydrogen bonding 

interface yields a profound loss in CT efficiency (OMT, OMG, Neb, P, and K), as does 
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added steric bulk (P, K, OMT, and OMG).  Base structure modifications that may induce 

base conformation changes (OG:A) also appear to diminish CT in DNA, as do those that 

place extra hydrophilic groups within the DNA helix (OHC).  The presence or absence of 

methyl groups (MC, NMA, and UA) that do not disrupt hydrogen bonding interactions 

have little effect on CT efficiency.  Little correlation between CT efficiency and thermal 

stability of duplex DNA containing a particular lesion is evident. 

  How are these lesions detected within the cell?  The lesions examined here fall 

into three categories: oxidatively damaged bases, alkylated bases, and synthetic base 

analogues.  The bases arising from oxidative or alkylation damage (OHC, OG, OMG, 

OMT) are all recognized by the cellular repair machinery.  Enzymatic recognition by DNA 

repair systems is considered to involve similar factors to those that affect CT efficiency: 

hydrogen bonding patterns between the lesion and the opposite base, steric fit, the 

strength of the glycosidic bond, and base pair dynamics (37).  OG is thought to be 

distinguished in part owing to protonation of the N7 nitrogen atom; N7 is not protonated 

in unmodified guanine (38).  Repair of OG is also highly dependent on its base pairing 

environment.  For instance, MutY, an enzyme that excises A from OG:A mispairs, can 

discriminate OG through stacking interactions involving an intercalated tyrosine coupled 

with hydrogen bonding of the OG to a serine (39).  OHC is repaired by Endo III, a repair 

enzyme with a wide substrate specificity that targets oxidized pyrimidines (40).  With this 

somewhat non-discriminate enzyme, recognition is thought to involve both the lability of 

the lesion glycosidic bond and hydrogen bonding of the enzyme with the base opposite 

the lesion (41-42).  Direct damage reversal, where aberrant alkylation is transferred from 

DNA to a reactive cysteine in the repair protein, is the process that repairs O-methylation 

in DNA (43).  OMT and OMG are recognized by methyltransferases and these enzymes 

likely recognize their substrates by sensing the instability of the lesion base pair (44).  A 
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consensus has not yet been reached regarding the exact protein/DNA interactions that 

determine specificity, but structural studies indicate that hydrophobic residues near the 

reactive cysteine may be involved in recognizing the site of alkylation (45-46). 

  Many of these lesions associated with DNA damage have been previously 

reported as thermally destabilizing lesions (47-49), consistent with our findings here.  

Base modifications are also associated with dynamic changes in structure. OG is known 

to switch from the anti to the syn conformation while pairing with A (50).  This 

conformational change is usually invoked as the basis for the mutagenic potential of OG 

(51), but it could also explain the drastic CT efficiency attenuation observed with the 

OG:A base pair.  O-methylation (OMG, OMT) is also known to alter Watson-Crick 

hydrogen bonding patterns (48-49); OMG base paired with C does not form any 

hydrogen bonds unless C is protonated at the N3 position (52).  OMT is similarly 

associated with increased flexibility at the lesion base pair (49), a property that, while 

linked to thermal instability and enzymatic recognition, may also be a factor in 

attenuation of CT efficiency.  Synthetic lesions P, K, and Neb are not targeted by repair 

systems but can be thermally destabilizing (24, 53). 

  Among the lesions not well-detected in this assay are ZA and ZG, purines where 

the nitrogen atom at the 7 position is replaced by a carbon atom.  This modification is 

known to lower the redox potential of the base, but the 7-deaza modification is not 

thought to cause destabilization or altered base pairing and stacking interactions (54).  2-

aminopurine base paired with thymine is similarly found to be thermodynamically stable 

and well stacked in the helix, thus it is not surprising that these three lesions are not 

easily detected using DNA CT (5, 55).  FlU, when base paired with adenine, is also 

thermodynamically stable and not a source of structural distortion (56).  EA, a sterically 

bulky lesion, is only marginally detected here.  Structural studies indicate that EA forms 
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no hydrogen bonds with thymine and assumes a nonplanar conformation to 

accommodate the excess steric bulk of the lesion.  Yet the lesion remains intrahelical, 

does not disrupt the structure of any flanking base pairs, and is purported to have 

stabilizing stacking interactions both with the bases above and below it and with the 

thymine opposite (57); perhaps these properties are sufficient to allow for some DNA-

mediated reduction of MB in the presence of EA.  Notably the poor coupling of EA in the 

base pair stack has been considered to account for the slow rate of base-base CT seen 

in other studies (5). 

  While O-methylation can be detected through CT,  simple base alkylation, MC 

and NMA, cannot.  Enzymatic methylation is generally thought to have a stabilizing effect 

on duplex DNA (58-59).  MC can lead to a higher melting temperature for DNA duplexes 

(59) and methylation at the 5 position on the pyrimidine ring, in general, is purported to 

reduce base pair opening rates (60).  NMA, also not significantly thermally destabilizing, 

exhibits more favorable stacking interactions with bases above and below (58).  Since 

methylation, if anything, further stabilizes a well-stacked conformation, then, our inability 

to detect methylation through DNA CT should not be surprising. 

  Given that DNA CT offers a sensitive strategy to detect a variety of DNA base 

lesions, might DNA CT chemistry play some role in DNA repair?  While recent crystal 

structures provide some insight into how lesions may be structurally discriminated, in 

most cases, it is not well understood how DNA damage is first located within the 

genome; this is especially true in the case of base excision repair, the process that is 

responsible for removing single instances of base damage (37).  The results described 

here certainly support the idea that DNA-mediated CT could potentially provide the 

foundation for a method of long range detection of DNA damage by repair enzymes.  In 

this context, the detection of 5-hydroxy-cytosine and 8-oxo-guanine is especially 
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significant as these are substrates for DNA repair glycosylases containing iron-sulfur 

cofactors that recently have demonstrated redox activity when bound to DNA (16). 
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SUMMARY 

 Electrochemical DNA-based sensors that exploit the inherent sensitivity of DNA-

mediated charge transport (CT) to base pair stacking perturbations are capable of 

detecting base pair mismatches and some common base damage products.  Here, using 

DNA-modified gold electrodes, monitoring the electrocatalytic reduction of DNA-bound 

methylene blue, we examine a wide range of base analogues and DNA damage 

products.  Among those detected are base damage products O4-methyl-thymine, O6-

methyl-guanine, 8-oxo-guanine, and 5-hydroxy-cytosine, as well as a therapeutic base, 

nebularine.  The efficiency of DNA-mediated CT is found not to depend on the 

thermodynamic stability of the helix.  However, general trends in how base modifications 

affect CT efficiency are apparent.  Modifications of the hydrogen bonding interface in 

Watson-Crick base pairs yields a substantial loss in CT efficiency, as does added steric 

bulk.  Base structure modifications that may induce base conformational changes also 

appear to attenuate CT in DNA as do those that bury hydrophilic groups within the DNA 

helix.  Addition and subtraction of methyl groups that do not disrupt hydrogen bonding 

interactions do not have a large effect on CT efficiency.  This sensitive detection 

methodology based upon DNA-mediated CT may have utility in diagnostic applications 

and implicates DNA-mediated CT as a possible damage detection mechanism for DNA 

repair enzymes. 
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CHAPTER 3 
 
DNA-bound Redox Activity of DNA Repair Glycosylases 
Containing [4Fe4S] Clusters 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Adapted from Boal, A. K., Yavin, E., Lukianova, O. A., O’Shea, V. L., David, S. S., and 
Barton, J. K.  (2005) Biochemistry 44, 8397. 
 

E. Yavin performed EPR experiments.  O. Lukianova and V. O’Shea prepared protein 
samples.
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INTRODUCTION 
 
 

 
Encoded in the sequence of DNA is all of the genetic information of a cell.  Yet 

the primary structure of DNA is remarkably dynamic (1).  Large scale rearrangements 

lead to gross changes in sequence, while chemical modifications to individual bases may 

lead to single base mutations.  The consequences of large- and small-scale DNA 

sequence alterations can be beneficial, allowing for increased genetic diversity, but more 

often are deleterious, leading to mutation and disease.  To counteract the harmful nature 

of DNA modification, organisms have developed diverse repair machinery aimed at 

protecting the genetic code (2). 

Damage to a single DNA base is commonly repaired by two different pathways: 

direct damage reversal that repairs a damaged base without excising it, and base 

excision repair (BER), a pathway that removes a single damaged base and replaces it 

with a new one (3).  The first step in the BER pathway involves the glycosylase enzyme, 

a protein that locates the damaged base and excises it from the helix.  The excision 

reaction catalyzed by glycosylases is relatively well understood at the molecular level, 

but the mechanism by which these enzymes locate their substrates in the first place 

remains elusive (4).  This detection challenge faced by glycosylases is formidable on two 

fronts.  First, the base mismatches and modifications, the substrates for the 

glycosylases, often occur at low frequencies and are isolated among a vast amount of 

undamaged DNA (1).  Second, the damage products detected by these enzymes 

represent very subtle deviations from the four natural DNA bases; often they vary by the 

addition or subtraction of a single functional group or even simply the mismatching of 

otherwise natural base pairs. 
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Some evidence suggests that glycosylases locate damage by processing along 

the DNA helix rather than randomly diffusing from site to site (5).  Processive 

mechanisms offer some enhancement in rate and efficiency by reducing the 

dimensionality of the search process.  However, it is not clear that procession alone 

would be sufficient to account for the remarkable repair efficiency of these enzymes.  In 

addition, BER enzymes operate in a complicated cellular environment, one in which a 

simple processive search process may be impossible (6).  High salt concentrations exist 

that prevent electrostatic interactions between proteins and DNA (7).  DNA is highly 

compact and covered in proteins much of the time, preventing rapid translocation along 

the helix (8).  Glycosylases are often present in very low copy numbers (9) and may be 

involved in intricate relationships with other proteins, including those related to other 

repair pathways, replication, and transcription processes (10-17).  All of these facts 

indicate that damage detection by glycosylases is a highly complex process, one that 

may require more than one mechanism. 

The base pair π-stack of double helical DNA has the unique ability to serve as a 

medium for charge transport over distances of at least 200 Å (18-23).  This property of 

DNA is highly dependent on the integrity of the π-stack; perturbations that affect the 

structure and dynamics of DNA, including mismatched base pairs and damage products, 

greatly diminish the efficiency of DNA charge transport (24-27).  In fact, devices based 

on DNA-mediated charge transport have proven to be powerful sensors of mutation in 

DNA (28).  Additionally, evidence suggests that DNA charge transport can occur in 

biologically relevant environments; within a nucleosome core particle (29) and inside the 

nucleus of HeLa cells (30).  While a biological role for DNA-mediated charge transport 

has not been definitively established, it has been proposed that DNA charge transport 
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may be involved in DNA damage and repair (31-33).  The exquisite sensitivity of DNA-

mediated charge transport to perturbations in the π-stack prompts one to ask: might DNA 

repair enzymes exploit this property of DNA in their search for damage in the genome? 

MutY, one of many glycosylases containing a [4Fe4S] cluster (34-37), has 

recently displayed redox activity when investigated electrochemically on DNA-modified 

electrodes (33).  MutY, containing 350 residues and the [4Fe4S] cofactor, acts as a 

glycosylase to remove adenine from G:A and 7,8-dihydro-8-oxo-2-deoxyguanonsine (8-

oxo-G):A mismatches (38-52).  Initial characterization of the [4Fe4S] cluster in MutY and 

Endonuclease III (EndoIII), a homologous enzyme with a substrate specificity instead for 

damaged pyrimidines (53-62), demonstrated that the cluster is in the 2+ oxidation state 

and is not readily oxidized or reduced within a physiologically relevant range of 

potentials; cluster decomposition occurs with oxidation but photoreduction does yield the 

[4Fe4S]1+ cluster  (34).  In the presence of DNA, however, MutY has a midpoint potential 

of +90 mV versus NHE (33).  This redox potential is typical of high-potential iron proteins 

(63) indicating that, when MutY is bound to DNA, the redox potential of the enzyme shifts 

such that the 3+ oxidation state of the cluster becomes accessible.  Earlier redox studies 

on MutY and EndoIII conducted in the absence of DNA had argued for a structural rather 

than redox role for the ubiquitous cluster (52, 61-62, 64), yet it was demonstrated that 

the [4Fe4S] cluster in MutY was not required for protein folding but was essential for 

activity (65). 

Given the redox activity for MutY now demonstrated with DNA activation, a model 

has been proposed describing a role for the cluster in damage detection by MutY (33).  

In this model, DNA-mediated charge transport between two MutY proteins would serve 

as a fast, efficient scanning mechanism for damage in DNA; in the absence of 

intervening lesions, DNA charge transport between proteins would be facile, permitting 



 
 

 
62 

reduction with concomitant dissociation of the protein from undamaged regions of the 

genome.  Through this fast scanning and sorting process, MutY would quickly 

concentrate near sites of damage in DNA.  Local procession on a slower timescale to a 

nearby site would then allow for efficient substrate recognition and repair. 

EndoIII and A. fulgidus UDG (AfUDG), like MutY, are glycosylases that contain a 

[4Fe4S] cluster (34-35).  EndoIII repairs a wide variety of oxidized pyrimidines in DNA.  

The cluster in EndoIII is well characterized spectroscopically (34, 64).  EndoIII is of 

particular significance because, as with MutY, it is present in many organisms (66-68).  

AfUDG, on the other hand, is part of a special class of uracil glycosylases (69).  These 

enzymes, known as family 4 UDGs, are present mostly in thermophilic bacteria and are 

the only family of UDGs to contain a [4Fe4S] cluster (35, 69-74).  Cytosine deamination, 

the main process by which uracil is produced in DNA, is greatly enhanced at high 

temperatures (75).  In spite of this fact, thermophiles do not exhibit a higher mutation 

rate than other organisms (76).  BER enzymes in thermophiles therefore face an even 

greater challenge to efficiently eliminate base damage.  Perhaps the [4Fe4S] cofactor in 

these enzymes is involved in enhancing the efficacy of repair?  

Here we determine whether the DNA-bound redox activity seen with MutY is a 

more general characteristic of DNA glycosylases containing a [4Fe4S] cluster.  EndoIII 

and AfUDG are both investigated electrochemically on DNA-modified electrodes to 

determine if the [4Fe4S] cluster in each is redox-active and if that redox activity is DNA-

mediated.  Furthermore, all three proteins are examined by EPR spectroscopy with a 

Co(III) oxidant to establish whether DNA binding can also promote oxidation of the 

cluster in solution.  These experiments have implications for the further development of 

our model to include the possibility of collaborative searching for damage by redox-active 

glycosylases. 
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MATERIALS AND METHODS 

 

Materials  

All buffers were freshly prepared and filtered prior to use.  Potassium ferricyanide 

was purchased from EM Science.  Poly(dGC) (ε260 = 8,400 M-1cm-1) was purchased from 

Amersham Pharmacia and was passed through spin columns (BioRad) prior to use.  All 

reagents for DNA synthesis were purchased from Glen Research. 

[Co(phen)3]Cl3 was synthesized from CoSO4.7H2O according to a literature 

procedure (77).  The cobalt complex was precipitated first as the PF6 salt by adding a 

solution of NH4PF6 in water (20% w/v) to the reaction.  The Co(III) complex was then 

converted to its chloride salt by dissolving 200 mg [Co(phen)3]PF6 in 5 ml CH3CN 

followed by the addition of (tBu)4NCl in 3 mL CH3CN (20% w/v) and formation of a yellow 

precipitate.  After filtration and washing with acetonitrile, the isolated complex 

[Co(phen)3]Cl3 was fully characterized by NMR and mass spectrometry. 

 

Protein Preparation 

EndoIII was generously donated by Professor T. R. O’Connor (City of Hope) (78).  

The purification of AfUDG was modified from the reported procedure (74).  The pET28a-

afung plasmid containing the gene encoding the AfUDG protein was provided by Dr. 

William A. Franklin (Albert Einstein).  Rosetta(DE3)pLysS cells (Novagen) transformed 

with the pET28a-afudg plasmid were inoculated into LB media containing 34 µg/mL 

kanamycin and grown at 37 °C in 4L to an OD600 = 0.5-0.7.  At this stage, 1 mM 

isopropyl-1-thio-β-D-galactopyranoside (IPTG) was added, and the cells were incubated 
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for an additional 6 hours at 30 °C.  The cells were harvested by centrifugation (10000 

rpm, 7 minutes, 4 °C), resuspended in 40 mL of ice-cold buffer L (25 mM Tris, 250 mM 

NaCl, pH 7.6) supplemented with 1 mM PMSF.  The cells were disrupted by sonication 

(Branson Sonic Power CO., model 350, 70% pulse, 30 s on followed by 30 s off, 

repeated six times), and centrifuged to remove cellular debris (10000 rpm, 5 minutes, 4 

°C).  The proteins in the supernatant were batch-bound to Ni2+-NTA resin (1.5 mL/40 mL 

supernatant) by gentle rocking at 4 °C for 1 hour.  The protein-bound resin was poured 

into an empty column (10 mL) and washed with 25 mL of 2X buffer L, followed by 5 mL 

of 1X buffer L.  Protein was eluted with 2-5 mL of 1X buffer L containing 250 mM 

imidazole and diluted 8-10 fold with Buffer A (25 mM Tris, pH 7.6).  The protein solution 

was loaded onto a High S cartridge (BioRad), pre-equilibrated with 90% Buffer A and 

10% Buffer B (25 mM Tris, pH 7.6, 1 M NaCl).  The AfUDG protein was eluted by 

increasing the concentration of buffer B.  Glycerol (10%) was added to the protein 

solution for storage at -80 °C. SDS-PAGE with Sypro Orange staining indicated the 

protein to be greater than 95% pure.  Total protein concentrations were determined by 

the method of Bradford using BSA as the standard. 

MutY was utilized fused to maltose binding protein to allow experiments to be 

carried out at high concentrations.  JM101 mutY- E. coli cells containing a pMAL-c2x-

muty vector encoding maltose binding protein fused to the N-terminus of MutY were 

used to inoculate LB media (200 mL) containing 100 µg/mL ampicillin, 15 µg/mL 

tetracycline, and 0.2 g/mL glucose (LBATG).  After overnight incubation at 37 °C, the 

culture was added to 4 L LBATG which was further incubated with shaking at 37 °C until 

the OD at A600 was 0.6.  IPTG (0.3 mM) was then added and the cells were incubated at 

30 °C for 3.5 hours.  After centrifugation (10,000 rpm for 7 minutes), the cells were 
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resuspended in 30 mL of 50 mM Tris-HCl pH 8 containing 2 mM EDTA, 5% glycerol, 250 

mM NaCl, 5 mM DTT, and 1 mM PMSF.  The cells were lysed using a French press, the 

process being repeated twice, followed by centrifugation to remove cellular debris.  The 

cell lysate (~ 40 mL) was loaded onto two separate 20 mL amylose (New England 

BioLabs) columns pre-equilibrated with Buffer C (20 mM HEPES-KOH pH 7.5 at 4 °C, 

200 mM NaCl, 1 mM EDTA, and 1 mM DTT).  MutY was eluted using 50 mL buffer C 

containing 10 mM maltose.  The protein-containing eluent was diluted twofold with buffer 

D (20 mM HEPES-KOH pH 7.5 at 4 °C, 1 mM EDTA, 5% glycerol, and 1 mM DTT), 

filtered with a 0.45 micron filter, and loaded onto a 5 mL heparin column (Amersham 

Biosciences) on a BioRad BioLogic.  MutY was eluted using a gradient of 5 – 100% 

buffer D containing 1 M NaCl.  Fractions containing pure MutY, as determined by SDS-

PAGE with Sypro-orange staining, were concentrated and the buffer exchanged (20 mM 

Na-Phosphate pH 7.5, 100 mM NaCl, 10% glycerol, 1 mM EDTA) using an Amicon 

stirred ultrafiltration cell.  The protein concentration was determined using an 

approximate ε(410 nm) of 17,000 M-1cm-1. 

 

Preparation of DNA-modified Electrodes  

Oligonucleotides were synthesized using standard phosphoramidite chemistry 

(79).  Single strand oligonucleotides were modified at the 5’ end with a thiol moiety to 

facilitate covalent attachment to a gold electrode surface, as described earlier (80).  

Oligonucleotides were purified by HPLC, hybridized to their complements and self-

assembled into a loosely packed monolayer on a Au surface (27) in 50 mM NaCl, 5 mM 

sodium phosphate, pH 7.0.  The electrode surface was then further passivated by 

incubation using mercaptohexanol (100 mM) in assembly buffer for 30 minutes.  
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Electrodes were then rinsed with protein storage buffer (MutY and EndoIII: 100 mM 

NaCl, 20 mM sodium phosphate, 1 mM EDTA, 10% glycerol, pH 7.0; AfUDG; 25 mM 

Tris-HCl, 500 mM NaCl, 5% glycerol, pH 7.6), and 50 µL protein (550 µM MutY, 150 µM 

EndoIII, or 360 µM AfUDG) in their storage buffers were added to the electrode surface 

and allowed to incubate for 10−15 minutes prior to measurement. 

 

Electrochemistry Measurements 

 Low volume constraints necessitated the use of a specialized low-volume cell for 

protein electrochemistry experiments.  The working electrode consisted of a Au(111) on 

mica chip and a Pt wire served as the auxiliary electrode.  The reference electrode was a 

Ag/AgCl electrode modified with a tip containing 4% agarose in 3 M NaCl.  This 

reference electrode was calibrated with ferrocene carboxylate and compared both to an 

unmodified Ag/AgCl reference electrode and a saturated calomel electrode.  All 

measurements were made using a BAS CV50W model electrochemical analyzer. 

 

EPR Spectroscopy 

  X-band EPR spectra were obtained on a Bruker EMX spectrometer equipped 

with a rectangular cavity working in the TE102 mode. Low temperature measurements 

(10K) were conducted with an Oxford continuous-flow helium cryostat (temperature 

range 3.6−300 K).  A frequency counter built into the microwave bridge provided 

accurate frequency values.  Solutions were prepared by adding the protein (50 µM) to a 

solution of oxidant (150 µM) (with the exception of EndoIII where the protein 

concentration was 10 µM and the oxidant concentration was 30 µM) in the presence or 

absence of poly(dGC) (1.5 mM in base pairs).  Samples were incubated at ambient 
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temperature (10 min) or heated to 55 ºC (5 min) and cooled down to ambient 

temperature.  All samples were frozen in liquid nitrogen prior to EPR measurement at 

low temperature.  EPR parameters were as follows: receiver gain = 5.64x103, modulation 

amplitude = 4G, microwave power = 1.27 mW. 

 

RESULTS AND DISCUSSION 

 

Electrochemistry on DNA-modified Electrodes   

The redox properties of each protein (MutY, EndoIII, and AfUDG) were 

investigated on a loosely packed DNA-modified electrode surface passivated with 

mercaptohexanol (MCH) (Figure 3.1).  AfUDG and EndoIII both exhibit a redox signal 

using a DNA-modified electrode (Figure 3.2).  The midpoint potential for AfUDG is 95 ± 3 

mV versus NHE, while the midpoint potential for EndoIII is 58 ± 6 mV versus NHE.  The 

measured midpoint potentials are similar to that previously measured for MutY of 90 mV 

versus NHE (33).  The signals observed are quasi-reversible and robust over the course 

of the experiment.  For each protein, the signal grows in over 5-10 minutes and remains 

at a constant intensity for up to 30 minutes after addition of the protein.  No evidence of 

cluster degradation is observed during the experiment.  Scan rate dependence 

measurements show a linear relationship between the peak current and the square root 

of the scan rate, an indication of a diffusion-limited process.  However, measurements of 

electron transfer rates based on peak splitting (81) indicate a relatively slow rate of 

electron transfer (1−10 s-1), consistent with earlier measurements of MutY (33).  

Importantly, as shown in Figure 3.2, each protein requires DNA for redox activity; at a 

MCH-modified surface lacking DNA, no signal is evident.  In fact, even with 1 mM 

protein, no redox signal could be observed. 
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Figure 3.1. Schematic illustration of the electrochemical measurement of DNA-
binding proteins containing [4Fe4S] clusters at a DNA-modified Au electrode surface. 
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Figure 3.2. Cyclic voltammetry of MutY (left), EndoIII (middle), and AfUDG (right) 
at DNA-modified electrodes (shown in black) (Ag/AgCl reference electrode, Pt auxiliary 
electrode, 50 mV/sec scan rate).  Buffer conditions for MutY and EndoIII are 100 mM 
NaCl, 20 mM sodium phosphate, 1 mM EDTA, 10% glycerol, pH 7.0.  Buffer conditions 
for AfUDG are 25 mM Tris-HCl, 500 mM NaCl, 5% glycerol, pH 7.6.  Average potentials, 
based on several trials, are 90 mV for MutY, 59 mV for EndoIII, and 95 mV for AfUDG, 
all versus NHE.  DNA is required to observe the protein redox activity; proteins examined 
on a MCH-modified electrode (shown in grey) exhibit no electrochemical signal. 
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  Covalent modification of electrodes is a technique commonly employed in 

protein electrochemistry both to concentrate proteins at the electrode surface and to 

properly orient buried redox centers for direct electron transfer with the electrode (82-

83).  To determine whether the redox activity observed here at a DNA-modified electrode 

is the result of direct interaction between the protein and the electrode surface or 

whether electron transfer to the cluster is mediated by the DNA π-stack, these proteins 

were investigated at a surface modified with a duplex containing an abasic site (thiol 

modified strand SH-5’-AGTACAGTCATCGCG hybridized to a complement containing an 

abasic site opposite the underlined thymine).  We have determined previously that an 

intervening abasic site serves to diminish the redox signal from DNA-bound probes 

owing to the associated perturbation to the base pair stack (28).  As evident in Figure 

3.3, when each of these proteins is monitored electrochemically on a monolayer 

containing an abasic site, the redox signal is significantly attenuated.  These 

observations support the idea that the redox chemistry obtained is DNA-mediated.  The 

potential determined is therefore characteristic of the DNA-bound protein.  

To test further that DNA binding promotes the shift in +3/+2 redox potential, 

activating the protein towards oxidation, we examined the protein electrochemistry on 

the DNA-modified surface before and after bulk electrolysis.  Shown in Figure 3.4 are 

cyclic voltammograms for EndoIII bound to the DNA-modified electrode before and after 

shifts in applied potential.  As is evident, when the sample is equilibrated and then the 

potential is held at –350 mV for a discrete time interval so as to reduce the DNA-bound 

protein, the signal is attenuated, consistent with reduced protein dissociating from the 

DNA-modified electrode.  Similarly, as is also shown in Figure 3.4, when the potential is 

held at +50 mV, to promote oxidation, the signal increases, consistent with protein  
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Figure 3.3. Electrochemistry (clockwise from top right) of MutY, AfUDG, and 
EndoIII at an electrode modified with well matched DNA duplexes (TA DNA in black) or 
DNA duplexes containing an abasic site (Ab DNA in grey) as measured by cyclic 
voltammetry (Ag/AgCl reference electrode, Pt auxiliary electrode, 50 mV/sec scan rate).  
Buffer conditions for MutY and EndoIII are 100 mM NaCl, 20 mM sodium phosphate, 1 
mM EDTA, 10% glycerol, pH 7.0.  Buffer conditions for AfUDG are 25 mM Tris-HCl, 500 
mM NaCl, 5% glycerol, pH 7.6.    
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Figure 3.4. Cyclic voltammetry of EndoIII before and after bulk electrolysis.  Left 
panel shows CV before (grey trace) and after (black trace) bulk electrolysis for 5 minutes 
at -350 mV (versus Ag/AgCl).  Right panel shows CV before (grey trace) and after (black 
trace) bulk electrolysis for 5 minutes at +50 mV (versus Ag/AgCl).  An increase in peak 
intensity is evident after electrolysis at +50 mV, whereas a corresponding decrease is 
observed after electrolysis at -350 mV. 
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oxidation yielding association with DNA.  Calculation of net changes in area under the 

cyclic voltammograms reveal a 14% difference in both directions as a result of 

electrolysis.  Analogous results were found with the other BER enzymes examined.  

While these results cannot provide a quantitative determination of solution binding 

affinities, these data nonetheless provide support for a greater DNA affinity for the 

protein in the oxidized form versus the reduced +2 state. 

  

Low Temperature EPR to Probe DNA-bound Redox Chemistry 

All three proteins were investigated by EPR spectroscopy in the presence and 

absence of DNA using Co(phen)3
3+ as the oxidant.  EPR measurements were performed 

at 10K to observe any changes in the oxidation state of the [4Fe4S] cluster.  The 

[4Fe4S] cluster in each of these proteins is in the 2+ oxidation state when free in 

solution, a configuration that is diamagnetic and EPR-silent (34-35, 84).  However both 

the [4Fe4S]3+ and [3Fe4S]1+, a common damage product resulting from hydrolysis of the 

oxidized [4Fe4S] cluster (63, 85-86), are EPR-active and give rise to distinctive spectra 

(84, 87-90). 

 As expected, MutY, in the presence and absence of DNA, yields no EPR 

signal.  The [4Fe4S]2+ cluster in MutY is largely in the 2+ oxidation state and EPR-silent.  

When MutY (50 µM) is incubated with [Co(phen)3]3+ (150 µM), a small signal appears, 

that looks much like a [3Fe4S] cluster (85, 89-90) with g values at 2.02 and 1.99 (Figure 

5).  In the presence of DNA and [Co(phen)3]3+ (150 µM), this signal is also evident but the 

intensity is much greater (~ 4-fold by integration).  It appears then that the presence of 

DNA enhances oxidation by Co(III).  Since the cobalt complex binds DNA (91-92), albeit 

weakly, we also examined the oxidation reaction with an excess of [Co(phen)3]3+.   
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Figure 3.5. EPR spectroscopy at 10K of MutY in the presence of DNA (light grey), 
150 µM [Co(phen)3]3+ without DNA (dark grey), 500 µM [Co(phen)3]3+ but no DNA (dotted 
line), and MutY with DNA and 150 µM Co(III) (black).  Signal 1 shows g = 2.02, signal 2 
shows g = 1.99. 
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Addition of 500 µM [Co(phen)3]3+ in the absence of DNA results in a small increase in 

signal intensity; some interaction of the protein with the cobalt complex at these high 

concentrations is expected, yet without DNA little reaction occurs.  These results are 

therefore consistent with DNA binding serving to shift the oxidation potential of the 

cluster, activating the cluster towards oxidation. 

 EndoIII also does not exhibit an EPR signal without oxidant in the presence or 

absence of DNA.  Like MutY, upon addition of [Co(phen)3]3+ (30 µM) to EndoIII (10 µM), a 

signal appears with g = 2.03 and 2.01, consistent with formation of a [3Fe4S]1+ cluster 

(Figure 3.6) (89-90).  This signal also increases in intensity in the presence of DNA, 

although the enhancement is not as high as for MutY. 

 We also examined repair protein oxidation by ferricyanide in the presence 

and absence of DNA.  A similar enhancement in cluster oxidation was observed in the 

presence of DNA (data not shown).  However, ferricyanide is also known to promote 

oxidation of the cluster without DNA (34-35). 

 AfUDG in the presence or absence of DNA is EPR-silent as well.  Unlike 

MutY and EndoIII, AfUDG (50 µM) in the presence of [Co(phen)3]3+ (150 µM) is also EPR 

silent in the absence of DNA.  When DNA is included, however, a signal appears with g 

values at 2.13 and 2.04, typical of a [4Fe4S]3+ cluster (87-88) (Figure 3.7).  Since AfUDG 

is isolated from a thermophilic organism, these samples were also investigated following 

incubation at 55 ºC for five minutes.  The same pattern is evident; AfUDG with DNA is 

EPR silent, as is AfUDG with [Co(phen)3]3+, while AfUDG with DNA and [Co(phen)3]3+ 

elicits a signal.  However this signal has a g value of 2.02, indicating that the cluster is 

likely in the [3Fe4S]1+ configuration.  Previous studies examining oxidation  
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Figure 3.6. EPR spectroscopy at 10K of EndoIII in the presence of DNA (light 
grey), 150 µM [Co(phen)3]3+ without DNA (dark grey), and with both DNA and 150 µM 
Co(III) (black).  Signal 1 shows g = 2.03, signal 2 shows g = 2.01. 
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Figure 3.7. EPR spectroscopy at 10K in AfUDG in the presence of DNA (light 
grey), 150 µM [Co(phen)3]3+ without DNA (dark grey), and with both DNA and 150 µM 
Co(III) (black).  Shown above after incubation at ambient temperature and below 
after incubation at 55 ºC.  Signal 1 shows g = 2.13; signal 2 shows g = 2.04; signal 3 
shows g = 2.02. 
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of the cluster in family 4 UDG from Pyrobaculum aerophilum by ferricyanide 

demonstrated that a mixture of [4Fe4S]3+ and [3Fe4S]1+ species are formed in the 

absence of DNA (35).  It is therefore apparent that this repair enzyme also is activated 

toward oxidation of its [4Fe4S] cluster upon DNA binding. 

 

Redox Activation of BER Enzymes upon DNA Binding 

Electrochemical measurements of EndoIII and AfUDG using DNA-modified 

electrodes demonstrate that, like MutY, both of these enzymes that contain a [4Fe4S] 

cluster are redox-active when bound to DNA.  Both BER enzymes have physiologically 

relevant redox properties when evaluated on DNA-modified electrodes, with potentials of 

~ 100 mV versus NHE, typical of high-potential iron proteins (63), and similar to MutY 

(33). Solution studies with mediators have shown that the proteins could not be easily 

oxidized in the absence of DNA, and the more accessible 2+/1+ couple was estimated to 

be < -600 mV versus NHE (34).  Without DNA attached to the gold electrodes, neither 

oxidation nor reduction of these proteins is observed electrochemically.  Thus protein 

binding to DNA appears to shift the redox potential, activating the [4Fe4S]2+ cluster 

towards oxidation.   

Further support for this redox activation is apparent in monitoring changes in 

DNA-bound protein as a function of applied potential.   When the DNA-modified 

electrodes are equilibrated with protein, but then the applied potential is shifted towards 

more negative potentials, reducing the protein, some protein dissociation from the 

electrode is evident.  Similarly, shifting the potential to more positive values, to promote 

oxidation, increases the DNA-bound protein signal.  While these data do not provide a 

quantitative measure of the difference in DNA binding affinity with protein in the reduced 

versus oxidized form, these data do qualitatively support an increase in binding affinity 
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for the protein with the [4Fe4S] cluster in the +3 state versus the +2 state.  In other 

words, thermodynamically, DNA binding activates the protein towards oxidation.  A 

quantitative determination of this difference in binding affinity for the protein with cluster 

in the +3 versus +2 form may not be possible technically, since cluster oxidation in the 

absence of DNA clearly leads to cluster decomposition.  On the DNA-modified 

electrodes, however, the redox cycle appears to be reversible. 

 That DNA binding would shift the potential is reasonable to expect.  The 

redox potentials of [4Fe4S]2+ clusters are well known to vary considerably depending 

upon their environment (63, 93).  Based on crystal structures of MutY (94) and EndoIII 

(95) bound to DNA, it is apparent that the iron-sulfur cluster is located near amino acid 

residues that contact DNA, so that DNA binding changes the environment for the cluster, 

taking it from an exposed and polar environment in the absence of DNA to a more 

hydrophobic environment in the presence of DNA.  Moreover, the substrate binding 

affinity of MutY has been shown to be extremely sensitive to alterations of amino acids in 

the cluster coordination domain consistent with an intimate association of this region with 

DNA (84).  It is reasonable to consider, then, that in the absence of DNA, the [4Fe4S] 

cluster is more ferredoxin-like, with the 2+/1+ couple being more accessible (96).  

Estimates for the reduction potential for the [4Fe4S]2+ cluster of EndoIII of ~ -600 mV are 

consistent with this characterization.  However, DNA binding may make the cluster 

environment more similar to high potential iron proteins, with the 2+/3+ couple being 

more accessible in the physiological regime (96).  Indeed, the DNA-bound potentials of 

100 mV we observe are characteristic of high potential iron proteins.  Estimates based 

upon model studies for the difference in potential for the 3+/2+ couple versus the 2+/1+ 

couple are  > 1.0 V, both for ferredoxin-like clusters and high potential iron centers (63, 



 
 

 
80 

93, 96).  Using a conservative value of 1.0 V for this difference, a value of –600 mV for 

the 2+/1+ cluster potential of EndoIII without DNA, and the measured potential of 90 mV 

for the DNA-bound 3+/2+ couple, suggests that DNA binding shifts the 3+/2+ potential 

310 mV more negative.  Thermodynamically this 300 mV shift would correspond to a 

change in binding affinity between the 2+ and 3+ states of more than 4 orders of 

magnitude.  

 The EPR results also are consistent with DNA binding activating the cluster 

towards oxidation.  While some oxidation by Co(phen)3
3+ in the absence of DNA is found, 

significant enhancements in oxidation are apparent in the presence of DNA.  Earlier 

results had shown some evidence of irreversible oxidation of EndoIII by ferricyanide (34), 

but no enhancement with DNA binding was explored.  Here it is noteworthy that 

Co(phen)3
3+, an oxidant with potential similar to ferricyanide, binds to DNA (91-92).  

Hence the enhancement could reflect an increase in local concentration of the cobalt 

complex near the DNA-bound BER enzyme; ten times higher concentrations of 

Co(phen)3
3+ without DNA showed no increased oxidation, however.  Alternatively, the 

oxidation of the protein by Co(phen)3
3+ might be DNA-mediated.  Co(phen)3

3+ binds DNA 

by partial intercalation (92), facilitating coupling into the base pair stack to enable a DNA-

mediated reaction.  

The electrochemical results using DNA-modified electrodes show clearly that the 

charge transport reaction to oxidize the cluster can be DNA-mediated.  With all of these 

proteins, incubation at a DNA-modified surface containing an abasic site yields a 

drastically attenuated signal compared to that found with a well matched DNA duplex.  

This attenuation indicates that the DNA base pair stack must mediate electron transfer to 

the cluster, rather than simply serving to locally concentrate the enzyme at the electrode.  

DNA-mediated charge transfer to the cluster requires an intact base-pair π-stack. 
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Characteristics of the Oxidized Protein 

EPR spectroscopy is used commonly to characterize [4Fe4S] clusters and their 

oxidation states.  Based upon comparative g values, MutY, EndoIII, and AfUDG, upon 

DNA binding in the presence of an oxidant, primarily promote formation of the [3Fe4S]1+ 

cluster.  Some evidence for the [4Fe4S]3+ cluster is also found, however, with AfUDG 

upon DNA binding. 

High-potential iron proteins are known to be susceptible to degradation through 

reaction with water and oxygen (63); 

   

                            (1) 
 

       (2) 
   
 
the [4Fe4S]3+ cluster can lose an iron to form the [3Fe4S]1+ cluster.  This degradative 

process frequently occurs in [4Fe4S] proteins as a result of oxidative damage (85).  

While the electrochemistry results indicate that DNA activates the [4Fe4S]2+ cluster 

towards oxidation in all three proteins and that oxidation can be reversed, MutY and 

EndoIII only show a signal typical of a [3Fe4S]1+ cluster by EPR spectroscopy.  With 

MutY and EndoIII, it is likely that the low temperature required to observe the cluster by 

EPR (10K) destabilizes the protein such that the cluster falls apart; electrochemistry 

results are obtained instead at ambient temperatures in buffer.  Since this degradation 

process first requires oxidation of the [4Fe4S]2+ cluster to the [4Fe4S]3+ state (eq. 1, 2), 

the [3Fe4S]1+ signal indicates, indirectly, oxidation of the cluster. 



 
 

 
82 

 EPR experiments with AfUDG, furthermore, do show signals characteristic of 

a [4Fe4S]3+ cluster in solution when the protein is incubated with DNA and [Co(phen)3]3+.  

Interestingly, when this same sample is first heated to 55 ºC, the degraded cluster 

([3Fe4S]1+) is observed instead. Oxidation of AfUDG with ferricyanide earlier had shown 

EPR evidence of both the [4Fe4S]3+ and [3Fe4S]1+ clusters (35), and here with DNA 

binding and oxidation with cobalt, a species with g values of 2.13 and 2.04, generally 

characteristic of a [4Fe4S]3+ cluster (83-84), is observed.  Noteworthy also are 

fluorescence studies of AfUDG as a function of temperature (71) which suggested that, 

above 50 oC, AfUDG has a more "open" conformation, while the structure is more 

compact at lower temperature; this also was correlated with the higher activity of the 

enzyme above 50 oC.  It seems that this more "open" conformation is more susceptible 

to hydrolytic degradation of the [4Fe4S]3+ cluster, leading to formation of the [3Fe-4S]1+ 

cluster (based on the appearance of a species with a g-value of 2.01). 

 It is interesting in this context to consider recent results we have obtained for 

the DNA-mediated oxidation of MutY by guanine radical (97).  Oxidized guanine radical 

in DNA, generated using a flash/quench technique, is found to promote oxidation of the 

[4Fe4S]2+ cluster of MutY primarily to [4Fe4S]3+ along with its decomposition product 

[3Fe4S]1+ based upon EPR spectra with g values of 2.08, 2.06, and 2.02.  Thus oxidation 

of the cluster in a rapid DNA-mediated reaction is far more likely to yield  [4Fe4S]3+ with 

minimum decomposition.   

 

Model for Collaborative Scanning for DNA Lesions by BER Enzymes 

While the enzymology of BER enzymes has been increasingly well established, 

little is understood about how BER repair enzymes first locate their substrates, often 
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single damaged bases in a vast array of undamaged DNA (1).  The [4Fe4S] clusters are 

ubiquitous to these enzymes although a redox function for these clusters had been 

disregarded owing to the lack of redox activity seen with these proteins under 

physiological conditions (34).  The data reported here, where DNA binding promotes a 

shift in redox potential to the physiological range, for all three BER enzymes, now 

requires that a redox role for these [4Fe4S] clusters be revisited. 

We propose that the clusters serve as cofactors for DNA-mediated redox 

signaling among the BER enzymes.  Through long range DNA-mediated charge 

transport, the BER enzymes may quickly become localized in regions of the genome 

containing DNA mismatches and lesions.  This model is based upon the shift in potential 

we find for the BER enzymes associated with DNA binding.  Thus our proposal reflects 

the electron exchange reaction among BER enzymes of similar potential bound to DNA 

so that 

 

 .        (3) 

 

Figure 3.8 illustrates this model for this cooperative BER detection strategy.  A 

given BER enzyme, free in solution, contains the [4Fe4S] cluster in the 2+ state, as seen 

earlier (34-35, 84).  As such, the protein is robust and insensitive to redox chemistry.  As 

shown here, binding to DNA, however, shifts the redox potential, facilitating oxidation of 

the [4Fe4S] cluster to the +3 state.  Oxidation, then, can involve a DNA-mediated charge 

transfer to an alternate BER enzyme bound at a distal site along the DNA with its cluster 

already in the +3 state.  Reduction of this secondary BER enzyme could then facilitate its 

dissociation from the duplex.  This process, as described, in actuality represents a scan 
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of one region of the genome: in the absence of an intervening lesion, mismatch, or other 

perturbation in base pair stacking, the DNA-mediated charge transfer process can 

proceed. The similarity in potentials for the different DNA-bound BER enzymes makes 

such a charge transfer process among DNA-bound [4Fe4S]3+/2+ clusters near equilibrium 

plausible; a dynamic equilibrium between oxidized bound enzymes and reduced 

dissociated enzymes is expected.  As also illustrated in Figure 3.8, the presence of a 

nearby perturbation in base pair stacking inhibits charge transfer.  Under this 

circumstance, the BER enzyme remains associated with the DNA, allowing DNA-bound 

facilitated diffusion to the substrate site and repair.  This model, then, provides a means 

to redistribute BER enzymes rapidly away from well matched DNA and preferentially 

onto genome sites in the vicinity of DNA lesions.  

The results given here provide added support for this model.  The shift in redox 

potential for BER enzymes upon DNA binding is now more widely demonstrated.  

Additionally, since each BER enzyme is in low copy number within the cell, this model 

provides a means for the enzymes to cooperate in locating their substrates.  Some 

kinetic evidence for cooperativity in enzyme kinetics had been seen previously (17), yet 

there has been no structural evidence for protein dimerization in the bacterial forms of 

these enzymes.  Our model provides for a cooperativity among BER enzymes. Indeed, 

irrespective of the specific substrate for the BER enzyme, none of the enzymes should 

populate well matched, unperturbed regions of the genome; this model provides a 

mechanism instead for the enzymes to redistribute onto damaged regions of the 

genome.  Thus, by collaborating in their search for DNA damage, the BER enzymes can 

efficiently locate their substrates.
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Figure 3.8. Proposed model for long range DNA signaling between BER enzymes 
using DNA-mediated charge transfer to detect base lesions.  A collaboration among BER 
enzymes allows for more efficient sorting onto regions of DNA containing base lesions to 
facilitate substrate detection by these proteins. 
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 Implications  
  
The [4Fe4S] clusters are ubiquitous in BER enzymes, present in homologues 

from bacteria to man.  A clear functional role for these clusters has been lacking, 

however.  Results here provide a basis for establishing a functional role for the [4Fe4S] 

clusters of BER enzymes that involves redox chemistry, the common chemistry utilized 

by most [4Fe4S] cluster-containing proteins within the cell.  The role proposed, 

moreover, involves DNA-mediated charge transfer chemistry, a reaction that has been 

amply demonstrated to be sensitive to mismatches, lesions, and other perturbations in 

base pair stacking.  Hence these results provide a framework for reconciling the 

frequency of [4Fe4S] clusters in repair enzymes as well as a strategy for effecting the 

rapid detection of DNA lesions by repair proteins in low copy number.  Significantly, 

these results also provide a basis for considering how the DNA duplex may provide a 

medium for long range signaling within the cell. 
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SUMMARY 

MutY and Endonuclease III, two DNA glycosylases from Escherichia coli, and 

AfUDG, a uracil DNA glycosylase from Archeoglobus fulgidus, are all base excision 

repair enzymes that contain the [4Fe4S]2+ cofactor.  Here we demonstrate that, when 

bound to DNA, these repair enzymes become redox-active; binding to DNA shifts the 

redox potential of the [4Fe4S]3+/2+ couple to the range characteristic of high potential iron 

proteins and activates the proteins towards oxidation.  Electrochemistry on DNA-

modified electrodes reveals potentials for EndoIII and AfUDG of 59 mV and 95 mV 

versus NHE, respectively, comparable to 90 mV for MutY bound to DNA.  In the absence 

of DNA modification of the electrode, no redox activity can be detected, and on 

electrodes modified with DNA containing an abasic site, the redox signals are 

dramatically attenuated; these observations show that the DNA base pair stack mediates 

electron transfer to the protein and the potentials determined are for the DNA-bound 

protein.  In EPR experiments at 10K, redox activation upon DNA binding is also evident 

to yield the oxidized [4Fe4S]3+ cluster and the partially degraded [3Fe-4S]1+ cluster.  EPR 

signals at g= 2.02 and 1.99 for MutY and g= 2.03 and 2.01 for EndoIII are seen upon 

oxidation of these proteins by Co(phen)
3

3+ in the presence of DNA and are characteristic 

of [3Fe-4S]1+ clusters, while oxidation of AfUDG bound to DNA yields EPR signals at g= 

2.13, 2.04, and 2.02, indicative of both [4Fe4S]3+ and [3Fe-4S]1+ clusters.  Based upon 

this DNA-dependent redox activity, we propose a model for the rapid detection of DNA 

lesions using DNA-mediated electron transfer among these repair enzymes; redox 

activation upon DNA binding and charge transfer through well-matched DNA to an 

alternate bound repair protein can lead to the rapid redistribution of proteins onto 

genome sites in the vicinity of DNA lesions.  This redox activation furthermore 
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establishes a functional role for the ubiquitous [4Fe4S] clusters in DNA repair enzymes 

that involves redox chemistry and provides a means to consider DNA-mediated signaling 

within the cell. 
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INTRODUCTION 

 Life on earth may be categorized by the division of organisms into three separate 

domains: eucarya, bacteria, and archaea (1).  Some archaeal organisms are noted for 

their ability to exist and thrive in extreme environments and for their relatively 

evolutionarily close relationship to eukaryotes (2).  Thus, the study of archaea, and of 

specific systems derived from archaea, can provide important clues about life under 

highly demanding conditions and in complex eukaryotic organisms that are otherwise 

difficult to study. 

 Given the unique properties of archaea, it is interesting to consider the question 

of how they protect their genomic material (3, 4).  Some archaea can grow in the 

presence of radiation and other exogenous DNA damaging agents as well as at 

extremely high temperatures (2), which can greatly enhance the rate of spontaneous 

DNA damage reactions (5).  Yet these organisms do not exhibit a higher mutation rate 

when compared with other microbes (6).  While preliminary evidence indicates that 

archaea do harbor DNA repair systems, many of which bear sequence homology to 

eukaryotic or bacterial repair pathways, a full understanding of archaeal DNA repair has 

remained elusive (3, 4). 

 Base excision repair (BER) is the DNA repair pathway that is responsible for the 

excision of a variety of damaged DNA bases including uracil, oxidatively damaged bases 

(7,8-dihydro-deoxyguanosine and thymine glycol), methylated bases (3-methyl-adenine), 

and abasic sites (7, 8).  Many archaeal organisms for which genomes have been 

sequenced, contain homologs of known BER enzymes from bacteria and eucarya (3, 4).  

Initially, one notable exception was the lack of any archaeal enzymes with homology to 

known enzymes that excise uracil in DNA in other organisms.  Uracil in DNA arises via 

the misincorporation of uracil opposite adenine during replication or by the deamination 
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of cytosine to form G:U mispairs in DNA (9).  Cytosine deamination is enhanced with 

increasing temperature (5), thus, it was surprising that archaea, especially 

hyperthermophilic archaea, did not possess a known uracil DNA glycosylase (UDG) 

homolog.  Further examination of archaeal cell extracts revealed that archaea can, 

indeed, excise uracil from DNA (10) and it is now known that archaeal UDG enzymes 

constitute a new family of uracil excision enzymes termed family 4 UDGs.  Several family 

4 UDG genes have been isolated from archaea or expressed recombinantly in 

Escherichia coli (11-13).  These are ~ 200 amino acid enzymes of extraordinary 

thermostability (enzyme activity can be maintained from 37−90°C) and the ability to 

remove uracil from G:U, A:U, and single stranded DNA environments.   

Remarkably, many of these enzymes also contain [4Fe4S] clusters (14).  Family 

4 UDGs, as isolated, display a prominent absorption band between 370-400 nm and 

they lack any significant electron paramagnetic resonance (EPR) features at low 

temperature, an indication that the cluster exists in the [4Fe4S]2+ state.  Upon oxidation 

with ferricyanide, new EPR features arise at g values of 2.12 and 2.04, typical of a 

[4Fe4S]3+ species.  The cluster is ligated by a C-X2-C-Xn-C-X14-17-C sequence where n = 

70−100.  This sequence does not resemble any other known iron-sulfur cluster ligation 

motifs. 

Figure 1 shows the location of the iron-sulfur cluster in a Thermus thermophilus 

family 4 UDG homolog (15).  T. thermophilus UDG adopts a α/β/α sandwich structure 

also found in the human UDG homolog.  In Figure 1, the T. thermophilus UDG structure 

is aligned with that of human UDG bound to DNA (16).  These alignments reveal that the 

[4Fe4S] cluster lies ~ 14 Å from the DNA backbone and ~ 10 Å from the active site uracil  



  
97 

Figure 4.1 A crystal structure of Thermus thermophilus uracil DNA glycosylase 
(UDG).  T. thermophilus UDG adopts a α/β/α fold highly similar to that found in the 
human UDG homolog.  A bound uracil nucleotide is shown in grey and the [4Fe4S] 
cluster is shown in yellow and orange.  A structural alignment with the DNA-bound 
structure of the human UDG homolog is shown below.  Note that the [4Fe4S] cluster in 
T. thermophilus UDG is located ~ 14 Å from the DNA backbone in this model.  Figure 
generated using 1UI0 and 1SSP PDB coordinates. 
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pocket.  The role of the [4Fe4S] cluster remains unclear and the metal center has not 

been characterized in the DNA-bound form of the enzyme. 

Another interesting feature of archaea is that they seem to lack the full 

complement of genes homologous to those involved in mismatch and nucleotide 

excision repair (NER) pathways in bacteria and eukaryotes (3, 4).  NER is essential in 

bacteria and eukaryotes for the repair of DNA damage induced by UV light (17, 18).  

Archaeal organisms do possess some NER homologs that appear to be very similar to 

those present in eukaryotic NER systems (3, 4).  In eukaryotes, global genomic NER is 

initiated by the XPC protein (Figure 2) which can recognize a wide range of lesions in 

DNA including UV damage products (thymine dimer, 6-4 photoproduct), DNA-protein 

crosslinks, and a variety of bulky DNA base adducts (19).  XPC then recruits 

transcription factor IIH (TFIIH), replication protein A (RPA), and XPF-ERCC1.  TFIIH is a 

multisubunit protein that contains the XPB and XPD helicases.  XPB and XPD unwind 

the DNA around the damaged site, after which single strand DNA (ssDNA) binding 

proteins (RPA) are recruited as well as nucleases (XPG and XPF-ERCC1).  These 

enzymes remove a 24−32 nucleotide swath of ssDNA containing the lesion.  The last 

step in the pathway is the synthesis of new DNA.  Understanding the biochemistry 

involved in eukaryotic NER poses specific challenges.  Since many NER proteins exist 

as multiprotein complexes, it is difficult to isolate them individually and reconstitute NER 

in vitro.  As with many other DNA repair pathways, it is also not well understood how 

NER enzymes very quickly and efficiently locate and repair damage in complex 

intracellular environments.  It is generally accepted that XPC is the protein that initially 

detects damage inside the cell, but XPD and XPB helicases are also important for lesion 

recognition.  Thus the discovery of archaeal NER homologs similar to eukaryotic NER 

enzymes could provide a much needed model system to understand this complex DNA  
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Figure 4.2 Global genomic nucleotide excision repair (NER) in eukaryotes.  NER is 
initiated by the XPC protein which binds to a wide variety of bulky DNA lesions.  XPC 
then recruits the multisubunit protein TFIIH, which is responsible for verification of the 
lesion followed by unwinding of the helix in the vicinity of the damaged site.  ssDNA 
binding proteins RPA and XPA are then recruited, followed by nucleases.  The final step 
is synthesis of new DNA. 
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repair pathway.  This is of the utmost importance since mutations in NER enzymes are 

associated with severe genetic disorders in humans including xeroderma pigmentosum, 

trichothiodystrophy, and Cockayne syndrome (20). 

XPD homologs have been discovered in archaea through sequence analysis (21, 

22).  Initial characterization of Sulfolobus acidocaldarius XPD revealed that this archaeal 

XPD homolog harbors an iron-sulfur cluster (21).  The purified protein has an 

absorbance maximum at ~ 410 nm and sequence alignments indicate that four cysteine 

residues are conserved across a large group of XPD homologs and related helicases, 

including several enzymes found in humans.  EPR spectroscopy experiments show that 

exposure of S. acidocaldarius XPD to ferricyanide results in formation of a [3Fe-4S]1+ 

cluster observed at 10K.  These properties are quite similar to those observed with the 

iron-sulfur clusters present in MutY, EndoIII, and family 4 UDGs (23, 24).  Thus, it is 

likely that archaeal XPD homologs also contain a [4Fe-4S]2+ cluster.  As with archaeal 

UDG, the iron-sulfur cluster in XPD has not been evaluated in the DNA-bound form of 

the enzyme. 

 

MATERIALS AND METHODS 

 

Materials 

All chemicals were purchased from Sigma-Aldrich and used as received unless 

stated otherwise.  All buffers were prepared immediately prior to use and filtered using a 

0.2 µm sterile filter.  All reagents for DNA synthesis were purchased from Glen 

Research. 
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Proteins 

A. fulgidus UDG (AfUDG) variants were generously donated by Prof. Sheila 

David.  S. acidocaldarius XPD was generously donated by Prof. Malcolm White (St. 

Andrews University). 

 

Preparation of DNA-modified Electrodes  

Oligonucleotides were synthesized using standard phosphoramidite chemistry 

(25).  Single strand oligonucleotides were modified at the 5’ end with a thiol moiety to 

facilitate covalent attachment to a gold electrode surface, as described earlier (26).  

Oligonucleotides were purified by HPLC, hybridized to their complements and self-

assembled into a loosely-packed monolayer on a Au surface (24) in 50 mM NaCl, 5 mM 

sodium phosphate, pH 7.0.  The electrode surface was then further passivated by 

incubation with mercaptohexanol (100 mM) in assembly buffer for 30 minutes.  

Electrodes were then rinsed with protein storage buffer (AfUDG; 25 mM Tris-HCl, 500 

mM NaCl, 5% glycerol, pH 7.6; XPD; 20 mM sodium phosphate pH 7.6, 250 mM NaCl, 1 

mM EDTA, 10% glycerol), and 50 µL protein (various concentrations) in the appropriate 

storage buffer was added to the electrode surface and allowed to incubate for 10−15 

minutes prior to measurement. 

 

Electrochemical Measurements 

Low volume constraints necessitated the use of a specialized low-volume cell for 

protein electrochemistry experiments (24).  The working electrode consisted of a 

Au(111) on mica chip and a Pt wire served as the auxiliary electrode.  The reference 

electrode was a Ag/AgCl electrode modified with a tip containing 4% agarose in 3 M 
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NaCl.  This reference electrode was calibrated with ferrocene carboxylate and compared 

both to an unmodified Ag/AgCl reference electrode and a saturated calomel electrode.  

All measurements were made using a BAS CV50W model electrochemical analyzer. 

 

RESULTS AND DISCUSSION 

 

A. fulgidus UDG Electrochemistry 

 A. fulgidus UDG was investigated electrochemically at DNA-modified electrode 

surfaces (Figure 4.3).  These electrodes were prepared as described previously (24, 26) 

and were modified with the sequence SH-(CH2)2CONH(CH2)6NHCO-5`-

AGTACAGTCATCGCG-3` plus the complementary strand.  All proteins were analyzed 

on loosely packed surfaces backfilled with mercaptohexanol.  A. fulgidus UDG displays a 

strong electrochemical signal at DNA-modified electrodes (Figure 4.4) that is not present 

at electrodes modified with mercaptohexanol (24).  The midpoint potential measured for 

the DNA-bound protein is +95 mV versus NHE, typical of high potential iron proteins that 

can access the 2+/3+ redox couple of the [4Fe4S] cluster (Figure 4.4).  We have also 

examined a suite of A. fulgidus UDG single site mutants at each of the cysteines that 

ligate the iron sulfur cluster in the protein.  C14, C17, C85, and C101 were each mutated 

to histidine, serine, or alanine.  These twelve proteins were also examined on DNA-

modified electrodes.  With the exception of C14S, all mutants display an electrochemical 

signal when evaluated on a DNA monolayer.  Representative cyclic voltammograms are 

shown in Figure 4.5 and the data is summarized in Table 4.1.  All electrochemical 

signals measured for A. fulgidus UDG mutants share the same general characteristics 

as wild-type UDG and other [4Fe4S] cluster DNA repair proteins.  The signals are quasi-  
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Figure 4.3 Strategy for electrochemical analysis of iron-sulfur cluster DNA repair 
proteins at DNA-modified electrodes.  DNA-modified electrodes are generated by self-
assembly of thiol terminated DNA duplexes on a gold (Au) electrode surface to form a 
DNA monolayer.  Electrodes are passivated with mercaptohexanol.  Protein solutions 
are allowed to bind to the monolayer and evaluated with cyclic voltammetry. 
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Figure 4.4 Electrochemical investigation of A. fulgidus UDG at DNA-modified 
electrodes. 
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Figure 4.5. Cyclic voltammograms for the twelve A. fulgidus cysteine mutants 
evaluated electrochemically at DNA-modified electrodes. 
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Table 4.1. Summary of electrochemical measurements for A. fulgidus UDG variants. 
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reversible, grow in on the order of 10−15 minutes, and have a linear relationship with 

respect to the square-root of the scan rate.  Nearly all proteins display midpoint  

potentials similar to wild-type UDG with the notable exceptions of C17S, C101S, and 

C14A.  Interestingly, the other serine ligated proteins either do not exhibit a signal 

(C14S) or have a slightly elevated midpoint potential (C85S).  All of the alanine mutants  

examined, with the exception of C101A, display very weak signals, as might be expected 

since alanine cannot provide a ligation interaction to the iron-sulfur cluster.  All of the  

histidine mutants have robust signals with midpoint potentials similar to that of wild-type 

UDG.   

  

S. acidocaldarius XPD Electrochemistry 

 We have also examined S. acidocaldarius XPD on DNA-modified electrodes.  

XPD displays a quasi-reversible signal by cyclic voltammetry (Figure 4.6) when the 

protein is bound to DNA.  The electrochemical signal associated with XPD also has 

many features in common with other [4Fe4S] cluster DNA repair proteins examined 

previously.  The midpoint potential is +77 mV versus NHE, the XPD signal grows in over 

10−15 minutes, and the peak current has a linear relationship with the square root of the 

scan rate.  At an abasic site electrode, where DNA-mediated charge transport is 

hindered, XPD does not display a signal indicating that an intact π-stack is required for 

redox-activity of the enzyme (data not shown).  Several mutant forms of XPD were also 

examined (Figure 4.7).  C102S is an XPD mutant that still has an intact iron-sulfur cluster 

(21, 22) and it displays an electrochemical signal with similar properties to wt XPD.  

C88S, K84H, and F136P are mutants that do not appear to have an intact iron sulfur 

cluster (protein solutions are colorless) (21).  These mutants exhibit electrochemical  
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Figure 4.6. Electrochemical investigation of XPD helicase at a DNA-modified 
electrode. 
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Figure 4.7. Electrochemical investigation of XPD variants. 
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signals on DNA-modified electrodes, though the integrated intensities of these signals 

are markedly smaller than those associated with wt or C102S XPD.   

 

Discussion 

  A. fulgidus UDG bears a [4Fe4S] cluster, much like the BER enzymes MutY and 

Endonuclease III (EndoIII) (14, 24).  Though these enzymes all have a common cofactor, 

they are quite different in many other respects.  A. fulgidus UDG has a very different 

overall fold when compared with MutY and EndoIII, as well as a different sequential 

spacing between the cysteines that ligate the iron sulfur cluster (15, 27, 28).  MutY and 

EndoIII are members of the helix-hairpin-helix structural superfamily of DNA repair 

enzymes; they each have multiple domains and have a high degree of structural 

similarity to each other.  The cysteines that ligate the iron-sulfur cluster in MutY and 

EndoIII are separated by a CX6CX2CX7C pattern that is unique to these enzymes.  A. 

fulgidus UDG, however, is a single domain protein with a common α/β/α fold that is 

observed in a wide variety of proteins.  This overall structure is similar to many other 

members of the UDG superfamily (15).  The iron sulfur cluster in A. fulgidus UDG is 

ligated by a CX2CX67CX15C motif, a ligation pattern not found among known iron-sulfur 

enzymes.  A. fulgidus UDG also has a very different substrate specificity when compared 

with MutY and EndoIII (11).  MutY and EndoIII repair substrates associated with 

oxidative DNA damage (1), while A. fulgidus UDG removes uracil from DNA (11).  Lastly, 

MutY and EndoIII are enzymes found throughout phylogeny (1), while A. fulgidus UDG 

and other family 4 UDGs that contain an iron-sulfur cluster are found largely in archaea 

(11-13). 

 In spite of these differences, the [4Fe4S] cluster in A. fulgidus UDG has many 

characteristics in common with the clusters found in MutY and EndoIII.  In their isolated 
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forms, all of these proteins appear to bear a [4Fe4S] cluster in the 2+ oxidation state (24) 

demonstrated by the lack of any significant signal when these proteins are analyzed by 

EPR.  These proteins do not exhibit strong EPR signals after reduction with sodium 

dithionite (14, 23).  Following oxidation by ferricyanide, however, strong EPR features 

are observed.  With A. fulgidus UDG, signals at g = 2.12 and 2.04 indicate that both 

[4Fe4S]3+ and [3Fe4S]1+ species are formed upon oxidation.  In MutY and EndoIII, 

ferricyanide treatment results in signals at g = 2.01−2.03 suggesting that only the 

[3Fe4S]1+ species is present.  This [3Fe4S] cluster is likely the result of oxidative 

degradation of the cluster or protein instability under the conditions required for EPR 

analysis (high protein concentration, extremely low temperature). 

 Electrochemical analysis of the [4Fe4S] cluster in DNA-bound A. fulgidus UDG 

also reveals similarities in the DNA-bound redox properties of A. fulgidus UDG and 

MutY/EndoIII (24).  A. fulgidus UDG has a DNA-bound midpoint potential of +95 mV vs. 

NHE, comparable to those measured for MutY and EndoIII (+60−+90 mV versus NHE).  

A. fulgidus UDG redox activity is also sensitive to the integrity of the DNA π-stack, as are 

MutY and EndoIII.  Thus, the pathway for electron transfer to the iron-sulfur cluster in 

these proteins is likely DNA-mediated.   

 A complete set of A. fulgidus UDG mutants at residues that ligate the iron-sulfur 

cluster were also evaluated electrochemically at DNA-modified electrodes.  Substitution 

of histidine at these sites leads to very little change in the redox properties when 

compared to wt A. fulgidus UDG.  Though histidine is occasionally found as a natural 

ligand in protein bound [4Fe4S] clusters (29), histidine substitution for a thiolate ligand is 

often found to shift the midpoint potential of the iron sulfur cluster (30).  Histidine 

substitution can also lead to cluster instability (31).  Thus, the robust signals observed 
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here with little to no potential shift compared to wt UDG are a bit unusual and may 

indicate that iron-sulfur clusters in archaeal proteins have unique properties with respect 

to ligand substitution and redox activity. 

 Equally surprising are the effects of serine and alanine substitution for the 

cysteine ligands to the [4Fe4S] cluster in A. fulgidus UDG.  Serine is not a natural ligand 

for [4Fe4S] clusters in proteins, but the hydroxyl group in the serine side chain does 

have some ability to bond with iron (30).  Serine ligated [4Fe4S] clusters generated by 

site directed mutagenesis are generally unstable and may result in cluster degradation 

(32).  In A. fulgidus UDG, three of the four serine mutants examined exhibit 

electrochemical signals when bound to DNA.  Notably, two of these mutants (C17S and 

C101S) have midpoint potentials significantly lower (> 10 mV) than that of wt A. fulgidus 

UDG.  The remaining mutant, C85S, does not exhibit a significant potential shift.  Alanine 

substitution at all cysteines evaluated leads to small signals across the board with the 

exception of C101A.  The observation of even very tiny signals is unexpected with 

alanine substitution, though, since the alanine side chain cannot serve as a ligand for 

iron.  This result might indicate some small amount of cluster ligation by a solvent 

molecule or structural rearrangement by the protein to provide a new amino acid as a 

fourth ligand to the cluster.  Indeed, the observation that all C101 mutants display strong 

signals regardless of the nature of amino acid substitution perhaps indicates that 

structural rearrangement is particularly favorable upon loss of the C101 ligand.  Note that 

C101 is oriented towards the interior of the protein (Figure 4.8) and is likely the least 

solvent exposed of the four ligating cysteines (14).  

 It is also important to note that all of the measurements reported here were 

accomplished at room temperature while A. fulgidus is an organism that grows at 

extremely high temperatures (70−95 °C) (11).  A. fulgidus UDG is an active enzyme over   
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Figure 4.8.  View of the iron-sulfur cluster in a thermophilic family 4 UDG.  The 
cysteine residues in A. fulgidus UDG are shown in yellow and labeled appropriately. 
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a wide range of temperatures, but it is certainly possible that observations made at room 

temperature may not reflect the properties of the protein in its native environment. 

S. acidocaldarius XPD helicase is another iron-sulfur cluster enzyme found in 

archaea and involved in DNA repair (21).  Sequence analysis indicates that iron-sulfur  

clusters are likely ubiquitous to many DNA helicases present in a broad range of 

organisms.  While none of these helicases thought to contain iron-sulfur clusters have  

been structurally characterized, these enzymes likely have a very different structure and 

function from BER iron-sulfur cluster enzymes. 

When evaluated at DNA-modifed electrodes, S. acidocaldarius XPD displays a 

signal similar to those observed with MutY, EndoIII, and A. fulgidus UDG (24).  The 

midpoint potential observed for S. acidocaldarius XPD (+77 mV versus NHE) at a DNA-

modified electrode is within the range of that observed for DNA-bound [4Fe4S] cluster 

BER enzymes and typical of high potential [4Fe4S] cluster enzymes (32).  As with the 

other [4Fe4S] enzymes, XPD requires an intact base-pair stack for efficient charge 

transport to the iron-sulfur cluster (data not shown). 

 The role of the iron-sulfur cluster in these helicases is unknown though it appears 

that the presence of an intact cluster is required for functional enzyme activity (21, 22).  

XPD helicase functions in the nucleotide excision repair pathway to unwind DNA in the 

vicinity of damaged sites (19).  The general function of helicases and DNA translocases 

is to hydrolyze ATP and use the resulting energy to drive movement along the DNA helix 

or strand separation or both (33).  Thus, the activity of these enzymes is characterized 

both by their ability to hydrolyze ATP or their ability to separate double stranded DNA 

substrates.  In the XPD helicases containing iron-sulfur clusters, ATP hydrolysis is 

unaffected by loss of the iron-sulfur cluster through site-directed mutagenesis of the 
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residues ligating the cluster (21, 22).  The cluster is, however, required for efficient 

strand separation of forked or bifurcated DNA substrates. 

 We have also examined several S. acidocaldarius XPD mutants on DNA-

modified electrodes.  C102S XPD maintains an intact iron-sulfur cluster and near wt 

activity for both ATP hydrolysis and strand separation enzyme functions (21, 22).  When 

analyzed electrochemically at DNA-modified electrodes, C102S XPD has many features 

in common with wt XPD.  The signal intensity and midpoint potentials measured for each 

protein are nearly identical.  As with the A. fulgidus serine substituted mutants, the 

robust nature of C102S XPD is remarkable given that serine ligated [4Fe4S] clusters are 

prone to cluster degradation (32). 

 K84H, F136P, and C88S XPD mutants were also evaluated at DNA-modified 

electrodes.  Though these XPD variants are deficient in strand separation activity and 

appear to have compromised iron-sulfur clusters (protein solutions are colorless) (21, 

22), they do exhibit very small signals when monitored by cyclic voltammetry at DNA-

modified electrodes.  It is possible that only a very small proportion of these proteins 

contain intact iron-sulfur clusters and we are able to selectively detect these metal-bound 

proteins at the DNA surface. 

 For MutY and EndoIII, our laboratory has proposed that the redox-active [4Fe4S] 

cluster present in these proteins might allow these enzymes to take advantage of DNA-

mediated charge transfer as a long-range damage detection method (24). Furthermore, 

this damage detection scheme could facilitate cooperative lesion detection among MutY 

and EndoIII, thus increasing the efficiency of damaged site location (34).  It is interesting 

to consider that archaeal DNA repair enzymes bearing [4Fe4S] clusters might employ 

the metal center to perform a similar function.  This principle is easily transferred to A. 

fulgidus UDG, since this BER enzyme plays a role quite similar to that of MutY and 
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EndoIII within the cell.  Notably, A. fulgidus contains an EndoIII homologue (though it 

does not contain a MutY homologue) (35), allowing for the possibility of cooperative 

damage detection with EndoIII.  It is interesting that the [4Fe4S] cluster is unique to 

family 4 UDGs, enzymes present in organisms that thrive at high temperatures where 

the formation of uracil in DNA is enhanced, leading to a greater requirement for UDG 

activity.  Does the iron-sulfur cluster in these proteins help fulfill this need for greater 

DNA repair? 

 It is perhaps a bit less clear how XPD might use a redox-active iron-sulfur cluster 

in its function.  XPD is part of the NER pathway and has a very different enzymatic 

function from that of the BER glycosylase enzymes discussed here.  XPD and BER 

glycosylases do share a similar molecular recognition challenge within the cell.  While 

XPD is not the initial damage recognition enzyme in NER (XPC plays that role) (19), it is 

recruited by XPC to damaged sites and this colocalization process is not well 

understood.  Perhaps the iron-sulfur cluster in XPD could be used to harness DNA-

mediated charge transport to locate XPC-bound lesions? Since XPD has a similar 

potential when compared to [4Fe4S] cluster BER enzymes, it may be possible that XPD 

could also participate in cooperative damage detection with these enzymes.  Importantly, 

the iron sulfur cluster could be present in a wide range of XPD-related helicases found in 

a variety of organisms (21).  Most of these helicases are not well characterized, but 

many of them are believed to function in DNA repair processes (33, 36).  Thus, these 

enzymes may all be charged with the task of locating lesions, forked, looped, and 

bubbled DNA structures in a fast and efficient manner, a task which could be 

accomplished via DNA-mediated charge transport. 
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SUMMARY 

 Several DNA repair enzymes from archaea have recently been discovered to 

contain iron-sulfur clusters.  A. fulgidus UDG is a base-excision repair glycosylase, 

responsible for the excision of uracil in DNA, and the iron-sulfur cluster in this enzyme is 

unique to specific archaea.  S. acidocaldarius XPD is a nucleotide excision repair 

helicase that unwinds DNA in the vicinity of bulky DNA lesions.  The iron-sulfur cluster in 

this protein appears to be common to a large family of helicases present in many 

different organisms.  A. fulgidus UDG and S. acidocaldarius XPD were both examined on 

DNA-modified electrodes to evaluate the DNA-bound redox properties of the proteins.  A. 

fulgidus UDG displays an electrochemical signal at a DNA-modified electrode with a 

midpoint potential of +95 mV vs. NHE.  A set of A. fulgidus UDG cysteine mutants were 

examined and nearly all of these variants have some DNA-bound redox activity 

indicating that this archaeal enzyme may be especially robust to ligand substitution at 

the iron-sulfur cluster.  S. acidocaldarius XPD also exhibits DNA-bound redox activity 

with a midpoint potential of +77 mV versus NHE.  The role of the [4Fe4S] cluster in these 

archaeal enzymes is unknown, but the redox properties of these proteins are quite 

similar to those of [4Fe4S] BER enzymes from Escherichia coli.  For these E. coli 

enzymes, it has been proposed that the iron-sulfur cluster might allow BER enzymes to 

cooperatively search for damage via DNA charge transport.  Perhaps the iron-sulfur 

cluster in archaeal UDG and DNA repair helicases has a similar function?
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INTRODUCTION 
 

DNA-mediated charge transport (CT) from a distance to generate oxidative 

damage was first demonstrated in an assembly containing a tethered metallointercalator 

(1).  In this assembly, photoinduced oxidative damage of the 5’-G of 5’-GG-3’ sites was 

observed; this damage pattern has since become the hallmark of DNA CT chemistry and 

long range oxidative damage has been confirmed using a variety of pendant oxidants (2-

6).  Long range oxidative DNA damage has been demonstrated over a distance of at 

least 200 Å (7, 8).  Indeed DNA either packaged in nucleosome core particles (9) or 

inside the cell nucleus (10) has been found to be susceptible to long range oxidative 

damage.  Chemically well-defined assemblies, consisting of DNA duplexes with 

covalently bound oxidants, have been particularly useful in establishing the sensitivity of 

DNA CT to base stacking perturbation (11-16).  Recently, analogous studies probing 

long range reductive chemistry on DNA has been probed both in solution (17-20) and on 

DNA-modified surfaces  (14, 15, 21).  As with oxidation chemistry, these reactions show 

only small variations in rate with distance but are remarkably sensitive to perturbations in 

the intervening base pair stack.  Mechanistic descriptions for DNA CT focused first on a 

mixture of hopping and tunneling.  A phonon-assisted polaron model has also been put 

forth (22).  Studies in our laboratory as a function of temperature have shown the CT 

process to be gated by base pair dynamics; in fact base pair motions are required for CT 

(23, 24).  We have therefore described DNA CT in the context of transport among 

delocalized DNA domains formed and dissolved based upon sequence-dependent DNA 

dynamics.  

Given the exquisite sensitivity of DNA CT to DNA lesions and mismatches, we 

have recently explored a possible role for DNA CT in repair. We demonstrated that redox 

activity required DNA binding for MutY (25), a BER enzyme from Escherichia coli that 
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acts as a glycosylase to remove adenine from G:A and 7,8-dihydro-8-oxo-2-

deoxyguanosine (8-oxo-G):A mismatches (27-33). Commonly considered a redox 

cofactor, [4Fe4S]2+ clusters are ubiquitous to base excision repair (BER) enzymes (27-

37), yet redox activity in these proteins could not be detected under physiological 

conditions. Electrochemistry on DNA-modifed electrodes showed a shift in potential for 

MutY to +90 mV versus NHE (25, 26), a potential characteristic of high potential iron 

proteins. Companion electrochemistry experiments showed furthermore that CT from the 

electrode surface to the [4Fe4S] cluster requires DNA and is DNA-mediated.   

Electrochemical studies on DNA-modified surfaces and EPR experiments in solution 

testing additional BER enzymes more recently showed that this DNA-dependent redox 

activity of BER enzymes is general.  Bound to DNA, BER enzymes containing [4Fe4S]2+ 

clusters show similar redox potentials; binding to DNA shifts the [4Fe4S]3+/2+ potential, 

activating the proteins towards oxidation.  Based on this DNA-dependent redox activity, 

we have proposed a model for how BER enzymes might more quickly redistribute onto 

regions of the genome containing DNA lesions (25).  This model depends upon DNA-

mediated CT among the BER enzymes and the sensitivity of DNA CT chemistry to 

intervening perturbations in base pair stacking, e.g. DNA mismatches and lesions. 

Here we describe the redox activation of MutY by an oxidized base radical, the 

condition of oxidative stress.  We generate guanine radicals using ruthenium 

flash/quench chemistry.  This chemistry was first developed to probe long range electron 

transfer in proteins (38). Examining DNA CT using the flash/quench technique has been 

particularly advantageous in that the methodology permits both spectroscopic studies to 

monitor formation of DNA radicals on a short time scale (16, 39-41) and biochemical 

analysis to determine the yield of oxidative damage occurring on a longer time scale (39-
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43). The flash/quench experiment for DNA typically is carried out with 

dipyridophenazine (dppz) complexes of Ru(II), complexes that bind avidly to DNA by 

intercalation (44). As illustrated in Figure 5.1, the cycle is initiated by visible light, which 

excites the intercalated Ru(II) complex.  This excited Ru(II) complex, *Ru(II), is then 

quenched by a nonintercalating electron acceptor, Q, such as [Ru(NH
3
)
6
]3+ or 

[Co(NH
3
)
5
Cl]2+, so as to form Ru(III) in situ.  It is this Ru(III) species that can oxidize 

guanines from a distance.  The oxidized guanine radical can then undergo further 

reaction with H
2
O and/or O

2
 to form a family of oxidative products, G

ox
 (45).  However, 

the lifetime of the guanine radical is relatively long (ms), and thus the guanine radical 

can also react with DNA-bound peptides (46) and proteins (16), or, as we demonstrate 

here, a BER glycosylase such as MutY.  

 

MATERIALS AND METHODS 

 

Materials  

All chemical reagents and starting materials were purchased from commercial 

sources and used as received.  Phosphoramidites were purchased from Glen Research.  

Poly(dGC) (ε260 = 8,400 M-1cm-1) and Poly(dAT) (ε260 = 6,600 M-1cm-1) were purchased 

from Amersham Pharmacia and were passed through spin columns (BioRad) prior to 

use.  The ligands bpy’ and dppz, as well as [Ru(bpy’)(dppz)(phen)]Cl2, were synthesized 

as described elsewhere (47-51). 
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Figure 5.1. Schematic illustration of the flash-quench technique utilized to 
generate Ru(III) in situ and subsequently to oxidize DNA-bound MutY.  Back electron 
transfer reactions are represented as dotted lines. 
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DNA Synthesis 

The oligonucleotides were synthesized on an Applied Biosystems 394 DNA 

synthesizer (52, 53), purified by reverse-phase HPLC and characterized by mass 

spectrometry.  The synthesis of ruthenium modified oligonucleotides was carried out with 

rac-[Ru(bpy’)(dppz)(phen)]Cl2 (54). Purification of the ruthenium modified DNA by 

reverse-phase HPLC yields four isomers, which were characterized by UV-vis 

spectroscopy and mass spectrometry; the mixture of diastereomers was used.  

 

Protein Preparation 

MutY was utilized in all experiments either fused to maltose binding protein or in 

a truncated form (Stop 225).  Both forms are stable at concentrations much higher than 

the native form and thus are preferable for spectroscopic and EPR studies.  Stop 225 

was used in all transient absorption experiments and MutY-MBP was used in EPR and 

gel electrophoresis studies.  Also, C199H-MutY was expressed as an MBP fusion and 

used for EPR experiments.  All forms of MutY were purified as reported previously (55). 

 

EPR Spectroscopy   

X-band EPR spectra were obtained on a Bruker EMX spectrometer equipped 

with a rectangular cavity working in the TE102 mode. Low temperature measurements 

(10K) were conducted with an Oxford (ES9000) continuous-flow helium cryostat 

(temperature range 3.6−300 K).  A frequency counter built into the microwave bridge 

provided accurate frequency values.  Solutions were prepared by adding the protein (50 
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µM) or protein storage buffer (20 mM NaPi, 100 mM NaCl, 1 mM EDTA, 10% glycerol, 

pH = 7.5) to a solution of poly(dAT) (1 mM bp), poly(dGC) (1 mM bp) or Ru-tethered 

duplex (25 µM) in the presence of  quencher (Co(NH3)5Cl, 125 µM). Samples were then 

irradiated in standard EPR quartz tubes while cooling in an un-silvered Dewar filled with 

liquid nitrogen; the excitation source was a focused beam from a xenon lamp (a suitable 

filter was used to remove light with λ < 350 nm).  EPR parameters were as follows: 

receiver gain = 5.64x103, modulation amplitude = 4G, microwave power = 1.27 mW.  

 

Assay of Oxidized Products   

Unmetalated oligonucleotide strands were labeled at the 5’ end with 32P using 

standard procedures (56). DNA duplexes were formed by mixing equal concentrations of 

complementary strands (30- and 42-mers) in 50 mM NaCl, 10 mM sodium phosphate, 

pH 7, and heating to 90 °C followed by slow cooling to 20 °C over 120 min. The Ru-

tethered DNA strand (12-mer) was then added to the duplex and the solution was heated 

to 37 °C followed by slow cooling to 4 °C.  Samples containing 4 µM Ru-tethered DNA 

duplex and 80 µM quencher (Co(NH3)5Cl2+) were irradiated for 15 minutes at 4 ºC using a 

He-Cd laser (~ 13 mW at 442 nm).  After irradiation, all samples were treated with 10% 

(v/v) piperidine at 90 °C for 30 min, dried, and subjected to electrophoresis through a 

20% denaturing polyacrylamide gel.  The levels of damage were quantitated using 

phosphorimagery (Imagequant). 

 

Laser Spectroscopy 

Time resolved emission and transient absorption measurements used an excimer 

pumped dye (Coumarin 480) laser (λ = 480 nm) or a YAG-OPO laser (λexc = 470 nm) 



  

127 
(40). Laser powers ranged from 1 to 2.5 mJ/pulse.  The emission of the dppz 

complexes was monitored at 610 nm, and the emission intensities were obtained by 

integrating under the decay curve for the luminescence.  MutY (20 µM) was first 

incubated with poly(dGC) (1 mM bp) at ambient temperature for 20 minutes in 5 mM 

sodium phosphate buffer, pH 7.5, with [Ru(NH
3
)
6
]3+ (400 µM) and [Ru(phen)

2
dppz]2+ (20 

µM). 

 

RESULTS AND DISCUSSION 

 
Flash Quench Experiments Probed by EPR Spectroscopy  

 Solutions containing poly(dGC) or poly(dAT) (1 mM bp), [Ru(phen)2dppz]2+ (25 

µM), and [Co(NH3)5Cl]2+ (125 µM) were irradiated in the presence or absence of MutY 

(50 µM). Samples were irradiated in EPR tubes while freezing in liquid nitrogen. EPR 

spectra were then acquired at 10K.  As shown in Figure 5.2, in the absence of MutY, 

irradiation of poly(dGC), [Ru(phen)2dppz]2+, and [Co(NH3)5Cl]2+ results in an EPR signal 

with g  = 2.004; we attribute this signal, found previously, to the guanine radical (57, 58). 

Also as seen earlier and in contrast, with poly(dAT), this signal is not observed; 

[Ru(phen)
2
dppz]3+ has been seen to promote formation of the guanine radical but not the 

adenine radical cation. 

More interesting are our observations in the presence of MutY.  Irradiation results 

in the appearance of EPR signals with primary g values of 2.02 and 2.08 and a feature at 

2.06 for both poly(dGC) and poly(dAT) (Figures 5.2A and 5.2B, respectively). The peak 

at g = 2.02 is characteristic of the [3Fe4S]1+ cluster (59).  Earlier studies of MutY bound  
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Figure 5.2. EPR spectroscopy at 10K of DNA samples with and without protein 
after irradiation of [Ru(phen)

2
dppz]2+ (25 µM) with [Co(NH

3
)

5
Cl]2+ (125 µM) as 

quencher and (A) poly(dGC) (1 mM bp) with and without MutY (50 µM); (B) poly(dAT) (1 mM 
bp) with and without MutY (50 µM); (C) poly(dGC) (1 mM bp) with native MutY or C199H 
mutant (50 µM). 
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to DNA and oxidized by Co(phen)

3

3+ or MutY oxidized in the absence of DNA with 

ferricyanide (60) yielded the same EPR signal; the [3Fe4S]1+ cluster can form as a 

decomposition product of [4Fe4S]3+. Not seen earlier for MutY is the signal at g = 2.08 

with a secondary feature at g = 2.06, and this g value is attributed to the fully intact, 

oxidized [4Fe4S]3+ cluster (59, 61). In the absence of quencher, [Co(NH3)5Cl]2+, or DNA, 

no EPR signal is observed. Noteworthy, additionally, is that with poly(dAT) and MutY, 

both signals are also apparent although at significantly lower intensity.  Fluorescence 

experiments show that the concentration of excited Ru(II), and therefore Ru(III), is 

slightly lower for poly(dAT) compared to poly(dGC).  Thus, MutY can be oxidized without 

guanine radical as an intermediate, but the formation of guanine radicals first may 

facilitate efficient MutY oxidation.  

Also shown in Figure 5.2 is the flash/quench result for poly(dGC) in the presence 

of the C199H mutant of MutY (60).  Interestingly, this mutant yields an EPR spectrum 

that is characteristic only of the [3Fe4S]1+ cluster. In addition, the signal intensity is 

significantly larger.  In this particular mutant, the cluster is more susceptible to 

decomposition (60); thus it is not unexpected that this mutant only exhibits formation of 

the degraded cluster. 

 

Flash Quench Experiments Probed by Transient Absorption Spectroscopy    

We also examined flash/quench reactions of [Ru(phen)2dppz]2+ bound to 

poly(dGC) with and without bound MutY on a faster time scale at ambient temperatures. 

Excitation of [Ru(phen)2dppz]2+ bound to poly(dGC) by nanosecond laser pulses leads to 

an emission decay at 610 nm that can be fit biexponentially.  This excited state is 

oxidatively quenched by [Ru(NH3)6]
3+ in the presence (~ 70% quenched) and absence (~ 
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90% quenched) of MutY.  Quenching is less efficient with bound MutY, however, likely 

due to restricted access of the quencher to [Ru(phen)2dppz]2+ when MutY is bound to 

DNA.  MutY alone does not quench the excited state of [Ru(phen)2dppz]2+, indicating the 

absence of direct electron transfer from the protein to the [Ru(phen)2dppz]2+ excited 

state.   

We probed these assemblies by transient absorption spectroscopy to obtain the 

full absorption difference spectrum with and without MutY bound to poly(dGC).  At each 

wavelength, the transient absorption signal was fit as follows (A(t) = C0 + C1exp(-k1t)) 

and the coefficients for the fast phase (C1) and the slow phase (C0) were plotted against 

wavelength.  The spectrum of the fast phase resembles the spectrum of the guanine 

radical in duplex DNA, with broad maxima at 390 and 510 nm (40). There appears to be 

less of this product in the presence of MutY, however.  The spectrum of the slow phase 

shows evidence of the formation of a new species with an absorption maximum at ~ 405 

nm (Figure 5.3).  It is noteworthy that a [4Fe4S]3+/2+ difference spectrum should show an 

absorption maximum near 405 nm (60, 62). This long lived absorption is not observed 

with poly(dAT); the spectrum with poly(dAT) instead shows first a negative signal at 440 

nm consistent with Ru(II) bleaching, with no long lived signal.   This long lived signal is 

also not observed without inclusion of one or more of the necessary reagents:  MutY, 

[Ru(phen)2dppz]2+, and [Ru(NH3)6]3+.  Thus, these transient absorption data are 

consistent with formation first of a guanine radical upon oxidative flash quench of 

[Ru(phen)2dppz]2+ bound to poly(dGC) in the presence of bound MutY, followed by a 

second species, likely [4Fe4S]3+, that is very long lived.  
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Figure 5.3. Time-resolved transient absorption data for Ru(phen)2(dppz)2+ (20 
µM) bound to poly(dGC) (1 mM bp) quenched by [Ru(NH

3
)
6
]3+ (0.4 mM) with MutY (20 

µM).  Shown is the absorption difference spectrum of the long lived transient with data 
averaged over four experiments. Inset: Transient absorption at 405 nm in the presence 
(red) and absence (green) of MutY bound to poly(dGC) or without DNA (black).  
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Figure 5.4. Autoradiogram after denaturing polyacrylamide gel electrophoresis 
of 32P-5’- TTGGAATTATAATTTATAATATTAAATATT-3’ after oxidation of the 
ruthenium-tethered oligonucleotide duplex by flash/quench. Lanes shown are Maxam-
Gilbert sequencing reactions for C + T, and A + G respectively; lane 1 – lane 5: Ru-DNA 
irradiated in the presence of cobalt quencher and 8, 6, 4, 2, or 0 µM MutY; lane 6:  Ru-
DNA irradiated with 4 µM MutY but no quencher; lane 7: Ru-DNA without MutY or 
quencher; lane 8:  DNA irradiated without Ru-tethered strand. Concentrations were 
[DNA] = 4 µM and [Co(NH3)5Cl]2+ = 200 µM. Irradiations were for 15 min. Reactions were 
carried out in 5 mM sodium phosphate, 50 mM NaCl, pH = 7. 
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Figure 5.5  EPR spectroscopy at 10K of ruthenium-tethered DNA duplexes (25 
µM, fully or partially hybridized) with MutY (50 µM) after irradiation in the presence of 
quencher ([Co(NH3)5Cl]2+, 125 µM). 
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Flash Quench Experiments with Ruthenium-tethered Oligonucleotides  

Shown in Figure 5.4 are autoradiographs after denaturing polyacrylamide gel 

electrophoresis of 32P-5’-endlabeled DNA duplexes covalently linked to a ruthenium  

intercalator, irradiated in the presence or absence of MutY.  The DNA duplex was 

assembled from a 12-mer ruthenium-tethered strand, a 30-mer strand 32P-endlabeled 

containing a 5’-GG-3’ doublet, and the full 42-mer complement.  In the absence of MutY, 

the typical 5’-G damage on the 5’-GG-3’ doublet guanine is observed; this guanine 

damage is expected upon oxidation from a distance via DNA-mediated charge transport 

from Ru(III) generated in situ. In the presence of 0.5−2 equivalents (2−8 µM) MutY, 

however, this damage is inhibited. 

We also monitored the flash/quench reaction by EPR spectroscopy for the 

ruthenium-tethered oligonucleotide in the presence of MutY (Figure 5.5).  As with 

poly(dGC), here too at 10K strong signals with g = 2.08, g = 2.06, and g = 2.02 are 

apparent, consistent with formation of the oxidized [4Fe4S]3+ cluster as well as its 

decomposition product, [3Fe4S]1+.   Not apparent is any evidence of guanine radical 

formation in the absence of MutY; likely the lower concentration of guanine radical in this 

oligonucleotide assembly compared to poly(dGC) makes its detection by EPR more 

difficult.  

In addition, we examined the flash/quench reaction of the Ru-tethered duplex 

lacking the 30-mer strand.  This assembly, composed of a short duplex region and long 

single-stranded segment, contains no guanines but can generate Ru(III) by flash/quench 

with yields comparable to that for the fully duplexed oligomer above.  Yet this assembly 

in the presence of MutY results in an attenuated EPR signal in comparison to the fully 

hybridized duplex containing the 5’-GG-3’ doublet.  Thus in the fully hybridized duplex, 
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oxidation of MutY mediated by the DNA duplex must occur, and here too guanine 

radical formation appears to facilitate efficient MutY oxidation. 

 

Discussion 

Results reported here show clearly that DNA-bound Ru(III) can promote oxidation 

of the [4Fe4S]2+ cluster of MutY to [4Fe4S]3+ and its decomposition product [3Fe4S]1+.   

Flash/quench experiments monitored by EPR spectroscopy reveal spectra with g values 

characteristic of the oxidized clusters.  Earlier studies had shown a resistance to 

oxidation of the [4Fe4S]2+ cluster of BER enzymes in the absence of DNA but an 

enhancement in oxidation in the presence of DNA (25, 63, 64).  We have attributed this 

facility in oxidation of the DNA-bound proteins to the shift in oxidation potential 

associated with DNA binding. 

Interestingly, these data provide the first direct demonstration of the formation of 

[4Fe4S]3+ in MutY.  The signal with g = 2.08, 2.06 is characteristic of that seen for 

[4Fe4S]3+ in high potential iron proteins (59, 61).   We find some evidence for formation 

of the [4Fe4S]3+ cluster in oxidation of DNA-bound uracil DNA glycosylase from A. 

fulgidus by Co(phen)
3

3+, but for EndoIII and MutY from E. coli both oxidation by 

ferricyanide and Co(phen)
3

3+ have produced only the oxidized but decomposed product, 

[3Fe4S]1+ (60, 64).   

It is useful in this context to consider our results for the C199H mutant.  For this 

mutant, oxidative decomposition to [3Fe4S]1+ is known to be facile owing to the poorer 

coordination of the cluster by the histidine ligand (60).  Our finding of a signal at g = 2.02 

for C199H, characteristic of the [3Fe4S]1+ cluster, helps us to assign the signal at g = 
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2.08, 2.06 for wild type MutY to the one electron oxidized [4Fe4S]3+.  We suggest that 

this oxidation product is obtained by flash/quench, because this process is particularly 

fast.  In this case, also, we utilize the tightly bound, well stacked DNA intercalator as 

oxidant rather than Co(phen)
3

3+ or ferricyanide, which do not bind deeply in the base pair 

stack by intercalation. Thus the direct, rapid formation of [4Fe4S]3+ appears to be 

facilitated by the DNA-mediated oxidation of MutY. 

The transient absorption data also provide a consistent picture. The long lived 

transient, with a maximum absorption at 405 nm, is attributed primarily to formation of 

[4Fe4S]3+ and possibly also [3Fe4S]1+; both absorb more in this region than does 

[4Fe4S]2+ (60-63).  The shape of the spectrum has some features that resemble that of a 

tyrosine radical, and several tyrosine residues surround the cluster in the enzyme (36, 

37), but the extinction coefficient for [4Fe4S]3+ is expected to be significantly higher in 

this region, so that tyrosine radical or even guanine radical may not be distinguishable. 

Some tyrosine radical formation at ambient temperatures on a short time scale, or even 

tyrosine radical as a second intermediate, cannot be ruled out, however. 

Oxidation of DNA-bound MutY does not necessitate a DNA-mediated charge 

transfer, but the data here illustrate that the DNA-mediated reaction can occur and 

guanine radical formation may facilitate MutY oxidation.  The oxidation potential of 

guanine is -1.25 V versus NHE (65), the midpoint potential of DNA-bound MutY 

([4Fe4S]2+/3+) is +0.1 V versus NHE (26), while the reduction potential of Ru(III) is 1.5 V 

versus NHE (40).  Thus the net reaction for these charge transfer processes is 

thermodynamically favored.  The biochemical data indicate that MutY inhibits long range 

oxidative damage to guanines.  The EPR data show that the flash/quench reaction 

promotes oxidation of the [4Fe4S]2+ cluster in DNA-bound MutY.  Taken together, these 
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data show that MutY oxidation, the thermodynamic product, is formed at the expense 

of guanine radicals and accounts for the loss of irreversible oxidative DNA damage in the 

presence of MutY.  

Cluster oxidation furthermore appears generally to occur in a DNA-mediated 

reaction. In the absence of DNA, no MutY oxidation occurs; DNA-binding is required to 

shift the [4Fe4S]3+/[4Fe4S]2+ potential of MutY, activating it towards oxidation.  Moreover, 

the Ru(III) oxidant must also be DNA-bound to have been generated from excited Ru(II); 

there is no detectable formation of Ru(II) excited state unless the complex is 

intercalated. Thus both MutY and the ruthenium complex must be bound to DNA.  In 

addition, MutY oxidation was found to be greater for the full ruthenated 42 bp duplex 

assembly versus that lacking the 30-mer strand.  Ru(III) formation is equivalent in these 

assemblies and the shorter duplex region along with the single-stranded tail in this 

assembly might be expected to facilitate direct encounters between Ru(III) and DNA-

bound MutY.  Yet, oxidation is greater with the longer duplex that contains a guanine 

site. While some direct oxidation cannot be ruled out, oxidation mediated by a DNA 

duplex appears favored.  

Is the cluster oxidized in competition with guanine oxidation or does guanine 

radical represent an intermediate in the charge transport process?  The transient 

absorption spectroscopic data indicate that the guanine radical is formed on a fast time 

scale compared to the oxidized cluster formed in the presence of MutY. Low temperature 

EPR data for polyd(GC) also indicate that [4Fe4S]3+ and [3Fe4S]1+ form, and the sharp 

organic radical signal is no longer apparent. In the case of poly(dAT), no base radical in 

the absence of protein has been observed; an adenine radical, if formed, would be 

expected to be short lived, and the large negative bleach associated with Ru(III) makes 
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detecting any small positive transients in this wavelength region difficult.  In any case, 

the transient absorption data with poly(dGC) indicate quite clearly that guanine radical is 

formed in the presence of MutY but is depleted, and instead the [4Fe4S]2+ cluster is 

oxidized.    

Indeed, while a guanine radical is not required as an intermediate in MutY 

oxidation, its presence appears to enhance oxidation.  In the absence of any guanines, 

both for polyd(AT) and the assembly lacking the 30-mer strand that only contains 

adenines and thymines, Ru(III), once generated, does oxidize DNA-bound MutY.  But the 

yield of oxidation per Ru(III) is clearly greater with polyd(GC) than polyd(AT). 

Furthermore, in the assembly with the extended duplex containing a guanine site, the 

yield of cluster oxidation seen by EPR spectroscopy is significantly greater than in the 

assembly containing only a 12-mer duplex region and no guanines. 

Why does the presence of intervening guanines appear to enhance the 

efficiency of cluster oxidation?  It is reasonable to consider that guanine radical formation 

serves to compete with fast back electron transfer to the DNA-bound ruthenium so that 

there is more time for oxidation of MutY.  The guanine radical lifetime in the absence of 

MutY is on the millisecond time scale (40). Thus a DNA-mediated oxidation of MutY can 

occur with or without intervening guanines, but guanine radical formation, the first DNA 

product under oxidizing conditions, facilitates the oxidation of DNA-bound MutY. 

Under conditions of oxidative stress, guanine radicals in DNA are generated and 

lead to the formation of 8-oxoG; note that 8-oxoG:A mismatches represent the primary 

substrate for MutY (37).  The results presented here indicate that this first signal of the 

need for DNA repair may in fact activate the repair machinery through oxidation.  Figure 

5.6 shows our model for how DNA charge transport among BER enzymes may facilitate 



  

139 
the detection of DNA lesions.  The data here describe MutY oxidation, but other BER 

enzymes containing [4Fe4S]2+ clusters show equivalent DNA-bound redox potentials. In 

our model, the BER enzyme, robust to oxidation in solution has a [4Fe4S]2+ cluster.  DNA 

binding shifts the cluster potential, promoting its oxidation to [4Fe4S]3+, with DNA-

mediated charge transport to another oxidized repair protein bound at a distal site along 

the duplex; reduction of this distal DNA-bound repair protein then facilitates dissociation 

from DNA and relocation onto another site. In this model, charge transport occurs 

effectively among the repair proteins bound along well-matched, undamaged DNA and 

thus provides a strategy to scan the genome.  However, when the protein binds to a 

region nearby a DNA lesion, DNA mediated charge transport cannot occur, and the 

repair protein processively moves on a slower time scale to the site of the lesion and 

carries out its repair.  Thus, DNA charge transport provides a route to redistribute the 

repair proteins onto regions of the genome containing DNA lesions. 

Also, as illustrated in Figure 5.6, guanine radicals, as effective oxidants of the 

repair proteins in a DNA-mediated reaction, may promote this redistribution.  The 

guanine radicals, formed under oxidative stress, can essentially be “repaired” directly 

through DNA-mediated electron transfer from the repair protein. Significantly, oxidation 

of the repair protein through this process serves further to drive the redistribution of DNA 

repair proteins on genomic sites and hence preferentially onto sites near lesions.  Thus 

guanine radicals, in oxidizing the DNA-bound repair proteins, can provide a signal to 

stimulate DNA repair.    

DNA charge transport chemistry provides a route to carry out oxidative DNA 

damage from a distance.  This chemistry is also exquisitely sensitive to the presence of  
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Figure 5.6. Model for detection strategy for BER enzymes using DNA mediated 
charge transport and stimulated by guanine radicals. The guanine radicals, formed 
under oxidative stress, are reduced and hence repaired through DNA-mediated electron 
transfer from the BER enzyme. Oxidation of the repair protein then drives charge 
transport to an alternate repair protein bound at a distal site, thereby promoting the 
redistribution of DNA repair proteins on genomic sites.  Since no DNA charge transport 
can proceed through intervening lesions, the proteins are preferentially redistributed onto 
sites near lesions (below). Thus guanine radicals, in oxidizing the DNA-bound repair 
proteins, and driving the redistribution, provides a signal to stimulate DNA repair. 
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mismatches, lesions, and other perturbations to the structure of the base pair stack, 

and as a result, could serve as a sensor for mismatches and lesions in DNA.  Here we see 

that this chemistry may also provide a unique biological signal within the cell.  Oxidative 

damage from a distance may itself provide a stimulus for DNA charge transport among 

DNA-bound proteins and hence for activation of DNA repair. 
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SUMMARY 

DNA charge transport chemistry provides a route to carry out oxidative DNA damage 

from a distance in a reaction that is sensitive to DNA mismatches and lesions.  Here DNA-

mediated charge transport also leads to oxidation of a DNA-bound base excision repair 

enzyme, MutY.  DNA-bound Ru(III), generated through a flash/quench technique, is found to 

promote oxidation of the [4Fe4S]2+ cluster of MutY to [4Fe4S]3+ and its decomposition 

product [3Fe4S]1+.   Flash/quench experiments monitored by EPR spectroscopy reveal 

spectra with g of 2.08, 2.06, and 2.02, characteristic of the oxidized clusters.  Transient 

absorption spectra of polyd(GC) and [Ru(phen)
2
dppz]3+ (dppz = dipyridophenazine), 

generated in situ, show an absorption characteristic of the guanine radical that is depleted in 

the presence of MutY with formation instead of a long lived species with an absorption at 

405 nm; we attribute this absorption also to formation of the oxidized [4Fe4S]3+ and 

[3Fe4S]1+ clusters.  In ruthenium-tethered DNA assemblies, oxidative damage to the 5’-G of 

a 5’-GG-3’ doublet is generated from a distance but this irreversible damage is inhibited by 

MutY and instead EPR experiments reveal cluster oxidation.   Using ruthenium-tethered 

assemblies containing duplex versus single-stranded regions, MutY oxidation is found to be 

mediated by the DNA duplex, with guanine radical as an intermediate oxidant; guanine 

radical formation facilitates MutY oxidation. A model is proposed for the redox activation of 

DNA repair proteins through DNA charge transport, with guanine radicals, the first product 

under oxidative stress, in oxidizing the DNA-bound repair proteins, providing the signal to 

stimulate DNA repair. 
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CHAPTER 6 
 
Direct Electrochemistry of Endonuclease III in the Presence and 
Absence of DNA 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Adapted from Gorodetsky, A. A., Boal, A. K., and Barton, J. K.  (2005) Journal of the 
American Chemical Society 18, 12082. 
 
A. Gorodetsky performed electrochemical measurements. 
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INTRODUCTION 

In vivo, DNA is constantly being assaulted and damaged (1, 2).  To protect the 

integrity of the genome, an impressive repair network has evolved. Macromolecular 

crowding, low repair enzyme copy number, and small structural differences in DNA base 

lesions are, however, challenges in detecting damage. Processive searches along DNA 

may represent one component of detection (3-5).  We have proposed DNA-mediated 

charge transport as the first step in detection since it provides a means to redistribute 

base excision repair (BER) proteins in the vicinity of damage rapidly and efficiently (6-9). 

EndoIII is a DNA glycosylase that repairs damaged pyrimidines (10-14). Much 

like the closely related BER enzyme MutY, EndoIII features a [4Fe4S] cluster (10-20).  In 

MutY, the [4Fe4S] cluster is not required for protein folding but is crucial in vivo (21-24).  

We have demonstrated for both proteins that the cluster is activated towards oxidation 

upon enzyme binding to DNA, and this DNA-dependent redox activity promotes charge 

transport through DNA (6-9). Electrochemistry of MutY and EndoIII on DNA-modified 

gold electrodes shows a redox potential of ~ 60 mV versus NHE for the [4Fe4S]3+/2+ 

couple; DNA binding appears to shift the potential, so that the protein bound to DNA is 

more similar to a HiPIP than a ferredoxin (25-27).   

Here we demonstrate this shift in potential associated with DNA binding directly 

using highly oriented pyrolytic graphite HOPG electrodes to compare the electrochemical 

properties of EndoIII bound to DNA and free (Figure 6.1).  Previous work had shown 

that, without DNA binding, the  [4Fe4S]2+ cluster  is  not readily oxidized or reduced 

within a physiological range of potentials (11).   
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Figure 6.1. Schematic representation of electrochemistry for Endonuclease III on 
HOPG with and without modification with DNA.  



  
150 

  We have recently explored the electrochemical properties of HOPG modified 

with pyrenated DNA (28). The DNA monolayers formed are quite similar to thiolated DNA 

films on gold (29-31), but the accessible potential window is significantly larger. Graphite 

electrodes, moreover, are particularly useful for protein electrochemistry (32-37). 

 

MATERIALS AND METHODS 

 

Protein Purification 

EndoIII was expressed and purified according to published procedures, slightly 

modified (38, 39). 

 

Electrochemical Measurments 

In a typical protein experiment, a loosely packed DNA film is self-assembled in 

the absence of Mg2+ (6, 7). After incubation with protein and cooling of the electrodes, 

electrochemical experiments are performed using the inverted drop cell electrode 

configuration (40).  Protein samples are analyzed at graphite electrodes modified with 

the sequence pyrene-(CH
2
)

4
-Pi-5’-AGT ACA GTC ATC GCG-3’ plus complement with or 

without an abasic site opposite the italicized base.  Protein samples are also evaluated 

on bare HOPG.  EndoIII was measured electrochemically at 50 µM EndoIII in 20 mM Na 

phosphate, 100 mM NaCl, 1 mM EDTA, 20% glycerol, pH 7.5.  Cyclic voltametry was 

performed at 50 mV/s and square wave voltammetry at 15 Hz with a Ag/AgCl reference 

electrode and a platinum wire auxiliary electrode. 
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RESULTS AND DISCUSSION 

 

Electrochemical Investigation of EndoIII on Graphite 

Figure 6.2 shows cyclic voltammetry (CV) and square wave voltammetry (SWV) 

of EndoIII on HOPG with and without DNA modification.  For the DNA-modified 

electrode, a quasi-reversible redox couple is observed with a midpoint potential of 20 mV 

versus NHE.  Backfilling the DNA electrode with octane has no effect on this signal, 

while backfilling HOPG without DNA leads to the loss of any protein signal (data not 

shown).  To establish that this signal is DNA-mediated, we examined also an electrode 

modified with DNA featuring an abasic site prepared under identical conditions; DNA-

mediated charge transport has been shown to be inhibited by the abasic site, owing to 

the disruption in base stacking (6, 7, 30).  As seen in Figure 6.2, a complete loss of 

signal for EndoIII is observed at the electrode modified with DNA containing an abasic 

site. Thus the DNA does not serve to locally concentrate the protein on the graphite 

surface; the duplex with an abasic site would serve a similar function.  Instead it is the 

DNA-bound protein that is probed electrochemically on HOPG in a DNA-mediated 

reaction, as long as the DNA duplex is well stacked.  

Note that at the DNA-modified surface, we observe only one redox signal, with no 

other peaks evident in the range of 600 mV to -400 mV versus NHE.  The only couple 

we observe features a cathodic peak at -30 ± 20 mV versus NHE whose shape and 

magnitude indicates slow diffusive kinetics, as found for MutY (3).  Indeed in all respects, 

this couple resembles that found for EndoIII at a DNA modified Au surface (7) and is 

assigned to the [4Fe4S]3+/2+ couple (8). 
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Figure 6.2.  CV (left, 50 mV/s scan rate) and SWV (right, 15 Hz) of 50 µM EndoIII 
in 20 mM sodium phosphate, 100 mM NaCl, 1 mM EDTA, 20% glycerol, pH 7.5. The top 
two panels show electrochemistry of EndoIII at an electrode modified with the sequence 
pyrene-(CH

2
)
4
-Pi-5’-AGT ACA GTC ATC GCG-3’ plus complement.  Cyclic voltammetry 

of an electrode modified with DNA featuring an abasic site is in red (top left), where the 
abasic position corresponds to the complement of the italicized base.  The bottom two 
panels show electrochemistry of EndoIII on bare HOPG.  All runs were taken using the 
inverted drop cell electrode configuration versus Ag/AgCl reference and Pt auxiliary.  
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  Significantly, on HOPG versus Au, we may explore the electrochemistry of 

EndoIII at a larger range of applied biases (28), and thus we may directly compare the 

electrochemistry of EndoIII in the presence and absence of DNA. Oxidative scans of 

EndoIII on bare HOPG reveal an irreversible anodic peak at 250 ± 30 mV versus NHE 

and no couple at 20 mV as with DNA (Figure 6.2).  At higher protein concentrations, a 

quasi-reversible wave is observed (data not shown).  Successive positive scans lead to 

new broad, irregular signals at ~ -80 mV and ~ -710 mV versus NHE; additionally, the 

yellow color of the protein solution is lost.  These results are fully consistent with 

oxidative decomposition of the cluster in EndoIII without DNA.  Indeed, these redox 

signals are commonly associated with [3Fe4S] clusters (25-27, 41).  It is noteworthy that 

on bare HOPG, we observe also the 2+/1+ couple of the [4Fe4S] cluster during reductive 

scans with a cathodic peak at ~ -300±80 mV versus NHE (Figure 6.3).  The peak is near 

the edge of our potential window, and this redox signal also contains a small oxidative 

wave at slow scan rates.  The potential difference between the 3+/2+ and 2+/1+ couples 

is somewhat smaller than expected (11) and may be an underestimate since we are at 

the edge of the potential window. 

Figure 6.4 summarizes the potentials we have observed for EndoIII on HOPG 

over several trials. A significant negative shift in potential occurs for the 3+/2+ couple on 

DNA binding; the shift in 2+/1+ couple cannot be determined. DNA binding clearly 

stabilizes the oxidized 3+ form of the cluster, whereas without DNA, it is [4Fe4S]2+ that is 

more stable.  This shift is understandable based upon the sensitivity of [4Fe4S] cluster 

potentials to their environment (25-27).  Crystal structures of EndoIII with and without 

DNA reveal that the cluster is located near amino acid residues that contact DNA 
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Figure 6.3  Cyclic voltammetry (20mV/s scan rate) of 50 µM EndoIII on bare 
HOPG showing the 2+/1+ couple (top). A plot of peak current as a function of scan rate 
is inset.  Square wave voltammetry (15 Hz frequency) of 50 µM EndoIII on bare HOPG 
showing the same couple (bottom).  An electrode backfilled with octane showing the loss 
of the signal is in blue. 
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Figure 6.4.  Illustration of the potentials versus NHE for the redox couples of 
Endonuclease III in the presence and absence of DNA.  These values are based upon 
SWV on HOPG and are averages of at least four trials each. 

 

 



  
156 

(21-23).  DNA binding takes the cluster to a more hydrophobic environment compared to 

the exposed and polar environment in the absence of DNA.  Importantly, the resultant 

shift in potential is not associated with significant conformational changes in the protein; 

the structures of the bound and free proteins are remarkably similar. Instead, then, the ~ 

200 mV shift in potential must correspond to a decrease in DNA binding affinity of more 

than three orders of magnitude between the 2+ and 3+ forms of the cluster.  Square 

wave voltammetry gives a shift of 280 mV between the cathodic DNA-bound potential 

and the anodic potential on bare HOPG.  The shift in midpoint potentials should be 

slightly smaller.  While previous evidence qualitatively indicated a lessened DNA binding 

affinity for the reduced protein (7), these data provide a more quantitative estimate. In 

the context of our model of DNA-mediated signaling for damage detection, it is this 

difference in DNA binding affinity for the reduced versus oxidized state that leads to the 

dissociation of protein from the DNA upon reduction and thus the redistribution of BER 

proteins onto sites near damage. 
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SUMMARY 

We have now identified the electrochemistry of EndoIII both with and without 

DNA on HOPG electrodes.  DNA binding clearly promotes a shift in redox potential, 

activating the protein towards oxidation; subsequent reduction of the cluster to the 2+ 

form leads to dissociation from the duplex. These results provide strong support for the 

detection strategy we have proposed for BER enzymes.  Furthermore, these data 

underscore the importance of the outer sphere environment in regulating potentials of 

[4Fe4S] proteins (9, 12), as well as the utility of DNA-modified electrodes in probing the 

redox characteristics of proteins that bind to DNA.  
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Investigating the Role of the Rnf Operon in DNA Repair 
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INTRODUCTION 

 MutY and Endonuclease III (EndoIII) are DNA repair glycosylases in the base 

excision repair (BER) pathway that are responsible for excising oxidatively damaged 

DNA bases from the genome (1).  Though EndoIII and MutY do not remove the same 

lesions from DNA (MutY removes adenine mispaired with 8-oxo-guanine and EndoIII 

excises a variety of oxidized pyrimidines), these enzymes are related by their similar 

structures and the [4Fe4S] cluster cofactor harbored by each protein (1-3).  The role of 

the iron-sulfur cluster in these enzymes is not fully understood, but it has been 

demonstrated that the [4Fe4S] cluster is redox active when the enzyme is bound to DNA 

(4-8).  Thus, it is proposed that the iron-sulfur cluster might be used to quickly and 

efficiently detect damage in the genome via DNA-mediated charge transport (CT), a 

reaction modulated by both the structural and dynamic integrity of the DNA base-pair 

stack (9-13).  Furthermore, similar redox potentials measured for MutY and EndoIII 

indicate that DNA CT may occur between MutY and EndoIII protein molecules; DNA CT 

could allow for cooperative damage detection among [4Fe4S] DNA repair glycosylases 

(14). 

 The discovery that MutY and EndoIII are transcribed as part of complex operons 

in Escherichia coli brings up additional questions about the role of the [4Fe4S] cluster in 

these proteins.  The gene encoding MutY (mutY) is a member of an operon consisting of 

four genes (Figure 7.1) (15).  The gene immediately 5` to mutY is yggX, a gene that 

encodes the 91aa protein YggX (16).  YggX may function in oxidative stress protection in 

Salmonella enterica and E. coli (17-19).  YggX can also sequester iron in solution and 

has been shown to protect DNA from damage via Fenton chemistry in vitro.  The 

structure of YggX, as determined by NMR, consists of one small helical domain as well  
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Figure 7.1. The chromosomal arrangement of mutY in E. coli.  MutY is the first gene 
in a four gene operon followed by yggX, which encodes a protein involved in iron 
trafficking and oxidative stress protection, mltC, the gene for a lytic membrane-bound 
glycosylase, and nupG, a gene encoding a nucleoside transport protein.  Putative 
promoters are represented as arrows and attenuators and terminators as bars. 
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as a relatively unstructured region.  The binding site for iron is not revealed in these 

structures, and it is postulated that YggX may bind to a partner protein inside the cell 

(16).  The other two genes in the MutY operon appear to be less related in function (15).  

mltC encodes a membrane-bound lytic glycosylase that can hydrolyze peptidoglycans.  

nupG is the gene for a high-affinity nucleoside transporter.  This genomic arrangement is 

conserved among many bacterial organisms, though in some bacteria only mutY and 

yggX are transcribed together (15). 

 The gene encoding EndoIII (nth) is the terminal gene in an eight-gene operon in 

E. coli (Figure 7.2) (20).  The other seven genes have not been characterized in E. coli, 

but some of them bear sequence homology to a set of genes required for nitrogen 

fixation in purple photosynthetic bacteria (i. e., Rhodobacter capsulatus) (21).  In R. 

capsulatus, nth is replaced by rnfH.  The remaining genes are termed rnfABCDGE and 

are believed to form a membrane-bound complex probably involved in electron transport 

to nitrogenase or nitrogenase reductase (22-24).  It has also been proposed that the rnf 

operon could be involved in protein-bound iron-sulfur cluster maturation in organisms 

that fix nitrogen. 

 RnfA, rnfD, and rnfE are predicted to encode transmembrane proteins while rnfB, 

rnfC, and rnfG encode largely soluble proteins.  RnfB and rnfC are also predicted to bind 

iron-sulfur clusters.  The rnfC  gene product may contain up to two [4Fe4S] clusters 

while rnfB encodes 12 cysteine residues with potential binding sites for two [4Fe4S] 

clusters and one [2Fe2S] cluster.  Attempts to overexpress the R. capsulatus rnf genes 

in E. coli have met with limited success.  RnfA, RnfB, and RnfC were all able to be 

expressed heterologously, but they appear to associate strongly with the cell membrane, 

may not contain all of their iron-sulfur cofactors, and lose stability in the absence of the 

rest of their rnf counterparts. 
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Figure 7.2. The chromosomal arrangement of nth in E. coli.  Nth is the terminal gene 
in an eight gene operon.  The remaining genes are uncharacterized in E. coli but are 
homologous to a set of genes found in R. capsulatus and other nitrogen fixing 
organisms.  These genes, termed rnfABCDGE, are required for nitrogen fixation and are 
believed to form a membrane-bound complex.  Putative promoters are represented by 
arrows and terminators are indicated by bars. 
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Though the E. coli rnf genes have not been biochemically characterized, it has 

been demonstrated that  inactivation of these genes has an effect on SoxR mediated 

soxS expression (25).  The soxRS system senses oxidative stress and activates 

transcription of a wide variety of genes to protect against and repair oxidative damage 

(interestingly, one of the genes targeted is yggX (19)) (26).  Activation of the soxRS 

regulon is mediated by SoxR, a [2Fe2S] cluster transcription factor (27-29).  Upon 

oxidation of the cluster in SoxR from the 1+ to the 2+ state, transcription of soxS is 

initiated.  SoxS transcription is transient; within minutes after administration of oxidants 

has ceased, SoxR is rereduced and soxS is no longer transcribed (29).  The pathways 

for oxidation and rereduction of SoxR are not fully understood, though SoxR is activated 

within the cell by administration of paraquat (29) and it has been demonstrated in vitro 

that SoxR can be oxidized from a distance, in a DNA-mediated fashion, by guanine 

radicals or electrochemical methods (30, 31).  Inactivation of the E. coli rnf genes slows 

the deactivation of soxS expression, indicating that the rnf gene products may be 

involved in the rereduction of SoxR (25). 

 The relationship between the rnf gene products and EndoIII (or other [4Fe4S] 

cluster DNA repair enzymes) is unknown, though it is theorized that genes that are 

transcribed together often perform similar or related functions within the cell (32).  To 

examine the possibility that the E. coli rnf genes might affect the activity of EndoIII within 

the cell, we have knocked out the rnf operon in an E. coli strain that serves as a reporter 

for EndoIII repair activity.  Inactivation of the rnf operon leads to a suppression of 

EndoIII-associated mutations, a surprising result given that knockout of the rnf operon 

should eliminate EndoIII expression as well.  Thus, further studies will be required to fully 

understand the relationship between the rnf operon and DNA repair. 
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MATERIALS AND METHODS 

 

Materials 

 All vectors for gene inactivation were generously donated by Prof. Dianne 

Newman.  Oligonucleotides were purchased from IDT or synthesized in-house.  All 

enzymes were purchased from Stratgene or Roche. All strains used were derivatives of 

CC102 (33) and generated as described below.  Luria-Bertani (LB) broth was used as 

the rich medium while NCE (34) medium supplemented with MgSO4 (100 µM) and 

glucose (11 mM) or lactose (6 mM) was used as the minimal medium. 

 

Genetic Inactivation of rnf Genes 

 CC102 strains were generously donated (33) and RnfA  was replaced by 

a kanamycin resistance cassette (kan) in CC102 using a previously described deletion 

method (35).  Primer sequences are as follows: (rnfA  homology regions are shown in 

regular text and kan priming regions are highlighted in boldface) 5`-

CTGCTCTGGATTAACGGATAATAGGCGGCTTTTTTATTTCAGGCCGAAAAGTGTAGG

CTGGAGCTGCTTC-3`, 5`-

CGCCAGGCCCAGCAGGCTCACGGCGGCAACGGCAATCCAGATAGCATTCACATAT

GAATATCCTCCTTAG-3`.  Inactivation was verified with colony PCR. 

 

Lac+ Reversion Assays 

Strains were streaked to LB medium and incubated overnight at 37°C.  For rnfA 

knockouts, strains were streaked to LB+kanamycin (17 mg/mL).  1 mL LB cultures were 

started from single colonies and grown overnight in a shaking incubator at 37°C, 220 

rpm.  20 mL of each starter culture was used to inoculate a 10 mL NCE+glucose culture 
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which was then grown to a density of 109 cells/mL at 37°C, 250 rpm.  Cell density was 

determined by dilution plating a 10 mL aliquot of the NCE+glucose culture onto 

NCE+glucose solid medium followed by incubation at 37°C for 36 hours.  5 mLs of this 

culture was centrifuged in a clinical tabletop centrifuge at 4°C and plated on 

NCE+lactose solid medium and then incubated at 37°C for 36 hours.  Colonies arising 

are reported as lac+ revertants/mL cells plated. 

 

RESULTS AND DISCUSSION 

  

Effect of rnfA Inactivation on EndoIII Activity 

 The CC102 strain uses an engineered lacZ mutation to report the frequency of 

GC:AT transition mutations in a population of E. coli cells (33).  EndoIII prevents these 

mutations through enzymatic excision of 5-hydroxy-cytosine (1) which will mispair with 

adenine if allowed to go unrepaired and to undergo replication (36).  In the CC102 strain, 

a base-pair substitution has been introduced in the codon for Glu461 in lacZ, the gene 

encoding β-galactosidase, an enzyme required for lactose metabolism (33).  Glu461 is 

essential for enzyme activity and the lacZ mutation introduced to generate the CC102 

strain renders these cells lac- or unable to grow in lactose-containing media.  A GC:AT 

transition mutation in the lacZ Glu461 codon is required for growth on lactose by CC102, 

thus the number of lac+ revertant colonies reflects the GC:AT mutation rate.  Inactivation 

of nth in CC102 increases the GC:AT mutation rate as shown in Figure 7.3.  Note that 

the error bar for the CC102/nth- strain is large, a common phenomenon with the CC102 

strain since it relys on the spontaneous oxidation of cytosine, a process that happens 

with somewhat low frequency inside the cell (36), to revert to lac+.  Inactivation of rnfA in 

CC102 does not increase the number of lac+ revertants.  Knockout of rnfA should  
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Figure 7.3. Genetic inactivation of rnfA in CC102.  All revertants are reported as lac+ 

colonies per mL (108 cells/mL).  Inactivation of nth in CC102 leads to a large number of 
revertants, but rnfA inactivation suppresses the reversion rate to a level similar to the 
CC102 control.  
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inactivate the entire rnf operon, including nth.  Thus, this result suggests that knockout of 

the rnf operon has a mutation suppression effect on the cell, despite the loss of the DNA 

repair protein EndoIII. 

 

Discussion 

 It is interesting to consider the result reported here in the context of the only other 

proposed role for the rnf proteins in E. coli, as a reducing system for SoxR (25).  

Knockout of the rnf genes has been demonstrated to slow deactivation of soxS 

transcription (25), perhaps resulting in a more constituitive oxidative stress response 

state.  Thus, the result observed here, that rnf inactivation suppresses the GC:AT 

mutation rate, might support the hypothesis that the rnf genes are involved in SoxR 

rereduction since a lower rate of oxidative DNA damage might be expected with a less 

efficient soxS deactivation state. 

 It is clear from these initial experiments that the relationship between the rnf 

genes and nth is complicated and will not be fully elucidated by the simple experiments 

performed here.  Future work in this area will include experiments to determine if the 

mutation suppression observed with CC102 is specific to GC:AT mutations or if rnf 

inactivation reduces the general mutation rate.  It must be verified, in a more rigorous 

manner, that inactivation of rnfA eliminates transcription of the downstream genes 

(including nth).  Lastly, in-frame deletion of each of the rnf genes may reveal some of the 

specific roles of the individual genes. 

 It may also be interesting to examine the role of yggX, the gene immediately 5` to 

mutY in E. coli, in DNA repair.  Reduced expression of yggX in S. enterica causes a 

20−50-fold increase in the rate of GC:TA transversion mutations (the type of mutation 

prevented by MutY) (18).  While YggX has been overexpressed and characterized as a 
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purified protein, it has not been determined if YggX binds to DNA or to MutY, or whether 

the iron bound by YggX is redox active.
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SUMMARY 

 In E. coli, the genes encoding MutY and EndoIII, two [4Fe4S] DNA repair 

glycoslyases, are transcribed as operons.  Each of these operons contains other 

putative iron-binding proteins that are currently uncharacterized in E. coli.  Of particular 

interest are the rnf genes that precede the gene encoding EndoIII; several of the rnf 

proteins are predicted to contain multiple iron sulfur clusters and it is suggested that 

these proteins might play a role in reduction of SoxR, another DNA-binding [4Fe4S] 

cluster protein.  To examine the relationship between the rnf proteins and EndoIII, we 

inactivated the entire rnf operon in an EndoIII activity reporter strain of E. coli.  

Interestingly, the rnf knockout strain displays a near wild-type level of mutations (as 

opposed to the elevated mutation level observed with an EndoIII genetic knockout).  

While this result would be consistent with the prediction that the rnf gene products are 

involved in deactivation of SoxR mediated oxidative stress protection, the relationship 

between the rnf  genes and [4Fe4S] DNA repair enzymes is still not well understood and 

requires further examination.
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INTRODUCTION 

 Base excision repair (BER) proteins, from bacteria to man, are challenged with 

combing the genome for DNA base lesions in order to maintain the integrity of our 

genetic material (1-4). This challenge is more remarkable to consider given the low copy 

number of these proteins and that they must discriminate among small differences 

between the modified and natural bases. In the case of MutY, a BER repair protein in 

E.coli with a human homolog, there are 30 proteins in the E.coli cell (2) to interrogate 4.6 

million bases (5); the ratio of binding affinities for the target lesion, an 8-

oxoguanine:adenine mismatch, versus well-matched native GC or AT base pairs is < 

1000 (6).  Endonuclease III (EndoIII), another BER enzyme in the same protein family 

(1-4), recognizes a less prevalent lesion, hydroxylated pyrimidines, with equally low 

specificity; the copy number of EndoIII within E.coli is estimated as 500 (2). The 

enzymology has been well characterized regarding how MutY and EndoIII, as 

glycosylases, fix their substrate lesions once found (1-4), and the structures of MutY and 

EndoIII bound to DNA have been elucidated (7, 8), revealing the basis for substrate 

recognition.  Yet how these lesions are efficiently detected remains to be determined.   

Current models for genome scanning to detect lesions involve protein sliding 

along the DNA, squeezing the backbone, slipping bases out to allow for interrogation, or 

finding transiently opened sites (9-13).  However, a simple sliding model, involving 

facilitated diffusion along the strand where each base is contacted and the interrogation 

is assumed to be instantaneous, yields a genome interrogation time, T, of 46 minutes for 

MutY, wholly insufficient given the doubling time in E.coli of 20 minutes.  The time for 

sliding to scan the genome is calculated from a one-dimensional random walk (9). The 

one-dimensional diffusion (sliding) constant has been measured (10) in vitro for the DNA 

repair proteins hOGG1 and Bacillus stearothermophilus MutM as 5x106 bp2/sec and 
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3.5x105 bp2/sec respectively. Taking the more generous (faster) value for the diffusion 

constant, a genome size of 5x106 base pairs, and the MutY copy number of 30 yields a 

scanning time of 46 minutes. 

The higher copy number for EndoIII yields a significantly shorter interrogation 

time of 10 seconds for a much less prevalent lesion.  These estimates for T significantly 

understate the problem, since the interrogation time cannot be instantaneous in the 

sliding model, and to slide along the strand, proteins, even water, must be displaced, 

which takes time.  Some sliding models for facilitated movements of proteins along DNA 

incorporate hopping and intersegment transfer to locate a target (9, 14), but in a repair 

process, each base must be interrogated; hopping leads to an incomplete search.  

DNA-mediated charge transport (CT) offers an alternative strategy to localize 

BER proteins in the vicinity of lesions. Ubiquitous to these low copy number BER 

proteins are [4Fe4S] clusters, common redox cofactors in proteins (2-4).  While the 

mechanisms responsible for DNA CT chemistry are still being debated, it is now 

generally accepted that DNA-mediated CT can proceed over long molecular distances 

on a very short timescale (15).  Oxidative damage to DNA has been demonstrated with 

oxidants covalently tethered and spatially separated from oxidized sites in the DNA 

duplex at distances of  > 200 Å with negligible loss in efficiency (16-18).  Previous 

studies have also established that CT through DNA is possible in biological 

environments that include nucleosomes (19, 20) and isolated HeLa cell nuclei (21).  DNA 

CT is, however, extremely sensitive to perturbations in the intervening base pair stack 

(22-24).  DNA mismatches, base lesions, and the binding of proteins that distort the DNA 

all serve to inhibit long range CT.  Recently we have found that well-matched DNA 

covalently attached within a nanotube device can conduct charge through the π-stack 
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similarly to graphite through its π-stack, but the device resistance increases by 300-fold 

upon introduction of a single base mismatch (25).  Given that this chemistry occurs at a 

distance and is modulated by the structural integrity of the base pair stack, we have 

considered that these reactions may be useful within the cell for long range signaling 

(26-28). 

Our model for lesion detection involves cooperative DNA-mediated redox signaling 

among BER proteins containing [4Fe4S] clusters (Figure 8.1) (26-28).  When not bound to 

DNA, these proteins are found in the [4Fe4S]2+ state and are not easily oxidized or 

reduced under physiological conditions (29).  The estimated potential for the [4Fe4S]2+/1+ 

couple in EndoIII is -300 mV versus NHE while the potential for the [4Fe4S]3+/2+ couple is 

estimated to be +250 mV versus NHE (30).  Notably, the [4Fe4S]3+ form of the protein is 

especially unstable in solution (29, 30).    However, for MutY and EndoIII, we have 

demonstrated using DNA-modified electrodes that DNA binding shifts the 3+/2+ cluster 

potential more negative by > 200 mV (26, 27, 30); DNA-binding stabilizes the protein in the 

+3 form (30).  Furthermore, the protein can be oxidized in a DNA-mediated reaction (26, 

27, 30, 31).  Thus we have proposed that these BER proteins bearing [4Fe4S] clusters 

exploit DNA-mediated CT as a very fast and sensitive method to detect damage inside the 

cell.  As illustrated in Figure 8.1 (b-d), this DNA-mediated redox signaling model involves 

binding to DNA by one protein in the 2+ state (donor), which would promote electron 

transfer from the donor protein to a distal protein (acceptor), already bound to the helix and 

in the 3+ state.  The donor protein is now oxidized and remains bound to DNA while the 

acceptor becomes reduced and diffuses away.  Integral to this model is a differential DNA 

affinity for the [4Fe4S]3+ and [4Fe4S]2+ forms of the protein.  In fact, the 200 mV potential  
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Figure 8.1.  A model for DNA-mediated CT in DNA repair where DNA repair proteins, for 
example EndoIII (green) and MutY (orange), containing [4Fe4S]2+ clusters bind DNA, 
activating them towards oxidation to the [4Fe4S]3+ state.  The sequence of events is as 
follows:  Guanine radical formation can oxidize a repair protein in a DNA-mediated 
reaction, stabilizing the oxidized protein bound to DNA (a).  A second protein binds in the 
vicinity of the first protein (b, e).  Electron transfer to a distally bound protein can occur 
through the DNA p-stack if the intervening DNA is undamaged (c, f).  The newly reduced 
protein has a diminished affinity for DNA and diffuses away (d).  If, instead, a lesion site 
is present between the proteins (g), the DNA-mediated CT step is inhibited and the 
oxidized protein remains bound to DNA.  In this search mechanism the sum of the DNA-
mediated electron transfer steps between proteins constitutes a full search of the 
genome with the end result being a redistribution of low abundance DNA repair proteins 
in the vicinity of lesions. 
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shift associated with DNA binding corresponds thermodynamically to a thousand-fold 

difference in DNA affinity between the oxidized and reduced proteins (30).  

Importantly, this DNA-mediated CT process can be considered as a scan of the 

integrity of intervening DNA, since DNA-mediated CT can only proceed through a well 

stacked duplex.  It should be noted that, although the DNA-mediated reduction occurs at 

potentials insufficient to damage the DNA (32), we have used a modified base to serve as 

a trap for the electron in this process and have found that binding of either MutY or EndoIII 

to the DNA promotes rapid reduction of the modified base (31).  Thus DNA-mediated CT 

provides a means to distinguish whether the intervening DNA is intact or damaged.  As 

illustrated in Figure 8.1 (g), when the repair protein, already oxidized, is bound in the 

vicinity of a base lesion, DNA-mediated CT does not provide a pathway for reduction and 

subsequent dissociation of the protein.  The protein remains bound to the duplex so that 

on a slower timescale the protein can processively diffuse to the target site; now, however, 

sliding is needed only across a small region and the low specificity of the protein for its 

substrate (33, 34) is sufficient for recognition.  Essentially, then, our proposal for base 

lesion detection based upon DNA CT involves redistributing the BER enzymes onto local 

regions of the genome that contain lesions.  Critical to this mechanism is DNA-mediated 

signaling among proteins bound at long range so that the proteins, despite their low 

abundance, cooperate with one another in localizing onto target sites. 

In order for the BER enzymes to exploit DNA-mediated CT to detect lesions, some 

of the proteins must exist in the oxidized state.  Many agents in the cellular milieu could 

oxidize these DNA-bound proteins, and the level of oxidative stress within the cell could 

govern the proportion of oxidized protein present at any time.  Indeed, these proteins can 

be oxidized by guanine radicals, the first genomic signal of oxidative stress (35), via DNA-
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mediated CT.  We have demonstrated the DNA-mediated oxidation of both MutY and p53, 

a cell cycle regulatory protein, with guanine radicals as intermediates (28, 36).  

 

MATERIALS AND METHODS 

 

Materials 

  All chemicals were purchased from Sigma Aldrich.  All enzymes were purchased 

from New England Biolabs unless otherwise specified.  All buffers were freshly prepared 

and filtered prior to use.  Mica surfaces were purchased from SPI supplies.  Silicon AFM 

probes were purchased from Nanoscience Instruments.  Oligonucleotides were 

purchased from IDT or synthesized on a 3400 DNA synthesizer (ABI).  All strains used 

were derivatives of CC104 or CC102 (37) and generated as described below.  Luria-

Bertani (LB) broth was used as the rich medium while NCE (38) medium supplemented 

with MgSO4 (100 µM) and glucose (11 mM) or lactose (6 mM) was used as the minimal 

medium. 

 

Generation of DNA Samples for AFM    

Four primers were synthesized with the following sequences,  

5’-GTACAGAGTTCAGTCGGCATCCGCTTACAGACAAGC-3’ (forward),  

5’-CCGGTAACTATCGTCTTGAGTCC-3’ (reverse),  

5’-GACTGAACTCTGTACCTGGCACGACAGGTTTCCCG-3’ (forward), and 

5’-GACTGAACTCTATACCTGGCACGACAGGTTTCCCG-3’ (forward).  The underlined 

bases highlight the location of a 2’-O-methyl residue. These primers were used in 

separate PCR reactions using pUC19 as a template to generate three duplexes 1610bp, 

2157bp (matched), or 3767bp (mismatched) long and each containing one 14 nt single-
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strand overhang. These PCR products were purified by ethanol precipitation and 

resuspended in 50 mM NaCl, 5mM sodium phosphate, pH 7 buffer and quantitated by 

OD
260

.  Duplexes were phosphorylated using 100 U PNK in 10% T4 DNA ligase buffer 

for 1 hour at 37°C and deactivated for 10 minutes at 65°C.  Separate duplexes were then 

annealed at 65°C for 8 minutes then cooled to 20°C over 2 hours.  The resulting larger 

duplexes were then ethanol precipitated and resuspended in 100 µL 50 mM NaCl/ 5mM 

phosphate buffer.  15 U T4 DNA ligase and 10% T4 ligase buffer were added (total 

reaction volume ~ 150 µL) and incubated overnight at 16°C followed by deactivation for 

10 minutes at 65°C.  We did not bring the ligation reaction to completion, so as to obtain 

a mixture of DNA samples that were equivalent other than the presence of the mismatch 

at the ligation site.  The DNA duplexes (ligated and unligated) were then purified from a 

0.6% agarose gel using a QiaQuick gel extraction kit (Qiagen). 

 

AFM Deposition Conditions   

Mica surfaces were freshly cleaved with scotch tape. Wild-type EndoIII (0.4 µM) 

was added to the stock DNA solution containing 50−100 ng total DNA composed of the 

mixture of ligated 3.8 kb duplexes and the two unligated duplexes (1.6 and 2.2 kb) in 6 

mM MgCl2 /Tris-EDTA buffer. This protein-DNA solution was incubated at 4°C overnight 

and deposited (5 µL) on the mica surface for 2 minutes, rinsed with 2 mL water, and 

dried under argon.  Two of the five wild-type EndoIII samples analyzed were deposited 

onto the mica surface in 5 ng quantities followed by immediate addition of 3.7 µM EndoIII 

(1 µL volume).  This difference in deposition conditions did not result in any significant 

differences in the trends observed.  Mutant protein (Y82A) was added to a stock solution 
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of 50 ng DNA for a final protein concentration of 0.4 µM.  After incubation at 4°C 

overnight, deposition conditions were identical to that for wt EndoIII-DNA samples. 

 

AFM Instrument Setup   

Silicon AFM Probes purchased from Nanoscience Instruments (BudgetSensors), 

with a spring constant of 3 N/m and a resonance frequency of 75 kHz, were used in a 

Digital Instruments Multimode SPM. Images with scan areas of 2x2 µm2 or 1x1 µm2 were 

acquired in tapping mode, using an amplitude of 0.5416−0.200 V at a scan rate of 3.05 

Hz.  Scan rates of 3.05 Hz were used to obtain images of higher quality.  Data analysis 

was performed using the WSxM program (39). 

 

Strain Construction   

CC104 and CC102 strains were generously donated (37), as was CC104 mutY- 

(CC104 muty::mini-tn 10) (40).  Nth was replaced by a chloramphenicol resistance 

cassette (cm) in CC104 and CC104 mutY- using a previously described in-frame 

deletion method (41).  See Table 8.1 for primer sequences; nth homology regions are 

shown in regular text and cm priming regions are highlighted in boldface.  CC102 strains 

were constructed using P1 transduction (42).  Inactivation in all strains was verified with 

colony PCR. 

 

Lac+ Reversion Assays 

Strains were streaked to LB medium and incubated overnight at 37°C.  For nth 

knockouts, strains were streaked to LB+chloramphenicol (17 µg/mL), and for mutY 

knockouts, strains were streaked to LB+tetracycline (50 µg/mL).  1 mL LB cultures were  
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Table 8.1.   Primer sequences used for nth inactivation, cloning, and mutagenesis. 
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started from single colonies and grown overnight in a shaking incubator at 37°C, 220 

rpm.  20 µL of each starter culture was used to inoculate a 10 mL NCE+glucose culture 

which was then grown to a density of 109 cells/mL at 37°C, 250 rpm.  Cell density was 

determined by dilution plating a 10 µL aliquot of the NCE+glucose culture onto 

NCE+glucose solid medium followed by incubation at 37°C for 36 hours.  5 mLs of this 

culture was centrifuged in a clinical tabletop centrifuge at 4°C and plated on 

NCE+lactose solid medium and then incubated at 37°C for 36 hours.  Colonies arising 

are reported as lac+ revertants/mL cells plated.  In experiments incorporating plasmid 

vectors, CC104 and CC102 strains were made electrocompetent (43) and transformed 

via electroporation at 1.8 kV.  Transformants were selected on LB+ampicillin (amp) (100 

µg/mL) solid medium after incubation overnight at 37°C.  Single colonies  

were restreaked to LB+amp (100 µg/mL) solid media and incubated 12 hours at 37°C.  1 

mL LB+amp (100 µg/mL) cultures were started from these colonies and grown overnight 

at 37°C, 220 rpm.  20 µL of this starter culture was used to inoculate a 10 mL 

NCE+glucose+amp (40 µg/mL) culture which was grown to a density of 109 cells/mL at 

37°C, 250 rpm.  5 mLs of this culture was plated onto NCE+lactose+amp (40 µg/mL) and 

incubated at 37°C for 36 hours.  Lac+ revertants were reported as described above. 

 

Mutagenesis 

Nth was cloned into pBBR1MCS-4 (p) using standard techniques (43).  Primer 

sequences are given in Table S1; restriction sites are highlighted in boldface.  Gene 

incorporation was verified by PCR and sequencing (Laragen) using KS/SK (pBBR1MCS-

4 derived vectors) or M13 (pNTH10 derived vectors) sequencing primers.  Mutants were 

generated using a QuikChange site-directed mutagenesis kit (Stratagene) and verified 
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by 3 independent sequencing reactions (Laragen).  Primers used are shown in Table S1; 

the altered codon site is highlighted in boldface. 

 

Protein Expression and Purification  

EndoIII and Y82A EndoIII were expressed from the pNTH10 expression vector 

and purified as described previously (44).  Protein concentrations were determined using 

the UV-visible absorbance of the [4Fe4S] cluster (410 nm, e = 17,000) (29). 

 

Glycosylase Assays 

Oligonucleotides were synthesized containing a 5-OH-dU lesion site (purchased 

as a phosphoramidite from Glen Research), HPLC purified, and verified with MALDI-

TOF mass spectrometry.  The following sequences were used: 5’-

TGTCAATAGCAAGXGGAGAAGTCAATCGTGAGTCT-3’ + complementary strand 

where X = 5-OH-dU base-paired with G.  The strand containing the lesion was 5’-32P 

endlabelled as previously described (43) and annealed to its complement.  Reactions 

were run at 37°C for 15 minutes with 10 nM DNA and 100 or 10 nM protein and 

quenched with 1M NaOH (45).  Samples were analyzed by denaturing 20% PAGE and 

imaged by autoradiography.  Band intensity was quantified using ImageQuant software. 

 

Electrochemistry at DNA-modified Electrodes 

DNA-modified electrodes for protein electrochemistry experiments were prepared 

as described (27) using the following sequences: thiol-modified strand, 5’- 

AGTACAGTCATCGCG-3’, TA complementary strand, 5’-CGCGATGACTGTACT-3’, and 

abasic site (Ab) complementary strand, 5’-CGCGATGACTGTXCT-3’, where X = 

dSpacer (Glen Research).  Surfaces were backfilled with 100 mM mercaptohexanol for 
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30 minutes and rinsed at least 3 times with protein storage buffer (20 mM sodium 

phosphate, 100 mM NaCl, 0.5 mM EDTA, 20% glycerol, pH 7.5).  Protein solution was 

introduced to the electrode surface and allowed to incubate for ~ 20 minutes until signal 

reached full intensity.  Cyclic voltammetry experiments were performed on a CH 

Instruments 760 potentiostat using a 50 mV/s scan rate, Ag/AgCl reference electrode, 

and Pt wire auxiliary electrode in an electrochemical cell modified for protein 

experiments (27). 

 

RESULTS AND DISSCUSSION 

  

Genome Scanning Calculations 

Using our CT scanning model, we can predict the genome interrogation time, T, for 

MutY in E.coli.  In the CT scanning model, the DNA is essentially scanned by the electron 

with the repair proteins facilitating electron migration (Figure 8.1).  Since an injected 

charge equilibrates on the nanosecond timescale (15), and protein diffusion occurs in 

micro- to milliseconds (9), the rate-limiting step in this process is the diffusion of a reduced 

protein within CT range of the oxidized DNA-bound protein.  Hence scanning can be 

modeled as a random walk of the electron on the DNA, where the step time, t, for the walk 

is the average time for a reduced protein to approach within range to carry out DNA-

mediated CT to the oxidized protein.  We can calculate the step time for three dimensional 

diffusion of the reduced protein to the DNA as 
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where V is the cell volume, C
p
(1-Θ) is the number of reduced repair proteins in the 

volume (Θ = fraction oxidized), and k
a is the bimolecular rate constant for protein 

association with the DNA target within the cellular volume.  The bimolecular rate 

constant can be determined using a modified Smoluchowski equation for protein collision 

with a rod of DNA within the cell volume, where the length of the rod reflects the number 

of bases, N, over which DNA-mediated CT can proceed. The Smoluchowski equation is 

constructed with two terms: one describes the ballistic 3-dimensional diffusion of the 

protein to the DNA and the second (46) considers the gyrations of a rod with persistence 

length of 150 base pairs and the ends fixed as part of the chromosome. 

 

The protein diffusion constant (D
p
) is determined from the Stokes-Einstein equation 

using the 10 cP viscosity of E. coli cytoplasm (47) and the measured Stokes radius of 

EndoIII (rp) (48). DNA diffusion is considered to be negligible.  The persistence length of 

DNA (150 bp) is defined as a.  The electrostatic (f) and orientational (κ) constants are 

taken as unity (49), in keeping with the high ionic strength in vivo environment.  The 

dissociation rate of the protein is not included in our model because charge equilibration 

should occur on a much faster timescale than dissociation of the reduced protein.  Any 

contact of the reduced protein within the DNA rod allows electron transfer to the DNA-

bound oxidized protein. We assume DNA is a rod, N base pairs long, but clearly the 

organization of the bacterial nucleoid is more complex (50).  We can calculate the overall 

time to search the genome of Z bases through the random walk of the electron as 

 . 
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Since there is equal probability of reduced protein associating with each base in the CT-

active target region, and N represents that maximum distance of interprotein charge 

transfer, the average distance of interprotein CT is N/2. Self-exchange decreases the 

average step distance by a further factor of 2.  This represents the scanning time for a 

single oxidized protein. Each oxidized protein provides a separate nucleation site for CT 

scanning, but drawing from the same reservoir of reduced protein to scan different 

portions of the genome, 

. 

Scanning through sliding without a CT search represents a boundary condition, so that 

the total time is 

 

where T
D
 is the diffusion scanning time.  It is also important to note that, since this model 

involves cooperation among the repair proteins, we can utilize the total concentration of 

these proteins within the cell, rather than copy numbers for MutY or EndoIII individually.  

Thus MutY benefits from help from the 500 copies of EndoIII (2).  

 This model assumes that DNA-mediated interprotein CT is much faster than 

protein diffusion, and that the oxidized repair proteins have higher nonspecific DNA 

affinity than the reduced proteins; both assumptions have experimental support (15, 30). 

We assume also that intervening DNA-binding proteins do not inhibit DNA-mediated CT, 

consistent with in vivo (21) and nucleosome (19, 20) experiments. We make no 

distinction between 5’ to 3’ versus 3’ to 5’ transport, although subtle differences have 

been observed (51, 52). In our model, reduced proteins are not allowed to exploit 

facilitated diffusion to find their DNA target containing oxidized protein, although this 
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would enhance the efficiency of the search. The possibility of other proteins participating 

in helper function, which would also substantially speed the search process, is 

neglected; other DNA-binding proteins at similar potentials could aid in helping MutY find 

its site (53). As formulated, there is an inverse cube dependence of scanning time on 

total copy number. Hence, the presence of even a hundred more redox-active repair 

proteins with this helper function would halve the overall scanning time. These conditions 

lead to an estimate for CT scanning that is conservative and therefore represents an 

overestimate for the amount of time necessary to search for lesions by DNA-mediated 

CT. 

Figure 8.2 shows how the interrogation time varies as a function of N, the 

distance over which DNA-mediated CT proceeds and ox, the percentage of proteins that 

are oxidized. Remarkably, permitting DNA CT over 500 bp with 10% oxidized protein 

yields an interrogation time of 5 minutes, while DNA CT over only 200 bp with 20% 

oxidized protein results in an interrogation time of 8 minutes.  These values are well 

within the 20 minute doubling time of E. coli.  While we have not yet constructed long 

DNA sequences to establish the limits for long range DNA CT, we have demonstrated 

substantial long range oxidative damage in tethered DNA assemblies in vitro over 60 bp 

and in DNA within mitochondria over ~ 100 bp (17, 54).   We and others have also found 

the distance dependence of CT to be remarkably shallow (16-18, 55). Long range CT 

has furthermore been demonstrated in nucleosomes with tethered photooxidants (19, 

20).  In fact, one advantage of DNA CT over other search mechanisms is that the 

electron travels through the DNA base pairs and no proteins need to be displaced.  

 The dependence of interrogation time on the percentage of proteins oxidized is 

also interesting to consider (Figure 8.2). There is a sharp decrease in the needed 

interrogation time at low levels of protein oxidized, and with higher oxidation levels the  



  
191 

Figure 8.2. Scanning time as a function of maximum distance of DNA-mediated 
interprotein CT (N) and the fraction of repair proteins that are in the 3+ state (% ox) is 
calculated using the CT scanning model.  Note that at 10% oxidized protein with a 
maximum CT distance of 500 bp, the time required to interrogate the genome is ~ 5 
minutes. 
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variation in interrogation time is quite small (Figure 8.3).  The scanning efficiency 

resembles a switch that is turned on at low levels of oxidation, when DNA repair is 

needed.  Activation of this switch could be influenced by the redox buffering capacity of 

the cell and by the level of oxidative DNA damage present.  This would allow DNA repair 

proteins to sense oxidative assaults both locally and far away and to tune the repair 

response to fit the needs of the cell. 

 

Atomic Force Microscopy Measurements 

 We can test this model directly using atomic force microscopy (AFM).  A mixture 

of DNAs, both long (3.8 kilobase) DNA duplexes containing a single CA mismatch and 

short (2.2 and 1.6 kilobases) well-matched duplexes of the same total sequence were 

prepared; the longer sequence was obtained by ligation of the two shorter sequences.  

This mixture of matched and mismatched DNA strands was incubated with EndoIII and 

examined using established AFM techniques (56) (Figure 8.4).  At least 5 images and  > 

100 strands were counted using 5 preparations of protein/DNA samples.  We assume 

some adventitious oxidation of DNA-bound EndoIII, but have not yet carried out AFM 

measurements as a function of the percentage protein oxidized.  The CA mismatch is a 

lesion that effectively inhibits DNA CT (17, 23).  Since the CA mismatch is not a lesion 

that is preferentially bound by EndoIII, without DNA CT between bound EndoIII 

molecules, one might expect an equal density of proteins on the short and long strands. 

However, we find that EndoIII shows a small but significant preference for the longer 

strands containing the CA mismatch.  Examination of the number of proteins bound to 

187 long strands and 206 short strands reveals an average of 0.16±0.01 proteins bound 

per kilobase long strand and 0.12±0.02 proteins bound per kilobase short strand.  Only 

clearly identifiable long or short strands were counted.  Protein assignments were  
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Figure 8.3.  Plot showing the contour from Figure 2 that corresponds to a genome 
scanning time (T) of 20 minutes, the doubling time of an E. coli cell. 
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Figure 8.4.  Measurements of repair protein distributions on DNA by AFM.  A zoomed-in 
view (A) and a zoomed-out view (B) of representative AFM images of DNA strands 
incubated overnight with wild-type EndoIII.  A higher density of proteins is apparent on 
the longer DNA strands containing the single base CA mismatch.  Densities of 0.16±0.01 
proteins bound per kilobase long strand and 0.12±0.02 proteins bound per kilobase short 
strand are observed where the error reflects the total number of bound proteins counted.  
Clumped DNAs and clumping at strand ends were excluded from the dataset. 
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verified through analysis of their 4 nm heights in the images; without protein, features of 

this dimension are not observed. These results are consistent with the outcome 

predicted by our model.  DNA-mediated CT will drive the redistribution of repair proteins 

away from undamaged regions such that the proteins will cluster near damaged sites.  

As a result, we see the proteins redistribute preferentially onto the DNA strand 

containing the mismatch. 

 

Helper Function Assays in Escherichia coli 

 This CT scanning model can also be tested in vivo by assaying for the 

cooperation among the repair proteins in DNA-mediated signaling.  If these proteins are 

able to help each other in their search for damage using DNA CT, upon knocking out the 

gene for EndoIII, for example, or reducing its capability to carry out electron transfer, one 

should be able to observe a decrease in the in vivo activity of MutY.  Established assays 

for MutY and EndoIII activity inside E. coli cells have already been developed (37).  The 

assay for “helper function” used here employs engineered mutations in the lacZ gene 

(encoding β-galactosidase, the enzyme that allows cells to grow in lactose-containing 

media) to report the frequency of a particular base pair substitution.  The strain that 

serves as an assay for MutY activity, CC104, substitutes a cytosine for an adenine in the 

Glu 461 codon in lacZ, an amino acid essential for β-galactosidase activity. Since MutY 

prevents GC to TA transversion mutations (57), reversion of this original mutation back 

to wild-type (wt) lacZ can reflect a deficiency in MutY activity.  Similarly, the CC102 strain 

serves as an assay for EndoIII activity by replacing an adenine with a guanine in the Glu 

461 codon (37).  EndoIII prevents GC to AT transition mutations (58); thus reversion 

back to wt lacZ indicates deficiency in EndoIII activity.  In these experiments we 
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inactivated the gene encoding EndoIII (nth) in CC104, the MutY activity reporter strain, 

and looked for an increase in the reversion frequency from lac- to lac+.  The reciprocal 

experiment, where the gene for MutY (mutY) is knocked out in the CC102 reporter strain, 

was also performed. 

 As illustrated in Table 8.2, in the CC104 MutY activity reporter strain, 20 ± 9 lac+ 

revertants are observed per 109 cells, while inactivation of mutY in CC104 (CC104  

mutY-) causes the number of lac+ revertants to increase by a factor of 15 (300 ± 33), as 

expected (37, 57).  When nth is inactivated in CC104 (CC104 nth-), the lac+ reversion 

frequency observed is 54 ± 5, representing more than a factor of two increase over 

CC104.  Thus, loss of EndoIII does have a small but significant effect on the in vivo 

activity of MutY.  This loss in activity is consistent with a loss in helper function by 

EndoIII, as predicted by our model; the lower activity of MutY without EndoIII could 

reflect the lack of cooperative searching via DNA CT.  An alternative explanation, 

however, is that MutY and EndoIII share some overlapping ability to repair the same 

lesions in genomic DNA.  In this case, one would expect the lac+ reversion frequency of 

the CC104 mutY-/nth- strain (270 ± 29) to be greater than that of CC104 mutY-, but they 

are, within error, equivalent. 

We also performed the opposite experiment where mutY is inactivated and the 

resulting effect on the in vivo activity of EndoIII is observed using CC102, the EndoIII 

activity reporter strain (Table 8.2).  An average of 14 ± 4 lac+ revertants were found for 

the CC102 EndoIII activity reporter strain.  Upon knocking out nth in CC102 (CC102  

nth-), the reversion frequency becomes 34 ± 8.  Removal of mutY (CC102 mutY-) leads 

to 27 ± 9 lac+ revertants.  In the double mutant (CC102 nth-/mutY-) 48 ± 16 revertants 

are observed.  Note that the reversion frequency after inactivation of EndoIII is much 
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smaller for this assay than for the equivalent experiment (CC104 mutY-) using the MutY 

activity  

Table 8.2.   Assay for in vivo DNA repair by EndoIII (CC102) and MutY (CC104). 
Lac+ revertants are reported as the average number lac+ colonies that arise per 
109 cells plated on minimal lactose media. 
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assay and thus associated uncertainties are higher.  In the CC102 assay, the 

mutagenesis pathway is likely initiated by damage to cytosine whereas in the CC104 

assay the pathway likely begins with oxidative guanine damage.  Given that the 

oxidation potential of guanine is substantially lower than that of cytosine, oxidized 

guanine lesions should be much more prevalent inside the cell (35), leading to a higher 

mutation frequency as observed with CC104.  Nevertheless, the trend is the same: MutY 

appears to have a helper function in the EndoIII assay, just as EndoIII appears to have a 

helper function in the MutY assay.  Indeed, just as the model predicts, MutY needs more 

help from EndoIII than vice versa. 

  This in vivo relationship between EndoIII and MutY has been observed previously 

by others, although in different experimental contexts.  Small increases in mutational 

frequency have been detected when mutY is inactivated in CC102 (37) or when nth is 

inactivated in CC104 (59).  In the latter case, it was proposed that this could be due to 

some intrinsic ability of EndoIII to repair oxidatively damaged guanine residues.  

However, biochemical evidence available on the substrate specificity of EndoIII (34, 60) 

indicates that the enzyme excises pyrimidine damage, which does not lead to GC to TA 

transversion mutations (58) and thus EndoIII would not be expected to exhibit MutY-like 

activity. 

We can furthermore test directly whether the loss of MutY activity in the CC104 

assay is the result of overlapping glycosylase activities by determining whether the 

number of lac+ revertants is still suppressed by an EndoIII mutant that is biochemically 

incompetent to carry out the glycosylase reaction.  As a control, we test for loss of 

EndoIII activity in the CC102 assay.  Thus a mutant of EndoIII (D138A) that is known to 

be deficient in glycosylase activity (61) was introduced on a plasmid into both the CC102 

and CC104 strains along with appropriate vector controls (an empty vector, p, and a 
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vector containing wt nth, pnth).  Because this mutant cannot perform the base excision 

reaction, D138A also fails to reduce the high reversion frequency observed with CC102 

nth- (Table 8.3).  However, D138A is able to complement the CC104 nth- strain (Table 

8.4).  Thus, the glycosylase activity of EndoIII is not required to perform the helper 

function that EndoIII assumes to aid MutY in its repair of lesions inside the cell.  

Nonetheless, it appears that EndoIII lacking D138 can bind DNA and contains an intact 

[4Fe4S] cluster (61).  Based upon our model, D138A should be competent to carry out 

DNA-mediated electron transfer and thus serve as a helper to MutY, as we observe. 

 In the context of our model, it is clearly not the glycosylase activity of EndoIII that is 

critical to its helper function, but its ability to carry out DNA-mediated CT.  Thus, perturbing 

the path for electron transfer to the DNA would interfere with this helper function.  Studies of 

protein electron transfer show that aromatic tyrosine and tryptophan residues often facilitate 

long range electron transfers in proteins (62), and EndoIII contains many of these residues. 

In particular, Y82 is a residue that is conserved in most species containing an nth homolog 

(in the human gene for EndoIII, hNTH, a W is present in this position, a relatively 

conservative substitution) as well as in many mutY homologs (63).  In the crystal structure of 

Bacillus stearothermophilus EndoIII trapped in complex with DNA, the position equivalent to 

Y82 is located very close to the DNA backbone and directly adjacent to a residue that 

intercalates into the DNA base pair stack (7).  Y82A EndoIII was thus introduced on a 

plasmid into both reporter strains (CC102 and CC104) and their nth knockouts to explore 

whether this mutation attenuates helper function.  We find that Y82A is able to complement 

CC102 nth-. The observation that Y82A complements CC102 nth- further establishes that 

the glycosylase activity is not a source of helper function.  Moreover the fact that Y82A 

complements CC102 nth- is understandable in the context of our model, because of the 

higher copy number of EndoIII in E. coli cells than MutY (2).  MutY, therefore, is necessarily  



  
200 

Table 8.3.   EndoIII activity assay (CC102) with an enzymatic EndoIII mutant (D138A). 
Lac+ revertants are reported as the average number lac+ colonies that arise per 109  
cells plated on minimal lactose media with ampicillin (40 µg/mL).  These data 
represent a single set of experiments with 10 replicates per strain assayed 
concurrently. 
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Table 8.4.   MutY activity assay (CC104) with an enzymatic EndoIII mutant (D138A). 
Lac+ revertants are reported as the average number lac+ colonies that arise per 109  
cells plated on minimal lactose media with ampicillin (40 µg/mL).  These data 
represent a single set of experiments with 10 replicates per strain assayed 
concurrently. 
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more dependent on a fast, efficient CT damage detection scheme to locate its lesions than  

EndoIII.  In addition, oxidized guanine lesions, such as those excised by MutY, are much 

more abundant than the oxidized cytosine lesions repaired by EndoIII (35).  Thus, the role of 

EndoIII in helping MutY search for lesions may more important than the ability of EndoIII to 

search for its own lesions.   

Significantly, Y82A in the CC104 nth- strain shows an increase in mutation rate 

versus the CC104/Y82A and CC104/p controls (Figure 8.5).  The data shown in Figure 8.5 is 

based on five sets of experiments with the CC104 strains.  The number of lac+ revertants is 

found to increase by 53±16% when comparing CC104 nth-/ Y82A to CC104/p.  When 

comparing CC104 nth-/Y82A to CC104/Y82A, the number of lac+ revertants increases by 

68±13%.  Similarly, for these trials, the ratio of the number of lac+ revertants for CC104 nth-/ 

p versus CC104/p is 65±13%.  If Y82A were attenuated but not completely defective in its 

electron transfer ability, we might expect that the number of lac+ revertants measured in the 

CC104 assay would be lower on average for strains carrying this allele in the presence or 

absence of nth relative to their counterparts without it; this is what we observe (Figure 8.5).  

Together, these results indicate that Y82A is unable to restore helper function. 

 To check directly the biochemical characteristics of Y82A EndoIII, the protein was 

purified and its redox and glycosylase activities examined.  Importantly, the mutant 

enzyme does contain the [4Fe4S] cluster, characterized by its distinctive spectrum with a 

maximum absorption at 410 nm (Figure 8.6).  Y82A EndoIII also maintains glycosylase 

activity against a 5-OH-dU lesion in a 32P-5’-endlabelled 35-mer duplex (Figure 8.7) as 

monitored by denaturing polyacrylamide gel electrophoresis; the activity of the mutant in 

this assay is equivalent (10% uncertainty) to that of the wild type enzyme.  Note that this 

experiment on a 35-mer duplex measures only the base excision reaction, not the 

search process.   To test for DNA-bound redox activity, Y82A was examined on a Au  
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Figure 8.5.  Characterization of Y82A EndoIII, a mutant in DNA-mediated CT capability. 
Bar graph showing lac+ revertants for CC102/p, CC102 nth-/p, CC102/Y82A, CC102 
nth-/Y82A (left), CC104/p, CC104 nth-/p, CC104/Y82A, and CC104 nth-/Y82A strains 
(right).  Lac+ revertants are reported as the average number lac+ colonies that arise per 
109 cells plated on minimal lactose media containing ampicillin.  Data for the CC104 
strains are shown based upon five sets of independent biological experiments, each 
containing 10 replicates per strain.  A statistically significant increase in the number of 
lac+ revertants is observed in the CC104 nth-/Y82A strain (52±6) when compared to 
either the CC104/p (34±4) or the CC104/Y82A strain (31±2) indicating that Y82A does 
not restore helper function.  
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Figure 8.6.   The UV-visible spectrum of Y82A EndoIII.  A peak in the visible region is 
observed at 410 nm characteristic of a [4Fe4S] cluster. 
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Figure 8.7.  Autoradiogram after denaturing PAGE of 32P-5’-
TGTCAATAGCAAGXGGAGAAGT-CAATCGTGAGTCT-3’ where X = 5-OH-dU base-
paired with G.  Protein samples (100 or 10 nM) were incubated with duplexes for 15 min 
at 37°C and quenched with 1 M NaOH.  No significant difference in glycosylase activity 
is observed between Y82A and wt EndoIII.   
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electrode surface modified with thiol-terminated DNA duplexes. Significantly, the 

potential for the DNA-bound mutant resembles that seen for the wild type protein (27), 

but the signal intensity is diminished (Figure 8.8).  Note that, here, the protein 

concentrations are determined based on the 410 nm absorbance of the [4Fe4S] cluster; 

the smaller electrochemical signal observed with Y82A does not reflect a lower 

concentration of [4Fe4S] clusters. Over three trials, Y82A EndoIII exhibits a signal that is 

50±13% smaller than that for wt EndoIII (per [4Fe4S] cluster).  This lowered signal 

intensity would be expected with an attenuated efficiency of electron transfer from the 

cluster to the DNA.  Y82A was also investigated at an electrode modified with a duplex 

containing an abasic site (Ab), a modification known to attenuate DNA-mediated CT to 

species bound above this lesion (23).  Y82A does not exhibit a signal at this electrode 

modified with Ab (Figure 8.9) indicating that, as with wt EndoIII (27, 30), oxidation of the 

4Fe4S cluster is DNA-mediated and requires an intact base pair stack.  Significantly, and 

consistent with these results, examination of the distribution of Y82A on mismatched and 

matched strands by AFM shows no preference for the mismatched strand; 0.16±0.01 

proteins per kilobase long strand and 0.18±0.02 proteins per kilobase short strand are 

observed (Figure 8.10).  Thus Y82A not only is a mutant in “helper” function, but it also 

shows a compromised ability to carry out DNA-mediated CT.  These results, considered 

together, demonstrate a distinct connection between DNA-mediated CT to the [4Fe4S] 

cluster and the in vivo relationship observed between MutY and EndoIII. 

These experiments therefore indicate that MutY and EndoIII cooperate in their 

search for damage in the genome and redistribute in the vicinity of lesions consistent 

with our model for CT scanning.  It is demonstrated that this cooperation, or helper 

function, does not involve the glycosylase reaction. Based on their chromosomal 

arrangement, the expression of MutY and EndoIII also do not appear to be linked (64,  
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Figure 8.8. Cyclic voltammetry of Y82A EndoIII at a Au electrode modified with 
SH(CH2)2CONH(CH2)6NHOCO-5’-AGTACAGTCATCGCG-3’ + complementary strand.  
Scans were performed at 50 mV/s using a Ag/AgCl reference electrode and Pt wire 
auxiliary electrode.  DNA-modified surfaces were prepared, backfilled with 
mercaptohexanol, and wt or Y82A EndoIII was tested.  Surfaces were then rinsed and 
the other protein analyzed on the same surface. Over several trials, the electrochemical 
signal associated with Y82A is 50±13% smaller per [4Fe4S] cluster compared with wt 
EndoIII. 
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Figure 8.9.   Y82A EndoIII examined by cyclic voltammetry at a Au electrode surface 
modified with DNA containing an abasic site.  No peak is evident, indicating that CT to 
the [4Fe4S] cluster in Y82A EndoIII requires an intact DNA π-stack.  See Materials and 
Methods section for further experimental details. 
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Figure 8.10. Comparative densities for wt (left) and Y82A (right) EndoIII bound to 
matched versus mismatched (CA) strands measured by AFM.  Although wt EndoIII 
preferentially redistributes onto the mismatched strand, Y82A shows no preference. 
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65). There is also no chemical evidence that the proteins physically bind to one another, 

and their low abundance within the cell makes random associations improbable.  This 

cooperation thus arises from a distance. Importantly, what does appear to be required 

for helper function is an intact [4Fe4S] cluster, as well as an electroactive protein-DNA 

interface.  Mutation of an aromatic amino acid residue near the DNA binding site, Y82A, 

leads to a decrease in CT efficiency in vitro, the inability of the protein to redistribute 

near lesions, and to diminished helper function in vivo.  It is noteworthy that an 

analogous mutation (Y166S) in the human homolog of mutY is associated with cancer 

(66).  While the detailed electron transfer pathway from this mutant to the DNA remains 

to be delineated, these experiments establish a link between DNA-mediated CT and the 

cooperative search for damage carried out by these repair proteins. These results thus 

provide biological support for our model of long range DNA-mediated signaling between 

repair proteins (Figure 8.1). 

DNA-mediated CT chemistry serves as a fast and efficient reaction that is 

exquisitely sensitive to lesions and perturbations in the base pair stack.  This chemistry 

helps to explain how these repair glycosylases locate their lesions efficiently in the cell, a 

key function since mutations in these enzymes in humans are implicated in colorectal 

cancer (66). This mechanism furthermore provides a rationale for iron-sulfur clusters in 

DNA repair proteins.  More generally, these experiments illustrate the importance of 

DNA-mediated CT in long range signaling among proteins in low abundance that are 

bound to DNA.  Other roles for DNA-mediated CT in biological signaling must now be 

considered.  
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SUMMARY 

Given the remarkable sensitivity of DNA-mediated charge transport (CT) to 

mismatched and damaged base pairs, we have proposed that DNA repair glycosylases 

containing a redox active [4Fe4S] cluster (EndoIII and MutY) could use DNA CT in 

signaling one another to search cooperatively for damage in the genome.  Here we 

examine this model for efficient CT scanning, where we estimate that electron transfers 

over a few hundred base pairs are sufficient for rapid interrogation of the full genome.  

Using atomic force microscopy, we find a redistribution of EndoIII onto DNA strands 

containing a single base mismatch, consistent with our model for CT scanning. We also 

demonstrate, using an in vivo assay for MutY activity in Escherichia coli, a cooperativity 

between EndoIII and MutY that is predicted by the CT scanning model.  This helper 

function of EndoIII does not depend upon the enzymatic activity of the glycosylase but 

does depend upon its CT properties; Y82A EndoIII, a mutation that renders the protein 

deficient in DNA-mediated CT, as assayed with DNA electrochemistry, inhibits helper 

function. These results indicate a strategy for how these repair proteins efficiently locate 

DNA lesions and demonstrate a biological role for DNA-mediated CT within the cell. 
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 The efficiency of DNA-mediated charge transport (CT) is influenced by the 

structure and dynamics of the base-pair π-stack.  Specifically, the presence of 

mismatched or damaged bases in the duplex can dramatically hinder charge migration 

through the base-pair stack (1, 2).  This property of DNA CT has been exploited to 

develop electrochemical devices for biosensing applications (1).  In addition, we have 

proposed that the natural machinery for sensing DNA damage inside the cell, DNA repair 

enzymes, may employ DNA CT as an expedient method for the detection of lesions (3). 

 In exploring the role of DNA CT in DNA repair, we have focused on a class of 

base-excision repair (BER) glycosylases that contain [4Fe4S] clusters.  In these 

enzymes, the function of the cluster is not well understood.  Experimental methods 

relying on DNA-mediated CT reveal that the [4Fe4S] cluster in these enzymes is redox-

active when the protein is DNA-bound (3).  Indeed, DNA-mediated oxidation of these 

enzymes is a more favorable process and results in a more stable product than oxidation 

in the absence of DNA (4).  A ~ 280 mV potential shift is observed for the 2+/3+ redox 

couple of the [4Fe4S] cluster upon DNA binding and this difference could translate into a 

differential DNA binding affinity for the oxidized and reduced forms of the enzyme.  

These experiments, and others (5, 6), demonstrate that methods employing DNA-

mediated CT are a valuable tool when studying the properties of redox-active proteins 

that bind DNA. 

 Might redox activity in [4Fe4S] cluster BER glycosylases allow them to use DNA 

CT to search for damage?  We have put forth a model describing how this process might 

happen (3, 7).  A protein, the acceptor, in the [4Fe4S]3+ state is bound to DNA.  If this 

protein is surrounded by undamaged DNA, other [4Fe4S] cluster DNA-binding enzymes 

may bind nearby and reduce the acceptor protein in a DNA-mediated electron transfer 

reaction.  If, instead, the acceptor protein is in the vicinity of damaged DNA, it is less 
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likely to be accessible for reduction via the π-stack of DNA.  Thus the protein would 

remain bound near the lesion site.  These reactions, when considered in the highly 

complex and dynamic environment present inside a cell, provide a viable explanation for 

how repair enzymes might swiftly locate damage.  Furthermore, DNA-mediated CT as a 

damage detection mechanism also allows for the possibility of cooperative searching 

among different [4Fe4S] DNA repair enzymes, as long as they are of the appropriate 

redox potential.  

 MutY and Endonuclease III (EndoIII) are the most widespread [4Fe4S] cluster 

DNA repair enzymes; both are found in organisms ranging from Escherichia coli to 

humans and both repair oxidatively damaged bases in DNA (8).  The recent discovery of 

[4Fe4S] clusters in several DNA repair enzymes from archaeal organisms may expand 

the scope of our model (9, 10).  The discovery of a [4Fe4S] uracil DNA glycosylase 

(UDG) in a number of hyperthermophilic organisms, where the rate of uracil production 

in DNA is greatly enhanced, may indicate that the presence of an [4Fe4S] center could 

help fulfill a need for greater DNA repair in extreme environments.  Perhaps the [4Fe4S] 

cluster could allow these UDGs to exploit a fast and efficient lesion detection mechanism 

based on DNA-mediated CT.  An iron-sulfur cluster in an archaeal nucleotide excision 

repair (NER) helicase (XPD) is of great interest because sequence analyses suggest 

that it may be a universal cofactor present in helicases from a broad range of organisms.  

Though these helicases have a very different enzymatic function than [4Fe4S] BER 

glycosylases, they do face a common challenge in that they must locate lesions or 

forked structures in DNA and, subsequently, catalyze strand separation at these sites.  

As proposed for BER glycosylases, these helicases could use DNA-mediated CT to 

locate these unusual DNA structures cooperatively (Figure 9.1). 
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Figure 9.1.  Proposed mechanisms of interaction between MutY and YggX.  YggX 
may interact directly with MutY and prevent oxidation and degradation (a).  Or YggX 
could bind DNA and transfer electrons to MutY in a DNA-mediated fashion (b). 
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 MutY and EndoIII are expressed as part of multigene operons in E. coli and other 

bacterial species (11, 12).  MutY is expressed along with YggX, a protein proposed to be 

involved in iron trafficking and oxidative stress protection.  The interaction between these 

proteins is currently uncharacterized, though there is some evidence that they might 

functionally interact inside the cell (13).  YggX may serve as a signaling partner for MutY 

or as a protective or restorative element for the [4Fe4S] cluster in MutY (Figure 9.2).  

EndoIII is expressed as the final gene in an eight gene operon in E. coli.  Several of the 

other genes in this operon are postulated to contain multiple iron-sulfur clusters, while 

others are predicted to be transmembrane proteins (14).  These proteins have not been 

biochemically characterized in E. coli but are homologous to a set of genes, termed rnf,  

that are required for nitrogen fixation in Rhodobacter capsulatus and other diazotrophs.  

In R. capsulatus, the rnf gene products are proposed to form a membrane bound 

complex that may deliver reducing equivalents to nitrogenase or nitrogenase reductase.  

It is also postulated that they may be involved in iron-sulfur cluster maturation (15).  It is 

possible that the E. coli rnf homologs may play a similar role, but instead, providing 

reducing equivalents to DNA-binding iron-sulfur cluster proteins.  The E. coli rnf proteins 

might (either as the membrane-bound complex or in concert with soluble redox shuttle 

proteins) reduce EndoIII and other DNA-binding proteins (perhaps in a DNA-mediated 

fashion) or they could play a role in general iron-sulfur cluster assembly or repair (Figure 

9.2).  In fact, it has already been suggested that the E. coli rnf homologs may be 

involved in reduction of SoxR, a redox-sensitive transcription factor.  In any case, further 

investigation of YggX and the rnf proteins in E. coli may allow us to learn more about the 

role of iron-sulfur clusters in DNA repair enzymes, since genes that are transcribed 

together as operons in prokaryotes often perform similar or related functions. 



  
221 

 In the course of investigating the cooperative nature of DNA-mediated CT among 

DNA repair enzymes MutY and EndoIII we have discovered an EndoIII mutant (Y82A) 

that hinders the efficiency of DNA-mediated CT as measured at DNA-modified 

electrodes (7).  This result could provide an important clue about the requirements for 

effective charge transport across a protein-DNA interface, a reaction that is not well 

understood.  Experimental studies of DNA-mediated CT with small molecules indicate 

that strong coupling of the donor and acceptor entities into the base-pair stack is 

required for rapid and efficient reactions.  The [4Fe4S] cluster in EndoIII is located 

relatively close (~ 15−20 Å) to the DNA (16) making it possible that protein-DNA CT 

could occur in a simple tunneling reaction (17).  Many aspects of this reaction remain 

elusive, though.  We do not know if the protein must be in a particular conformation for 

the reaction to occur or if there are amino acids residues that serve as intermediates in 

the CT process.  We also do not understand which elements of the protein are required 

for coupling into the DNA π-stack or appropriate positioning of the protein relative to the 

DNA base-pair stack for efficient CT.  Furthermore, it is not yet known if protein-DNA CT 

has universal features or if this reaction occurs by a different mechanism for different 

proteins.  Our observation that Y82A EndoIII displays a diminished CT efficiency implies 

that aromatic residues may be important for effective protein-DNA CT, but further 

experimentation will be required to understand these reactions in full.  

The human homolog of MutY has been recently implicated in inherited colorectal 

cancer (18).  The mutational spectrum identified in cancer patients includes frameshift, 

truncating, splice-site, and missense variants.  Of these, the over 50 different missense, 

or single amino acid, mutations that have been identified reveal some interesting 
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Figure 9.2. Proposed role for rnf gene products in E. coli.  The membrane bound 
complex may deliver electrons to redox-active DNA-binding proteins.  This could happen 
through a direct interaction between the complex and the DNA-binding protein (left) or 
via soluble shuttle proteins (right).   
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patterns.  One of the most common disease-associated variants found is Y165C, which 

results in substitution of an intercalated tyrosine for a cysteine residue.  It will be 

interesting to examine the redox properties of this variant.  Does eradication of the 

intercalated tyrosine affect the efficiency of protein-DNA CT?  Will introduction of a 

cysteine in its place result in increased DNA-protein crosslinking as a result of DNA CT?  

Another interesting pattern is the large number of mutations in positively charged 

residues that map to the DNA-binding interface.  Many of these residues are mutated to 

bulky aromatic residues.  While these mutations could result in disrupted protein 

structure, they might also result in misalignment of the protein for efficient protein-DNA 

CT, formation of inappropriate radical intermediates, or increased DNA-protein 

crosslinking.  In general, investigation of cancer-associated MutY variants may offer an 

important opportunity for our laboratory to learn more about the relationship between the 

metal center in these enzymes and impaired function in vivo. 

 Clearly, base-excision repair by glycosylase enzymes within the complex 

environment of a cell is a complicated process and the first step of damage detection by 

these enzymes within the genome is not well understood.  The importance of this step in 

the repair pathway is highlighted by the growing body of evidence indicating that damage 

detection is likely the rate-limiting step for repair inside the cell (19).  Thus, a better 

understanding of lesion recognition by DNA repair enzymes will not only allow us to 

understand how nature solves an exceedingly complex molecular recognition problem 

but it could also inspire more creative and effective therapeutic solutions for the 

problems that arise when DNA repair goes awry. 
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INTRODUCTION 

The procedures here are modified from those published previously (1, 2). 

 

MATERIALS AND METHODS 

 

Materials 

JM101 E. coli stock was obtained from New England Biolabs and maintained as 

a 50% glycerol stock at -80°C thereafter.  pNTH10 EndoIII expression vector was 

obtained from Prof. O’Connor at City of Hope (Duarte, CA) (2).  All buffers and culture 

media were prepared using standard procedures and sterilized by autoclave or sterile 

filter techniques (3). 

 

Transformation 

JM101 was freshly transformed with pNTH10 prior to each protein preparation.  

JM101 cells were streaked from a freezer stock to Luria-Bertani (LB) agar and incubated 

at 37°C overnight.  A 1 mL LB culture was started from a single colony and grown up 

overnight at 37°C.  50 µL of the starter culture was used to inoculate a 10 mL LB culture.  

This culture was grown to the appropriate density at 37°C and made competent 

according to standard procedures (3).  pNTH10 was transformed by electroporation at 

1.7 kV or heat shock at 42°C.  Transformed cells were allowed to recover at 37°C for 

0.75-2 hours.  Transformants were selected by plating on LB+ampicillan (amp) (50 

µg/mL) followed by overnight incubation at 37°C. 
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Expression Test 

From a single colony of JM101/pNTH10, a 1 mL LB+amp (50 µg/mL) culture was 

grown overnight at 37°C.  50 µL of the starter culture was used to inoculate a 50 mL 

LB+amp (50 µg/mL) culture.  This culture was grown to an OD600 ~ 0.6-0.8.  Isopropyl-β-

D-thiogalactopyranoside (IPTG) was added to induce protein expression (125 µL, 0.2 M 

IPTG stock).  1 mL aliquots were removed at 2, 4, 5, and 6 hours postinduction.  Cells 

were pelleted from these aliquoted and the pellet was resuspended in water and 2X 

SDS-PAGE buffer (0.09M Tris-Cl, pH 6.8, 20% glycerol, 2% SDS, 0.05% bromophenol 

blue, 0.1 M DTT).  These samples were loaded onto a 4-15% Tris-HCl gradient gel and 

electrophoresed for 35 minutes at 200V.  Gel was stained for 1 hour with BioSafe 

Comassie (BioRad) stain, destained overnight in water, and imaged. 

 

Large-Scale Expression 

A 1 mL LB+amp (50 µg/mL) culture was started from a single JM101/pNTH10 

colony and grown up overnight at 37°C.  This culture was used to start a 500 mL 

LB+amp (50 µg/mL) which was grown up overnight at 37°C.  50 mLs of this culture was 

used to start a 1L LB+amp (50 µg/mL) culture.  This 1L culture was grown shaking at 

220 rpm at 37°C until it reached an OD600 of 0.6-0.8.  IPTG was added to each liter (0.5 

mLs, 1M IPTG stock) and the cultures were grown an additional 4-6 hours at 37°C.  1 

mL aliquots were removed before induction and at the end of the 4-6 hour induction 

period.  These were analyzed as described above for successful induction of protein 

expression.  Cells were transferred to centrifuge bottles and centrifuged at 3000 rpm for 

20 minutes at 4°C.  Supernatant is discarded and the pellet is resuspended in wash 

buffer (10 mM Tris, pH 7-8, 100 mM NaCl, 1 mM EDTA) and centrifuged again.  The 
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pellet may be stored temporarily at -20°C.  A typical yield is ~5g cell pellet/L culture.  A 

typical protein prep is usually 8-16 L. 

 

Cell Lysis 

Cells are thawed on ice and resuspended in lysis buffer (250 mM KCl, 50 mM 

Tris, pH 8.0, 0.5 mM EDTA, 5% glycerol, 10 mM β-mercaptoethanol) at 4X the wet 

weight of the cell pellet (i.e., 25g cells in 100 mL lysis buffer).  Note that in later 

preparations, the β-mercaptoethanol was omitted from all buffers without any adverse 

effects.  Lysozyme was added at a final concentration of 1 mg/mL and 

phenylmethylsulfonyl fluoride (PMSF) was added at a final concentration of 0.14 mM 

(stock is 50 mM in isopropanol prepared just prior to use).  This mixture is incubated on 

ice for 15 minutes.  DNaseI and RNaseA are added at final concentrations of 5 µg/mL 

and 10 µg/mL, respectively.  Solutions are incubated a further 30 minutes at room 

temperature and then centrifuged at 4°C for 20 minutes at 15,000 rpm in an SS-34 rotor.  

The supernatant is retained and stored on ice.  From this point on, all manipulations are 

performed at 4°C or on ice unless otherwise specified. 

 

Anion Exchange Chromatography 

Quanternary methylammonium (QMA) resin (Sigma) was used to remove excess 

nucleic acids from the cell lysate.  A QMA column was equilibrated with QMA buffer (250 

mM NaCl, 10 mM Tris-Cl, pH 7.5, 0.5 mM EDTA, 5 mM β-mercaptoethanol, and 5% 

glycerol).  Lysate was loaded onto the column and all fractions containing protein were 

collected. 
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Dialysis 

 QMA fractions are pooled and loaded into 10,000 MWCO dialysis tubing (Pierce) 

and dialyzed in dialysis tubing against the cation exchange column loading buffer (150 

mM NaCl, 10 mM Tris, pH 7.5, 0.1 mM EDTA, 5% glycerol) overnight. 

 

Cation Exchange Chromatography 

 Sulfopropyl sepharose (SP) resin (Sigma) was used to perform the main 

purification step.  The column volume used was 10% of the dialysate volume (i.e., if 300 

mLs dialysate must be loaded, then a 30 mL column should be prepared).  The SP resin 

was equilibrated with loading buffer and the dialysate was loaded onto the column.  The 

loaded column was then rinsed with 5-10 column volumes loading buffer to remove any 

nonspecifically bound proteins.  A gradient was run from 150 mM NaCl to 800 mM NaCl.  

All yellow bands were collected in 1-2 mL fractions. 

 

Ammonium Sulfate Precipitation 

 SP column fractions were pooled in a beaker on ice over a stir plate.  Ammonium 

sulfate was added to a final concentration of 1 g/mL (saturated) slowly over 20 minutes.  

The solution was stirred an additional 20 minutes on ice and then centrifuged at 15,000 

rpm at 4°C for 30 minutes in an SS-34 rotor.  Resulting pellet should be brown and the 

supernatant should be clear.  Pellet was retained and resuspended in 1-3 mLs gel 

filtration loading buffer (1M NaCl, 10 mM Tris, pH 7.5, 0.5 mM EDTA, 10 mM β-

mercaptoethanol). 
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Size Exclusion Chromatography 

 AcA54 resin (Sigma) was equilibrated with gel filtration loading buffer.  The 

resuspended pellet from the previous step was loaded onto the AcA54 column and 

eluted with the loading buffer.  All dark yellow fractions were retained.  Purity was 

evaluated by SDS-PAGE (Figure A1.1). 

 

Concentration and Storage 

 Protein solutions were concentrated by either reverse dialysis with polyethylene 

glycol (PEG) in gel filtration loading buffer or by Centriprep 10 (Amicon) devices.  

Concentrated solutions are dialyzed into storage buffer (20 mM sodium phosphate, pH 

7.5, 100 mM NaCl, 1 mM EDTA, 20% glycerol) and stored in working aliquots at -80°C. 

 

Summary 

 Figure A1.1 shows a representative SDS-PAGE gel after completion of the 

purification steps outlined here. 
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Figure A1.1. Purification of E. coli Endonuclease III.  
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INTRODUCTION 

 The methods described here are adapted from those published previously (1). 

 

MATERIALS AND METHODS 

 

Materials 

 The CC104 strain was obtained from Prof. Jeffrey Miller at UCLA (Los Angeles, 

CA), CC104 mutY- and CC104 mutY-/mutM- strains were obtained from Prof. Sheila 

David at UC Davis (Davis, CA), and the CC102 strain was obtained from the E. coli 

Genetic Stock Center at Yale University (New Haven, CT).  pKD3, pKD4, and pKD46 

were obtained from Prof. Dianne Newman at MIT (Boston, MA).  Enzymes were 

purchased from New England Biolabs or Stratagene.  All media and buffers were 

prepared according to standard procedures (2). 

 

Generation of FRT-flanked Resistance Gene 

 Figure A2.1 shows the overall experimental strategy developed by Wanner et al. 

for gene inactivation in E. coli.  Primers containing priming regions for amplification of 

pKD3 as well as sequences flanking the nth or rnfA region in E. coli were designed and 

these are shown in Table A2.1.  These were purchased HPLC purified from Qiagen (or 

IDT) and dissolved in 10 mM Tris, pH 7.5 at a final concentration of 100 µM.  These 

were used in a PCR reaction using purified pKD3 as the template where each reaction 

contained 85 µL sterile water, 10 µL Pfu buffer (Stratagene), 2 µL dNTPs, 0.5 µL each 

primer, 1 µL template, and 1 µL of a 9:1 mixture of Taq and PfuTurbo polymerases 
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Figure A2.1. Scheme for gene inactivation via the Wanner method. 
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Table A2.1. Primers for Wanner inactivation of nth and rnfA. 
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(Stratagene).  A standard 35 cycle PCR method was used with an annealing 

temperature of 50°C and an extension temperature of 72°C.  Reaction products were 

loaded onto a 1.5% agarose gel and electrophoresed at 1.5 hours at 100V.  Bands were 

excised and purified using a gel extraction kit (Qiagen).  Samples were then treated with 

DpnI (1 µL in 50 µL total volume) for 1 hour at 37°C to remove any remaining template, 

purified with a QiaQuick kit (Qiagen), and concentrated. 

 

Gene Inactivation 

 The target strain (CC104) was streaked to LB media and incubated overnight at 

37°C.  A 1 mL LB culture was started from a single colony and incubated overnight at 

37°C.  200 µL of the starter culture was used to inoculate a 20 mL LB culture which was 

grown to OD600 ~ 0.4.  The cells were harvested and made electrocompetent and 

transformed with pKD46.  The transformed cells were recovered at 30°C in 1 mL LB for 3 

hours.  Transformants were selected on LB+amp (50 µg/mL) at 30°C.  A 1 mL LB+amp 

(50 µg/mL) culture was grown overnight at 30°C.  200 µL of this starter culture was used 

to inoculate a 50 mL LB+amp (50 µg/mL) culture containing 20 mM arabinose to induce 

expression of the λ Red recombinase genes.  Cultures were grown to OD600 ~ 0.4 at 

30°C and harvested via centrifugation.  Cells were made electrocompetent (2) and 15 µL 

of the FRT flanked resistance gene PCR product was transformed by electroporation at 

2.5 kV.  Cells were recovered in 1 mL LB for 3 hours at 37°C or 42°C.  Recombinants 

were selected at on LB+kan (10 µg/mL) at 42°C.  Any resulting colonies were restreaked 

to LB+kan and verified by colony PCR (Figure A2.2, A2.3). 
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Figure A2.2. PCR verification of nth  inactivation in CC104 and CC104 muty-. 
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Figure A2.3. PCR verification of rnfA inactivation in CC102. 
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