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Abstract

Complex fluids are present in a multitude of forms: polymers, foods, paints, inks, biological materials,

pharmaceuticals, cosmetics, etc. Many of these are suspensions, which have a particulate phase suspended

in a solvent phase. This multiphase character gives a rich variety of behaviors, making suspensions

interesting and useful materials but difficult to process. We investigate two different aspects of suspension

behavior: instabilities in suspension flows and the use of microrheology in colloidal suspensions.

We look at two different mechanisms that generate instabilities and pattern formation in

suspension flows. In the first, a jump in normal stresses at the interface between two fluids may lead to

growing perturbations of the interface that ultimately give rise to migration of the particle phase into

enriched regions. Fluids with a negative second normal stress difference, such as suspensions, can be

unstable with respect to transverse or spanwise perturbations. The mechanism appears to be generic,

although the details will depend on the specific system. The second mechanism may affect suspensions

whose particle phase is not density-matched to the fluid. In this case, a flow can be unstable to spanwise

perturbations of the particle phase when the shearing motion generates a density profile that increases

with height. This is a Rayleigh–Taylor-like instability, due to having heavier material over light. As with

the first instability, this mechanism may play an important role in pattern formation in multiphase flows.

The second aspect of suspension behavior we examine is the application of microrheology

to colloidal suspensions. Microrheology has great promise for the study of soft, heterogeneous materials,

but is not as well understood as traditional rheology. Most methods use tracer particles to investigate

a medium, sometimes passively—tracking random motion (well established but restricted to the linear

viscoelastic regime)—and more rarely actively—applying an external force to drive the tracers and access

the medium’s nonlinear response. Active microrheology is not well understood, and we study it by

simulating a prototypical example, the motion of a particle due to an imposed force through a colloidal
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suspension. The deformation of the microstructure results in resistance to the tracers motion. This system

displays ‘force-thinning’, analogous to the ‘shear-thinning’ in a macrorheologically sheared suspension,

but the comparison is not exact, and care needs to be taken in the use and application of microrheological

results. Comparable length scales between the measurement device (the tracer) and the medium lead to

interesting effects and distinctions between types of microrheological methods.
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Chapter 1

Summary

Complex fluids surround us in a multitude of forms: from various plastics (polymers) to foods to paints and

inks to biological materials to pharmaceuticals to cosmetics, etc. Many of these materials are suspensions,

which are composed of a particulate phase suspended in a solvent phase. This multiphase character gives

rise to a rich variety of behaviors, making suspensions among the most interesting and useful materials

but also among the most difficult to process and understand. For suspensions, this includes shear-thinning

and shear-thickening behavior, normal stress differences (which for polymers lead to the familiar example

of ‘rod-climbing’ [1], but for suspensions lead to ‘rod-dipping’ [16]), and heterogeneous dispersion of the

particle phase.

The work presented here investigates two aspects of suspension behavior: instabilities in

suspension flows leading to pattern formation (Chapters 2 and 3, previously published [2, 3]) and the

use of microrheology in colloidal suspensions (Chapter 4). The most familiar examples of instabilities in

suspension flows are given by the demixing of granular flows based on such properties as particle size,

shape and density [7], but also found in wetter flows with examples of fingering [9] and band formation

in neutrally-buoyant [15] and non-neutrally buoyant suspensions [14]. Such phenomena and their causes

are of great interest and concern, and are still often subject to debate. In regards to the second part of

our study, microrheology is proving itself to be a useful tool in the study of materials at the small scale,

but understanding of microrheology is lagging behind the technology.

In Chapter 2 an instability mechanism is shown to operate in complex, non-Newtonian

fluids in which a jump in normal stresses occurs between two fluids. The study was prompted by recent

experiments with viscous suspensions which showed particle segregation into bands along the axis of a

rotating horizontal cylinder [15]. The particles were density-matched to the suspending fluid, but the
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pattern formation required a free surface in order to form. Similar behavior is found for granular materials

in mixing drums [7, 6], although there the pattern formation has a more three-dimensional character.

Consideration of the interfacial stress balance shows a simple link between a jump in the normal stresses

across the interface and a perturbation to that interface, which suggests that such a jump in normal

stresses may affect the stability of the system. A jump in the first normal stress difference has been shown

to lead to longitudinal (flow-direction) instabilities in co-extruded polymers [8]. In an analogous way, a

jump in the second normal stress difference is coupled to perturbations transverse to the flow, as we show

here, and is particularly relevant to suspensions, which possess a negative second normal stress difference.

We use a constitutive model for non-Brownian hard-sphere suspensions which produces a second normal

stress difference in order to illustrate this instability mechanism for the cases of two-layer Couette and

falling film flows of viscous suspensions. The mechanism appears to be generic, although the details will

depend on the specific flow and the nature of the complex fluid, and a fluid which had significant normal

stress differences could be unstable towards both longitudinal and transverse perturbations.

In Chapter 3 we study the gravity-driven flow of non-neutrally buoyant suspensions, and

show such flows to be unstable to spanwise perturbations when the shearing motion generates a density

profile that increases with height. A similar mechanism was shown to occur in granular flows down

a slope [4], where it generated longitudinal vortices. The instability is simply due to having heavier

material over light—a Rayleigh–Taylor-like instability. The initial particle migration and subsequent

particle concentration is linked to the phenomenon of shear-induced migration, which can lead to particles

concentrating in the regions of lowest shear rate when there is a shear gradient in the system. This leads

to a particle concentration profile that is not homogenous across the flow, and which may have the

density increasing with height if the particles are not neutrally-buoyant. We use the suspension-balance

model [11, 12] which allows us to consider the particle phase separately and look at variations in particle

concentration across the flow. We find that the wavelength of the fastest growing disturbance is on the

order of the thickness of the suspension layer, with the problem affected by the angle of inclination of

the layer relative to gravity, the relative density difference between the particles and the fluid, the ratio
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of the particle size to the thickness of the layer and the bulk volume fraction of particles. The instability

is illustrated for a range of these parameters and shown to be most pronounced at intermediate values

thereof. This instability mechanism may play an important role in pattern formation in multiphase flows,

but we are not aware of any experiments involving heavy viscous suspension flows that are comparable.

In Chapter 4 we examine the application of microrheology to colloidal suspensions as ex-

amples of typical complex fluids. The improvement of imaging and computing technology given by the

end of the last century has led to the expansion of rheology into a smaller dimension. Many materials

that are of interest to researchers in both academia and industry are either naturally small-scaled, as

in the case of cells and other such biomaterials, or present in small quantities, or are familiar materials

that due to their microstructure are not amenable to bulk measurements. Microrheology, rheology at

the microscopic scale, is starting to fill these needs and has great promise for the study of soft, heteroge-

neous materials, but unfortunately it is not as well understood as traditional macroscopic rheology and

is therefore limited in its use. Most microrheology methods use tracer particles to investigate a medium,

sometimes passively—tracking the random motion of the tracers (well established but restricted to the

linear viscoelastic regime)—and more rarely actively—applying an external force to drive the tracers

and thus accessing the medium’s nonlinear response [10]. Traditional rheology studies both linear and

nonlinear behavior, but understanding of active microrheology, which would bring parity between micro

and macrorheology, is still lacking.

The purpose of this work has been to numerically study the ‘active’ system and its transition

from the linear to the nonlinear regime. We do this by choosing a prototypical example, the motion of

a particle due to an imposed force (or velocity) through a colloidal suspension. Colloids are ubiquitous

examples of complex fluids and have been well-studied by traditional rheology both experimentally and

theoretically as well as by active microrheology [5], and therefore allow us to compare our microrheological

results to the results of macrorheology. We find that this system displays ‘shear-thinning’, analogous

to the macrorheological sheared suspension, but the comparison is not exact, and care needs to be

taken in the use and application of microrheological results. Comparable length scales between the
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measurement device (the tracer) and the medium lead to interesting effects and distinctions between

types of microrheological methods, such as differences between applying a constant force versus a constant

velocity to the tracer. The simulations compare well to the simple dilute theory results [13] but also allow

us to see high-concentration effects such as yielding behavior, which cannot be captured by the simple

theory. We also look at the effect of tracers upon each other—neighboring tracers may attract or repel

each other depending on their relative separation (which may result in an excluded volume effect for the

surrounding particles).
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Chapter 2

Second Normal Stress Difference Jump Instability in

Suspension Flow

2.1 Introduction

Non-Newtonian liquids, such as polymer solutions and other so-called complex fluids, exhibit an inter-

esting array of flow phenomena due to the presence of normal stress differences. A familiar example is

‘rod-climbing’, where a fluid climbs up a rotating rod due to hoop stresses generated along the curved

fluid streamlines [2]. Another quite dramatic example of normal stress effects are the purely elastic flow

instabilities that can arise, for example, in Taylor-Couette flow [13].

There have been a number of recent experiments in granular materials and viscous suspen-

sions in which a flow becomes unstable to transverse or spanwise disturbances. In granular materials

particles of different size or density have been observed to segregate along the axis of a drum when it is

rotated horizontally [8, 7]. In a similar experiment, a viscous suspension of neutrally buoyant spherical

particles segregated along the axis of a rotating horizontal cylinder [15]. In both of these situations a free

surface separates the non-Newtonian granular or suspension material from a Newtonian fluid, air.

At a flat interface between two flowing materials the shear and normal stresses, say σyx, σyz

and σyy (see Figure 2.1), must be continuous, but the normal stresses in directions perpendicular to

the interface—in the flow and transverse or spanwise directions (σxx and σzz)—need not be continuous,

and in general will not be if one or both of the materials are rheologically complex and possess normal

stress differences. This is a perfectly acceptable mechanical balance for a flat interface. If the interface

is perturbed, however, the mismatch or jump in normal stresses of the undisturbed flow couples to the

perturbed interface and creates a traction that can act to destabilize the interface (cf. Figure 2.1). The
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Figure 2.1: Transverse perturbation to the interface: a positive second normal stress jump across the
interface gives rise to a traction tz that acts to amplify the disturbance.

first normal stress difference governs the behavior due to perturbations in the flow direction [9], while

transverse perturbations are governed by the second normal stress difference and will be the focus of this

study.

As we show below, the basic mechanism driving the instability—the jump in normal stresses—

is generic and therefore the general conclusions reached should be applicable to a wide range of materials

and conditions, although the details depend both on the flow type and on the constitutive law governing

the non-Newtonian material behavior. Our interest here is in viscous suspension flows and we use a

simple model for the rheological behavior that captures the experimental observations. In particular,

viscous suspensions have relatively large negative second normal stress differences, which is just the con-

dition needed to see the instability. We consider two simple flows—two-layer Couette flow and flow down

a vertical plane—that allow analytical solutions to be obtained. The only other related work we have

found is that of Renardy & Renardy [11] on the stability of a Giesekus fluid to a jump in second normal

stress differences.
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2.2 Stability analysis

Consider the flow of two immiscible fluids (denoted I and II) in the x-direction as illustrated in Figure

2.2 for the two-layer Couette flow or Figure 2.6 for the falling film problem. The interface separating the

two layers is perturbed in the transverse direction as illustrated in Figure 2.1. The interface is located at

y = h(z, t), and the interfacial conditions on stress are

x-mom: tx = σII
yx − σI

yx − ∂h

∂z
(σII

zx − σI
zx) = 0, (2.1a)

y-mom: ty = σII
yy − σI

yy − ∂h

∂z
(σII

zy − σI
zy) = γ(∇·n), (2.1b)

z-mom: tz = σII
yz − σI

yz − ∂h

∂z
(σII

zz − σI
zz) = −∂h

∂z
γ(∇·n), (2.1c)

where t is the traction vector, n is the normal from fluid I to II and γ is the coefficient of interfacial

tension.

From the continuity of the normal stresses at the undisturbed interface the traction trans-

verse to the interface to leading order in ∂h/∂z can be written as

tz = σII
yz − σI

yz + (N II
2 −N I

2 )
∂h

∂z
= 0, (2.2)

where the second normal stress difference N2 is

N2 = σyy − σzz .

A positive second normal stress difference jump, ∆N2 = N II
2 −N I

2 > 0, exerts a traction on the interface

that acts to enhance the perturbation as illustrated in Figure 2.1. Since most non-Newtonian fluids have

negative second normal stress differences, this means that fluid I should be ‘more non-Newtonian’ than

fluid II, which is the case for a Newtonian fluid over a non-Newtonian fluid in the two-layer Couette

flow, or for the falling film problem in Figure 2.6 with air as fluid II. The traction due to the jump in

the second normal stress difference is balanced by the perturbation to the shear stresses, and so whether
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or not the flow is unstable depends not only on the magnitude of N2—the nature of the non-Newtonian

material—but also on the type of flow and the geometry.

An analogous situation arises for perturbations in the flow direction—along x—and there is

a similar traction from a jump in first normal stress differences:

−(N II
1 −N I

1 )
∂h

∂x
,

where the first normal stress difference N1 is

N1 = σxx − σyy .

It is now a positive N1 that determines instability.

Most polymeric liquids have a positiveN1, and a much smaller negative N2 [2], and thus may

be subject to longitudinal instabilities due to a jump in N1. The sign of N2 would also allow transverse

instabilities but these would most likely be overwhelmed by anyN1-driven instability. By contrast, viscous

suspensions (specifically at high Péclet number where Brownian motion is not important [1, 6, 16]) and

many granular materials [4] have negative first and second normal stress differences both of which are of

the same magnitude. Thus, flows of these materials will be stable to longitudinal perturbations, but may

be unstable to transverse perturbations due to a jump in N2.

Our interest is in viscous suspension flows and we will use a simple microstructurally-based

constitutive model for non-Brownian suspensions at low particle Reynolds numbers that follows from the

work of Brady & Morris [3] and is in fair agreement with Stokesian Dynamics simulations for simple shear

[6, 14] and planar extensional [12] flows and with laboratory experiment [16]. The stress is composed of

a Newtonian fluid part and a contribution from the suspended particles:

σ = −p I + 2 η e− ηpγ̇
◦

∮

γr<0

r̂r̂(γr)
2dΩ, (2.3)
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where the pressure in the suspending fluid is p, its viscosity is η, the rate of strain of the suspension is

e, and the integral takes into account the non-Newtonian character of the suspension, in particular the

deformation of the microstructure due to shear. The ‘particle’ viscosity ηp is a function of the volume

fraction φ of suspended particles, with ηp(φ) ∼ ηφ2 as φ → 0 and diverging as maximum packing is

approached. The integral in (2.3) is over the surface of a sphere (with solid angle dΩ) and comes from

a consideration of the stress due to a pair of contacting particles in shear flow [3, 6, 14]. As shown by

Morris and Brady [3], the dominant stresses come from particle pairs along the compressive axis of the

flow, and thus the range of integration is restricted to lie along this axis, γr < 0, where

γr = r̂ · ê · r̂,

and r̂ is a unit vector on the surface of the sphere. Here, ê has been made nondimensional by the

magnitude of the shearing motion γ̇◦.

In simple shear flow, γ̇◦ is a constant, ∂u◦x/∂y, where the flow direction is x, the velocity-

gradient direction y and the vorticity direction z, and the first and second normal stress differences for

the model are

N1 = −ηpγ̇
◦

π,2π
∫

π

2
, 3π

2

π
∫

0

(r̂2x − r̂2y)r̂2xr̂
2
y sin θ dθ dϕ = 0,

N2 = −ηpγ̇
◦

π,2π
∫

π

2
, 3π

2

π
∫

0

(r̂2x − r̂2z)r̂2xr̂
2
y sin θ dθ dϕ = − 4π

105
ηpγ̇

◦.

The model gives N1 = 0 because of the assumed symmetry about the compressive axis. The

actual particle pair distribution is not symmetric about this axis [1], which results in a small negative

N1. Since our focus is on N2-driven instability this limitation of the model is of no consequence. Note

that the non-Newtonian stress may vary from point to point in a flow either because the magnitude of

the shear rate varies, γ̇◦, or because the local orientation of the compressive axis varies, γr.

In an actual experiment the particle volume fraction may not remain constant as a flow or
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Figure 2.2: Planar Couette flow of two immiscible fluids in a gap of height 2H , with the interface located
at y = h(z, t) ≈ H . The top plate moves with a velocity U while the bottom plate remains stationary.

instability develops. Particle migration and concentration inhomogeneities can be modeled by writing

separate mass and momentum balances for the suspension as a whole (to which (2.3) applies) and for the

particle phase [5, 10]. However, our focus is on the basic character of the instability, and therefore we

shall consider a simpler model in which we treat φ as constant. This allows for an analytical solution

and should capture the instability qualitatively, if perhaps not quantitatively. For a first study it would

seem prudent to use as simple a model as possible.

2.3 Model flow problems

We consider two suspension flow problems that illustrate the instability. The first problem is a two-layer

Couette flow in which a jump in second normal stress differences couples with a jump in viscosity between

the two fluids to drive the instability. The second problem is the gravity-driven flow of a film down a

vertical wall.

2.3.1 Two-layer Couette flow

The two-layer Couette flow is shown in Figure 2.2. For simplicity each fluid occupies half the gap between

the moving and stationary plates and the two fluids are described by the constitutive equation (2.3) with
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different shear and particle viscosities. Each fluid is incompressible and the Reynolds number is taken to

be small, and therefore the mass and momentum balances are

∇·u = 0 , ∇·σ = 0 ,

where u is the suspension velocity. The fluids satisfy the no-slip condition at the two plates, and continuity

of velocity and the interfacial stress conditions (2.1a-2.1c) at the interface between the two fluids y =

h(z, t). In addition, we have the kinematic condition at the interface

∂h

∂t
= v − w

∂h

∂z
,

where (u, v, w) are the (x, y, z) components of the suspension velocity. Since inertia is not important, the

only time dependence is in the kinematic condition.

The base state for fully-developed flow with a flat interface is simply

u◦,I(y) = U

(

ηII
eff

ηI
eff + ηII

eff

)

( y

H

)

,

u◦,II(y) = U

(

1 +
ηI

eff

ηI
eff + ηII

eff

( y

H
− 2
)

)

,

[v◦, w◦]
I,II

= 0,

where the superscripts I and II denote the two fluids. The base state stresses can be found from the

velocities and the constitutive equation (2.3). For example, ηI
eff is

ηI
eff = ηI +

16

105
ηI

p.

We perform a standard linear stability analysis with u = u◦ + u′ and h(z, t) = H +

ǫH eikz+st, where s is the growth rate, k the wave number and ǫ the small amplitude. Writing u′ =
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ǫ (u(y), v(y), w(y)) eikz+st, we find for u and v, after rendering y dimensionless by H ,

u′′ − (kH)2

1 +
16

105

ηp

ηeff

u =

4 π

105

ηp

ηeff

1 +
16

105

ηp

ηeff

(v′′ − (kH)2v), (2.4a)

v(4) −
(

2 − 8

105

ηp

ηeff

)

(kH)2v′′ + (kH)4v = − 4 π

105

ηp

ηeff
(kH)2(u′′ − (kH)2u). (2.4b)

Equation (4) applies to both regions I and II upon replacing the dimensionless y with ynew = y − 2 for

region II and u by u Sgn(U). The perturbation satisfies no slip at y = ynew = 0:

u(0) = v(0) = v′(0) = 0, (2.5)

and the continuity of velocity and the stress balances at the interface (y = 1, ynew = −1) become

∆v = 0, (2.6a)

∆v′ = 0, (2.6b)

∆u = −|U |
(

ηI
eff − ηII

eff

ηI
eff + ηII

eff

)

, (2.6c)

∆

[

ηeff

((

1 +
16

105

ηp

ηeff

)

u′ −
(

8 π

105

ηp

ηeff

)

v′
)]

= 0, (2.6d)

∆[ − ηeffv
′′′ +

(

3ηeff − 8

105
ηp

)

(kH)2v′ − 4 π

105
ηp(kH)2u′] = (kH)4γ, (2.6e)

∆

[

ηeff (v′′ + (kH)2v) − 4 π

105
ηp(kH)2u

]

= −(kH)2H∆N◦
2 , (2.6f)

where ∆ = II− I and ∆N◦
2 = N◦,II

2 −N◦,I
2 = 4π

105 (ηI
p γ̇

◦,I − ηII
p γ̇◦,II) = 4π

105
|U|
H (ηI

pη
II
eff − ηII

p ηI
eff )/(ηI

eff +

ηII
eff ). The growth rate, from a symmetric form of the kinematic condition, is

s =

[

v(H)

H

]I,II

.
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Note that in obtaining the disturbance equations, the perturbation to both the amplitude of the shearing

motion, e → e◦ + e′, and the principal axis determining the deformed microstructure in the limits of

integration in (2.3), γr → γ◦r + γ′r, have been included.

An analytical solution is possible, with Mathematica to aid in the algebra, but the resulting

formulae are too long to record here. Equation (2.6c) points to the fact that the stability is dependent

on the viscosity contrast between the two fluids. Indeed, a viscosity contrast is needed in order for the

system to be unstable. This is most clearly seen at long wavelengths. At small kH the perturbation

velocity v is O(kH)2 and the growth rate has the asymptotic form

s ∼ −1

2
(kH)2 ∆N◦

2 ∆ηeff
1

[(ηI
eff )2 + (ηII

eff )2 + 14ηI
effη

II
eff ]

. (2.7)

For ∆N◦
2 > 0 then ∆ηeff < 0 in order to have a positive growth rate. That is, if the top (II) fluid is

Newtonian, then it must have a lower viscosity than the non-Newtonian fluid on the bottom (I). (Recall

that N2 < 0 for most materials.) The viscosity contrast is necessary so that the flow driven by the jump

in shear stress (2.2) acts to amplify the disturbance.

Figure 2.3 shows the z-component of the disturbance velocity (w) due to ∆N◦
2 only for the

case of fluid II a Newtonian fluid for three different viscosity ratios. All three profiles show that at the

interface w is in the direction of the traction force (cf. Figure 2.1). However, conservation of volume

requires that the net flow of fluid at any z-location must be zero, and therefore there is a ‘return’ flow

in each of the layers, with a larger return flow in the fluid with the smaller viscosity. (If the layers were

of different thickness, then the criterion would involve the ratio η/H for each layer.) When ∆ηeff = 0

the return flow is equal in both layers and the interface is marginally stable. When fluid II has a lower

viscosity, the return flow is larger and this drives more fluid into the trough in Figure 2.1, which amplifies

the perturbation and the interface is unstable. The opposite occurs if fluid I has a lower viscosity. This

effect of the return flow is similar to the behavior seen in the N1-driven instabilities considered in [9].

Note that the growth rate in (2.7) is symmetric with interchange of the two fluids (I ↔ II) as it must

be.
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Figure 2.3: The z-component of the disturbance velocity w due to ∆N◦
2 for fluid II a Newtonian fluid

for three different viscosity ratios. The strength of the ‘return’ flow in each layer acts either to amplify
or dampen the perturbation shown in Figure 2.1.

The jump in viscosity also drives a perturbation to the longitudinal flow from (2.6c) which

is O(|U |). This flow perturbs the shear rate in each layer and thus generates a normal stress difference of

O(kH)2 in the interface balances. Thus, there is also an O(kH)2 contribution to s that is proportional

to |U |:

s ∼ 2π

105
(kH)2

|U |
H

∆ηeff
1

(ηI
eff + ηII

eff )
(2.8)

×
175ηI

effη
II
eff∆ηp + 32ηI

pη
II
p ∆ηeff − 35[(ηI

eff )2ηII
p − (ηII

eff )2ηI
p ]

[(ηI
eff )2 + (ηII

eff )2 + 14ηI
effη

II
eff ][16(ηI

p + ηII
p ) + 105(ηI

eff + ηII
eff )]

,

where ∆ηp = ηII
p − ηI

p. The growth rate is proportional to |U | as the actual direction of motion of the

boundaries does not change the sign of the normal stress differences. When fluid II is a Newtonian fluid

with a lower viscosity than fluid I (∆ηeff < 0 ), the decreased shear rate in region I decreases the normal
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Figure 2.4: Couette results with ηI
p = ηI and ηI

eff = 2ηII : the inverse Capillary number (Ca−1), which
compares the strength of surface tension to that of ∆N◦

2 , is varied from 0 to 5. The asymptotic limits
for low and high kH are shown as dashed curves for the case of zero surface tension (Ca−1 = 0).

stress below a trough (cf. Figure 2.1) which destabilizes the interface. Note that (2.8) is symmetric upon

interchange of the two fluids.

Finally, surface tension stabilizes the interface, and the leading order term is O(kH)4:

s ∼ − γ

3H
(kH)4

ηI
eff + ηII

eff

[(ηI
eff )2 + (ηII

eff )2 + 14ηI
effη

II
eff ]

. (2.9)

As mentioned before, the general formulae are too long to write out, and so in Figure 2.4 we show the

growth rate for fluid II a Newtonian fluid with viscosity half that of the non-Newtonian suspension.

The various curves correspond to different values of the ‘N2-Capillary’ number Ca = H∆N◦
2 /γ. In

the absence of surface tension the layer is unstable at all wavenumbers with the maximum growth rate

occurring as kH → ∞. The effect of surface tension is to stabilize short wavelength disturbances, to

reduce the growth rate and to shift the maximum growth rate to smaller wavenumbers. The growth rate
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Figure 2.5: Couette results for various ratios of ηI
p to ηI for Ca−1 = 0 and ηI

eff = 2ηII . The range of

ηp/η varies from 0.001 to 100. The apparent nonmonotonicity for small ηI
p/η

I arises because ∆N◦
2 is

proportional to ηI
p . The dashed curve corresponds to a ‘Newtonian’ layer I—∆N◦

2 is presumed nonzero,

but ηI
p is set to zero for the perturbed flow.

is proportional to the only timescale, the shear rate U/H . At high wavenumber the growth rate has the

asymptotic form

s ∼ 0.000205

(

∆N◦
2

ηI
eff

)

+ 0.111





4π

105

ηI
pη

II
eff

ηI
eff

(

ηI
eff + ηII

eff

)





|U |
H

− 0.337

(

γ

HηI
eff

)

(kH), kH → ∞,

for the case of ηI
p = ηI and ηI

eff = 2ηII
eff , although the dependence on kH would remain unchanged for

other values of ηI
p . The results in Figure 2.4 are for the particle viscosity equal to the fluid viscosity,

ηI
p = ηI . In Figure 2.5 we show the effect of varying ηI

p/η
I on the growth rate in the absence of surface

tension (Ca−1 = 0). Changing ηI
p/η

I has a quantitative, but not qualitative, effect on the behavior. Note

that both ∆N◦
2 and ηI

eff also change with ηI
p/η

I . The normal stress jump is proportional to ηI
p and, for

large ηI
p (high volume fractions φ) ηI

eff ≈ ηI
p, so that ∆N◦

2 /η
I
eff and the growth rate s are independent of
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Figure 2.6: The falling film problem: flow down a vertical wall with a non–Newtonian fluid-air interface
located at y = h(z, t) ≈ H .

ηI/ηI
eff . At the other extreme as ηI

p/η
I → 0, ∆N◦

2 vanishes but ηI
eff ∼ η. In Figure 2.5 we have scaled

∆N◦
2 by ηI

eff , which accounts for the apparent nonmonotonic behavior as ηI
p/η

I → 0. Also shown in

Figure 2.5 is a dashed curve corresponding to a ‘Newtonian’ fluid—that is, we set ηI
p = 0 everywhere in

equations (2.6a -2.6f) but keep ∆N◦
2 fixed as a forcing on the right hand side of (2.6f). This shows that

the details of the constitutive law are not important; it is a nonzero ∆N◦
2 that destabilizes the system.

2.3.2 Falling film

The falling film problem is illustrated in Figure 2.6. Fluid II will be air with a constant pressure patm.

The mass balance is as in the Couette flow, but the momentum balance has gravity as the driving force

∇·σ = −ρg ,

where ρ the suspension density and g is the acceleration of gravity. The suspension is assumed to satisfy

the no-slip boundary condition at the solid wall,

u = 0 @ y = 0,

and the interfacial conditions (2.1a-2.1c) apply at the suspension-air interface y = h(z, t).
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The base state for steady, fully-developed flow with a flat interface y = H is simply

u◦ =
ρgH2

ηeff

(

y

H
− 1

2

( y

H

)2
)

, v◦ = w◦ = 0,

σ◦
yy = −patm ,

where ηeff from (2.3) is as before ηeff = η + 16
105ηp, and we have dropped the unnecessary superscripts

I and II labeling the two fluids. The normal stresses σ0
xx and σ0

zz can be found from the base solution

and the constitutive equation.

The stability analysis proceeds as before, with equations (2.4a-2.4b) governing the pertur-

bation velocities, subject to no slip at the wall

u(0) = v(0) = v′(0) = 0, (2.10)

and at the undisturbed interface y = 1:

(

1 +
16

105

ηp

ηeff

)

u′ − 8 π

105

ηp

ηeff
v′ =

ρgH2

ηeff
, (2.11a)

v′′′ −
(

3 − 8

105

ηp

ηeff

)

(kH)2v′ +
4 π

105

ηp

ηeff
(kH)2u′ = (kH)4

γ

ηeff
, (2.11b)

v′′ + (kH)2v − 4 π

105

ηp

ηeff
(kH)2u = (kH)2

H∆N◦
2

ηeff
, (2.11c)

where ∆N◦
2 = −N◦

2 = −(σ◦
yy −σ◦

zz). Finally, the growth rate is determined from the kinematic condition

s = v(H)/H .

An analytical solution to the disturbance problem is again possible, with Mathematica to

aid in the algebra, but the resulting formulae are too long to record here. There are four separate effects

influencing the stability of the system. The ∆N◦
2 forcing on the right-hand side (RHS) of (2.11c) is the

primary mechanism of the traction coupling to the perturbed interface as illustrated in Figure 2.1 and
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is destabilizing for ∆N◦
2 > 0. On the LHS of (2.11b), which is the perturbed normal stress balance at

the interface, the term involving u′ arises from the extra ‘pressure’ associated with the enhanced flow

under a crest in the perturbed interface. The driving force for the flow is gravity, as seen on the RHS of

(2.11a), and under a crest there is more mass and therefore a larger flow (and shear) rate, which in turn

implies a larger normal stress from the constitutive equation. This extra stress is destabilizing. Third,

the extra mass under a crest drives an extra longitudinal flow (u), and the stresses generated by this flow

from the RHS of (2.4b) act against the perturbation and stabilize the interface. Finally, surface tension

on the RHS of (2.11b) stabilizes short wavelength (high k) disturbances.

In order to determine the stability, we need to evaluate N◦
2 from the base state, and this

is where our simplified constitutive model that neglects variation in volume fraction breaks down. At

the free surface, the base state has zero shear rate, which would give a zero N◦
2 . However, a zero N◦

2 is

not the correct behavior for suspension flows. A proper model for viscous suspensions has momentum

balances for both the suspension as a whole and for the particles as a phase, with stress tensors σ and

σp, respectively. In each phase the y−momentum balance requires both σyy and σp
yy to be constant

across the film. The suspension stress is given by the constitutive equation (2.3), while the particle-phase

stress is simply the integral term in (2.3). Clearly, it is not possible to have a constant σp
yy and a zero

shear rate at the interface. What happens in actual suspension flows is that there is particle migration

to the free surface and so the assumption of a constant volume fraction is not correct. Also, the simple

constitutive model with the normal stress proportional to the local shear rate is not valid when the shear

rate vanishes and a nonlocal constitutive model is needed [10]. One could carry out the stability analysis

with a more complete, nonlocal, constitutive model and also allow the volume fraction to vary spatially,

but then an analytical solution is not possible. In order to illustrate more clearly the instability we have

kept the simple model (2.3) and have evaluated N◦
2 at the average shear rate across the layer:

〈N◦
2 〉 = − 2π

105

ηp

ηeff
ρgH.

This will only affect the quantitative, and not the qualitative, behavior. Indeed, the two-layer Couette
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Figure 2.7: Falling film results with ηp = η: the N2-Bond number B, which compares the strength of
surface tension to that of the gravity-based ∆N◦

2 , is varied from 0 to 5. The asymptotic limits for low
and high kH are shown as dashed curves for the case of zero surface tension (B = 0).

flow shows the same characteristic behavior as the falling film problem but does not have the problem of

a vanishing shear rate and the simple constitutive model (2.3) holds throughout the flow. The stability

analysis with the more complete constitutive model allowing for particle migration will be addressed in

a future study.

Figure 2.7 shows the total growth rate, non-dimensionalized by the characteristic second

normal stress difference as a function of dimensionless wave number for various values of the ‘N2-Bond’

number B = γ/(4H 〈∆N◦
2 〉) = γ/(8πηpρgH

2/105ηeff). In the absence of surface tension, B = 0, the

falling film is unstable at all wavelengths, with a maximum growth rate of 1.21 at a dimensionless

wavenumber of kH = 1.28. Surface tension stabilizes short wavelength disturbances, which shifts the

maximum growth rate to smaller kH and reduces its magnitude. Note that the growth rate is proportional

to the shear rate, ρgH/ηeff , as this is the only timescale for viscous suspensions.

In the limits of small and high wavenumbers, the dimensionless growth rate has the asymp-
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Figure 2.8: Falling film results for various ratios of ηp to η for B = 0. The range of ηp/η varies from
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2 is proportional to ηp.
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zero for the perturbed flow.

totic forms

s ∼
( 〈∆N◦

2 〉
2ηeff

)

(kH)2 +

(

πηpρgH

105η2
eff

)

(

350ηeff

16ηp + 105ηeff

)

(kH)2 − 1

6

γ

Hηeff
(kH)4, kH → 0,

s ∼ 0.00261

(〈∆N◦
2 〉

2ηeff

)

+ 1.975

(

πηpρgH

105η2
eff

)

1

kH
− 2.033

(

γ

8Hηeff

)

(kH), kH → ∞,

where the latter is for ηp = η, although the relationship with kH would remain unchanged for other

values of η. The separate terms in the growth rate correspond to the three driving forces on the RHS of

(2.11a-2.11c): ∆N◦
2 , the enhanced flow under a crest ρgH and surface tension γ.

The results in Figure 2.7 are for the particle viscosity equal to the fluid viscosity, ηp = η.

In Figure 2.8 we show the effect of varying ηp/η on the growth rate in the absence of surface tension
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(B = 0); the effect is much the same as for the Couette flow.

A similar analysis can be carried out for a film falling down a plane inclined at an angle

relative to gravity. However, one cannot just simply change the magnitude of g in the above formulae

because the component of gravity perpendicular to the layer couples to the stress boundary condition

and the perturbation at the free surface. Nevertheless, the results are as to be expected with a decrease

in the maximum growth rate and a shift to longer wavelengths as the angle of inclination approaches the

horizontal.

2.4 Conclusions

In both of the problems considered a maximum growth rate exists at a wavelength on the order of the

thickness of the film or layer (for non-zero surface tension). The size of the suspended particles does

not enter. And the similarity of the results for the two-layer Couette flow and the falling film problem

shows that the vanishing of N◦
2 at the free surface is not a fatal flaw for the falling film problem; a more

complete analysis allowing for particle migration would presumably give qualitatively the same behavior.

The growth rate is proportional to the shear rate—U/H for the Couette flow and ρgH/ηeff for the falling

film problem—as this is the only timescale present in viscous suspensions, but its magnitude is set by the

size of the second normal stress difference, i.e., ηp(φ). Normal stresses in suspensions are small at low

concentration, behaving as φ2 for small φ, but grow to be as large as the shear stress for volume fractions

of 40% or larger. At the same time, concentrated suspensions tend to be very viscous and therefore in

the falling film problem the instability will take a long time—and long length—to develop. It is also

not fully understood how particle concentration affects the surface tension between two fluids, although

the experiments of Zarraga et al. [16] indicate that it drops significantly for concentrated suspensions

undergoing shear.

Unfortunately, it is not possible to make a direct comparison with experiment because there

are no reported investigations of linear stability (or instability) in viscous suspensions. The observations

that have been reported (e.g., [15]) are for fully-developed segregation effects that are certainly not small
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amplitude perturbations. The segregation patterns that have been observed might be the nonlinear

evolution of this second normal stress jump instability—and the predictions of the stability analysis are

not in conflict with the observations—but it is still an open question as to the origin of the segregation

effects. To make a more direct comparison with the experiments one needs to carry out a more complete

analysis that includes the spatial variation in the volume fraction, address the much more complicated

flow geometry used in the rotating cylinder experiments, and determine the nonlinear evolution of the

interface and concentration. It might, therefore, be worthwhile to investigate experimentally a two-layer

Couette flow, or a two-layer torsional flow since the timescales can be long, and monitor directly the

linear stability of the interface.

For granular flows the constitutive equation for the stress scales with the square of the

shear rate (inertial stresses), rather than as the shear rate, which will surely change quantitatively the

behavior. Furthermore, fluid inertia is now important and, while this does not affect the base states

considered here since they are steady unidirectional flows valid for all Reynolds numbers, the disturbance

equations are modified with additional inertial terms that can easily be included (specifically, ρ(s u +

v du◦/dy) , ρ(s v) and ρ(sw)). How this affects the stability analysis has not been determined. More

importantly, constitutive equations that recognize the different constituents by size, weight, shape, angle

of friction, etc. may be needed to predict segregation. It would be interesting to see if this second normal

stress jump instability plays a role in granular segregation.
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Chapter 3

Gravitational Instability in Suspension Flow

3.1 Introduction

Particulates are an integral part of many industries, and whether in the form of suspensions or dry

granular flows, they present an engineering challenge that has so far been met empirically and with only

partial success. Thus, there has been interest in the last few decades in analyzing the complex behaviors

of granular and granular-fluid flow, but the field remains rich with unexplained problems, with new

phenomena being continually discovered.

Granular media can exhibit complex behaviours, being solid, liquid, or gas-like depending

on the situation, and sometimes exhibiting multiple states (e.g., see the reviews by Jaeger and coworkers

[7, 6] and Savage [13]). Among the interesting facets of granular flow behavior is a large set of instabilities,

including oscillons formed in vertically vibrated containers, e.g., see [15], segregation of granular media in

mixers driven by such differences in particle properties as size, density and shape [5], fingering instabilities

in suspensions and dry granular flows [8, 12], segregation of neutrally-buoyant particles in suspensions

[14], wave patterns in sand [4], and longitudinal vortices in granular flows [3]. Analyzing these instabilities

and patterns can lead to crucial insights into granular and granular-fluid flow behaviour.

In many situations, the particles are heavier than the suspending fluid, whether liquid or

gas, and the resulting density variations can lead to flow, as in the experiments of [3] for granular flow

down an inclined plane, or the fingering instability in a sedimenting suspension analysed by [16]. In flows

with heavy particles, rapid shearing motion adjacent to a boundary can create a region of low density that

supports the weight of a denser, slower shearing layer (c.f. Figure 3.5). This adverse density stratification

can then be unstable to spanwise (or longitudinal) disturbances, similar to the classic Rayleigh–Taylor
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Figure 3.1: Gravity-driven flow of a suspension through an inclined channel of height H . The inclination
angle θ ranges between 0◦ and 90◦, from pure sedimentation to vertical flow. The direction parallel to
the channel walls (the flow direction) is taken to be x.

instability: a local increase in density (or particle fraction) will fall due to gravity and drag down material

from above which is even denser, further enhancing the perturbation. This instability mechanism appears

to be new and generic, although the precise growth rates and wavelengths will depend on the nature of

the suspension or granular flow. This instability may be operative in several granular and suspension

flows and may be responsible for a variety of patterns observed in these systems.

To illustrate this basic instability mechanism we consider the situation of a heavy particle

viscous suspension flowing through an inclined channel and examine its stability towards perturbations

spanwise to the flow. In the gravity-driven flow, the particle volume fraction, and therefore the density, can

increase with height in the velocity gradient direction due to a balance between shear-induced particle

migration and buoyancy and thus be unstable. Section 3.2 defines the problem and introduces the

governing equations. The base state showing the adverse density stratification is discussed in §3.3, and

its linear stability to spanwise perturbations is considered in §3.4, where the motion is seen to be unstable

at all wavelengths, with a maximum growth rate at a wavelength on the order of the suspension layer

thickness. Concluding remarks are given in §3.5.



29

3.2 The governing equations

The problem considered is gravity-driven flow of a suspension down an inclined channel as illustrated in

Figure 3.1. The system is modeled as a continuum viscous suspension and we use the suspension-balance

model of [10] as modified by [9]. In the following we ignore inertial effects, an acceptable assumption for

low particle and geometry Reynolds numbers, and the suspension as a whole is incompressible. Thus,

conservation of mass and momentum for the suspension are

∇ · 〈u〉 = 0 (3.1a)

and

∇ · 〈σ〉 + ρ g = 0, (3.1b)

where ρ = ρf + ∆ρφ and ∆ρ = ρp − ρf . The subscripts p and f denote the particle and fluid phases,

respectively. We also have mass and momentum conservation for the particle phase:

∂φ

∂t
+ ∇ · 〈u〉pφ = 0 (3.2a)

and

∇ · 〈σ〉p + ∆ρ φg − 9

2

η

a2

φ

f(φ)
(〈u〉p − 〈u〉) = 0, (3.2b)

where f(φ) is the hindered settling function, and φ denotes the volume fraction of particles of size a. The

stress 〈σ〉 and the velocity 〈u〉 are suspension-averaged quantities (particle-phase averages if accompanied

by the subscript p). In addition to the mass and momentum conservation equations for the suspension and

the particle phases, it is necessary to include an energy balance, bringing in the suspension temperature.

In an inhomogeneous flow, the stress can be finite even in regions of vanishing shear rate due to a possibly

non-zero local fluctuational motion u′
p = up−〈u〉p. The suspension temperature T = 〈u′

p ·u′
p〉 introduces
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the necessary nonlocality for the stress. For these inertia-free flows the energy balance takes the form

〈σ〉p : 〈e〉 − η
α(φ)

a2
T + η∇ · κ(φ)∇T = 0, (3.3)

where 〈e〉 is the average rate of strain tensor, and the flux of fluctuational energy has been modeled by a

Fourier-type law. For convenience in notation, 〈·〉, denoting an average, shall be dropped from all further

equations.

The constitutive relations for the particle and suspension stresses are taken to be those

appropriate for a viscous suspension [9]:

σp = −ΠI + 2ηηp(φ)e (3.4a)

and

σ = −pfI + 2ηe + σp = − (pf + Π) I + 2ηηs(φ)e, (3.4b)

where Π is the particle-phase pressure

Π = ηa−1p(φ)
√
T , (3.4c)

pf is the average pressure in the fluid, and ηp and ηs are the relative viscosities for the particle phase and

the suspension, respectively.

To close the equation set we also need to specify the volume fraction dependence of the

functions p, ηs, α, κ and f ; as in [9], we take these functions to be

p(φ) = ηp(φ), (3.5)

ηs(φ) = 1 + ηp(φ) = (1 − φ/φm)−2 , (3.6)

α(φ) = kαηp(φ)/φ, (3.7)
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κ(φ) = kκηp(φ) (3.8)

and

f(φ) = (1 − φ)−5, (3.9)

with kα = 0.815 and kκ = 0.8. The maximum volume fraction is taken to be φm = 0.68. In a homogeneous

shear flow with constant shear rate γ̇, 〈σ〉p = ηηpγ̇ and equation (3.3) gives an uniform suspension

temperature T = (γ̇a)2α(φ)/ηp(φ) as expected.

For a more complete description of the model chosen and the reasoning behind its derivation,

the reader is referred to [10], [9] and references contained therein.

3.3 The base state

The parameters that govern the flow are the angle of inclination with respect to the horizontal, θ, the

ratio of the particle size, a, to the channel width, H , with ǫ = a/H ≪ 1, the bulk volume fraction of

particles, φb, and the density ratio B = ∆ρ/ρf . The gravitational acceleration g and the fluid viscosity

η are important in establishing the characteristic velocity, Uc = ρfgH
2/η, but do not appear in the

dimensionless groups characterising the problem and therefore affect only the quantitative behaviour of

the system. Gravity affects the qualitative behaviour of the system through the angle of inclination θ.

The base state flow is unidirectional, parallel to the channel walls, and satisfies the conserva-

tion equations (3.1–3.3). Using the constitutive relations defined above and taking (u, v, w) as the (x, y, z)

components of the suspension velocity, we obtain the following system of dimensionless equations, where

the variables are scaled with y ∼ H , u ∼ Uc and T ∼ ǫ2U2
c :

d

dy
ηs(φ)

du

dy
= − (1 +Bφ) sin θ, (3.10a)

d

dy

(

p(φ)
√
T
)

= −Bφ cos θ (3.10b)
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Figure 3.2: Base state particle volume fraction and velocity profiles for φb = 0.40, H/a = 30.54 and
B = 1: θ = {30◦ (dotted), 50◦ (dash-dotted), 70◦ (dashed), 90◦ (solid)}. Increasing θ results in increasing
symmetry around the centre of the channel.

and

ǫ2
d

dy
κ(φ)

dT

dy
− α(φ)T = −ηp(φ)

(

du

dy

)2

. (3.10c)

The velocity, temperature and volume fraction satisfy the boundary conditions

u = 0 at y = 0 and y = 1, (3.11a)

T =
ηp(φ)

α∗(φ)

(

du

dy

)2

at y = 0 and y = 1, (3.11b)

and the integral constraint on volume fraction reads

∫ 1

0

φ(y) dy = φb. (3.11c)

In (3.11b) α∗(φ) = 20α(φ) [9] stating that the fluctuational motion is reduced near a boundary but scales

in the same manner as in the bulk. In the base state up − u ∼ O(ǫ2), i.e., there is no phase slip.

This system does not lend itself to an analytical solution and was solved numerically. Typical
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Figure 3.3: Base state volume fraction and velocity profiles for φb = 0.27, θ = 45◦, H/a = 18.32 and B =
{0.01 (dotted), 0.1 (dash-dotted), 1 (dashed), 1.4 (solid)}. For small B the velocity grows with increasing
B. It achieves a maximum for B ≈ 1, and experiences a slight decrease upon further increase in B.
Increasing B always results in increasing asymmetry in the velocity and density profiles.

results are shown in Figure 3.2 for a range of channel inclinations and at a density ratio B = 1, in Figure

3.3 for a range of B at a specific channel inclination and in Figure 3.4 for a range of bulk volume fractions

and a range of ǫ = a/H , the ratio of particle size to channel height. In general, the suspension velocity

profile is blunted in comparison to the corresponding parabolic Newtonian velocity profile—the variation

in the particle volume fraction affects the suspension viscosity, very strongly so in regions of high density

such as near the centre of the channel (where φ→ φm), and since the shear stress varies almost linearly

with position, the shear rate is diminished in those regions. Note that the blunting of the velocity profile

‘follows’ the maximum in the volume fraction (see Figure 3.3). Decreasing inclination angle, θ, and

increasing density ratio, B, lead to increasing sedimentation, and in the limits θ → 0 or B → ∞ the

particles pack down on the bottom of the channel and flow as a plug (if they flow at all—in the θ → 0

limit, the driving force for flow in the x direction is lost and the system becomes a sedimenting one).

However, for θ 6= 0 and more physically reasonable density ratios, B ∼ O(1), the particle volume fraction

varies in a more interesting manner across the channel, as seen in Figure 3.2, reminiscent of the results

of [10] and [9] for pressure-driven flow. Similar to the results of [9], we note that having particles of a
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Figure 3.4: Base state volume fraction and velocity profiles for B = 1 and θ = 45◦. Top: H/a = 18.32,
with φb = {0.15 (solid), 0.25 (dotted), 0.35 (dash-dotted), 0.45 (dashed), 0.55 (solid)}. Bottom: φb =
0.27, with H/a = {10 (dotted), 20 (dash-dotted), 25 (dashed), 50 (solid)}. The velocity increases with
decreasing φb and increasing H/a. The density (volume fraction) profile decreases with decreasing φb

and its maximum in the centre of the channel becomes more pronounced with increasing H/a.
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Figure 3.5: Base state particle volume fraction and velocity profiles for φb = 0.27, H/a = 18.32, B = 0.8
and θ = 45◦. Comparison of model results (line) with Stokesian Dynamics simulations (triangles).

different density breaks the symmetry around the centre of the channel, such that the maximum in the

particle volume fraction and in the velocity tends to occur above the centreline. Most importantly, the

rapid shearing motion close to the bottom wall generates a large pressure (via the suspension temperature

and (3.4c) for the particle-phase pressure) so that the region of low density near the wall can support the

weight of the heavier, slower shearing region in the middle, and the system has an adverse density profile

of heavier material over light, the driving force for instability.

The results of the model compare favorably to Stokesian Dynamics simulations, as can

be seen in Figure 3.5. These base state profiles may depend slightly upon the choice of model—for

example, one could use the diffusive-flux model of [17]. However, as shown in [2, Fang et al. (2002)],

these differences are minor, and the inverted concentration profile, the important result, is maintained

regardless of the model chosen. The mechanism of instability and all of the conclusions drawn here are

therefore independent of the model.
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3.4 Linear stability analysis

We perform a standard linear stability analysis of equations (3.1–3.3) to perturbations in the spanwise

direction z of the form f ′(y) = δf(y) e ikz+st, with k the wavenumber and s the growth rate. Here δ is

the small amplitude of the perturbation. (f(y) denotes a general function, not to be confused with the

hindered settling function f(φ).) All variables are non-dimensionalized as before. In solving the perturbed

problem, all terms of O(ǫ2, δ2) or smaller are neglected, and the linearized perturbation problem becomes:

D (η◦sDu) − k̃2η◦su = −Bψ sin θ − D(η′sψDu◦) , (3.12a)

(

D2 + k̃2
)

η◦s

(

D2 + k̃2
)

v − 4k̃2D(η◦sDv) = −Bψk̃2 cos θ, (3.12b)

s̃ψ = −vDφ◦ (3.12c)

and

−α◦T = α′T ◦ψ − 2η◦pDu◦Du− η′p (Du◦)ψ, (3.12d)

subject to the conditions

u = v = Dv = 0 at y = 0 and y = 1, (3.13a)

T =
ηp

α

′
ψ (Du◦)

2
+ 2

η◦p
α◦

Du◦Du at y = 0 and y = 1 (3.13b)

and
∫ 1

0

∫ W/H

−W/H

ψ dy dz = 0, (3.13c)

where ψ is the perturbation in volume fraction, D = d/dy, ◦ denotes a base state quantity and the ′

denotes differentiation with respect to the volume fraction. The dimensionless wavenumber and growth

rate are k̃ = kH , s̃ = sH/Uc = s/(ρfgH/η), respectively, and W is the period of the perturbation in the

z direction.

In order to determine the growth rate s̃(k̃), we need only solve the eigenvalue problem
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Figure 3.6: Left: dimensionless temporal growth rate of the instability, s/(ρfg sin θH/η), as a function
of dimensionless wavenumber kH for φb = 0.40, H/a = 30.54 and B = 1: θ = {30◦ (dotted), 50◦

(dash-dotted), 70◦ (dashed)}. Because here s has been scaled with sin θ, the growth rate increases with
decreasing θ. If this scaling were removed, the growth rate would achieve a maximum at an intermediate
value of θ. Right: φb = 0.27, H/a = 18.32 and θ = 45◦: B = {0.01 (dotted), 0.1 (dash-dotted), 1 (dashed),
1.4 (solid)}.

obtained by combining (3.12b) and (3.12c):

(

D2 + k̃2
)

η◦s

(

D2 + k̃2
)

v − 4k̃2D (η◦sDv) = −B k̃
2 cos θDφ◦

s̃
v, (3.14)

with the boundary conditions on v given by (3.13a). Equation (3.14) shows clearly that the driving force

for the instability is the base state density gradient Dφ◦ = dφ◦/dy. When dφ◦/dy > 0 the system has

an adverse density stratification and is unstable. Equation (3.14) is a fourth order ordinary differential

equation with variable coefficients and was solved numerically. Matlab proved quite helpful in this regard

and the results corresponding to the base state profiles given in the previous section are shown in Figure

3.6 and Figure 3.7.

In the sedimenting limit, θ → 0 or B → ∞, the density gradient Dφ◦ is negative throughout

the channel, and the system is stable—light material over heavy. However, for intermediate values of θ

(0◦ < θ < 90◦) and B there is always some heavier material above light, a system which is inherently

unstable. In these regimes, the temporal growth rate of the instability is positive and any small per-
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Figure 3.7: Left: dimensionless temporal growth rate of the instability, s/(ρfg sin θH/η), as a function
of dimensionless wavenumber kH for B = 1, θ = 45◦, H/a = 18.32 and φb = {0.15 (solid), 0.25 (dotted),
0.35 (dash-dotted), 0.45 (dashed), 0.55 (solid)}. Right: B = 1, θ = 45◦, φb = 0.27 and H/a ={10
(dotted), 20 (dash-dotted), 25 (dashed), 50 (solid)}.

turbation would grow. The system is unstable for all wavenumbers, with a maximum growth rate at a

wavelength of O(H), the height of the layer. (From (3.14) one can see that in the low wavenumber limit

(k̃ → 0) s̃ grows as k̃2, while in the high wavenumber limit (k̃ → ∞) s̃ decays as 1/k̃2 due to viscous

damping.) Thus, one would expect patterns of this wavelength to form initially, which might then lead to

the kinds of patterns seen in suspension and granular flows. (Note that, although the system is unstable

as k̃ → ∞, when the wavelength is of order the particle size, ka ∼ O(1), the continuum model may no

longer be appropriate and we could expect, therefore, a high k̃ cutoff.)

The results shown in Figure 3.6 illustrate the effect of varying B and θ upon the growth

rate of the instability. Increasing B—increasing the relative density difference between the particles and

fluid—causes the system to be more unstable, at least in the intermediate B range. The instability of the

system is also dependent upon θ. Basically, the two extremes of inclination—horizontal and vertical—

give two stability limits. In the limit θ → 0◦, the system moves towards sedimentation. In the limit

θ → 90◦, there is no longer a component of gravity perpendicular to the walls, and, even though the

density varies in the ‘right’ way for instability, the system is stable due to the lack of a driving force. As
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a result, the system is most unstable for angles that lie between these two extremes. Figure 3.7 (left)

illustrates the effect of varying the bulk volume fraction φb. Increasing φb is similar to increasing B—the

system becomes slightly more stable for the higher bulk volume fractions. Figure 3.7 (right) shows the

effect of varying H/a, and it is seen that provided H/a10 there is little effect of the particle size on the

instability. (Note that H/a must be large in order to treat the suspension as a continuum.) Indeed, to

a first approximation the growth rate and most rapidly growing wavelength are roughly independent of

particle size and the slight decrease in the growth rate for large H/a is due to the high volume fraction

near the centreline (c.f. Figure 3.4) which increases the local viscosity. It is important to note that the

system is most unstable at intermediate values of the parameters—that is, when the system is at its most

physically reasonable—not θ → 0◦ nor θ → 90◦, not B → 0 nor B → ∞, not H/a → 1 nor H/a → ∞

and not φb → 0 nor φb → φm, but somewhere in between.

3.5 Conclusions

For the problem of gravity-driven flow of non-neutrally buoyant suspensions, we report the existence

of a maximum growth rate for spanwise instabilities on the order of the height of the channel, H .

The instability is present whenever the flow-generated density gradient is aligned antiparallel to gravity.

Although this unstable density gradient is generated only by flow, it shares some characteristics with the

classical Rayleigh–Taylor instability—basically, having heavier material over light. The system is unstable

to small perturbations over the range of the most physically-reasonable particle-fluid density ratios and

channel inclination angles, with the growth rate of the instability depending upon these parameters as

well as on the bulk particle volume fraction and to a much lesser extent on the ratio of particle size to

channel height. As seen in Figures 3.6 and 3.7 the growth rate is small and therefore one would need a long

channel [L/H ∼ O(1/s̃)] in order to see the instability, suggesting that rotating drum experiments might

be more desirable in practice. Also note that although the precise details of the growth rate, etc. depend

on the constitutive relations used in the suspension-balance model, the basic instability mechanism does

not.
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Although we are not aware of any heavy viscous suspension experiments with which to

compare, the experiments of [3] for the stability of granular flow down an inclined plane are qualitatively

similar to the system examined in this work. Rapid granular flows display the same flow-induced adverse

density profile and therefore should be subject to the same instability. Indeed, the experiments of [3]

showed the formation of spanwise patterns whose wavelength was on the order of 3h, where h was the

height of their granular layer. It is interesting to note that for the current work, the most unstable

wavelength tends to be approximately 1.2H for most parameter sets (corresponding to k̃ ∼ 5), and

since the channel height is approximately twice that of the suspension layer, H ≈ 2h, the most unstable

wavelength is approximately 2.4h, quite close to the observed granular flow instability wavelength.

In addition to the extra inertial effects associated with granular flows (note, however, that

in the steady unidirectional base state, inertia is not important), the stability of suspensions and granular

flows may also be affected by the presence of normal stress differences [1], which were not included in the

present analysis. Normal stresses can be expected to enhance the intriguing behaviour of these systems

and might prove interesting to investigate.

Finally, the gravity-driven flow investigated here may also be unstable to longitudinal

perturbations—in the flow direction, for example as seen in the case of stratified flow with a free surface

[11]—perturbations whose form will now be complex—a traveling wave in addition to an exponentially

growing part.
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Chapter 4

Microrheology

4.1 Introduction

Rheology, the study of the deformation and flow of matter, has a long history with many of its experimen-

tal methods and tools firmly established, and it is in the measurements that one finds the most novelty.

However, the end of the last century saw tremendous improvements in imaging technology and computing

power, which have enabled scientists to look at rheology on a different level—at the microscopic scale. In

the last decade microrheology, as this type of rheology has come to be called, has gained momentum as

a novel tool with novel measurements, useful for studying the properties of materials on a much smaller

scale. In this, it is particularly well-suited for examining the properties of soft, heterogeneous materials,

especially biological materials. Such multiphase, or complex, materials present a challenge to traditional

rheology—bulk measurements alone provide little insight when a material can internally rearrange under

deformation.

Among the collection of techniques known as microrheology, most involve tracking the mo-

tion of a colloidal particle or set of particles in order to determine the properties of the surrounding

environment [20]. Due to the small length scales involved, microrheology became practical only with

recent advances in technology (although early examples do exist [12]); the imaging technology itself also

places constraints on the minimum level of error one can expect [16]. Particle-tracking microrheology

can be categorized as either passive—tracking the random motion of probe particles due to thermal

fluctuations—or active—applying a constant or oscillatory force to the probe particles, for example by

using optical tweezers or magnetic fields. Unlike conventional rheology, which studies bulk properties, mi-

crorheology allows the measurement of local viscoelastic properties and requires minute material samples,
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a particular bonus for scarce biomaterials and systems such as individual cells; for gels, microrheology also

avoids the problem of slip at the walls, often encountered with rheometers. Microrheological techniques

have been used to study a diverse set of systems: cells [3, 14, 19], actin networks [13, 25], gelatin [12], DNA

and polyethylene oxide solutions [21], and the behavior of colloids near the glass transition [15], as well

as fundamental interactions between pairs of colloidal spheres [7] and entropic forces in binary colloids

[8]. Microrheology has also been proposed as a tool for fundamental physics and for high-throughput

material screening [6].

The cornerstone of passive particle-tracking microrheology is the use of the generalized

Stokes-Einstein relation for a sphere in a homogeneous, incompressible fluid. For single particle tracking

experiments, this takes the form:

Ds
∞ =

kT

6πηeffa
, (4.1)

where Ds
∞ is the long-time self-diffusivity of the probe, obtained from its mean-squared-displacement,

ηeff is the sought-after effective viscosity of the medium, kT is the thermal energy, and a is the radius

of the probe particle. A similar equation applies for two-point microrheology, for which the correlated

motion of pairs of particles is used instead of the single-particle mean-squared-displacement [9]. The

Stokes-Einstein relation translates the microrheological measurement (mean-squared-displacement) into

the macroscopic measurement (effective viscosity or complex modulus), and is therefore crucial to any

type of comparison between micro- and macrorheology. Most applications of microrheology have been in

this passive regime and the applicability, or lack thereof, of the generalized Stokes-Einstein equation (4.1)

has been examined [9]. In the passive regime, the mean-squared-displacement of the probe is a measure

of the diffusivity, and the macroscopic rheology ‘equivalent’ is the dynamic viscosity; both properties

have been extensively studied for colloidal dispersions (e.g., [5],[24]). Further, Brady [5] has shown

theoretically that the frequency (or time)-dependent self-diffusivity can be compared to the frequency-

dependent dynamic viscosity, with good agreement for all frequencies and volume fractions when the

different volume fraction scalings (O(φ) versus O(φ2) in the dilute limit, reflecting the dipolar versus

quadrupolar forcing) are taken into account (see also Khair and Brady [18]).
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Figure 4.1: The model system: a probe particle is dragged by means of an imposed external force through
a surrounding suspension of monodisperse force-free bath particles. The relative strength of Brownian
(UB ∼ D/a ∼ kT/6πηa2) to ‘driven’ motion (UF ∼ F/6πηa) gives the Péclet number Pe = Fa/kT and
governs the behavior of the system. Here, D is the Stokes-Einstein diffusivity of a single particle of radius
a and thermal energy kT in a fluid of viscosity η. (Alternatively, the probe particle may be dragged with
a constant velocity U , in which case UF = U and Pe = Ua/D.)

By contrast, much less work has been done on active microrheology, where the tracked

particle is driven by an external force (e.g., the experiments of Habdas and coworkers [15] and the

theoretical work of Brady and coworkers [18, 23]). By its very nature the passive regime is limited to

studying the linear viscoelastic behavior of the material, while the active regime can be used to drive the

system out of equilibrium and investigate the material’s nonlinear response. In many situations, materials

are often subjected to strong flows and large deformations, and therefore it is important to know and

understand the nonlinear behavior. Macroscopic rheology takes this into account: viscosities and other

material properties of complex fluids, including colloids (e.g., [4]), are measured under varying conditions

(shear rates, etc.) to determine the complete behavior. It is the purpose of this work to numerically

study active microrheology and the transition from linear to nonlinear behavior. We shall do this using

a model complex fluid—a colloidal dispersion—given the availability of complementary results in the

colloids literature. Furthermore, we are interested in how far one may extend the comparison between

the micro and macro measurements, given the obvious differences between the forcings employed in these

methods.
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In microrheology experiments, the displacement of a probe particle can be induced through

the use of magnetic fields and optical tweezers, or alternatively, by having a heavy particle suspended

amidst a sea of neutrally-buoyant particles. The basic problem reduces to examining the motion of a single

particle under the action of an imposed external force and how this motion is affected by the response of

the material. As the probe moves, it disturbs the local medium, which relaxes through thermally-driven

motion. Here, we investigate perhaps the simplest viscoelastic fluid—a dispersion of colloidal particles

suspended in a Newtonian solvent. The basic problem is illustrated in Figure 4.1. We chose to study

active microrheology using Brownian dynamics (BD) simulations. These are particle-level simulations—

the dispersion is treated as a collection of spheres in a Newtonian fluid. The particles are monodisperse

hard spheres (no overlap or deformation of particles is allowed). Each individual colloidal particle is

subject to viscous drag and Brownian motion, but we choose to ignore (for this study) fluid-mediated

(hydrodynamic) interactions between the particles. The benefits of simulations are twofold: first of all,

they provide a means of checking and extending theoretical analyses, and secondly, they allow us to

analyze experimental systems in which different effects can be cleanly separated. Although the removal

of hydrodynamic interactions may appear to be a harsh assumption, it can be achieved experimentally

with particles subject to a repulsive potential that prevents them from approaching too closely. As Brady

and coworkers [4, 18] have noted, even a small difference between the effective and the hydrodynamic

radii can strongly decrease the effect of hydrodynamic lubrication interactions.

Because the probe’s motion is no longer purely Brownian in active microrheology, the probe

particle has an average displacement and therefore an average velocity, from which we can define an

effective microviscosity of the dispersion through the use of Stokes drag law. This microviscosity is a

function of the Péclet number—the ratio of the imposed motion to the thermal motion—and the volume

fraction of the freely suspended bath particles. The results of a series of BD simulations are detailed

in §4.4. The microviscosity exhibits a Newtonian plateau for low Péclet numbers, force-thins as the

Péclet number is increased, and finally reaches a second plateau region for high Péclet numbers. The

microviscosity is also an increasing function of volume fraction, and a simple theory by Squires and Brady
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[23] can be used to give appropriate scaling relations that collapse the effective viscosities at different

suspension volume fractions and Péclet numbers onto a single universal curve (a brief overview of the

dilute theory is given in §4.3). The dispersion with the highest volume fraction (55%), displays yield

behavior, and the simple scaling arguments of Squires and Brady [23] only apply at the highest Péclet

numbers studied where the motion of the probe ‘liquefies’ the material in its immediate neighborhood.

For small Pe the system is solid-like. We also address the difference in the measurements when the probe

is dragged with a constant force versus a constant velocity. These two cases result in different effective

viscosities—when the particle is dragged with a constant velocity, the probe cannot move laterally as

it passes suspended particles, the suspension is more dissipative and the effective viscosity calculated

is higher than for the equivalent constant force measurement. The use of multiple probe particles can

also disturb the measurements, as (even in the absence of hydrodynamic interactions) probes can affect

each other through the microstructural deformation caused by their motion. The last part of our study

involves the interactions between pairs of probe particles, wherein we find that probes can attract or

repel each other depending on their separation and relative orientation.

One of the central issues in the use of microrheology is the relation between the microviscosity

and the macroviscosity—the viscosity measured in a conventional macroscopic rheometer—, and therefore

one of the key goals of this study has been to compare our microviscosity results to the results obtained

for a homogeneously sheared suspension. A direct comparison can be made to the simulation work of

Foss and Brady [11] who conducted BD simulations of suspensions at some of the same volume fractions

as used in this study. In the BD simulations of Foss and Brady [11] a simple shear flow is applied and

a shear viscosity (defined in the standard way) obtained, which is dependent on the volume fraction

and Péclet number, which for their problem is defined as a ratio of shear to thermal forces. We find

that the results for the shear viscosity (both theory and simulations) and the microrheology results

agree qualitatively, and almost quantitatively when appropriately interpreted (allowance made for the

obvious volume fraction difference in their definitions)—the micro- and macroviscosities both exhibit a

force/shear-thinning region and a high Péclet number Newtonian plateau. We conclude in §4.5 with some
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final remarks and suggestions for future work.

4.2 Brownian dynamics simulation method

The problem we address is that of a single ‘probe’ particle moving through a surrounding colloidal

dispersion with either a constant force or a constant velocity, as illustrated in Figure 4.1. While the

detailed interparticle interactions and chemistry are often important for specific systems, the most basic

property of a complex fluid is a microstructure that can be deformed by an external probe and which

returns to equilibrium by thermal motion. The simplest system that captures this basic essence is

a colloidal dispersion of neutrally-buoyant monodisperse hard spheres. For microrheology the ‘probe’

particle can be the same as any other colloidal particle (for simplicity the probe and background particles

in this study are the same size; in experiments the sizes are often different), and without any external

forcing, its motion is simply diffusive. However, when its motion is driven by an external force, so that it

is no longer completely thermal, the probe can drive the surrounding microstructure out of equilibrium,

and thereby transitions from passive to active microrheology and from linear to nonlinear behavior.

Brownian dynamics (BD) can be used to simulate colloids at the particle level. The size of

colloidal particles is such that there is a clear separation of time and length scales between the particles

and the fluid molecules—therefore the fluid can be treated as a continuum—but the particles are still

small enough to be affected by collisions with the fluid molecules and are thus Brownian. The BD method

is well-established and has been investigated and expanded by various researchers (a further description

of BD and relevant references are given in [1]). Our approach is similar to that used by Foss and Brady

[10] for sheared colloidal dispersions.

The motion of the individual particles is governed by the Langevin equation—a balance

between the hydrodynamic, Brownian, and any other forces that may be present:

m · dU
dt

= F H + F B + F P . (4.2)
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Here, m is the generalized mass/moment of inertia tensor, U is the particle velocity vector, F
H represents

the hydrodynamic forces on the particles; F
B are the Brownian forces; and F

P represents any other

deterministic non-hydrodynamic forces that are present, e.g., hard-sphere and external. For colloidal

systems inertia is not important (small Reynolds number) and (4.2) reduces to

0 = F
H + F

B + F
P . (4.3)

For BD there are no hydrodynamic interactions and therefore the forces in (4.3) are given simply by

F H = −6πηaU , (4.4)

F B = 0, F B(0)F B(t) = 2kT (6πηa)Iδ(t), and (4.5)

F
P = F

HS + F
ext = 6πηa

∆XHS

∆t
+ F

ext, (4.6)

where η is the solvent viscosity, a is the particle radius, and kT is the thermal energy. The overbars

indicate an ensemble average over the thermal fluctuations in the fluid, with the amplitude of the Brownian

forcing being given by the fluctuation-dissipation theorem. For microrheology the external force F ext is

only applied to the probe particle. The factor ∆X
HS is a displacement due to hard-sphere collisions,

which will be discussed further below. For spherical particles in the absence of hydrodynamic interactions,

rotation of the particles does not matter.

An integral of (4.3) over the time step ∆t gives the non-dimensional displacement equation

∆X = ∆X
B + Pe F

ext∆t+ ∆X
HS , (4.7)

with

∆XB = 0 and ∆XB∆XB = 2∆tI. (4.8)

Here, time is non-dimensionalized by the characteristic diffusive time, τ = a2/D, where D = kT/6πηa is

the Stokes-Einstein diffusivity of an isolated particle, length by the particle radius, a, the external force
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by its magnitude, F , and the Brownian displacement by its characteristic scale,
√

kT (6πηa). The relative

importance of ‘driven’ (UF ∼ F/6πηa) to Brownian (UB ∼ D/a ∼ kT/6πηa2) motion is expressed as a

Péclet number, Pe = UF /UB = Fa/kT . For simulations wherein the Péclet number is large (Pe > 1),

it is appropriate to use a time scale based on the external driving force, τ = 6πηa2/F , resulting in a

slightly different version of the displacement equation1:

∆X =
1√
Pe

∆XB + F ext∆t+ ∆XHS . (4.9)

At each time step the positions of the particles are updated first by adding in the displace-

ment due to the Brownian and the external forces, and second by an iterative method which corrects

collisions by applying a hard-sphere force/displacement ∆X
HS . This hard-sphere collision scheme is

based on the ‘potential-free’ algorithm of Heyes & Melrose [17] in which the overlap between pairs of

particles is corrected by moving the particles equal amounts along the line-of-centers, back to contact.

This algorithm is ‘potential-free’ in that it does not require a specific declaration of a pair potential,

although it implements the hard-sphere potential which is infinite if the particles are overlapping and

zero otherwise.

The above approach was used to examine the properties of a colloidal dispersion in two

cases: with probe particles acting under either an imposed constant force or constant velocity.

4.2.1 Constant force

For the constant force case, a constant in time (although one could impose an arbitrary time-dependence

if desired) external force is exerted on the probe particle. From the displacement of the probe we can

obtain its average velocity resulting from the applied external force, and this may be used to define an

effective viscosity for the suspension from Stokes drag. The probe’s mean velocity is given by

〈U〉 =
〈∆X〉

∆t
=

〈∆X
B〉

∆t
+ Pe 〈F ext〉 +

〈∆X
HS〉

∆t
, (4.10)

1The two versions of the displacement equation are equivalent. In the following sections, we shall use the low Péclet
displacement equation (4.7) to derive further results—it is straightforward to convert these to the high-Péclet analogues.
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where the average 〈·〉 is defined as the average over a time period M∆t, e.g., 〈β〉 = (1/M)
∑M

i=1 β(ti).

Noting that the average Brownian displacement is zero, 〈∆X
B〉 = 0, one obtains

〈U 〉 = Pe 〈F ext〉 +
〈∆XHS〉

∆t
. (4.11)

Returning to dimensional quantities, we define an effective viscosity for the suspension from Stokes drag:

ηeff

η
≡ Fx

6πηa〈Ux〉
, (4.12)

where we have taken x to be the direction of the external force. This effective viscosity is a function

of the Péclet number and of the volume fraction of bath particles in the dispersion, φ = (4/3)πa3n,

where n = N/V is the number density of bath particles. In the simulations, the probe is included in the

definition of the volume fraction, and therefore there is a 1/N ‘error’ in φ (the volume fraction of bath

particles is slightly lower). However, as the number of particles N used in the BD simulations is 300 or

greater, this deviation is not significant.

4.2.2 Constant velocity

Rather than impose a constant force, one can impose the velocity of the probe and measure the force

required to maintain the constant velocity. The dynamics are now somewhat different and the simulations

must be performed in a slightly different fashion. From the displacement equation (4.7), we note that in

the case of an imposed velocity the probe particle is displaced according to the following rule (all of the

other particles are still displaced according to (4.7)):

Xprobe(t+ ∆t) − Xprobe(t) = Pe U∆t, (4.13)
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where now the velocity of the probe, U , is known rather than the applied external force, F
ext. For the

probe particle

∆Xprobe = Pe U∆t = ∆XB + Pe F ext∆t+ ∆XHS , (4.14)

from which the external force necessary to maintain the constant velocity can be determined. The Péclet

number is now defined based on the magnitude of the imposed velocity, Pe = U/UB = Ua/D. In

the imposed velocity problem, hard-sphere collisions between particles fall into two categories: collisions

between background particles (no imposed velocity) and collisions between a background particle and

the probe particle. The first collision type is the same as before. The second collision type needs to take

into account the fact that since the probe is moving with a set velocity, it is the background particle that

needs to be displaced the entire amount back to the contact position.

It is straightforward to calculate the average external force 〈F ext〉 exerted on the probe to

keep it moving with a constant velocity U

〈F ext〉 = U − 〈∆XHS〉
Pe ∆t

, (4.15)

and from there the effective viscosity is now defined as

ηeff

η
≡ 〈Fx〉

6πηaUx
. (4.16)

Note that for constant velocity the force required fluctuates as the microstructure changes about the

moving probe, while at constant force the probe velocity fluctuates in response to the fluctuating envi-

ronment.

4.3 Simple theory

Theoretical work on active microrheology includes Squires and Brady [23] (without hydrodynamic inter-

actions between colloidal particles) and Khair and Brady [18] (including hydrodynamics). We shall focus
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here on the work of Squires and Brady [23] because it provides the theoretical analogue of our simulations.

The authors consider a probe particle being dragged with a constant force (or velocity) in a suspension

of other colloidal particles. The particles are subject to a hard-sphere potential and hydrodynamic inter-

actions are neglected2. When the system is in equilibrium, there is a spherically symmetric probability

distribution of encountering bath particles, but this symmetry is lost when the probe is induced to move.

The motion of the probe is resisted by the viscous drag of the solvent and by the thermal motion of the

surrounding particles: as the probe particle moves, it encounters more particles on its front (forming a

zone of increased particle density), and has a trailing wake, a zone of depleted particle density, e.g., see

Figure 4.4. This microstructural deformation creates a resistance to the motion of the probe particle:

there is an entropic reactive force proportional to the thermal energy and the length scale for the de-

formed microstructure. Near equilibrium—in passive microrheology—the velocity is linear in the applied

force and may be directly related to the long-time self-diffusivity

〈U〉 = M s
∞F

ext =
Ds

∞

kT
F

ext, (4.17)

where Ds
∞ and M s

∞ are, respectively, the long-time self-diffusivity and mobility [5].

Squires and Brady [23] also use Stokes drag to define an effective viscosity (F ext = 6πηeffa〈U〉).

This definition requires the pair-distribution function g(r)—the probability density of finding a bath par-

ticle at location r relative to the probe—in order to solve for the mean probe velocity 〈U〉, and the

authors assume that the suspension is dilute in order to obtain analytic solutions. They define the

‘viscosity increment’ as

∆η = ηeff − η, (4.18)

removing the solvent contribution. This viscosity increment effectively captures the contribution due

to the microstructural deformation, and therefore should convey the same underlying physics as the

2Note that the inclusion of hydrodynamics does not qualitatively change the behavior of the effective microviscosity in
the low Péclet regime, but does qualitatively change its behavior in the high Péclet regime, resulting in ‘force-thickening’ of
the effective microviscosity in this region [18]. This is reminiscent of the behavior of sheared suspensions and the transition
from shear-thinning to shear-thickening at high shear rates [4].
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equivalent macroscopic measurement (the macroviscosity increment). One of the main results of this

study is that the system ‘force-thins’, i.e.,

lim
Pe→0

∆η

η
= 2 lim

Pe→∞

∆η

η
, (4.19)

similar to the ‘shear-thinning’ found in sheared colloidal suspensions [4]. Squires and Brady [23] extend

their study to a comparison between the constant force and constant velocity probes, and conclude that

the two cases are different (the effective viscosity is twice as large when dragging the probe with a constant

velocity than with a constant force). In addition, they analyze the effect of the size ratio (probe versus

bath particles) and compute fluctuations in the probe motion. In the next section we compare the (finite

volume fraction) simulation results to the results given by the dilute theory and use the theory as a guide

in scaling the simulation results.

4.4 Simulation results

The active microrheology problem is illustrated in Figure 4.1: a single probe particle the same size as the

bath particles is pulled through a colloidal dispersion. [The two-particle studies use two ‘probes’ which

are dragged with a constant velocity.] Although BD simulations are computationally less intensive than

Stokesian Dynamics and its derivatives, which include hydrodynamic interactions, the BD simulations

can still be time-consuming. In particular, factors such as volume fraction and the number of particles

in the simulation cell can lead to a wide variation in computational time. Moreover, because we are

interested in measuring the probe’s average velocity, and we only have one probe particle per simulation

run, long and/or multiple runs are required to obtain good accuracy. Recall that for a time average done

over a period of M time steps, we have M velocities (for the probe particle) to average, which is a factor

of N smaller than if we were allowed to average over all N particles in the simulation cell3. Typical

3To obtain the average velocity, an initial time is subtracted from the run—the time it takes the system to reach steady-

state—and then a moving average (〈β〉 = (1/M)
PM+ζ−1

i=ζ
β(ti)) is performed over the rest of the run, with the time period

M∆t typically equal to 1000 simulation time units. The moving averages are then averaged together to obtain the final
average, as well as the deviation from the average.
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Figure 4.2: The effective microviscosity for a constant force probe, ηeff/η = Fx/6πηa〈Ux〉, plotted against
the Péclet number for different values of the suspension volume fraction. The open symbols/dashed lines
represent the Pe → 0 asymptotes (ηeff/η = D/Ds

∞(φ)) for volume fractions of 20%, 35%, and 45%
respectively [Ds

∞ data was obtained from separate pure Brownian (Pe = 0) simulations].

runs are for 5000 simulation time units (τ = a2/D for Pe ≤ 1 or τ = 6πηa2/F for Pe > 1) or longer.

Many of the simulations were done with 300 particles, with higher Péclet number runs often requiring

longer simulation cells (and correspondingly more particles) in order to accommodate the microstructural

deformation caused by the probe. Although the particles do not interact hydrodynamically, a probe

particle can affect itself due to the periodicity of the simulation cell through a long-ranged deformation

of the surrounding microstructure4. It is important to be aware of this effect and to size the simulation

cell accordingly (see Figure 4.4).
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4.4.1 Constant force

Simulations were done for a range of volume fractions, 0.20 ≤ φ ≤ 0.55, and Péclet numbers, 0.1 ≤ Pe =

Fa/kT ≤ 500, so as to study the effects of the Péclet number and the volume fraction upon the effective

microviscosity measured in active microrheology. Figure 4.2 shows the effective microviscosity (as given

by (4.12)) plotted against the Péclet number—the dimensionless force with which the probe is being

pulled—for the volume fractions studied: 20%, 35%, 45%, and 55% (see also Figure 4.3). The low Péclet

number asymptotes, from (4.17), are also shown for φ ≤ 0.45. The long-time self-diffusivity (Ds
∞) data

was independently obtained from separate pure Brownian (Pe = 0) simulations. At small Péclet number,

for volume fractions φ ≤ 0.45, there is a linear relation between the applied force and the velocity resulting

in a Newtonian plateau for the microviscosity, and the results approach the passive microrheology limit.

The effective microviscosity ‘force-thins’ as the Péclet number is increased as the probe deforms the

surrounding microstructure. This ‘force-thinning’ in the microrheological context is reminiscent of the

shear thinning found in macrorheological measurements of suspensions, and is consistent with the analysis

of Squires and Brady [23]. A second Newtonian plateau is achieved at large Péclet numbers.

The effective microviscosity of the dispersion with the highest volume fraction (φ = 0.55)

shows a qualitatively different behavior: this suspension appears to yield, resulting in a diverging viscosity

for the lower range of Péclet numbers. The freezing point for a hard-sphere suspension occurs at a volume

fraction φ ≈ 0.494 and the melting point at φ ≈ 0.545. It has been argued that such suspensions also

undergo a glass transition at a volume fraction between the freezing point and random close packing

(φ = 0.64). Our highest volume fraction (φ = 0.55) suspension is in a solid-like state and therefore

displays a very different behavior from that at lower volume fractions, which all corresponded to liquid-

like states. However, a probe moved with a strong force (high Pe) is able to ‘melt’ its local environment,

and thus the effective viscosity found at high Pe for φ = 0.55 starts to behave in a manner similar to

that at lower volume fractions.

One can gain a qualitative impression of the suspension behavior through microstructural

4The probe can leave a ‘trail’ that is almost free of particles, and the length of this region increases with increasing
Péclet number.
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Figure 4.4: Brownian Dynamics results for the average density (the x-y plane projection) around a probe
particle pulled with a constant force for φ = 0.35 for different values of the Péclet number. Total number
of particles used for the simulations is 300 for the top six (cubic boxes) and 600 for the bottom two
(for which the length/width/height ratio is 6/1/1). From left to right: top row: Pe = 0.1, 1, 5; second
row: Pe = 10, 25, 50; third row: Pe = 100; bottom row: Pe = 300. The images have been processed to
improve contrast—the green denotes the edge of the probe particle, with the light blue denoting higher
density areas and the red/magenta denoting lower density areas.

Figure 4.5: Brownian Dynamics results for the average density (the x-y plane projection) around a probe
particle pulled with a constant force for φ = 0.55 at Pe = 5 and Pe = 100. The number of particles used
in the simulation cell is 300. The images have been processed to improve contrast.
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density profiles relative to the probe (see Figures 4.4 and 4.5). The pictures shown are time averages of

the particle density around the probe (center), projected into the x-y plane (where x is the direction of

the force/motion of the probe) with the density averaged over the z direction. Close to equilibrium, a

probe in a 35% volume fraction suspension is almost equally likely to find a bath particle in any direction,

characteristic of liquids, thus the ring structure seen in the top row of Figure 4.4. However, at the highest

volume fraction (φ = 0.55) this is no longer the case (Figure 4.5, first picture), and the suspension is

clearly organized into a solid-like structure.

Figure 4.4 shows the different density profiles relative to the probe for a volume fraction of

35% at different Péclet numbers. For small Pe (top row), Brownian motion is strong enough to minimize

the effect of the probe, and the density is almost symmetric (as it would be at equilibrium). The break

in symmetry about the probe is clearly seen for Pe > 1, with the development of a high particle density

layer on the front of the probe particle (a sort of cap formed from bath particles, very clear in Figure

4.5 for the φ = 0.55, Pe = 100 case) and a low-density, cometlike wake behind the probe. The ‘force-

thinning’ of the microviscosity is a symptom of this change in the microstructure. The wake grows longer

as the Péclet number is increased, reflecting the decreasing ability of thermal/Brownian motion to heal

the microstructure. Squires and Brady [23] find that in the high Pe limit, the effect of the probe on

the microstructure of the dispersion is strongly localized to a thin convection-diffusion boundary layer

of thickness δ ∼ O(a/Pe) on the front of the probe (in which the pair distribution function g(r) is

greatly enhanced to a value of O(Pe)) and a trailing wake devoid of bath particles (g = 0). The reactive

force of the dispersion due to this deformation is O(kT/δ), or O(kT/a × Pe)—as large as the driving

force!—resulting in a finite value for the microviscosity in the limit of Pe→ ∞.

For φ = 0.55, the system is closely packed, solid-like, and displays yield behavior—forces

that are too small cannot break the probe particle out of its local ‘cage’ (see Figure 4.5 and note that

the figure for Pe = 5 corresponds to the time-averaged microstructure relative to the probe—clearly, the

probe hops quickly from site to site in the lattice, spending a relatively long time at a lattice site before

the next jump). A relatively large force (Péclet number) is required to ‘melt’ the local microstructure
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from Squires and Brady (2004).

and allow the probe to break free. This behavior is very interesting and is in accord to the observations

of Habdas and coworkers in their experiments [15], in which they studied the behavior of colloids close

to the glass transition. This type of yield behavior cannot be predicted by the simple analytical theories

used to date (which treat the system as liquid-like), but is captured in the simulations. Note that no

effort was made to study the effects of the direction of the external force relative to the suspension lattice

on the motion of the probe.

From Figure 4.2, we see that the volume fraction can have a very strong effect upon the

effective microviscosity: the data spans two orders of magnitude. It is desirable, if possible, to scale out

the volume fraction dependence and obtain an universal curve that is independent of φ, as this would

eliminate the necessity of making measurements at every volume fraction of interest. In the passive

microrheology regime, Brady [5] showed that the microviscosity is inversely proportional to the long-time
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self-diffusivity; D/Ds
∞ are the asymptotic limits at small Pe in Figure 4.2. Further, Brady [5] proposed

a simple model for Ds
∞:

Ds
∞ ≃ Ds

0(1 + 2φgeq(2;φ))−1, (4.20)

where Ds
0 is the short-time self-diffusivity, which in the absence of hydrodynamic interactions is just

the isolated particle Stokes-Einstein diffusivity D, and geq(2;φ) is the equilibrium value of the pair-

distribution function at particle-particle contact, which can be found from the Carnahan-Starling equation

of state:

geq(2;φ) =
1 − 1

2φ

(1 − φ)3
, φ ≤ 0.50. (4.21)

At high volume fractions, the long-time self-diffusivity behaves as Ds
∞/D

s
0 ∼ (φgeq(2;φ))−1, and as

the volume fractions used in our simulations enter this range, we shall use this as our scaling for the

microviscosity [although the Carnahan-Starling equation applies for φ ≤ 0.50, we use the same formula

for φ = 0.55—the value obtained is close to the one found for the metastable fluid branch using molecular

dynamics by Rintoul and Torquato [22], 7.96 from Carnahan-Starling versus 8.22 from simulations].

Physically, the term φgeq(2;φ) gives the number of particles contacting the probe.

In addition to scaling the effective viscosity we must also consider scaling the Péclet number,

which was defined based on the characteristic probe speed UF and Brownian speed UB = D/a, and may

therefore also be affected by the volume fraction. At low Pe the response time of the microstructure to

damage caused by the probe, which is on the scale of the particle radius a, scales with the long-time

self-diffusivity, τ ∼ a2/Ds
∞(φ). From our previous discussion, the mean velocity of the probe scales as

Ds
∞(φ)F/kT , and therefore the Péclet number is independent of the volume fraction, i.e. Pe = Fa/kT ,

at least for Pe up to order unity. For high Péclet number, however, the main contribution to the reactive

force, and therefore to the microviscosity, occurs in a thin boundary layer whose length scale is δ ∼ a/Pe.

In this case the response time of the microstructure depends on the time to diffuse this small length,

which is governed by the short-time self-diffusivity, Ds
0, rather than the long-time self-diffusivity. The

velocity of the probe is given by the product of the mobility and the difference between the external force
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and the reactive Brownian force (due to the deformation of the microstructure). At high Pe, the reactive

Brownian force is proportional to the number of bath particles which collide with the probe φg(2;φ) (and

φg(2;φ) ∼ Pe φgeq(2;φ)), and is therefore of the same order of magnitude as the driving force. This

results in a mean velocity of the probe that scales as UF ∼ (F/6πηa)[1 + Cφgeq(2;φ)]−1, where C is an

O(1) constant. Therefore, the correct Péclet number in the strong external forcing regime is given by

Pe = (Fa/kT )/(1 + Cφgeq(2;φ)), i.e., the rescaled Péclet number is a function of the volume fraction.

The factor φgeq(2;φ) varies from 0.35 to 2.09 for most of the range of volume fractions considered in this

study (4.5 for the 55% system); the combination (1 + Cφgeq(2;φ)) thus may give a weak to moderate

dependence on volume fraction. Furthermore, this will just cause a lateral shift in the data at high Pe

where they are already in the high-Pe Newtonian plateau and therefore would be hard to discern. Thus,

we shall not scale the Péclet number with φ at high Pe. The scaling of the Péclet number and the

microviscosity is discussed in more detail by Squires and Brady [23].

Although the effective microviscosity of the suspension contains a contribution from the

solvent, the relevant contribution is that caused by the microstructural deformation. Therefore we define

the microviscosity increment ∆ηmicro as

∆ηmicro =
ηeff

η
− 1, (4.22)

in order to focus on the effect of the microstructure. In Figure 4.6 we plot the microviscosity increment

scaled by φgeq(2;φ), as a function of the (unscaled) Péclet number. This scaling provides an impressive

collapse of the data—note that the scaled viscosity is now on a linear, rather than logarithmic, scale—

which shows the features observed before: low and high Péclet number Newtonian plateaus and force-

thinning at intermediate values of the Péclet number. In addition, we can see that even the high volume

fraction data (φ = 0.55), joins the universal curve at high Péclet number. At this point, the force on

the probe becomes strong enough to locally melt the microstructure and thus the suspension behaves

(locally) as a liquid. Plotted also is the dilute theory prediction of Squires and Brady [23] (solid line).

Qualitative and quantitative agreement between the scaled microviscosity increments is excellent for all
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volume fractions (other than φ = 0.55).

One of the main goals of this study is to compare micro- and macrorheological measure-

ments. Figure 4.7 shows the scaled microviscosity simulation data together with the dilute microrheology

theory prediction (solid line) of Squires and Brady [23], compared to data from both dilute theory [4]

(dashed line) and BD simulation results at matching volume fractions [11] (open symbols) for the macro-

viscosity. The shear viscosity increment, ∆ηmacro = ηmacro/η− 1− 2.5φ (both the solvent and Einstein’s

single-particle viscosity correction are removed), is plotted against a Péclet number based on the shear

rate, Pe = γ̇a2/Ds
∞, where γ̇ is the shear rate, and the long-time self-diffusivity is the appropriate dif-

fusivity for the microstructural relaxation5. In addition, the microviscosity increment is O(φ), while the

macroviscosity increment is O(φ2), and this has been taken into account when scaling the data. Qual-

itative (and perhaps even quantitative) agreement between the micro and macroviscosity increments is

very good. At low Péclet numbers (low shear, low force) both display a Newtonian plateau; as the Péclet

number is increased, the viscosity decreases—force-thinning in the microrheology case and shear-thinning

in the macrorheology case—until a second Newtonian plateau is reached at high Péclet numbers. While

this nearly quantitative agreement only applies to the viscosity increments, these reflect the underlying

microstructural dynamics responsible for force or stress. Therefore, even though the micro- and macrovis-

cosities are fundamentally different and correspond to distinct forcings, the viscosity increments evidently

reflect the same microstructural physics.

4.4.2 Constant velocity simulations

The comparison in Figure 4.7 is not proper in the sense that the microrheology data is measured at

fixed force, while the macrorheology data is at fixed shear rate. The correct comparison should be done

between the fixed velocity and the fixed shear rate systems, or between fixed force and fixed stress. In

macrorheology to leading order in φ (at the pair-level) the viscosity measured at fixed stress is the same

5In macrorheology, as in microrheology, at high Péclet number there is a boundary layer at particle-particle contact that
is responsible for the high Pe Newtonian plateau in the viscosity. The relaxation time for the boundary layer, and hence the
stress, is governed by the short-time self-diffusivity, which in the absence of hydrodynamic interactions is just the isolated
particle value. Thus, the Péclet number should not be scaled with φ at high Pe as was done in figure 4.6. This would cause
an indiscernible lateral shift in the data at high Pe and therefore has not been done in the figure.
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as at fixed shear rate, and it is therefore acceptable to compare to the dilute macrorheology theoretical

prediction. However, even at the pair level the two microrheology systems are different. Squires and

Brady [23] have shown that the effective microviscosity in the constant velocity case is larger than in

the constant force case (they predict a factor of 2 difference for equal-sized probes and bath particles),

essentially since at fixed velocity the probe must push its way past all the bath particles, while at fixed

force it can move sideways if necessary to get past a bath particle, and thereby experience less resistance.

Almog and Brenner [2] also found a difference for falling-ball rheometry (Pe→ ∞).

In Figure 4.8 the microviscosity increment obtained in the constant velocity case is plotted

along with the constant force results for a volume fraction of 35%. As mentioned in §4.2.2, the Péclet

number for the constant velocity case is defined based on the imposed velocity rather than the force,

Pe = Ua/D. We use the relative diffusivity between the bath and the probe, Dr, which is simply the

Stokes-Einstein diffusivity for an isolated particle in the constant velocity case (only the bath particles

diffuse), and twice that in the constant force case. The constant force data is also plotted as a function

of a velocity-based Péclet number, using the calculated average velocity of the probe. The qualitative

behavior is the same in both cases. The main difference is quantitative—the constant velocity system is

more dissipative as the probe has to force every bath particle it encounters away, which requires a stronger

push than the equivalent constant force probe. The ratio of viscosity increments is approximately 3/2

over the entire range of Péclet numbers, slightly lower than the factor of 2 predicted by the dilute theory.

As a final note, it is clear in microrheology that constant force and constant velocity prob-

ing are fundamentally (and observably) different. This then raises the question in macrorheology as to

whether constant shear rate and constant stress experiments are also different. It has generally been

assumed that the viscosities determined from the two situations are the same (for homogeneous defor-

mations with no shear banding), and indeed this can be shown to be true in the linear-response regime

(small Pe). In the nonlinear regime, however, it has not been proven that constant stress and constant

shear rate experiments give the same rheological behavior. The expectation that they do comes from the

fact that the shear rate fluctuations that exist in a constant stress experiment should decrease with the
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Figure 4.9: The averaged velocity fluctuations for the constant force system plotted against Pe = Fa/kT :
U‖ is the fluctuation in the velocity component parallel to the forcing direction; U⊥ is the fluctuation in
the velocity component transverse to the forcing direction.

system size and thus vanish in the thermodynamic limit. If the fluctuations do not vanish, say because

the system was near a critical point (near a yield stress, for example), then the two situations may be

different and their assumed equivalence should be reexamined.

4.4.3 Fluctuations: constant force microrheology

One of the advantages of microrheological techniques is that they allow the study of fluctuations in addi-

tion to averages. When the probe particle is much larger than the typical length scale of the surrounding

medium, as would be the case for a macrorheology experiment, the velocity fluctuations induced by the

surrounding suspension may not be observable. However, if the probe size is comparable to the medium

length scale, such fluctuations are important and can be considered as a type of non-continuum effect.

For some materials (e.g., living cells and other small or highly heterogeneous systems) the fluctuations



68

1.6

1.4

1.2

1

0.8

<
U

||U
||>

/<
U

⊥
U

⊥
>

0.1 1 10 100

Pe=Fa/kT

 φ=0.55

 φ=0.45

 φ=0.35

 φ=0.20

Figure 4.10: The averaged velocity fluctuations for the constant force system plotted against Pe = Fa/kT .
U‖ is the fluctuation in the velocity component parallel to the forcing direction; U⊥ is the fluctuation in
the velocity component transverse to the forcing direction. The dashed lines are the low and high Pe
asymptotic predictions given by the simple dilute theory.



69

in material properties may play a more significant role than the averages. Although we have not varied

the size of our probe for this study, we can examine the behavior of velocity fluctuations as a function

of Péclet number and volume fraction. For a constant external force the particle velocity will fluctuate,

both in the direction of mean motion and in the transverse directions.

In Figures 4.9 and 4.10, fluctuation results are shown for all volume fractions studied. Here,

U‖ is the fluctuation in the velocity component parallel (x) to the forcing direction and U⊥ is the fluctu-

ation in the velocity component transverse (y or z) to the forcing direction. The dimensionless sampling

time step is 0.001. The mean squared velocity fluctuations (non-dimensional) are shown in Figure 4.9. In

the case of the transverse fluctuations, there is an additional average over the two (identical) transverse

directions, i.e. 〈U⊥U⊥〉 = (〈UyUy〉 + 〈UzUz〉)/2. The mean squared velocity fluctuations decrease with

increasing forcing/Péclet number. There does not appear to be any significant difference between the

parallel and transverse directions at low Péclet number, but the results at high Pe show some difference,

which are clear when we examine the ratio 〈U‖U‖〉/〈U⊥U⊥〉 shown in Figure 4.10. The dashed lines in

this figure are the asymptotic limits given by the simple dilute theory of Squires and Brady [23]. The

increasing anisotropy with increasing Péclet number between the fluctuations oriented parallel versus

transverse to the imposed force is clear. At high Pe there is an increased probability of collisions on

the ‘front’ of the probe, and although these will partially contribute to transverse fluctuations (unless

the collision is perfectly ‘head-on’), they will mainly contribute to parallel fluctuations—leading to the

pronounced anisotropy.

The simulation results approach the dilute theory limit for high Péclet numbers, but it is

unclear whether the ratio will continue growing or will asymptote to the theory prediction. The relative

fluctuations are smaller for low Pe than for high Pe, as the dilute theory suggests, but are lower than

the Pe≪ 1 theoretical limit. The agreement at high Pe may be due to fluctuations in the Pe≫ 1 limit

caused mostly by collisions with particles in the high particle density shell on the front of the probe—the

boundary layer—, with a clear directionality (on the average) regardless of the overall concentration,

whereas in the small Pe limit the directionality of the collisions may be affected by the relatively large
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Figure 4.11: The two-particle problem: will two probes separated by some distance Rab between centers
experience attractive and/or repulsive interactions? Do probes moving side-by-side interact differently
from probes moving in a line (i.e., one probe following the other)?

concentrations present.

4.4.4 Interactions between probes

One can conceive of many interesting variations of these constant-force and constant-velocity problems.

In this next section we chose to look at interactions between pairs of probes (see Figure 4.11). We know

from the previous analysis that the images of the probe (recall that the simulation cell is repeated in all

directions) do not affect the results when the box is big enough. ‘Big enough’ means that the images are

separated by approximately five particle diameters or more in the transverse directions (to the motion),

and that the cell is long enough that the particle does not run into its own wake (which involves some trial-

and-error design). Therefore we can place two probes close to one another and examine their interactions

while neglecting their interactions with their images (given a ‘big enough’ cell). We choose to study what

happens to the interactions between two probes dragged with some constant velocity U (the same for

both probes) when the distance between them is such that they are creating an excluded volume (which

the surrounding particles cannot enter). We look at three different values of Pe, for distances ranging
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Figure 4.12: PeU = 1. The two probe particles are dragged with the same velocity, and the distance
between their centers is Rab = ∆y (they are separated in a direction transverse to the direction of travel).
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is between a radius and two radii approximately, and the interaction dies out for longer distances. The
force in the direction of travel is only slightly affected (the dashed red line represents the average force
obtained in the single probe problem) primarily in the region where the interactions switch from repulsive
to attractive.
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ranged. The dashed lines represent the respective average forces obtained from the single probe problem.

between contact and three radii apart in the y direction (transverse to motion), and with no relative

separation in the other two dimensions. As a reality check, we also test the case of one particle moving

behind the other, Rab = ∆x (no separation transverse to the direction of motion), to test the effect of

the wake upon the force required to move the trailing particle.

In Figure 4.12 we see the effect of separation distance upon the forces in the x and y direction.

Both probe particles move with the same velocity (PeU = 1), and the distance between their centers

is Rab (in the y direction, transverse to the direction of travel; it is 0 in the direction of travel), with

particle 1 ‘beneath’ particle 2. Rab = 2 corresponds to contact (distances are scaled by the particle

radius). The forces on this graph are the forces one is required to impose on the particles in order to

keep them moving with a constant velocity U = (U, 0, 0). A negative Fy therefore implies that a particle

is actually experiencing an upward-directed force (and vice versa). The particles are attracted to each
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Figure 4.16: Both: a comparison of the forces applied in the y direction for the three different cases of
probes separated by Rab = ∆y. Bottom: for simplicity, only one of the particles in each pair is shown.
Interactions are stronger for the smaller PeU , and appear to be slightly longer ranged.
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other when the separation about a particle radius or less, they repel each other when the separation is

between a radius and two radii approximately, and the interaction dies out for longer distances. The

force in the direction of travel is only slightly affected (the dashed red line represents the average force

obtained in the single probe problem), and that effect is localized to the region where the interactions

switch from repulsive to attractive.

Figure 4.17: Brownian dynamics results for the average density around a pair of probe particles pulled
with constant velocity for φ = 0.35 for PeU = Ua/D = 5. Pictures shown are of the x − y plane (x
is the flow direction). Shown are cases of different separations ∆y (transverse to the motion) between
the probes. Total number of particles used for the simulations is 300. The very top picture is of the
single probe problem (constant velocity) for PeU = 5, for comparison. From left to right: top row:
Rab = ∆y = 2, 2.5, 3, 3.5; bottom row: Rab = ∆y = 4, 4.25, 4.5, 5. Rab is the distance between particle
centers, therefore Rab = 2 indicates contact. The particles attract each other for Rab = 2, 2.5, repel
each other when the separation is greater, up to Rab < 4.25, and do not have significant interactions for
Rab ≥ 4.25.

Figures 4.13 and 4.14 illustrate the cases of PeU = 5 and PeU = 10 respectively, for which
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Figure 4.18: Left: a comparison of the forces applied in the direction of travel for the different cases of
probes separated by Rab = ∆y and probes separated by some Rab = ∆x in the direction of travel. Fx is
the same for both particles in the pair when ∆x = 0, but not when one of the particles is moving behind
the other close enough to be affected by the lower density region in the wake, especially when the trailing
particle is directly behind the other. Thus the particle that is following (the solid rhombus) requires a
smaller applied force to achieve the same velocity because it is subject to less resistance. Right: when
Rab = ∆x (∆y = ∆z = 0), the symmetry in y results in Fy being the same for both particles.

the interactions between the particles are similar in character, but not magnitude. In Figures 4.15 and

4.16 we see a comparison between the three different cases, for the forces in the direction of travel Fx and

the forces directed along the line of centers Fy. Force-thinning is seen in the difference in Fx, with the

lower Péclet results corresponding to higher microviscosities. The same trend is seen for the interaction

force, with the particles in the PeU = 1 case experiencing the strongest interactions. It also appears that

the forces at lower Péclet are slightly longer ranged, although in all three cases the interactions appear

to asymptote to the undisturbed (single probe) value for separations greater than one particle diameter.

The corresponding density pictures are shown in Figure 4.17.

Finally, when one probe trails the other, we can see the strong effect upon the mobility of the

trailing particle (see Figure 4.18). Compared to the previous case, for the probes separated by Rab = ∆y

at PeU = 10, the probes separated by some Rab = ∆x 6= 0 in the direction of travel do not need the same

applied force Fx to move with the same velocity. This force is the same for both particles in the pair

when ∆x = 0, but not when one of the particles is moving behind the other close enough to be affected
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Figure 4.19: Brownian dynamics results for the average density around a pair of probe particles pulled
with constant velocity for φ = 0.35 and PeU = Ua/D = 10. The probes are separated by one particle
diameter in the flow direction (one probe is trailing the other). Total number of particles used for the
simulations is 300. Pictures shown are of the x− y plane (x is the flow direction).

by the lower density region in the wake. The particle that is following requires a smaller applied force to

achieve the same velocity because it is subject to less resistance. However, the symmetry in y results in

Fy being the same for both particles. An example of a density profile for the trailing probe case is shown

in Figure 4.19. It is logical to assume that if one were to fully examine the parameter space, allowing

particles to be separated by some ∆x 6= 0 and ∆y 6= 0, one could map out some very rich behavior linked

to depletion interactions.

4.5 Conclusions

Microrheology presents great opportunities in the study of complex materials—from biomaterials to

colloids to gels—but it also presents great challenges in terms of reconciling its results with those of

traditional macrorheology. This has in many respects limited the use of microrheology to the fairly well

understood ‘passive’ regime of unforced probes, which only measures the linear viscoelastic properties of

the material. However, the recent theoretical analyses by Squires and Brady [23] and Khair and Brady

[18] have extended our understanding of microrheology in colloidal dispersions to the nonlinear, ‘active’

regime. The work shown here complements these theoretical analyses, presenting a study of active

microrheology in colloids of finite and high volume fractions and providing a check on the theoretical

predictions. The colloidal system chosen was well-defined and studied, allowing for a comparison to

macrorheological results.

The agreement between the simple theory [23] and the simulation results was very good
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for the effective viscosity data, although there was no clear agreement and some differences between the

relative fluctuations measured at finite volume fractions versus the dilute regime. The simulations also

agreed with the theoretical analysis in showing that the viscosity measured when the probe is dragged

with a constant velocity is consistently higher than in the constant force case, symptomatic of the greater

resistance encountered when the probe cannot deviate from its path and has to force all bath particles

out of its way. The simple theory also provided an excellent guide in terms of scaling, allowing us to

collapse the effective microviscosity increment data for different volume fractions onto a single universal

curve (with the exception of the high volume fraction, 55%, case, for Pe < 100). The apparent yield

behavior shown by the 55% dispersion was also seen in experiments at high volume fractions [15]; it is

not an effect that can be predicted by the simple dilute theory.

When interpreted as an effective viscosity, the microrheological measurements show force-

thinning that closely resembles the shear-thinning of the macroviscosity for sheared suspensions. One of

the most reassuring conclusions of this study is that the effective viscosity measured by microrheology

shows the same qualitative (and almost quantitative) behavior as the viscosity measured using traditional

rheology. However, one must take into consideration the different volume fraction scalings (in particular,

the relevant dilute theories show that the microviscosity scales with φ, while the macroviscosity scales

with φ2). Yet, with the correct scaling, the quantitative differences are small, despite the fact that the two

are fundamentally different—dipole versus quadrupole forcing. Evidently the essence of microstructural

deformation and relaxation is captured by both micro and macro measurements. The microrheological

studies also show a clear distinction between constant force and constant velocity probes, raising the

question as to whether this distinction—constant shear rate vs. constant stress—is also manifest in

nonlinear macrorheology.

The Brownian dynamics simulations have also allowed us to study the interactions between

neighboring probe particles. When the particles are close enough to create a volume excluded to bath

particles, the probes can attract or repel each other depending on the separation distance (when the

separation is transverse to the direction of motion). A probe landing in another’s wake will also experience
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a greater mobility, and therefore requires a smaller force to achieve the same velocity—it will therefore

be attracted to the probe it is trailing. The effect of one probe upon another can be quite significant and

shows the importance of the microstructural deformation upon the motion of any (probe) particle and

therefore upon the measured microviscosity.

The current study ignored the effect of hydrodynamic interactions. However, we know

from the behavior in macrorheological experiments and the theoretical work of Khair and Brady [18]

that such interactions play an important role at higher Péclet numbers, where they result in force (or

shear)-thickening. It would be interesting to perform the analogous microrheological simulations with

hydrodynamics included and compare with their theoretical predictions as well as to macrorheology

results. One can also consider the effects of factors such as the probe size (relative to the bath particles),

size polydispersity in general, and interactions between multiple probes in further detail—these and

other parameters may be very important in the microrheology context. Microrheology measurements are

more strongly affected by the character of the material and the particulars of the probing method than

the equivalent macrorheology measurements: on the positive side, this indicates that microrheological

techniques can be quite sensitive. However, one should keep in mind, when comparing between micro and

macro, that current microrheology measurements and techniques focus on obtaining the microviscosity, a

scalar quantity, and cannot provide the full stress tensor for the material (at least with a single spherical

particle). At the very least, microrheology can be used to provide information complementary to that

obtained by macrorheology techniques and merits further study and development.
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Table 4.1: The constant-force results for φ = 0.20. The microviscosity is defined by ηmicro =
(F/6πηa〈U〉 − 1)/φg(2;φ) (using the Carnahan-Starling approximation for g); PeF = Fa/kT is the
force-based Péclet number and the mean velocity is non-dimensionalized by F/6πηa. (φg(2;φ) = 0.3516)

PeF 〈U〉 ηeff/η − 1 ηmicro

0.20 0.6093± 0.0832 0.6706± 0.2173 1.9074± 0.6182
0.50 0.6397± 0.0315 0.5669± 0.0761 1.6124± 0.2165
1.00 0.6462± 0.0197 0.5489± 0.0475 1.5614± 0.1350
2.00 0.6681± 0.0159 0.4976± 0.0355 1.4153± 0.1009
5.00 0.6795± 0.0161 0.4726± 0.0358 1.3443± 0.1018
10.00 0.7134± 0.0070 0.4019± 0.0137 1.1433± 0.0390
20.00 0.7515± 0.0071 0.3308± 0.0126 0.9409± 0.0358
25.00 0.7554± 0.0089 0.3239± 0.0155 0.9214± 0.0441
50.00 0.7681± 0.0063 0.3021± 0.0107 0.8593± 0.0305
100.00 0.7820± 0.0102 0.2790± 0.0167 0.7936± 0.0476
200.00 0.7921± 0.0051 0.2625± 0.0082 0.7467± 0.0233
300.00 0.8060± 0.0093 0.2408± 0.0143 0.6850± 0.0406

Table 4.2: Simulation details for the φ = 0.20 constant-force runs. The Péclet number is PeF = Fa/kT ,
Np indicates the number of particles in the cell (including the probe particle), Lx, Ly, and Lz are the
dimensions of the simulation cell, τrun gives the run-length, and the time step used is ∆t = 0.0001.

PeF Np Lx Ly = Lz τrun

0.20 300 18.453 18.453 5000.0
0.50 300 18.453 18.453 5000.0
1.00 300 18.453 18.453 5000.0
2.00 300 18.453 18.453 5000.0
5.00 300 18.453 18.453 5000.0
10.00 300 18.453 18.453 5000.0
20.00 300 18.453 18.453 5000.0
25.00 300 18.453 18.453 5000.0
50.00 500 55.129 13.782 5000.0
100.00 500 55.129 13.782 5000.0
200.00 600 76.766 12.794 5000.0
300.00 600 76.766 12.794 5000.0
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Table 4.3: The constant-force results for φ = 0.35. The microviscosity is defined by ηmicro =
(F/6πηa〈U〉 − 1)/φg(2;φ) (using the Carnahan-Starling approximation for g); PeF = Fa/kT is the
force-based Péclet number and the mean velocity is non-dimensionalized by F/6πηa. (φg(2;φ) = 1.0514)

PeF 〈U〉 ηeff/η − 1 ηmicro

0.10 0.3264± 0.1434 1.4564± 90.0734 1.3852± 85.6672
0.20 0.2859± 0.1017 3.1353± 1.9223 2.9819± 1.8283
0.30 0.5118± 0.1208 1.1071± 0.6716 1.0530± 0.6388
0.40 0.3747± 0.0568 1.7320± 0.4201 1.6473± 0.3995
0.50 0.4312± 0.0404 1.3403± 0.2239 1.2747± 0.2130
1.00 0.4068± 0.0362 1.4781± 0.2272 1.4058± 0.2160
2.00 0.4343± 0.0232 1.3091± 0.1235 1.2451± 0.1175
5.00 0.4300± 0.0131 1.3275± 0.0729 1.2626± 0.0693
10.00 0.4531± 0.0076 1.2076± 0.0374 1.1485± 0.0356
25.00 0.5143± 0.0093 0.9451± 0.0349 0.8989± 0.0332
50.00 0.5699± 0.0109 0.7553± 0.0337 0.7184± 0.0321
100.00 0.5611± 0.0081 0.7826± 0.0256 0.7443± 0.0243
200.00 0.5890± 0.0096 0.6981± 0.0277 0.6640± 0.0263
300.00 0.5972± 0.0077 0.6748± 0.0219 0.6418± 0.0208
400.00 0.5998± 0.0088 0.6675± 0.0249 0.6349± 0.0237
500.00 0.6007± 0.0150 0.6659± 0.0413 0.6333± 0.0393

Table 4.4: Simulation details for the φ = 0.35 constant-force runs. The Péclet number is PeF = Fa/kT ,
Np indicates the number of particles in the cell (including the probe particle), Lx, Ly, and Lz are the
dimensions of the simulation cell, τrun gives the run-length, and the time step used is ∆t = 0.0001.

PeF Np Lx Ly = Lz τrun

0.10 300 15.313 15.313 5000.0
0.20 300 15.313 15.313 5000.0
0.30 300 15.313 15.313 5000.0
0.40 300 15.313 15.313 5000.0
0.50 300 15.313 15.313 5000.0
1.00 300 15.313 15.313 5000.0
2.00 300 15.313 15.313 5000.0
5.00 300 15.313 15.313 5000.0
10.00 300 15.313 15.313 5000.0
25.00 300 15.313 15.313 5000.0
50.00 300 15.313 15.313 5000.0
100.00 1000 106.171 10.617 5000.0
200.00 500 53.086 10.617 5000.0
300.00 600 63.703 10.617 5000.0
400.00 1000 106.171 10.617 5000.0
500.00 1000 106.171 10.617 5000.0
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Table 4.5: The constant-force results for φ = 0.45. The microviscosity is defined by ηmicro =
(F/6πηa〈U〉 − 1)/φg(2;φ) (using the Carnahan-Starling approximation for g); PeF = Fa/kT is the
force-based Péclet number and the mean velocity is non-dimensionalized by F/6πηa. (φg(2;φ) = 2.0962)

PeF 〈U〉 ηeff/η − 1 ηmicro

0.50 0.1849± 0.0670 5.0691± 1.9421 2.4183± 0.9265
1.00 0.1985± 0.0188 4.0805± 0.4694 1.9467± 0.2240
2.00 0.2159± 0.0316 3.7365± 0.7316 1.7825± 0.3490
5.00 0.2314± 0.0173 3.3453± 0.3148 1.5959± 0.1502
10.00 0.2492± 0.0111 3.0202± 0.1765 1.4408± 0.0842
25.00 0.3244± 0.0120 2.0866± 0.1159 0.9954± 0.0553
50.00 0.3851± 0.0054 1.5972± 0.0360 0.7620± 0.0172
100.00 0.4163± 0.0085 1.4033± 0.0493 0.6695± 0.0235
200.00 0.4275± 0.0080 1.3399± 0.0440 0.6392± 0.0210
300.00 0.4179± 0.0040 1.3932± 0.0231 0.6647± 0.0110

Table 4.6: Simulation details for the φ = 0.45 constant-force runs. The Péclet number is PeF = Fa/kT ,
Np indicates the number of particles in the cell (including the probe particle), Lx, Ly, and Lz are the
dimensions of the simulation cell, τrun gives the run-length, and the time step used is ∆t = 0.0001.

PeF Np Lx Ly = Lz τrun

0.50 300 14.082 14.082 5000.0
1.00 300 14.082 14.082 5000.0
2.00 300 14.082 14.082 5000.0
5.00 300 14.082 14.082 5000.0
10.00 300 14.082 14.082 5000.0
25.00 300 14.082 14.082 5000.0
50.00 300 14.082 14.082 5000.0
100.00 300 22.354 11.177 5000.0
200.00 400 39.056 9.764 5000.0
300.00 600 58.584 9.764 5000.0

Table 4.7: The constant-force results for φ = 0.55. The microviscosity is defined by ηmicro =
(F/6πηa〈U〉 − 1)/φg(2;φ) (using the Carnahan-Starling approximation for g); PeF = Fa/kT is the
force-based Péclet number and the mean velocity is non-dimensionalized by F/6πηa. (φg(2;φ) = 4.3759)

PeF 〈U〉 ηeff/η − 1 ηmicro

5.00 0.0021± 0.0101 59.6430± 8549.3746 13.6300± 1953.7599
10.00 0.0114± 0.0059 168.5457± 5303.4833 38.5172± 1211.9873
15.00 0.0079± 0.0098 −62.5029± 6223.4379 −14.2836± 1422.2214
25.00 0.0963± 0.0309 11.1079± 5.9453 2.5385± 1.3587
50.00 0.1453± 0.0106 5.9178± 0.4984 1.3524± 0.1139
100.00 0.2473± 0.0104 3.0514± 0.1674 0.6973± 0.0383
200.00 0.2252± 0.0051 3.4427± 0.1006 0.7867± 0.0230
300.00 0.2427± 0.0006 3.1205± 0.0097 0.7131± 0.0022
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Table 4.8: Simulation details for the φ = 0.55 constant-force runs. The Péclet number is PeF = Fa/kT ,
Np indicates the number of particles in the cell (including the probe particle), Lx, Ly, and Lz are the
dimensions of the simulation cell, τrun gives the run-length, and the time step used is ∆t = 0.0001.

PeF Np Lx Ly = Lz τrun

5.00 300 13.171 13.171 5000.0
10.00 300 13.171 13.171 5000.0
15.00 300 13.171 13.171 5000.0
25.00 300 13.171 13.171 5000.0
50.00 300 13.171 13.171 5000.0
100.00 300 13.171 13.171 5000.0
200.00 300 27.397 9.132 5000.0
300.00 500 39.349 9.837 5000.0

Table 4.9: The constant-velocity results for φ = 0.35. The microviscosity is defined by ηmicro =
(〈F 〉/6πηaU − 1)/φg(2;φ) (using the Carnahan-Starling approximation for g); PeU = Ua/D is the
velocity-based Péclet number and the mean force is non-dimensionalized by 6πηaU . (φg(2;φ) = 1.0514)

PeU 〈F 〉 ηeff/η − 1 ηmicro

0.10 3.1063± 0.3627 2.1063± 0.3627 2.0032± 0.3450
0.30 3.1114± 0.1421 2.1114± 0.1421 2.0081± 0.1352
1.00 2.9548± 0.0498 1.9548± 0.0498 1.8592± 0.0474
5.00 2.4950± 0.0362 1.4950± 0.0362 1.4219± 0.0345
10.00 2.3071± 0.0218 1.3071± 0.0218 1.2431± 0.0207
13.00 2.2183± 0.0240 1.2183± 0.0240 1.1587± 0.0228
28.30 2.0933± 0.0236 1.0933± 0.0236 1.0398± 0.0225
50.00 2.0145± 0.0205 1.0145± 0.0205 0.9649± 0.0195
100.00 1.9638± 0.0186 0.9638± 0.0186 0.9167± 0.0177

Table 4.10: Simulation details for the φ = 0.35 constant-velocity runs. The Péclet number is PeU =
Ua/D, Np indicates the number of particles in the cell (including the probe particle), Lx, Ly, and Lz are
the dimensions of the simulation cell, τrun gives the run-length, and the time step used is ∆t = 0.0001.

PeU Np Lx Ly = Lz τrun

0.10 300 15.313 15.313 5000.0
0.30 300 15.313 15.313 5000.0
1.00 300 15.313 15.313 5000.0
5.00 300 15.313 15.313 5000.0
10.00 300 31.851 10.617 5000.0
13.00 300 31.851 10.617 5000.0
28.30 300 38.585 9.646 5000.0
50.00 400 49.280 9.856 5000.0
100.00 1000 106.171 10.617 5000.0
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Table 4.11: The constant-velocity results for PeU = 1. The microviscosity is defined by ηmicro =
(〈F 〉/6πηaU − 1)/φg(2;φ) (using the Carnahan-Starling approximation for g); PeU = Ua/D is the
velocity-based Péclet number and the mean force is non-dimensionalized by 6πηaU .

φ 〈F 〉 ηeff/η − 1 ηmicro

0.15 1.5797± 0.0384 0.5797± 0.0384 2.5658± 0.1700
0.35 2.9548± 0.0498 1.9548± 0.0498 1.8592± 0.0474

Table 4.12: The constant-velocity results for PeU = 5. The microviscosity is defined by ηmicro =
(〈F 〉/6πηaU − 1)/φg(2;φ) (using the Carnahan-Starling approximation for g); PeU = Ua/D is the
velocity-based Péclet number and the mean force is non-dimensionalized by 6πηaU .

φ 〈F 〉 ηeff/η − 1 ηmicro

0.15 1.4439± 0.0233 0.4439± 0.0233 1.9647± 0.1031
0.25 1.8664± 0.0148 0.8664± 0.0148 1.6709± 0.0285
0.35 2.4950± 0.0362 1.4950± 0.0362 1.4219± 0.0345
0.45 3.8624± 0.0448 2.8624± 0.0448 1.3655± 0.0214
0.55 6.7257± 0.2983 5.7257± 0.2983 1.3085± 0.0682

Table 4.13: Simulation details for the PeU = 1 and PeU = 5 constant-velocity runs. The Péclet number
is PeU = Ua/D, φ the volume fraction, Np indicates the number of particles in the cell (including the
probe particle), Lx, Ly, and Lz are the dimensions of the simulation cell, τrun gives the run-length, and
the time step used is ∆t = 0.0001.

PeU φ Np Lx Ly = Lz τrun

1 0.15 500 60.678 15.169 5000.0
1 0.35 300 15.313 15.313 5000.0
5 0.15 500 60.678 15.169 5000.0
5 0.25 300 35.632 11.877 5000.0
5 0.35 300 15.313 15.313 5000.0
5 0.45 300 14.082 14.082 5000.0
5 0.55 300 13.171 13.171 5000.0

Table 4.14: The long-time self-diffusivity Ds
∞ for a Brownian suspension (Pe = 0) as a function of

volume fraction. The long-time self-diffusivity is scaled by the Stokes-Einstein diffusivity D; the results
were obtained for systems of 300 particles.

φ Ds
∞

0.10 0.8524
0.20 0.6821
0.30 0.5098
0.35 0.4185
0.40 0.3192
0.50 0.1237
0.55 0.0267
0.60 0.0082



88

Table 4.15: The constant-force velocity fluctuation results for φ = 0.20. The velocities (fluctuations
thereof) are non-dimensionalized by F/6πηa. U ′ indicates a fluctuation in the direction of the applied
force; V ′ indicates fluctuations in the (2) directions transverse to the external force. The sampling time
step is 0.001.

PeF 〈U ′U ′〉 〈V ′V ′〉 〈U ′U ′〉/〈V ′V ′〉
0.20 1125.8463 1114.5635 1.0101
0.50 179.7960 181.2289 0.9921
1.00 45.8433 46.0628 0.9952
2.00 16.9768 17.4376 0.9736
5.00 5.4923 5.3891 1.0192
10.00 2.7799 2.5087 1.1081
20.00 1.5130 1.2858 1.1767
25.00 1.3073 1.0499 1.2451
50.00 0.8426 0.6484 1.2995
100.00 0.5527 0.3831 1.4426
200.00 0.3730 0.2416 1.5441
300.00 0.2349 0.1591 1.4765

Table 4.16: The constant-force velocity fluctuation results for φ = 0.35. The velocities (fluctuations
thereof) are non-dimensionalized by F/6πηa. U ′ indicates a fluctuation in the direction of the applied
force; V ′ indicates fluctuations in the (2) directions transverse to the external force. The sampling time
step is 0.001.

PeF 〈U ′U ′〉 〈V ′V ′〉 〈U ′U ′〉/〈V ′V ′〉
0.10 12846.5642 12888.0204 0.9968
0.20 3225.4347 3213.9103 1.0036
0.30 1421.5845 1433.7603 0.9915
0.40 807.3519 806.6959 1.0008
0.50 516.3829 516.5483 0.9997
1.00 129.5296 130.2489 0.9945
2.00 47.5806 47.8086 0.9952
5.00 13.3595 13.5969 0.9825
10.00 5.9671 5.8075 1.0275
25.00 2.6173 2.3109 1.1326
50.00 1.5575 1.2570 1.2391
100.00 1.0876 0.7890 1.3783
200.00 0.7016 0.4890 1.4346
400.00 0.4771 0.3250 1.4678
500.00 0.4235 0.2819 1.5021
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Table 4.17: The constant-force velocity fluctuation results for φ = 0.45. The velocities (fluctuations
thereof) are non-dimensionalized by F/6πηa. U ′ indicates a fluctuation in the direction of the applied
force; V ′ indicates fluctuations in the (2) directions transverse to the external force. The sampling time
step is 0.001.

PeF 〈U ′U ′〉 〈V ′V ′〉 〈U ′U ′〉/〈V ′V ′〉
0.50 977.0603 973.4298 1.0037
1.00 244.0539 244.5653 0.9979
2.00 90.5158 90.8341 0.9965
5.00 24.7579 24.9001 0.9943
10.00 10.1160 10.1746 0.9942
25.00 3.9420 3.6890 1.0686
50.00 2.2340 2.0001 1.1169
100.00 1.4160 1.1569 1.2240
200.00 0.9490 0.7023 1.3513
300.00 0.7295 0.5357 1.3619

Table 4.18: The constant-force velocity fluctuation results for φ = 0.55. The velocities (fluctuations
thereof) are non-dimensionalized by F/6πηa. U ′ indicates a fluctuation in the direction of the applied
force; V ′ indicates fluctuations in the (2) directions transverse to the external force. The sampling time
step is 0.001.

PeF 〈U ′U ′〉 〈V ′V ′〉 〈U ′U ′〉/〈V ′V ′〉
5.00 33.1619 39.7972 0.8333
10.00 14.2130 15.1365 0.9390
15.00 9.8197 8.7059 1.1279
25.00 5.9874 5.0855 1.1773
50.00 3.4067 3.2087 1.0617
100.00 1.8441 1.6130 1.1433
200.00 1.2724 1.0310 1.2342
300.00 0.9958 0.7257 1.3722
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Table 4.19: The constant-velocity two-particle results for PeU = 1, φ = 0.35. The mean forces are
non-dimensionalized by 6πηaU . x is the direction in which the probe particles are traveling, y is the
direction (transverse to this motion) in which we choose to separate them. The centers of the particles
are separated by a distance Rab in the y direction, but not in x or z—thus, the center-to-center distance
is Rab. (Rab = 2 corresponds to contact.) The forces in this table are the forces that are imposed on the
particles to keep them moving with a constant velocity U = (U, 0, 0). Superscripts 1 and 2 are used to
indicate particles 1 and 2 respectively, with particle 1 being at a lower y than particle 2.

Rab 〈F 1
x 〉 〈F 1

y 〉 〈F 2
x 〉 〈F 2

y 〉
2.00 2.9482± 0.0454 −2.0286± 0.0380 2.9203± 0.0290 1.9745± 0.0589
2.50 3.1000± 0.0455 −1.2487± 0.0501 3.0741± 0.0828 1.2667± 0.0470
3.00 3.1956± 0.0465 −0.4202± 0.0461 3.2321± 0.0701 0.4321± 0.0644
3.50 3.2142± 0.0525 0.4486± 0.0548 3.2007± 0.0700 −0.4464± 0.0690
4.00 3.0241± 0.0164 0.5228± 0.0270 3.0149± 0.0367 −0.5988± 0.0394
4.50 3.0290± 0.0450 −0.1722± 0.0642 3.0039± 0.0384 0.1996± 0.0517
5.00 3.0751± 0.0273 −0.1041± 0.0776 2.9794± 0.0357 0.0156± 0.0267

Table 4.20: Simulation details for the PeU = 1, φ = 0.35 two-particle runs. The center-to-center distance
between the two probes is Rab = ∆y and τrun gives the run-length. All simulations used Np = 300
particles in the cell (including the probe particles), with Lx = Ly = Lz = 15.313 as the dimensions of
the simulation cell; the time step used is ∆t = 0.0001.

Rab τrun

2.00 4790.0
2.50 5595.0
3.00 4786.0
3.50 4063.0
4.00 5000.0
4.50 5589.0
5.00 5000.0

Table 4.21: The constant-velocity two-particle results for PeU = 5, φ = 0.35. The mean forces are
non-dimensionalized by 6πηaU . x is the direction in which the probe particles are traveling, y is the
direction (transverse to this motion) in which we choose to separate them. The centers of the particles
are separated by a distance Rab in the y direction, but not in x or z—thus, the center-to-center distance
is Rab. (Rab = 2 corresponds to contact.) The forces in this table are the forces that are imposed on the
particles to keep them moving with a constant velocity U = (U, 0, 0). Superscripts 1 and 2 are used to
indicate particles 1 and 2 respectively, with particle 1 being at a lower y than particle 2.

Rab 〈F 1
x 〉 〈F 1

y 〉 〈F 2
x 〉 〈F 2

y 〉
2.00 2.4835± 0.0209 −0.4644± 0.0245 2.4663± 0.0413 0.4805± 0.0118
2.50 2.6020± 0.0396 −0.2421± 0.0280 2.6157± 0.0244 0.2527± 0.0201
3.00 2.6814± 0.0166 0.0313± 0.0281 2.7044± 0.0264 −0.0301± 0.0159
3.50 2.7036± 0.0260 0.3286± 0.0287 2.7239± 0.0260 −0.3304± 0.0259
4.00 2.5617± 0.0173 0.2061± 0.0207 2.5328± 0.0409 −0.2042± 0.0469
4.25 2.5410± 0.0241 −0.0159± 0.0372 2.5374± 0.0529 0.0281± 0.0239
4.50 2.5848± 0.0250 −0.0367± 0.0224 2.5737± 0.0315 0.0297± 0.0327
5.00 2.5616± 0.0214 0.0563± 0.0179 2.5648± 0.0344 −0.0300± 0.0221
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Table 4.22: Simulation details for the PeU = 5, φ = 0.35 two-particle runs. The center-to-center distance
between the two probes is Rab = ∆y and τrun gives the run-length. All simulations used Np = 300
particles in the cell (including the probe particles), with Lx = Ly = Lz = 15.313 as the dimensions of
the simulation cell; the time step used is ∆t = 0.0001.

Rab τrun

2.00 5000.0
2.50 5000.0
3.00 5000.0
3.50 5000.0
4.00 5000.0
4.25 5000.0
4.50 5000.0
5.00 5000.0

Table 4.23: The constant-velocity two-particle results for PeU = 10, φ = 0.35. The mean forces are
non-dimensionalized by 6πηaU . x is the direction in which the probe particles are traveling, y is the
direction (transverse to this motion) in which we choose to separate them. The centers of the particles
are separated by a distance Rab in the y direction, but not in x or z—thus, the center-to-center distance
is Rab. (Rab = 2 corresponds to contact.) The forces in this table are the forces that are imposed on the
particles to keep them moving with a constant velocity U = (U, 0, 0). Superscripts 1 and 2 are used to
indicate particles 1 and 2 respectively, with particle 1 being at a lower y than particle 2.

Rab 〈F 1
x 〉 〈F 1

y 〉 〈F 2
x 〉 〈F 2

y 〉
2.00 2.3408± 0.0221 −0.2959± 0.0181 2.3379± 0.0218 0.3026± 0.0150
2.50 2.4405± 0.0202 −0.1097± 0.0212 2.4628± 0.0174 0.1510± 0.0221
3.00 2.5016± 0.0222 0.0878± 0.0308 2.5168± 0.0279 −0.1138± 0.0179
3.50 2.5102± 0.0285 0.2794± 0.0251 2.4853± 0.0207 −0.2851± 0.0331
4.00 2.3766± 0.0218 0.1362± 0.0191 2.3890± 0.0214 −0.1177± 0.0242
4.50 2.4101± 0.0203 0.0001± 0.0242 2.3833± 0.0176 −0.0069± 0.0135
5.00 2.3921± 0.0272 0.0106± 0.0203 2.3768± 0.0307 −0.0598± 0.0215

Table 4.24: Simulation details for the PeU = 10, φ = 0.35 two-particle runs. The center-to-center
distance between the two probes is Rab = ∆y and τrun gives the run-length. All simulations used
Np = 300 particles in the cell (including the probe particles), with Lx = 24.307 and Ly = Lz = 12.154 as
the dimensions of the simulation cell; the time step used is ∆t = 0.0001.

Rab τrun

2.00 5000.0
2.50 5000.0
3.00 5000.0
3.50 5000.0
4.00 5000.0
4.50 5000.0
5.00 5000.0
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Table 4.25: The constant-velocity two-particle results for PeU = 10, φ = 0.35. The mean forces are non-
dimensionalized by 6πηaU . x is the direction in which the probe particles are traveling, y is one of the
directions transverse to this motion. The centers of the particles are separated by a distance Rab in the x
direction, but not in y or z—thus, the center-to-center distance is Rab. (Rab = 2 corresponds to contact.)
The forces in this table are the forces that are imposed on the particles to keep them moving with a
constant velocity U = (U, 0, 0). Superscripts 1 and 2 are used to indicate particles 1 and 2 respectively,
with particle 1 trailing particle 2.

Rab 〈F 1
x 〉 〈F 1

y 〉 〈F 2
x 〉 〈F 2

y 〉
2.00 1.0677± 0.0034 0.0069± 0.0160 2.3260± 0.0282 0.0131± 0.0228
3.00 1.2785± 0.0102 −0.0054± 0.0253 2.2919± 0.0233 0.0241± 0.0328
4.00 1.6035± 0.0370 −0.0120± 0.0286 2.2840± 0.0259 −0.0151± 0.0235
5.00 1.8169± 0.0326 −0.0006± 0.0115 2.2929± 0.0225 0.0176± 0.0259

Table 4.26: Simulation details for the PeU = 10, φ = 0.35 two-particle runs. The center-to-center
distance between the two probes is Rab = ∆x and τrun gives the run-length. All simulations used
Np = 300 particles in the cell (including the probe particles), with Lx = 31.851 and Ly = Lz = 10.617 as
the dimensions of the simulation cell; the time step used is ∆t = 0.0001.

Rab τrun

2.00 5000.0
3.00 5000.0
4.00 5000.0
5.00 5000.0
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Chapter 5

Conclusions

In chapters 2 and 3 we have shown two examples of instability mechanisms that may affect suspensions and

other complex fluids that share similar characteristics. In chapter 2 we analyzed an interfacial instability

that was driven by a jump in the second normal stress difference across that interface. We found that such

a jump in the normal stresses can lead to a growing instability transverse to the main flow, and think that

this mechanism may explain the instability that leads to the band formation in the viscous suspension

experiments of Tirumkudulu and coworkers [5], although since the experimental observations are for

fully-developed and nonlinear effects a direct comparison is not possible. The cylindrical geometry of the

experiments would also add other complications. Our analysis found that the most unstable wavelength

was typically on the order of the thickness of the suspension layer, with the growth rate proportional to

the shear rate and the second normal stress difference [1].

In chapter 3 we analyzed an instability driven by the stratification of density within a flowing

suspension. In a non-neutrally buoyant suspension, the shearing motion generates a density profile that

increases with height, leading to this Rayleigh-Taylor-like instability that allows perturbations transverse

to the flow to grow. Although we are not aware of comparable experiments for viscous suspension

flows, a similar mechanism was shown for a qualitatively similar granular flow [3], where they obtained

longitudinal vortices (and a transverse wave pattern on the surface of their flow). The most unstable

wavelength of our system was also quite close to the observed granular flow instability wavelength. The

most unstable wavelength was on the order of the channel height, but the growth rate of the instability

was very small, indicating that this instability is not very strong in viscous suspensions and would require

either a long time and/or a long distance to develop [2]. In addition, a real system would also be subject to

the second-normal stress difference instability discussed in chapter 2, a possibility which was not included
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in the present analysis.

The instabilities studied in chapters 2 and 3 may lead to pattern formation in suspensions.

Pattern formation (due to migration of particles into particle-rich regions) is an effect that shows up when

an instability has entered the nonlinear regime, and can therefore be suggested by the linear analyses

performed, but would require nonlinear analysis in order to determine whether the patterns result from

these initial instabilities or from other mechanisms.

In chapter 4 we numerically studied ‘active’ microrheology and the transition from the linear

to the nonlinear regime. We did this by choosing a prototypical example, the motion of a particle due

to an imposed force (or velocity) through a colloidal suspension. Colloids have been well-studied both

experimentally and theoretically, and allowed us to compare our microrheological results to the results

of macrorheology. The movement of the tracer through the suspension generates a resistance from the

disturbed microstructure (there is a buildup of particle density on the front of the tracer and a low-

density wake region behind) which retards the tracer’s motion. This system displays ‘shear-thinning’,

similarly to the macrorheological sheared suspension, but the comparison is not exact (and the scaling

with volume fraction is also different). We note therefore that the use and application of microrheological

results needs to be carefully considered. Also, comparable length scales between the measurement device

(the tracer) and the medium lead to interesting effects and distinctions between types of microrheological

methods. For instance, we see differences between applying a constant force versus a constant velocity to

the tracer—the measured microviscosity is always higher in the constant velocity case. The simulations

compare well to the simple dilute theory results [4] but also allow us to see high-concentration effects

such as yielding behavior, which cannot be captured by the simple theory. In addition, we look at the

effect of tracers upon each other—neighboring tracers may attract or repel each other depending on their

relative separation (which can result in an excluded volume effect for the surrounding particles). These

type of microrheological measurements can provide very useful and interesting information, and can be

used to study novel problems and old problems in a novel way.
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