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ABSTRACT

Novel acousto-optic systems for spectrum analysis and phased array radar sig-
nal processing are proposed. The pulsed source 2-D multiplicative time and space
integrating spectrum analyzer is proposed and experimentally demonstrated. This
architecture is simpler, physically smaller, and less sensitive to mechanical vibra-
tions than the pulsed source 2-D additive Mach-Zehnder interferometer based spec-
trum analyzer. Simple and compact optical disk based systems for 1-D and 2-D
spectrum analysis are presented. The high data packing density, angular motion,
and parallel read out capability of optical disks is uniquely exploited to generate the
very high time bandwidth product reference signals required for temporal spectrum
analysis, that are otherwise difficult to generate using electronics. A continuous
wave 1-D time integrating disk spectrum analyzer is successfully demonstrated in
the laboratory. The limited dynamic range due to huge bias levels in interferomet-
ric time integrating processors is alleviated by using photorefractive crystals as real
time bias removers. Continuous wave 1-D and 2-D bias free acousto-optic architec-
tures for spectrum analysis are theoretically and experimentally investigated from
a systems viewpoint.

Simple, compact, and powerful acousto-optic systems for control and signal
processing in phased array radars are proposed that eliminate many system com-
ponents like phase shifters, mixers, power dividers, and complex antenna feed net-
works, that are encountered in typical electronically controlled phased array radars.
Via a single control parameter, namely frequency, the optical technique provides
appropriately phased signals for transmission and reception in phased array anten-
nas. The system is capable of continuous beam scanning, simultaneous multiple
beam formation, and multi-target tracking, and can be integrated on a substrate
to provide smaller and lighter phased array radars. Also, the system is resistant to
electromagnetic interference (EMI), and signal phase shifts are independent of the
radar carrier frequency employed. A 1-D linear phased array radar acousto-optic
beam steerer is successfully demonstrated in the laboratory, and performance issues
such as detector phase sampling error and phase linearity are highlighted. The

linear array design is extended to planar and multiple linear arrays.
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CHAPTER 1

INTRODUCTION

Acousto-optic devices are high resolution, large bandwidth, one dimensional
electrical to optical transducers, suited for the optical implementation of certain
specific signal processing transformations. The current high level of maturity of
acousto-optic technology has prompted its use in various applications, and many
national and commercial laboratories are building prototype systems [!1. This thesis
is a theoretical and experimental investigation of novel acousto-optic system con-
cepts for spectrum analysis of signals and images, and phased array radar optical
control and signal processing.

We begin in Chapter 2 with the basic principles of acousto-optic systems, in-
cluding an acousto-optic device model, the time and space integrating technique
for two dimensional (2-D) optical processing using one dimensional (1-D) input
devices, and a description of other optical and electronic components used in a typ-
ical acousto-optic system. As an application, a multichannel acousto-optic device
based coherent image correlator is introduced, along with time and space multi-
plexing techniques for implementing large filter functions. This processor is fully
programmable, and allows bias removal via interferometric detection and electronic
carrier demodulation.

In Chapter 3, we review the past history of acousto-optic spectrum analyzers,
and address some of their problems. In particular, we look at the recent additive
pulsed source 2-D Mach-Zehnder discrete Fourier transform based spectrum proces-
sor, and the inherent mechanical instability present in its additive architecture (2.
We introduce the multiplicative pulsed source 2-D time and space integrating dis-
crete Fourier transform based folded spectrum processor that is highly insensitive
to mechanical instabilities [}]. Unlike the additive design that requires two spa-
tially separate optical beams, the multiplicative technique uses the multiple Bragg

diffraction of a single laser beam to generate the desired 2-D spectrum. In addition,
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the multiplicative processor has a simpler optical design, although it is less light
efficient. The principle of time and space integrating folded spectrum processing
in the multiplicative processor are introduced for applications in signal and video
processing. The need for an electronic reference signal for interferometric detection
in the processor is explained. The 1-D space integrating and 1-D time integrating
subsystems of the 2-D multiplicative processor are introduced, and experimental
results are given, including a description of the optical implementation of the dis-
crete Fourier transform algorithm. The 2-D Mach-Zehnder spectrum analyzer is
reviewed. Next, the theory and design of the multiplicative processor are presented
in detail, and experimental results are analyzed. The additive and multiplicative
architectures are compared from a systems viewpoint, and performance tradeoffs

are highlighted.

One limitation associated with 2-D time and space integrating folded spectrum
processors is that they require extremely high time bandwidth product (10°) refer-
ence signals for performing the time based acousto-optic spectrum analysis. These
reference signals are hard to generate using commercially available electronic hard-
ware. In Chapter 4, a simple, compact, and economical solution to this problem is
proposed by the use of optical disks. Recently, parallel access optical disks were
proposed for optical information processing in general =53], Here, we exploit the
extremely high data packing density, parallel access, and angular motion of optical
disks to generate these reference signals [¢]. A serial read-out optical disk electronic
signal generator system is pfesented. This system can be used to generate discrete
Fourier transform and chirp reference signals required in coherent spectrum proces-
sors. In addition, a 2-D time and space integrating spectrum analyzer is introduced
that employs a 1-D space integrating acousto-optic spectrum processor, coupled
with a 1-D sampling disk based time integrating spectrum processor. Here, the
spinning disk acts as a light sampler, providing the effect of a pulsed light source.
The two 1-D systems are combined in an orthogonal format in space to provide a
2-D folded spectrum at the output. Next, a continuous wave 1-D time integrating

disk spectrum analyzer is introduced, which generates a spatially multiplexed bank



.

of temporal frequency oscillators (also called distributed local oscillators) that are
used for time based signal spectrum analysis. This system is successfully demon-

strated in the laboratory, and various system issues are discussed.

Another problem associated with interferometric time and space integrating
acousto-optic processors is the gradual build up of unwanted bias terms in time
integrating detectors. This high bias level leads to saturation of the electronic
time integrating detector, giving a limited dynamic range for the processor output.
Past approaches for bias removal involving electronic bias subtraction and electronic
carrier demodulation do not solve the problem of limited dynamic range, as the bias
removal is done after optical detection. Recently, the ability of a photorefractive
crystal to record and erase temporally varying light intensity patterns in real time
has been used for real time bias removal in a 1-D correlator ["l. In Chapter 5, we
investigate, from a systems viewpoint, the application of photorefractive crystals
as bias removers in continuous wave 1-D and 2-D architectures for spectrum analysis
8], The basic concept for bias removal involves recording the desired spectrum term
on a spatial carrier, while leaving the bias terms as spatially unmodulated light
levels. As the holographic recording process in the crystal reacts only to spatially
modulated incident light, we can approximately time integrate the spectrum term in
the crystal. The resulting time integrated charge pattern on the crystal is read out
using an external beam that is Bragg matched to the spatial carrier on the crystal.
First, the 1-D time integrating and 1-D space integrating interferometric subsystems
of a 2-D continuous wave acousto-optic spectrum analyzer are experimentally tested.
Then, a bias-free crystal based 1-D time integrating spectrum analyzer/correlator
is demonstrated in the laboratory, and results are compared with the earlier bias
infested outputs. Next, a 2-D bias free time and space integrating crystal based
architecture for spectrum analysis is introduced. The experimental results from
this system are described, and processor performance issues and limitations are

discussed.

Chapter 6 introduces novel acousto-optic systems for control and signal pro-

cessing in phased array radars. We begin with an introduction to the theory of
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phased array radars, and look at the current phased array radar technology. In
particular, we investigate the phase shifting device technology, and note that in
the lower half of the microwave frequency spectrum (< 10GHz2), current radars
mainly employ digital phase shifters based on a hybrid microwave integrated circuit
(HMIC) technology consisting of discrete and integrated components. Although
this hybrid technology is robust, it leads to certain undesired features such as large
system size, non-adaptability to changes in radar carrier frequency, multiple control
signals, multiple phase shifting devices, higher design complexity of antenna feed
networks, and high susceptibility to electromagnetic interference (EMI) problems.
In effect, these hybrid technology based phased array radars are very hardware
intensive, and thus are extremely expensive. In this thesis, we introduce acousto-
optic radar signal processors that eliminate all problems associated with the

[9,10] " The basic acousto-optic radar

hybrid phase shifter technology based radars
processor consists of two acousto-optic beam deflectors that map frequency de-
viations of the driving electronic signals to angular deflections of the two Bragg
diffracted, doppler shifted beams in space, with the beams interfering at the output
plane of the processor. An array of detectors samples the desired phase pattern,
and is used to drive the phased array radar. Thus, this optical system produces
global phase changes via a single control parameter, namely, the frequency of the
control signal. Other features of the system include no phase shifters, adaptabil-
ity to changes in radar carrier frequency, and EMI immunity. These features and
others are discussed in the Chapter. We analyze a 1-D linear phased array antenna
acousto-optic beam steerer, and present the basic design rules for the processor.
The experimental results from the processor are presented, and processor perfor-
mance issues such as phase linearity, detector phase sampling, and beam scan angle
behavior, are analyzed. The impulse response of the radar processor is derived, and
its antenna beam switching speed discussed. Capabilities of the optical processor
are highlighted, including continuous beam scanning, simultaneous multiple beam

formation, and coexistent multiple multifrequency beams. A multichannel AOD

architecture is presented that produces simultaneous multiple beams. In addition,
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transceiver systems based on the acousto-optic radar system are presented, includ-
ing an all optical processing system. Various applications are introduced including
a multitarget tracking and detection system. This processor can be built in either
bulk or integrated forms, and the system architectures are proposed. Finally, the
1-D linear phased array radar processor is extended to multiple linear arrays, non-
uniform phase sampling arrays, and planar arrays using fiber optic technology for

sampling and antenna feed networks.
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CHAPTER 2

ACOUSTO-OPTICAL COMPUTING SYSTEMS

2.1 Introduction

Acousto-optic interaction, or the interaction between sound and light was first
predicted by Brillouin in 1922 (1. Almost sixty years have past since the first ex-
perimental verification of the acousto-optic effect by Debye and Sears in the United
States and Lucas and Biquard in France. Today, acousto-optic technology has de-
veloped to the extent that it is the most mature electrical to optical transducer
technology available (23], Furthermore, there has been rapid development in other
optical component technologies such as lasers, detectors, integrated optics, fibers,
and passive optics. This simultaneous maturing of optical technologies has led to
realizing practical and powerful analog signal processing systems for implementing
certain computationally intensive operations that are otherwise difficult to achieve
using alternative hardware technologies. For example, applications include spread
spectrum communications, radar, and electronic warfare surveillance [41.

Fig. 2.1.1 shows the block diagram of a general acousto-optical computing sys-
tem. This system consists of four basic components, i.e., light sources, light mod-
ulation devices, passive optics, and light detection devices. The goal of the system
designer is to combine the best features of the available optical components to re-
alize a compact, robust, high speed computing system that implements the desired
signal processing operation. In this thesis, we will describe novel acousto-optical
systems for spectrum analysis and phased array radar signal processing. This Chap-
ter describes the underlying principles and techniques that are used to construct
these acousto-optical systems. First, we shall introduce the simple acousto-optic

device model that is used in system analysis thoughout this thesis. Next, other sys-
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Fig.2.1.1 General acousto-optical computing system.
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Fig.2.2.1 Device geometry of a Bragg cell.



~9-_

tem components are described, and important performance issues are highlighted
from a designer’s point of view. In addition, optical processing techniques are in-
troduced that are used to perform the desired signal processing transformations.
In particular, we describe a multichannel AOD, programmable image correlator

architecture.

2.2 The Acousto-optic Device Model

Basic acousto-optic devices exist in three different interaction geometries de-
fined by the value of the parameter a = (66,/66,), the ratio of divergence angles of
the optical beam 6,, and the acoustic beam §,. In the limit @ < 1, the device acts
as a optical beam deflector, while with a = 1, the device functions as a modulator.
Furthermore, for the limit a > 1, the device performs as an optical filter. In this
thesis, the acousto-optic deflector (AOD), or Bragg cell, will be used in the optical
processing systems to be described later. The name Bragg cell derives from the
particular Bragg angle incidence operation of the acousto-optic device, where the
long interaction length between the acoustic and optical waves produces a volume
diffraction effect allowing only one sideband of the diffracted beam to be produced.
The analysis to follow gives a simple device model for the Bragg cell. This model
is adequate for initial system analysis when designing acousto-optic systems. For
a more in-depth study of the acousto-optic interaction and devices, the reader is
referred to papers in the optics literature 5=, '

Fig. 2.2.1 shows the typical device geometry of a Bragg cell. The device consists
of a transparent photoelastic crystal whose one end is bonded to a piezoelectric
transducer. A bandlimited RF electronic signal s(t) centered at frequency fy is
applied to the transducer of the cell. In order to avoid non-linear, second harmonic
intermodulation terms, the bandwidth of the signal must be less than B < 2f,/3,

corresponding to an octave bandwidth centered at fo. The transducer is typically
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designed to have a resonant octave bandwidth centered at fy. The RF signal applied
to the transducer launches an acoustic wave replica of the signal s(¢) that lies
within the transducer’s octave bandwidth. The acoustic wave travels with a velocity
v, along the crystal length X, and it is represented along the z direction by the

expression:
z—X/2

u(z,t) = s(t — z /v, )rect| X

B (2.2.1)

where

Ty _ [, ifle] < X/2;
rect(X )= {0, otherwise.

(2.2.2)
An important device parameter is the acoustic delay time 7T, that corresponds
to the acoustic signal travel time across the finite window of the crystal. The
product of the device delay T, with the device bandwidth B gives the maximum
number of resolvable analog samples that can be stored at any instant in the device.
This product T, B, also called the time bandwidth product of the Bragg cell, is an
important system design parameter.

The acoustic signal induces a travelling wave volume index perturbation via

the photoelastic effect in the crystal, causing a phase modulation along the crystal

length that can be approximately represented as an optical transmittance function

given by:
t(z,t) = eIt =2/%)  rect [ﬁ-——)?ﬁ]
(2.2.3)
) z—X/2
~[1+jes(t —z/vg) + .. ]rect [T]’

where € is the modulation index that depends on the acoustic signal amplitude and
the photoelastic interaction efficiency. For small diffraction efficiencies, the higher
order terms of the phase modulation expansion can be neglected, giving only the
first order travelling wave acoustic signal term s(¢ — x/v,). The real signal s(t)
can be expressed as its upper and lower sideband complex conjugate terms, as the

analytic signal expansion gives s(t) = [3(t) + §*(¢)]/2. The transmittance of the
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Bragg cell can be rewritten as:

(L'—X/2]'

% (2.2.4)

t(z,t) = |1 +%€§(t—z/va)+]2—€”*(t——:c/va) rect [

Similarly, the signal spectrum can be written as a purely negative frequency side-
band S(f) = fi)oo s(t)e™927ftdt, and a purely positive frequency sideband given
by S*(f) =[5 s(t)e=72"ftdt. When collimated light from a coherent source such
as a laser operating at a wavelength A and temporal frequency v = ¢/ is incident
as a tilted plane wave at the negative midband Bragg angle 8§ = —|6p|, where
|65 = sin™!(A/2A¢) ~ M/2A, with respect to the acoustic propagation direction

x, with the incident optical field expressed as:
a(m,z,t) — Re[Ae—jZﬂ[ut—sin 0pz/Atcos GBz/A]]’ (225)

the incident light is efficiently coupled into the upshifted single sideband of the first
order diffracted wave. In other words, when the optical field is incident at the neg-
ative Bragg angle on the thick index perturbation, with the £ component of optical
field counterpropagating with respect to the acoustic wave direction, the last term
in Eqn. 2.2.4 produces negligible diffraction, and the optical field is said to undergo
+1 order diffraction represented by the purely negative sideband of the signal. This
purely negative frequency sideband is responsible for a doppler upshifting of the
optical carrier, as the analytic representation of the optical carrier is chosen as a
negative temporal frequency. When the incident optical field is incident at the pos-
itive Bragg angle, the first signal term in Eqn. 2.2.4 gives negligible diffraction, and
the diffracted optical field from the last term in Eqn. 2.2.4 is downshifted. Thus,
the light modulated by the Bragg cell can be approximately expressed as the prod-
uct of the incident optical field with the appropriate single sideband transmittance

of the Bragg cell. For a +1 order upshifted Bragg geometry, the emerging optical
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field is given by:

b(w)zyt) = a(z, z’t)t+(w7t)

r—X/2

T]’
(2.2.6)

~ Ae—j21r[ut—sin03z/,\+cos032//\] 1 +]2—e§(t—m/va) rect[

where the explicit notation of the real part of the coherent optical field has been
dropped for analysis purposes in this thesis. The expression in Eqn.2.2.6 con-
sists of an undiffracted term that propagates along the input angle —0p, and a
doppler upshifted first order diffracted term centered around the midband angle
+6p. Here the midband acoustic wavelength Ag = v,/ fo, where fy is the mid-
band frequency of the Bragg cell. To see the effect of doppler upshifting, as well
as beam deflection, let’s consider a single tone input signal at the frequency f. For
s(t) = cos(2mft) = [ef?™f! 4 e=I27/1] /2, the diffracted field is given by:

df(a:,z,t) — Ae—j21r[ut—sin OBz//\+cosegz/z\]j_ee—j27rf(t—z/v¢)rect[z — X/2

2

, (2.2.7)
JE€ _jar[(v - z/vs+cosfpgz/A .’L‘—X/Q
=A§e j2n[(v+f)t+(f—fo/2)z/va+cos bpz/ ]reCt[T]

5
where the device has been Bragg matched for the midband frequency f, with the
+0p = sin™ (A fy/2v,) ~ (A fo/2v,). Note that the temporal frequency of the field
has increased by an amount equal to the input temporal frequency, resulting in a
positive doppler shift. Also, the angular spatial frequency of diffraction is linearly
related to the input signal frequency. Thus, the diffracted optical field emerging
from the Bragg cell has been temporally and spatially modulated by the input
signal s(¢). Dropping the z propagation term for simplicity, the diffracted optical

field for an input signal s(¢) at midband frequency fo can be expressed as:

z—X/2

< ]. (2.2.8)

d(z,t) = A]—;e_ﬂ"[”t_f”/zv“].’s"(t — & /vg)rect |

This is the basic modulation introduced by a Bragg cell, where the diffracted optical

field is a windowed travelling wave replica of the single sideband of the octave
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bandwidth input signal s(¢). This diffracted field experiences a temporal frequency
shift equal to the signal frequency, and is spatially deflected by an angle proportional
to the signal frequency. These two properties of the Bragg cell form the basic optical
modulation techniques that are used to accomplish various signal processing tasks
throughout this thesis. A simpler model of the Bragg cell drops the optical carrier
term, along with the multiplicative constants, and the optical axis is aligned with
the input signal drirection. This gives the diffracted field from the Bragg cell to be:

z—X/2

d(z,t) = 3(t — z/va)rect| e

]. (2.2.9)

In general, this expression will be used in the analysis of acousto-optic systems to
be described in this thesis. Sometimes, it is convenient to reference the window

function at the center of the AOD. In this case, the diffracted field is expressed as:

d(z,t) = 3(t — z/va — Ty /2)rect [%], (2.2.10)

where T, /2 is the acoustic time delay from the transducer end of the device to the
center of the cell.

From the coupled mode theory of the Bragg interaction in the thick acousto-
optic medium, we can express the diffracted field amplitude A4(v) normalized by

the incident field amplitude A; as:

Ai('v) = _j__c_v_ sin(|cv|L), (2.2.11)

|ev]

where v is the applied acoustic signal voltage, L is the interaction length in the crys-
tal, or the transducer width, and c is the coupling constant per unit applied voltage,
that depends on paramters such as crystal photoelastic constant, and piezoelectric
coupling efficiency [519, Fig.2.2.2(a)shows the behavior of the normalized diffracted
field amplitude with applied acoustic voltage as expressed in Eqn. 2.2.11. Note that

for small diffraction efficiencies (< 10%), the optical field amplitude varies linearly
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Fig.2.2.2 Plots show different AOD response curves: (a) Behavior of the normal-
ized diffracted field amplitude with applied voltage, (b) Behavior of the normalized
diffracted light intensity with applied acoustic power, and (c) Behavior of the normal-

ized diffracted light intensity with applied acoustic voltage.
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with the applied acoustic signal amplitude. This property of the device permits its
use in implementing linear electrical to optical signal transformations. The diffrac-
tion efficiency based on the ratio of the diffracted light intensity to the incident
light intensity is given by:

1) _ sin(jev]2) ~ (IevlD?, (2:2.12)

]

and is plotted against applied acoustic power in Fig.2.2.2(b). Here, the diffracted
light intensity varies linearly with acoustic power for small diffraction efficiencies
corresponding to small arguments of the sine function. Another approach to ob-
taining linear intensity modulation is shown by the curve in Fig.2.2.2(c), where
the desired modulating signal amplitude is biased around the linear region of this
diffracted intensity versus acoustic amplitude curve [11. Certain drawbacks of this
bias dependent intensity modulation scheme include small modulation depth, large
bias signal requirements, and large acoustic power related problems such as non-
linear acoustic effects in the crystals.

In summary, some of the key features of the acousto-optic deflector (AOD) or
Bragg cell include (a) temporal modulation through the doppler effect, (b) ampli-
tude, phase and intensity modulation, (c) storage/time delay capability, (d) beam
deflection capability, and (e) one dimensional (1-D) spatial light modulation. In this
thesis, the mentioned AOD features will be combined in one dimensional (1-D) and
two dimensional (2-D) optical systems to perform specific processing operations.
For instance, the AOD beam deflection and doppler properties will be used in the
optical phased array radar signal processors that are introduced later in the thesis.

Commercially available Bragg cells come in a variety of specifications. Typi-
cal materials used for the crystals include fused silica, Tellurium dioxide, Gallium
Phosphide, and Lithium Niobate. Devices exist in large aperture, high resolution,

high diffraction efficiency designs, as well as in wide bandwidth designs 2=14]. For
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example, devices exist with bandwidths ranging from 30 MHz @Qf, = 50 MHz to
2 GHz Qfy = 3 GHz. Typical device storage capability or space bandwidth product
is around 2000 for large aperture cells. Apart from single channel cells, certain com-
panies are providing multichannel Bragg cells. For instance, a 32 channel, 200 MHz
bandwidth, fo = 400 MHz multichannel device is available [13]. Recently, a two di-
mensional, single element, acousto-optic beam deflector has been introduced [16:17],
Unlike 1-D acousto-optic deflectors, this 2-D acousto-optic deflector is capable of
deflecting laser beams in 2-D space. As described later in the thesis, this particu-
lar device can be used for phased array radar beam azimuth/height control. The
acousto-optic devices described to this point have been bulk devices, as an unguided
acoustic wave travels though a thick crystal. Another sister technology, called the
surface acoustic wave (SAW) device technology exists along side the bulk technol-
ogy. The basic principles of the SAW technology are similar to the bulk technology.
In SAW devices, the acousto-optic interaction is in a 2-D planar geometry, and not
in a 3-D volume. This results in miniaturization of the acousto-optic device. Today,
many robust, vibration resistant integrated optic SAW based signal processors have

been demonstrated [18—20],

2.3 Optical System Components and Issues

The previous section featured the acoustic optic device model. In this section,
we will briefly describe other optical system components that compose an acousto-
optical computing system. The optical source is not only the power supply of an
optical system, but also acts as the information carrier for communication and dis-
tribution of data throughout the optical system. In addition, the light source can
be directly modulated to provide an additionnal port of signal entry into the opti-
cal system. Typical sources used in optical information processing systems include

semiconductor laser diodes, gas lasers, and semiconductor light emitting diodes
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(LED’s). Depending on a system’s power and size constraints, along with specific
design requirements, a different type of light source may be optimum. Semicon-
ductor laser diodes are highly efficient, compact, robust, highly coherent, infrared
(800-1600 nm) light sources with 10 — 200 mW continuous wave light power. Re-
cently, relatively low power (4 mW), highly reliable, visible (670nm) laser diodes
have been introduced into the market [2!], Small physical size (300 um x 10 pm x
50 um), direct pumping by low power electric currents (15 ma at 2 volts), high elec-
trical to optical conversion efficiency (> 20%), direct light modulation capability
exceeding 10 GHz rates, and monolithic integration with other III-V semiconductor
optical and electronic devices to form optoelectronic circuits, make semiconductor
laser diodes the most attractive light source for practical optical computing sys-
tems [22). Compared to LED’s that have a large light emitting area (~ 1 mm?),
and a broad spectral width (= 50 nm), laser diodes typically have 1 — 5 nm spectral
widths, with a higher light directivity, allowing for applications in coherent opti-
cal processing, where temporal and spatial coherence of the light source plays an
important role in system performance [23-25, Nevertheless, LED’s are very inex-
pensive, highly reliable, visible/infrared, incoherent light sources that are used in

incoherent, intensity based optical processing [26:27],

The laser diode can also be used in a pulsed mode, where an appropriately
biased narrow pulse signal drives the diode junction. This approach is used in the
spectrum analysis experiments described in Chapter 3, where the pulsing action of
the laser diode is used to freeze the travelling acoustic signal in the AOD, and si-
multaneously heterodyne signal frequency components to baseband. Unfortunately,
the pulsing action adversely efffects the temporal coherence of the laser diode. This
problem is mainly due to interpulse modal hopping and frequency drifting, and
can be reduced by biasing the laser just below threshold, with the drive signal rise

time and pulse amplitude carefully adjusted [28]. This system issue is particularly
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important while designing interferometric optical processors. Finally, continuous
wave gas lasers are excellent sources of highly coherent, high power laser energy.
Unfortunately, because of their large cavity size and bulky and power consuming
electronics, they are limited mainly to laboratory and ground based systems. In
this thesis, both laser diodes and gas lasers have been used in the experiments. In
particular, they include the Hitachi HLP 1600 laser diode, the Laser Diode Incorpo-
rated LA-65 pulsed laser diode, 10 mW Helium-Neon lasers, and a 2.5 Watt single

line Argon ion laser.

Optical detection in acousto-optic systems is typically achieved by semicon-
ductor high speed point detectors, and 1-D/2-D charge coupled devices (CCD’s).
Various high bandwidth (> 1 GHz) point detectors are commercially available, such
as PIN photo-diodes, avalanche photo-diodes, and photo-transistors [293%, These
devices are also manufactured in linear array formats, and are particularly suited
for high speed parallel readout of spatially multiplexed channels. In this thesis,
3 nsec rise time silicon PIN photodiodes are used to detect the 120 MHz phased
array radar antenna drive signals that are generated by an acousto-optic processor.
Similarly, photo-transistors connected to electronic charge integrators (OP amps)
are used to detect charge in spatially multiplexed frequency channels in an optical
disk based spectrum analyzer. 1-D and 2-D CCD’s are used as detection and time
processing devices in the acousto-optic systems. In the time integration mode, the
CCD collects spatially processed light signals over a coherent processing frame time.
In the time delay and integrate mode (TDI), the CCD acts as a time integrating
signal processor capable of implementing the correlation operation. Present CCD
technology is mature, with devices like the Tektronix CCD, with 2048 x 2048 pix-
els [31-33] The experiments described in this thesis employ the XC-37 Sony black
and white 2-D CCD array with 384 x 491 pixels, using the time integrate/staring

mode 34, Important system issues associated with optical detection devices include
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optical signal-to-noise ratio of the detected image, noise from driving electronics,
spectral responsivity, rise time/bandwidth, pixel size, and photo response linearity.

The link between the light sources and optical detectors in an acousto-optic
system is established via various passive optical components. These optical compo-
nents spatially transform and distribute the optical wavefronts to other active and
passive devices in the system. For instance, lenses can be used for light collimation,
spatial Fourier transforming, imaging, and focussing operations, where spherical
and cylindrical lenses perform 2-D and 1-D spatial transformations, respectively
(351, Similarly, beam splitters can be used as three port optical devices that add
and split optical beams. The light from the processing components ‘- the optical
computing system is recollected on the optical detectors by additional passive op-
tics, thus completing the communication link between sources, processing elements,
and detectors. Today, many companies manufacture high quality, passive optical
components for scientific and commercial applications [*®]. Typical component pa-
rameters that affect system performance include component aperture size, surface
flatness, polarization dependence, and presence of antireflection coatings.

Apart from using acousto-optic devices as spatial and temporal light modula-
tors in optical processing systems, other device technologies are also being incorpo-
rated into various processing architectures [37:38], In this thesis, we will introduce
the application of optical disk and photorefractive technologies in acousto-optic
spectrum analysis. Chapter 4 describes how the high storage density and angular
motion of the optical disk can be used for reference signal generation in optical
spectrum analysis. In addition, Chapter 5 deals with the application of photore-

fractive crystals as time integrating bias removers in interferometric acousto-optic

spectrum analyzers.
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2.4 Optical Processing Techniques

Optical processing techniques can be divided into three main categories. These
techniques are: space processing, time processing, and hybrid time and space pro-
cessing, respectively. In this thesis, a combination of these processing techniques
will be incorporated into new signal processing architectures. The following sections

briefly describe the concepts of these optical processing methods.

2.4.1 Space Processing

Space processing shown in Fig.2.4.1.1 involves the mapping of light from one
spatial region A at z = 2z, along the optic axis z, to another spatial region B
at z = z{. Typical mappings include spatial Fourier transforming, imaging, and
free space Fresnel transformations. The classic space processing element is the
space integrating spherical lens **], When used in the appropriate configuration,
the spherical thin lens can be used as a powerful two dimensional spatial Fourier
transformer, as shown in Fig.2.4.1.2, or as an imaging/interconnection device, as
displayed in Fig.2.4.1.3. The architecture in Fig.2.4.1.2 forms the basic building
block of two dimensional space integrating spectrum analysis [3%), When an input
with amplitude transmittance f(z,y) is placed at the front focal plane of a spherical

lens of focal length F', the back focal plane produces the coherent 2-D spatial Fourier

transform of f(z,y). In other words, the lens implements the linear transformation:

+o0 400
F(u,v) = / /f(z,y)e‘jﬁ(”'*'”l)dxdy, (2.4.1.1)

where A is the wavelength of the coherent light, =,y are the spatial coordinates of
the input plane, and u = z'/AF, v = y'/AF are the output plane spatial frequency
coordinates. The ability of a lens to map spatial frequency components at the

input Fourier plane to spatially separated frequency components at the output
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Fig.2.4.1.3 Lens as an imaging/interconnection device.
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Fourier plane makes possible certain spatial operations. For example, input spatial
data can be spatially separated into parallel output plane channels by using spatial
frequency multiplexing of the input Fourier plane data [40] I addition, Fourier
plane spatial filtering can be accomplished to alter or remove certain input signal
spatial features [41]. Fig.2.4.1.3 shows the imaging operation, another powerful
linear 2-D spatial transformation by a spherical lens 3%, Here, with the imaging
condition, 1/d; + 1/dy = 1/F, satisfied, the output plane contains an inverted,
scaled, diffraction limited replica of the input image. This operation is readily used
to schlieren image the acoustic travelling waves in a Bragg cell to other processing
planes. In addition, the imaging operation is also used for interconnecting points
in the input image plane to certain points in the output image plane. The lens has
been used extensively in numerous optical space processing architectures for signal
and image processing, and recently in neural network processors (42441,

From the linearity of the free space wave equation, light propagation in a co-
herent optical system can be modelled as a linear system represented by the super-
position integral,

+o00 400
E(z',y") = / /h(w',y';m,y)E’(w,y)dxdy, (24.1.2)

—00 —00
where E(z,y) is the input plane optical field, h(z',y'; z,y) is the free space impulse
response for optical propagation, and E(z',y’) is the output plane optical field
after light propagates a distance z in the optical system. For the special Fresnel

diffraction case,

T elkz k ' 2 ' 2
h(z',y's2,y) = Vi i=—[(=" —2)* + ' —y)*], (2.4.1.3)

2z
where h(z',y';z,y) = h(z' — z,y’ — y) is a linear, shift-invariant impulse response,
and the wave number k& = 27 /). This linear shift-invariant property of the Fresnel

propagation allows the optical system designer to use Fourier domain frequency
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analysis techniques associated with linear time invariant systems theory 3%, In this
thesis, a variety of different space processing techniques will be used to accomplish

the desired linear transformations.

2.4.2 Time Processing

Apart from the two dimensional coordinate space that is available to an op-
tical system designer, time provides another important degree of freedom to the
system architect. Time can be used to optically process information in discretized
steps or continuously. Over the years, a variety of temporal processing schemes
have been devised [45]. Here, we will briefly highlight some of the time processing
techniques used in this thesis. For instance, repetitive pulsing of a light source
can be used to divide a long time signal into smaller duration signals, that can be
represented in the finite window of an optical system. Thus, this repetitive pulsing
technique converts an otherwise large time bandwidth product signal into a smaller
space bandwidth product signal that exists as a space-time rastered signal in the
optical system. Pulsing can also be used to heterodyne temporal signal spectrums
to baseband via the Nyquist limited aliasing phenomenon. In addition, pulsing is
used to freeze acoustic signals in Bragg cells for schlieren imaging. This repetitive
signal freezing and imaging results in a temporally modulated spatial light distri-
bution. In Chapter 3, this technique is used to implement the discrete Fourier
transform algorithm (DFT) using spatial optics and time. As Bragg cells represent
continuously travelling acoustic waves in time, continuous time processing plays an
important role in a certain class of processors. For example, in time integrating
acousto-optic correlators, the continuous nature of the operation allows for an al-
most unlimited correlation time window, finally limited by the dynamic range of
the time integrating detector 4],

Optical detectors play an important role in time processing, and can be utilized
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in a variety of modes. An optical detector can be used to continuously collect
spatially processed light for further temporal integration over a desired coherent
frame time. For instance, in Chapter 3, a time integrating 2-D CCD array is
used to implement the DFT algorithm to complete the 2-D space-time Fourier
transform operation. The CCD can also be used in a special time-delay and integrate
(TDI) or scrolling mode where integrated charge is sequentially shifted and added
to previously accumulated charge along a CCD dimension 4”l. This type of TDI
CCD photo detector has been used to implement incoherent correlation operations
(48] Another light detecting element is the high speed photodetector that produces
an electric current that is modulated by the intensity modulated signal incident
on the detector photo-sensitive surface. This type of high speed optical detection
is used in the acousto-optic phased array radar processor experiments discussed in
this thesis. Also, the current generated from these high speed point detectors can
be collected in an external charging circuit to implement longer signal processing
frame times. This approach was used in the continuous wave optical disk based

spectrum analyzer experiments described later in the thesis.

Although time processing offers the system designer with another important
variable for implementing multidimensional linear transformations, it leaves an un-
desired gradual build up of DC and signal dependent bias light in the time in-
tegrating optical detectors, which finally limits the processor dynamic range and
performance, respectively. Unfortunately, optical detectors react to light intensity,
which is a positive quantity. This makes it necessary to represent biploar signals
with a bias term, making the DC bias an unwanted, yet necessary, term in time
integrating processors. In the past, two electronic techniques have been employed
for\bias removal 19, They involve two CCD or computer bias substraction, and
electronic carrier demodulation, respectively. The experimental results in Chapter

3 use computer bias substraction. Later, in this thesis, we will describe how pho-
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torefractive crystals can be used for bias removal in interferometric optical spectrum

analyzers.

2.4.3 Time and Space Processing

The unavailability of high quality, fast, two dimensional spatial light modu-
lators, along with the presence of the highly mature, one dimensional, real-time,
acousto-optic spatial light modulator technology, has led to the concept of two
dimensional optical processing using one dimensional devices %1, The spatial di-
mension of the acousto-optic device coupled with time as the other orthogonal
dimension, are used to transduce very large time bandwidth product signals such
as images and long 1-D signals into the optical processing system. This real-time,
simultaneous, time and space processing technique allows for multidimensional op-
tical computing. In particular, Chapter 3 of this thesis shows how time and space
integrating (TSI) optical architectures are combined to provide wideband, high res-
olution, 2-D optical spectrum analysis of large time bandwidth product signals.
The hybrid time and space processing approach combines some of the best features
of both space processing and time processing, respectively. For example, space
processing provides an extremely high instantaneous data throughput, while time
processing allows for very large processing windows. These attributes of time and
space processing allow for wide bandwidth, high resolution, optical spectrum anal-

ysis.

2.5 An Application: Multichannel AOD Programmable Image Correlator

The 2-D correlation operation is an important image processing operation with
applications in pattern recognition, image restoration and enhancement, and video

compression. The basic 2-D correlation operation between a signal image f(z,y)
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and a reference image h(x,y) can be expressed as:

g(z',y') = //f(a:, y)h*(z + 2’y + y')dzdy. (2.5.1)

Past acousto-optic approaches for image correlation have used time and space in-
tegrating, and 2-D time integrating optical processing techniques [48:59=52] Qne
approach uses a Fourier transform hologram for storing the reference image, and
a time integrating, shift and add (TDI) mode CCD detector array to perform the
time integrating 1-D correlation [°°]. As this system uses a hologram to store the
reference image, it is not fully programmable for real time operation, and changing
the reference image requires the fabrication of another hologram, which has to be
critically reinserted into the optical system. An alternate version of this system
uses a magneto-optic device to store a computer generated Fourier transform holo-
gram, thus making the correlator programmable. Nevertheless, due to the relatively
small space bandwidth product of the magneto-optic device, this system is limited
to processing small reference images. Another approach proposed is the incoherent
electro-optic image correlator which solves the programmability problem, neverthe-
less, introduces such problems as incoherent bias build-up, and correlations limited
to small (100 x 100) reference images.

The architecture shown in Fig. 2.5.1 is a coherent, interferometric, fully pro-
grammable, acousto-optic image correlator, where the multichannel AOD is used
to input the reference image into the optical system. This architecture is based on
the frequency plane correlation technique, where the correlation is accomplished by
multiplying the Fourier transforms of the signal and reference images, respectively.

In other words, the correlation expression in Eqn. 2.5.1 can be written as:
g(z',y") = FT"'{F H*}, (2.5.2)

where F' is the spatial Fourier transform of the input image f(z,y), H* is the

complex conjugate spatial Fourier transform of the reference function h(z,y), and
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Fig.2.5.1 Multichannel AOD programmable coherent image correlator.
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FT~! represents the inverse Fourier transform operation. The basic operation of
this processor is very similar to the holographic correlator that implements the 2-D

spatial correlation as a space-time 2-D correlation with orthogonally oriented space

and time integrating systems, respectively [48:5%  This space-time 2-D correlation
can be expressed as:
g(z',y") = z /f(w, nd)h*(z + z',nd + y')dz, (2.5.3)
n

where n is the light pulse number corresponding to the nt* video line in the signal
image, and d is the spatial shift of the charge pattern on the TDI CCD for every
light pulse. The signal image is introduced into the system through the single
channel AOD, on a video line by line basis. The spherical lens takes the Fourier
transform of the Bragg diffracted video line, giving a 1-D spatial Fourier spectrum
at the multichannel AOD plane. The reference image is scanned by a video camera,
and the video signal is fed to a frame grabber that snaps one frame in order to
generate N line Fast Fourier transforms (FFT) corresponding to the NV lines in the
reference function. These line FFT’s are stored in a computer memory, and read
out simultaneously to drive the N acoustic columns in the multichannel AOD. The
read out rate is synchronous with the signal video line rate that also triggers the
light pulses, giving the effect of a standing 1-D Fourier transform phase hologram.
After N light pulses, and some delay time, the desired 2-D correlation scrolls out
of the TDI CCD. Because of interferometric detection, the correlation output is
generated on a spatial carrier along the non-scrolling z’ direction of the CCD. This
feature allows for bias removal in the processor.

Currently available multichannel AOD’s have a maximum of 32 channels, im-
plying a reference function size of N = 32 in the scrolling y' direction of the proces-
sor. In order to process iarger filter functions, we can employ space and frequency

multiplexing to simultaneously input all the reference image line Fourier trans-
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forms into the multichannel AOD #9531, One multiplexing approach is shown in
Fig. 2.5.2 for N = 32p, where p = 4. Each number in the AOD grid represents the
line Fourier transform of the respective line in the reference function. In this case,
each AOD channel is fed by p = 4 frequency multiplexed signals that are detected
by p = 4 spatially multiplexed TDI CCD’s at the output correlation plane of the
processor. The outputs of these TDI CCD’s are further time delayed by certain
values before being summed in an electronic adder to give the desired 2-D correla-
tion (See Fig. 2.5.3). The time delay step between the adjacent CCD’s corresponds
to 32 time scrolling intervals of the TDI CCD. For standard TV rate processing,
the scroll interval is the video line time of 63.6usec, giving an external time de-
lay step of 2.03msec. Thus, in order to process larger (N > 32) filter functions
along the scrolling direction of the CCD, additional electronics has to be added to
the processor. For the non-scrolling direction, the AOD’s provide a very large space
bandwidth product (= 2000), enabling filter functions of large size. Moreover, recall

that this processor is programmable, and allows real time bias removal.

2.6 Conclusion

In this Chapter, we have discussed the basic building blocks of an acousto-
optical computing system. A simple model for the acousto-optic deflector (AOD)
or Bragg cell was presented, and other system components such as light sources,
detectors, and passive optics were introduced. Moreover, time, space, and the
hybrid time and space optical processing techniques available to the optical system
designer were highlighted. In addition, a programmable, multichannel AOD image
correlator architecture is described from a system’s point of view. In conclusion, this
Chapter has set the stage for further exploring the various acousto-optic systems

and concepts that are introduced in this thesis.
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CHAPTER 3

PULSED SOURCE TWO DIMENSIONAL SPECTRUM ANALYSIS

3.1 History and Background

Spectrum analysis is a basic tool in science and engineering, with past and present
applications in a wide variety of disciplines such as medicine, astronomy, geology, radar
signal analysis, etc. The processing power and natural simplicity of optical spectrum
analysis was realized a long time ago, when it was discovered that a simple spherical
lens can produce at its back focal plane, the two dimensional (2-D) spatial Fourier
transform of an image at the front focal plane. This meant that an image of at
least 1000 x 1000 points could be transformed into a million or more parallel spatial
frequency channels in the amount of time it takes the light to travel between the
two focal planes. This almost instantaneous spectrum processing power led to many
successful film based two dimensional optical spectrum analyzers for image analysis.
Later, Thomas ['=4! invented a wideband, high resolution, signal spectrum analysis
scheme using the same basic lens optical system. This technique, called folded spec-
trum analysis, is shown in Fig.3.1.1. It requires the long (10° points) one dimensional
time signal to be written as a two dimensional raster signal on a two dimensional spa-
tial light modulator such as film. The lens takes the two dimensional spatial Fourier
transform of the raster, giving a wideband, high resolution signal Fourier transform
written in a two dimensional raster format of mutually orthogonal wideband (coarse)
and high resolution (fine) spatial frequency axes, respectively. When unrastered, this
coarse/fine 2-D spatial raster produces the wideband, high resolution, one dimensional
(1-D) spectrum of the signal.

The ideal optical spectrum analyzer needs a 2-D spatial light modulator with
dynamic range and resolution properties comparable to film, and high temporal band-
width capabilities to permit real-time spectrum analysis. Unfortunately, present-day
programmable 2-D spatial light modulators lack these required specifications. Nev-

ertheless, for the past ten years, there have been high quality, 1-D programmable,
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acousto-optic spatial light modulators available. It is for this reason that researchers
have explored these 1-D programmable acousto-optic devices for real-time 1-D and

2-D spectrum analysis.

3.2 Introduction

So far, various approaches to building 2-D optical folded spectrum systems have
been considered, such as 2-D space integrating techniques employing 2-D spatial light
modulators (SLM’s) [%3]) 2-D time integrating methods using 1-D acousto-optic de-
vices and electronic reference signals [6=8], and a combination of time and space
integrating (TSI) techniques employing acousto-optic devices and charge coupled de-
vice (CCD) detector arrays, respectively [°*=14/, The motivation to explore optical
TSI techniques to build spectrum analyzers was partly generated by the Search for
Extra-Terrestrial Intelligence (SETT) program, which requires a wideband, multichan-
nel, high resolution, high sensitivity spectrum processor to detect narrowband highly
coherent beacon signals buried in a sea of broadband white noise coming from outer-
space (121, With the present state of the art in optical transducer and detectof tech-
nology, the TSI approach to spectrum processing provides some of the best features
desired in an optical spectrum analyzer [15], i.e., high system bandwidth provided by
the high bandwidth AOD’s, and excellent frequency resolution controlled by the de-
tector integration time, although obtaining both high bandwidth and high resolution
simultaneously is difficult (!4, In this chapter, the additive and multiplicative time
and space integrating acousto-optic pulsed source architectures for two dimensional
spectrum analysis are presented and experimental results are shown. The additive
design uses the Mach-Zehnder interferometer, where two separate optical beams cor-
responding to the signal and reference signals are added on a 2-D time integrating
detector. In the multiplicative design, a single optical beam is modulated in succes-
sion by separate signal and reference acousto-optic modulators, respectively. In both
systems, a 1-D space integrating acousto-optic spectrum analyzer is used to provide
the signal coarse frequency components, while a 1-D time integrating acousto-optic

processor implements the Discrete Fourier Transform (DFT) algorithm to provide the
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signal fine frequency components [16],

3.3 Pulsed Source TSI Processing Principles

In this and the following Sections, two possible implementations of a time and
space integrating (T'SI) crossed Bragg cell folded spectrum processor that utilizes a

[12-14] " Here, the pulsed

pulsed laser diode as the optical source will be considered
laser is used as an alternate approach to using the reference distributed local oscilla-
tor (DLO) in Bader’s continuous light time and space integrating spectrum analyzer
(10,11] ' The DLO is defined as a uniform array of evenly spaced blur spots in the Fourier
plane of the reference AOD, each with a field oscillating at one distinct well defined
temporal frequency, which linearly increases as a function of space. Any broadband
signal having uniform power over the desired analysis bandwidth can be used to gen-
erate a reference DLO by repetitively applying it to the reference AOD in a space
integrating spectrum analyzer. The reference DLO is used to interferometrically beat
the output of a space integrating acousto-optic spectrum analyzer to baseband 1%, In
this pulsed source method, the sampling action of the pulsed laser effectively aliases
interferometrically detected tones to baseband, thereby removing the coarse frequency
content, leaving only the fine frequency for subsequent time integrating processing.
Fine frequency analysis of each coarse frequency bin can be performed with a number
of possible techniques. We use a multichannel DFT implemented on a starring CCD
array as a spatially multiplexed bank of time integrating matrix vector multiplication

modules. Let us now look at how time and space integrating processing principles are

applied to signal and video spectrum analysis, respectively.

3.3.1 Signal Processing Principles

Fig.3.3.1.1 shows the general architecture for a pulsed source acousto-optic TSI
folded spectrum processor. Since the limited time bandwidth product of the AOD
will not allow the entire signal to be within the aperture simultaneously, successive

overlapping portions of the long signal will slide into the AOD and the acoustic motion
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will be frozen by pulsing the laser with a very narrow pulse. This laser pulse train

can be approximately written as:

N-1
p(t) = > 8t —nT —to), (3.3.1.1)

where t( is a fixed time delay used to accommodate the signal in the illuminated
AOD aperture. For each laser pulse the AOD converts part of the input signal into
a 1-D spatial modulation of a coherent optical wave front, and on successive pulses
it will convert succeeding portions of the input signal into the optical system. Thus,
the long 1-D signal has been transformed into a 2-D raster of space z, and discrete
time or pulse number n. The transformation performed by the AOD illuminated
with a repetitively pulsed laser produces a raster of space and time, where the spatial
dimension is continuous, and time is discrete. The pulsing effect of the laser on the

signal s(t) fed to the AOD can be approximately expressed as:

s(z,nT) ~ /.s (t - ﬂ/—2)rect [-‘;—] 6(t —nT —tg)dt (3.3.1.2)
s(z,nT) = s(nT +to — z—:—)j—q—%)rect [%] , (3.3.1.3)

where the integration is over the time variable ¢ in the CCD detector. In this expres-
sion X is the AOD aperture, T is the laser pulse repetition interval, and n indexes
the pulse number. If the AOD temporal window is greater than the laser pulse rep-
etition interval T, = % > T, then the raster is oversampled, which means that
successive raster lines contain overlapping portions of the signal. The desired 1-D
Fourier transform can be performed on the input signal s(¢) with a 2-D transform on

its oversampled space-time raster representation s(z,n). Because of the separability

of the multidimensional Fourier kernel,

e—itm(uztoy) _ g—j2muz —j2mvy (3.3.14)

a 2-D transformation can be performed as N, 1-D transforms along the x axis followed

by N 1-D transforms along the orthogonal y axis, resulting in a transform with N, N,
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independent spectral measurements. This cascaded system can be implemented by
performing a spatial Fourier transform in x with a lens on the diffracted wave front for
each of the N, laser diode pulses, producing an intermediate data set, S;(u,n), which
is also a space-time raster. This is followed by an array of N, parallel time integrating
narrowband Fourier transform modules multiplexed in the spatial frequency variable
u, which utilize the second spatial dimension y to perform the desired accumulation of
partial products, thereby Fourier transforming S;(u,n) across n. After a succession
of N, laser diode pulses the full folded spectrum is produced in a 2-D format on a
time integrating CCD detector array. The rastered 1-D signal produced at the output
from the 2-D detector array gives the wideband, high resolution, 1-D spectrum of the
input signal s(¢). This is the principle of pulsed source time and space integrating
(TSI) spectrum processing, and it is schematically shown in Fig.3.3.1.1.

A simple analytical representation of the idealized action of this system is a cas-

cade of a 1-D continuous Fourier transformation, and a 1-D discrete Fourier transform.

N-1
S(u,m) = Z[/ s(z,n)e I3 dy] e IR (3.3.1.5)
n=0 vX

The spatial integral is performed across the aperture X of the AOD and produces a
space integrating output spectrum with normalized spatial frequency variable u = %
with a corresponding temporal frequency f = wv,. The N laser diode pulses are
multiplied by a vertical linear phase factor and coherently summed to produce a bank

of time integrating DFT processors to complete the folded spectrum operation.

3.3.2 Video Processing Principles

The concept of folded spectrum processing can easily be applied to real-time
image spectrum analysis. In fact, the natural raster scanning mechanism of a real-
time imaging device such as a television (TV) camera adapts very well to the time
and space integrating acousto-optic technique for spectrum analysis. For instance, a
typical 512 x 512 pixel video image f(z,y) is 1:1 imaged on to a 2-D sensor, such as

a CCD. The video rastering mechanism of the CCD camera converts the 2-D spatial
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intensity distribution to a long serial waveform s(t) consisting of 512 image line time
Sections, each line being separated by some synchronizing signal information. This

signal s(t) is called the baseband video signal, and can be written as:

N-1
s(t) = Z flvr(t = nT), nAy]rect(t — nTTI_ TI/2) (3.3.2.1)

n=0

h image line is scanned over its physical size A in a time t = nT to

Here, every n!
t = nT + T} seconds, at a scan velocity of v, = A/T);. The spatial separation between
successive image lines is Ay. This sequential line by line scanning is done for all
N (e.g. 512) lines. For a typical video signal, T} =~ 52usec, and T =~ 63usec, with
almost 1lusec of signal synchronizing (non-image) information between lines . For
our image analysis purposes, this synchronizing information is not required during
optical processing. The typical Tellurium dioxide slow shear wave AOD has a time
aperture of 7T0usec, with a time bandwidth product of more than 1000. These AOD
specifications are more than adequate to transduce 52usec duration, 512 point video
line signals into a diffracted optical field. This baseband video signal is introduced
into the optical system by mixing it to the Bragg cell transducer center frequency wy,
giving an amplitude modulated (AM) signal with a double sideband (DSB) spectrum.
At a time t = nT + ¢, a complete video line fills the illuminated aperture of the Bragg
cell, where t is the fixed time delay used for centering the video line in the defined
AOD coordinates. At this instant, the laser is pulsed in synchronism with the camera
raster scanning rate 1/T, resulting in the spatial modulation of the optical wave front
by a video line of the image. The light source is triggered by a very narrow train of
pulses, with each pulse instantly freezing a video line that falls within the illuminated
aperture of the Bragg cell. This successive pulsing of the light source in synchronism
with the video camera line rate converts the serial video signal into a light modulated

space-time raster of successive video image lines, where the n'® image line +1 order
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optical wave front is approximately represented by:

z—X/2

a

z—-X/2

)e "I C==T) (1 — nT — to)dt

s(z,nT) ~ /s(t -
= flki(z — X/2), nAy]e-fwonTrect(%)ei‘ﬁ*[z—x/?l (3.3.2.2)
~ flki(z — X/2), nAy]C_jw"nTrect(%),

where the amplitude term is a spatially scaled version of the n* image line, with
the scaling constant k; = —%, X = v,Ty, and tg = T;. The carrier spatial phase or
light deflection eI Tale=X/ 2], has been dropped by aligning the space integrating lens
in the time and space integrating processor with the diffracted wave front, while the
temporal pulse to pulse variation term can be cancelled by either ensuring that the
carrier frequency is an integer multiple of the video line rate, or by interfering the
wave front with an identical frequency carrier wave front from the signal or reference
AOD.

The formation of this video image space-time raster implies that in order to ob-
tain an image spectrum with a time and space integrating processor, each spatially
modulated image line is Fourier transformed by a lens to produce the image spatial
frequency components along the = or temporally fast direction of the image, while the
successive spafia,l transforms over all the N pulses are processed in a time integrating
spectrum analyzer to resolve the image spatial frequency components along the or-
thogonal y (n) or temporally slow dimension of the image. The charge integrated on
the 2-D optical sensor gives the desired 2-D Fourier spectrum of the image in a (u,v)
spatial frequency coordinate space corresponding to the orthogonal spatial frequencies
in the image. Because of the standard video rastering format of both the input video
image camera, and the output 2-D optical sensor (CCD), real-time operation of the
time and space integrating processor is natural to image analysis, providing image
spectrum outputs after every video frame time (typically 1/30 sec).

For a TV camera looking at a tilted grating image with a spatial frequency uo in
the z coordinate (fast temporal variation), frequency vy in the y (slow) direction of

successive raster lines, and image line spatial resolution Ay, the image is represented
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as:

f(z,nAy) = cos[2m(ugz + vonAy)]. (3.3.2.3)

This expression is employed in Section 3.7 to find the image impulse response of the
multiplicative time and space integrating processor. Next, we discuss the 1-D space

integrating spectrum analyzer using a pulsed light source.

3.4 Space Integrating Interferometric Pulsed Source Spectrum Analyzers

Theory and Experiment:

The space integrating part of the 2-D time and space integrating spectrum pro-
cessor can be implemented by two different optical architectures. The generic Mach-
Zehnder interferometric architecture is shown in Fig.3.4.1, while an in-line additive
architecture is shown in Fig.3.4.2. Both systems employ the 1-D space integrating
pulsed source acousto-optic spectrum analyzer using a Fourier transform lens to ob-
tain the input signal spectrum coarse frequency components as spatially resolved
spectral bins. The +1 order Bragg diffracted field amplitude at the detector plane is

given by:
z—X/2

)rect(—;—)e‘jz"”% dz e~I?mv?
a

B(e'st) = [a(t-
= /Cg(f)e””ftB(u—}--f-)df e—j21rut,

Vq

(3.4.1)

In the Eqn. 3.4.1, F is the Fourier transform lens focal length, S(f) is the temporal
Fourier spectrum of the analytic signal 3(¢), and B(u) is the blur spot taking into
account the finite aperture of the Bragg cell and additional apodization effects [17],
Also, z and z' are coordinates on the AOD and detector planes, respectively, with
u = :\’%, e~J2™t the optical carrier, and ¢ = eI™f %", a signal frequency dependent
phase term. In futher analysis, we drop the optical oscillation term for simplicity.

Thus, on the nt® laser pulse at time ¢t = nT + to, the optical field is given by:
E(u,n) = /c S(f)e?m T+t B(y 4 vi) df, (3.4.2)

where tg = X/v,. In order to retain the phase information of the signal spectrum

given in Eqn. 3.4.2, we have to perform interferometric detection using a reference
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signal r(z',t). In this case, the intensity at the detector plane on the nt* pulse is
given by: \
I(u,n) = ‘/c S(f)es?rf(nT+to) By + vi)df +r(z’,t)| . (3.4.3)
a

Both the Mach-Zehnder and in-line additive systems use a pulsed laser diode with a
pulse repetition period of T' seconds and a narrow pulse with a width of 7 seconds. The
interferometrically detected signal is aliased down to baseband by using the periodic
nature of the pulse train as long as the pulse width is less than the inverse of the
bandwidth of the signal s(¢), and much greater than the optical period of oscillation.
The reference signal r(z’,t) can be introduced by either electronic or optical means.
In the Mach-Zehnder configuration, the reference signal is introduced via the
acousto-optic modulator (AOM) as an optical plane wave front of spatial width X ' ,
doppler frequency fy, and spatial frequency ao with respect to the undiffracted signal
beam. The reference +1 diffracted optical field in the reference arm is given as:

!

r(z',t) = roe 27 fo! ej2""°z,rect(—;-£-,—,), (3.4.4)

where r¢ is the amplitude term. For a single tone input signal with the +1 diffracted
order 5(t) = ae~927(fo+f)t with spectrum S(f) = aé6(f + fo + f'), and the pulsing
action every T seconds of the laser diode taken into account with the trigger pulse
train approximated in the limit as an impulse train, the detected light field on the

nt* pulse in the Mach-Zehnder system is given by:

!
E(u,n) = ae~imUo+ 135 g=i2n(fot ST By _ (fo+ f )]
v
. . ‘ a l w,
+ roe—JZ‘lrfonT€J21raoz rect(F

/
— e—ﬂ”fonT{c' ae-—j21r(fc+6,)nTB[u _ (fc + 5f)] + roej21raoz'rect(% ,
Va

(3.4.5)
where the signal frequency f' = f. + 6, with f. and 65 being defined as the signal

coarse and fine frequencies, respectively, and f. defined as the maximum integer mul-

tiple of the laser PRF frequency, such that 65 < —,_},-, where f, = % ¢ = e~ imf ,"ﬁ',

and we have dropped the signal AOD carrier spatial frequency term e~ivelz=X/2] by
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aligning the diffracted signal wave front with the space integrating lens. This allows
the output frequency coordinate axis to be centered around the u = 0 position that
corresponds to the input signal DC (f' = 0) position. Note that the light intensity
detection will remove the AOD sampled carrier from both the signal and reference
terms, while the laser pulsing will alias the signal frequency to the baseband fine

frequency. The intensity detected on the n?* pulse is given by:
;o2

I(u,n) = |c'ae™2"8"T B[y — M] + roeﬂ""”'rect(%
Va

!
~ |a|*B*(u — 1{—:) + Irolzrect(%—

+ 2|al|ro|B(u — 1{_:) cos(2ménT + Q' + 2rau),

(3.4.6)
where a = ap)F, a = |ale™7%, and Q' = Q + Wf’%. We have used the fact that the
fine frequency component 65 will not move the blur spot B(u) significantly and can
be dropped from within the blur spot argument. Eqn.3.4.6 shows that for a single
tone input, the output of the processor consists of a constant bias that is due to the
reference beam, a signal dependent bias term positioned according to the signal coarse
frequency, f., and a sampled temporal modulation at the signal fine frequency on a
spatial carrier that can be set to zero, if desired, or used to demodulate the desired
interferometric term. Note that the third term has an amplitude proportional to the
amplitude of the input tone, its position is proportional to the nput coarse frequency,
and the fine frequency and phase of the input remain as residual oscillations of the
temporally sampled output, except that it has been aliased to baseband by the pulsing
action of the laser diode. It is this sampled, low frequency, temporal modulation that
allows us to use baseband time domain spectral analysis schemes, such as the DFT
algorithm, to resolve the signal into higher resolution spectral components. In order
to avoid aliasing effects between the bandlimited signals in each coarse frequency blur
spot, we need to satisfy the Nyquist criteria 1%, i.e., % > —Tz-;-, where T is the sampling
time -of the laser diode and T, is the aperture of the Bragg cell, which implies that
the space-time raster should be oversampled.

For an amplitude modulated video signal input with the pulsing action of the
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laser diode every T seconds taken into account, the spatial Fourier transform of the

h

n'* image line is expressed as:

E(u,n) ~ /f[kl(w - X/Z),nAy)e_jw"nTrect(%) e~IZmuT 1o,
. 1 u , (3.4.7)
— e—onnT [_F(_,nAy)e—]eru:I * B(u) ’
LIV

where * represents the convolution operation, F(kll,nAy) is the double sided real
Fourier spectrum of the n** scaled video image line, and e=7«°"T ig the sampled AOD
carrier as shown in Eqn.3.2.2. To illustrate how the spatial variations of an image are
resolved in the Fourier domain by an acousto-optic spectrum analyzer, consider two
types of input images. First, for an image consisting of a grating with spatial variation
of frequency ug in the z direction, and vy = 0, we have f(z,nAy) = cos(2ru¢z). In

this case,

F(u,nAy) = 6(u — ug) + 6(u + uyp), (3.4.8)

and Eqn.3.4.7 can be written as:
E(u,n) = e_j‘”°"T{e"j"k1“°XB(u — kiug) + e?™F 10X By 4 kluo)}, (3.4.9)

where the location u = +k;ug of the two blur spots on the 2-D sensor array are propor-
tional to the scaled image spatial frequency in the = direction. For an image with spa-
tial frequency vy in the y direction, and uo = 0, the image f(z,Ay) = cos(2rvonAy)

is independent of the spatial variable z, and we get:
E(u,n) = e77*"T B(u) cos(2mv,nAy). (3.4.10)

From Eqn 3.4.9 it is clear that the spatial frequencies along the r direction of an
image can be resolved in the Fourier plane by using an AOD as an input transducer
and a Fourier transforming lens to spatially channelize these frequencies into coarse
frequency bins as long as B(u) is narrow enough, implying that the AOD is wide
enough to contain a full video line. Eqn.3.4.10 tells us that spatial variations of

frequency v, along the y direction in the image are converted to a sampled temporal
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variation of the same frequency. This temporal variation can then be channelized into
its frequency components along the y direction by using time integrating spectrum
analysis schemes to be described in the next Section. As spatial frequencies along any
arbitrary direction in an image can be expressed as a linear combination of frequency
components along the orthogonal z and y image directions, we can employ time and
space integrating spectrum analysis to obtain 2-D spectra of images.

Fig.3.4.2 shows the in-line additive spectrum analyzer that employs an elec-
tronic reference signal for interferometric detection. In particular, this electronic
reference is a repetitive high time bandwidth product chirp signal ¢(¢) that linearly
sweeps in frequency from the AOD center frequency fo to fo + B MHz, where B is the
chirp bandwidth. This signal is electronically added to the input signal s(t) before
being input to the Bragg cell. The reference chirp ¢(t) is given by the expression:

N-1
c(t) = ;cos[Zﬂ'fot + 7b(t — nT)? rect[t - nfl;’l— T /2], (3.4.11)

where b is the chirp rate in M Hz/usec, B = bT} is the bandwidth of the chirp, T
is the laser pulse repetition period, and T3 is the chirp duration between each pulse.
In the experiments to follow, we use 77 = T, where T} is the video line duration,
with T; < T. Note that in order to maximize the signal analysis bandwidth, we need
to maximize the chirp bandwidth. For any fixed chirp rate b, this is possible when
Ty = T. Also, note that this chirp signal is phase coherent over its repetition periods.
In this system, the optical pulse width 7 is given by the expression 7 < %. During
each light pulse, the chirp signal appears frozen in the acoustic column of the Bragg
cell, and the lens takes the Fourier transfom of the Bragg diffracted chirp spatial
modulation giving the wideband chirp spectrum on the detector plane. Thus, in the
detector plane, the signal and chirp spectra add together optically and hence retain
the phase information in the input signal. The +1 Bragg diffracted single-sideband
spatial chirp modulation is approximately given by:

z— X/ 2)

Ua (3.4.12)
— e—Ji2nfonT e_j_fu:b (z—X/2)? 6j21r£4a3-(:v:—-X/2)
= >

&z,n) = é(nT +ty —

rect [%]
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where e~727fonT represents the sampled AOD temporal carrier, X = v, Ty, to = T,
.

and e/2™ve (#=X/2) i5 the spatial deflection term that can be dropped by aligning the

Fourier transform lens with the diffracted wave front. The diffracted chirp modulation

becomes:

o ) —-X/2 2 T
]21rfonTe ];a—'z(l‘ /2) rect[-——

vl (3.4.13)

éz,n)=¢e

The Fourier transform lens in this space integrating acousto-optic spectrum analyzer
takes the spatial Fourier transform of the single sideband diffracted chirp modulation,

giving the chirp spectrum on the n** laser pulse to be:
C(z,n) = /E(w,n) eTIImUE
= e_j“"’"T/ e_ijab’(x—Xﬂ)zrect[—;—]e"jz”"” dz
= \/Zl;e_j‘“"T ej"[wf‘ﬁ"“xl * Xsine(Xu)
= \/%e"j“m"T / e_j"{(“_“l)x_u:‘%lﬁ}Xsinc(Xu')du',

(3.4.14)

where * represents the convolution operation. In order to further simplify the expres-

sion in Eqn.3.4.14, the quadratic term u'? in the convolution integral can be ignored

because its contribution over the main lobe of the sinc function is negligible. This is
2

because 3(—3‘—:-“—)— = ’;”Xz = g < 1, as the time bandwidth BT} of the chirp is large.

Thus, we can approximate the chirp spectrum as:

~ ] . . wvg)2 o 2 o,
C(:v,n) ~ \/%e—]w°"Te—J”[uX_£—rL] /Xsinc(xu/)ej21r[X/2——%—u]u du'

_ \/% —juonT = jefux—Cug?) [&FB—B—Q} (3.4.15)

: . . uvg — B/2
= CoeIworTemimuX giderect [a—B/——] ,

where Cy is a uniform amplitude term centered at the frequency B/2, having a spread
2

B, with a quadratic spatial phase curvature term given by ¢, = T2, Substituting

this electronic reference spectrum term in Eqn.3.4.3 with the laser pulsing taken into

account, we get the interferometrically generated intensity at the Fourier plane of the
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in-line additive spectrum analyzer to be:

I(u,n) =

/c S(f)ed?f(nT+to) B(y 4 {—)df
\ (3.4.16)
UV — B/2]

+ CpeIwonTe=imuX giderect [ 5

Using the expression for the signal Fourier spectrum in Eqn.3.4.5, with the single tone
input signal frequency fo + f', where f' < B, the intensity on the n?* pulse at the

detector plane of this in-line additive spectrum analyzer is given by:

I(u,n) = ae—J2mforT e_jﬂ'%x e_j27r(fc+6f)nTB[u _ (fc+ 6f)]
Va

2
uv, — B/2]

+ Coe2mfonT o—imuX pjderect [ 5

(3.4.17)

This expression can be further written as:
I(u,n) ~ |a|* B*(u — -1{-:-) + |Co|*rect [um_—B_B_/z]
+ 2|al||Co|B(u — f—:)cos(2m5fnT + Q+ é.),

(3.4.18)
where the first and second terms give the signal and reference chirp dependent bias
terms, respectively. The third interferometric term is the desired term, where the
input signal coarse frequency f, is related to the position of the spatially integrated
blur spot B(u), and the signal fine frequency é; is represented as a sampled temporal
modulation. Note that the temporal fine frequency of the input signal is not affected
by the phase term ¢.. Again, it is this sampled fine frequency temporal modulation
term that allows the use of time integrating spectrum analysis methods for further
resolving the fine frequency into high resolution spectral bins. For video image inputs,
we need to use the expression in Eqn. 3.4.7 along with the appropriate interferometric
optical or electronic reference terms, respectively, to arrive at a similar result for the
video image 2-D spectrum output. In conclusion, both the Mach-Zehnder architecture

using the optical reference and the in-line additive architecture using the electronic
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chirp reference produce the required signal coarse and fine frequency components. The
signal coarse frequency is resolved in space, while the fine frequency is represented
as a sampled, low frequency, temporal carrier, that subsequently can be spectrally
resolved using a baseband time integrating spectral analysis scheme.

To demonstrate the in-line additive space integrating acousto-optic spectrum
analyzer, the system shown in Fig.3.4.2 was set up in the laboratory. A TOusec
aperture TeO2 AOD is used with a 60M Hz carrier signal. A 30cm focal length
spherical lens performs the space integrating Fourier transform, and the 1-D spectra
are detected by a 2-D time integrating CCD detector array that acts as a 1-D detector
along one of its sides. The reference chirp is generated digitally using a PROM memory
chip and a digital to analog converter. The chirp signal data samples are stored in
the memory, and read out using the CCD pixel clock, with the read-out triggering
controlled by the CCD 15.734K Hz horizontal drive or scanning signal. This circuit
produces a 3.5M Hz bandwidth, 52.84usec duration, 15.734K Hz PRF chirp signal.
Fig.3.4.3 shows an oscilloscope trace of the coherent reference chirp and its trigger
signal. As the chirp is digitally generated, it is perfectly coherent over successive
trigger pulses. The light source is also triggered by the CCD line scanning signal,
with the repetition period T = 63usec. This baseband chirp is mixed with the AOD
carrier frequency fo before being introduced into the Bragg cell, giving an amplitude
modulated (AM) signal with a double sided spectrum of bandwidth 2B, where the
AM chirp signal is:

N-1
can(t) = ;005(271' fot)cos[mb(t — nT)?] rect| .= ”TTI‘ /2 (3419

and its Fourier spectrum on the nt* light pulse is expressed as:

C(u,n) = C(u,n) + C'(u,n)
uv, — B/2

B

— ¢ JwonTg—jmuX { Coe?®erect [ B

: B/2
] + Co*e I %erect [M—} ,
(3.4.20)
where the spectrum consists of two spatially separate sidebands of width %, and

centered at % and -2'%3-, respectively. As defined earlier, Cy and ¢, are the single sided
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Fig.3.4.3 PROM generated repetitive 3.5 MHz bandwidth reference chirp signal (upper
trace) and its 15.734 KHz trigger signal.
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chirp amplitude and quadratic phase terms, respectively. Note that the single sided
chirp introduced earlier in Eqn.3.4.11 produces only one Fourier spectrum sideband at
the detector plane. Thus, depending on whether we are performing double or single
sided spectrum analysis, the amplitude modulated (AM) or single sideband chirp
are respectively employed in the system. In our case, due to hardware constraints,
we used the AM chirp signal in the experiments. The input test signal used in the
experiment is already on the carrier fy, and thus produces a single sided spectrum.
Fig.3.4.4 is the %sec time integrated CCD output over N laser pulses, showing the
expected single sided signal spectra for f' = 1,2, and3M Hz input test signals, with
the spectra spatially overlapping with the doubled sided 3.5 MHz AM chirp spectrum
centered around the AOD carrier frequency position u = 0. The interferometric signal
peak oscillates over successive CCD frames, and is shown at its high point, with a
modulation depth of around 30%, and a coarse frequency resolution around 80 KHz.
The system is operated for test signals ranging over the AM chirp bandwidth. Next,
we look at the time integrating optical processors used for fine frequency spectrum

analysis.

3.5 Time Integrating Pulsed Source Interferometric DFT Processors

Theory and Experiment:

In the previous section, we presented two pulsed source space integrating inter-
ferometric spectrum analyzers that spectrally resolve a signal into its spatial coarse
frequency bins, each bin oscillating in discrete time with its characteristic fine fre-
quency. In order to complete the 2-D folded spectrum operation, we need to perform
a baseband time integrating DFT transformation on each coarse frequency bin. This
narrowband spectrum analysis will be performed by one of two possible optical archi-
tectures shown in Fig.3.5.1 and 3.5.2. The time integrating DFT system needs to be
a baseband processor with an analysis bandwidth of at least the blur spot width, -7—3:,
and it should process the full Nyquist limited bandwidth of half the laser pulsing fre-

quency. The resolution of the time integrating fine frequency processor should ideally

be equal to the inverse of the total processing time, i.e.—Nl—T. The DFT of a sequence



f’ =1 LIHZ
f’ =2 MHZ
f =3 MHz

Fig.3.4.4 In-line additive space integrating processor output using the 3.5 MHz band-
width AM reference chirp signal with the input signal frequency being equal to 1, 2,
and 3 MHz respectively.
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s(n) is described by [16]

N-1
S(k)= Y s(n)Wy™* (3.5.1)
n=>0
Wy =e 5. (3.5.2)

The successive columns of the DFT matrix, Wx™F, represent complex sinusoids of
successively higher frequencies, with all columns aligning to zero phase in the first
row of the matrix . Thus, the waveform d(t¢) that is input to the AOD to introduce
the DFT kernel is a stepped frequency chirp, with each new frequency phase reset to
zero phase. In other words, this signal consists of successively higher fre(juency signal
segments that represent the successive columns of the DFT matrix. This DFT signal

is written as:

N-1
d(t) = 3 cosl2mnAf(t - nT)jrect| = ”TTI‘ T1/2 (3.5.3)

In our experiments, the large time bandwidth waveform d(t) is generated by a personal
computer and video frame buffer, and stored in a 2-D raster format in the computer
memory, which is output as a serial video signal. Fig.3.5.3 shows one such DFT
raster stored in the personal computer with T} equal to the video line duration and
% equal to the video line rate. The lower trace in Fig.3.5.3 shows the first, second,
and third DFT column signals, respectively. Both the Mach-Zehnder DFT processor
of Fig.3.5.1 and the in-line additive DFT processor in Fig.3.5.2 use the time between
the laser pulses to slide new columns of the DFT matrix into an AOD. At the instant
t = nT +to of the nt® light pulse, the acoustic motion is frozen in the cell, thereby
schlieren imaging that column on to the spatially discrete CCD pixel structure, which
samples the DFT column. Successive imaging of the DFT matrix columns on to
the CCD generates a distributed local oscillator (DLO), where on a pulse to pulse
basis, one end of the schlieren imaged column on the CCD corresponds to DC or
no temporal variation, and the other end oscillates at a maximum possible Nyquist
limited rate of half the laser pulse repetition frequency, i.e. % The maximum DLO

frequency is achieved when an additional half cycle of the stepped frequency reference
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Fig.3.5.3 Single sided DFT matrix stored in a TV raster format (upper trace) with

its video signal output showing the first three DFT column signals.
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is added with each frequency step, i.e., Af = % The sampled temporal DLO
frequency increases linearly along the CCD in the y direction. When a narrowband
signal with a temporal variation within the DLO bandwidth is incident on the CCD,
the component of the DLO that best matches the signal frequency beats to baseband
and produces an interferometric spatial peak by time integration over the N laser
pulses. The location of the peak along the detector array gives the frequency of
the narrowband signal. The systems shown in Fig.3.5.1 and Fig. 3.5.2 employ this
principle for narrowband spectrum processing.

Note that these DFT based systems differ in two respects. First, they differ in
how they introduce the narrowband signal s(t) into the optical system, and second,
they use different techniques to accomplish the interference between the signal and
the DFT columns. In the Mach-Zehnder system, the narrowband signal is fed to
an acousto-optic point modulator (AOM) positioned in one arm of the interferometer,
while the stepped frequency reference is applied to an AOD in the other arm. The +1
Bragg diffracted light from the AOM and the AOD in the two respective arms of the
interferometer are recombined and interfered on the CCD plane. The narrowband
signal is on a carrier frequency f;, while the DFT chirp signal is also mixed up
to the AOD center frequency fy, before being input into the device. In order to
accomplish single sided processing, we must spatially filter out one of the sidebands
of the amplitude modulated (AM) DFT chirp signal in the Fourier plane of the AOD.
The signal beam is given an offset angle 6, with respect to the starting frequency
of the DFT chirp by rotating the output stage beam splitter, which results in an
additional spatial carrier of spatial frequency a, = &/(\eg_)_. The +1 order diffracted
signal term at time t = nT + ¢, of the n?* laser pulse is given by:

y—Y/2
Y

Es(y,n) = a1 3(nT + tg)eﬂ"(%_a”)ye_j2"f°("T+t°)rect[ | (3.5.4)

where a; is the amplitude of the diffracted field, and we have included the spatial
frequency term that is due to the beam splitter and acoustic Bragg deflection, re-
spectively. Once again, e 7J27fo(nT+t0) represents the AOM sampled carrier frequency

that is removed by the intensity detection with the reference AOD sampled carrier.
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3(nT+1p) is the temporally sampled single sided (+1 order) complex input signal. For
the DFT reference AOD, the n* light pulse Bragg diffracted field after Fourier plane
single sideband spatial filtering of the DF'T chirp lower sideband, is approximately
given by:

Eq(y,n) ~ ay d(nT +to — )6121'( )y =327 fo(nT+t0)
v

i V— Y2 (3.5.5)
v

JZW(‘-Q')?J e—J27fo(nT+t0) —j2rns (3 y)rect[

where a, is the amplitude of the diffracted field, d is the Fourier plane filtered DFT
signal upper sideband, and t, = 17 = -1-):, with o being equal to the DFT column
signal duration corresponding to the illuminated Bragg cell aperture Y that is imaged
on to the CCD. The y = 0 position corresponds to the transducer end of the AOD.
The interferometrically detected intensity pattern on the n'”* laser pulse is formed by
combining the phase modulated diffracted signal plane wave and the DFT column
generated angularly stepped plane wave at the detector plane, giving an intensity

distribution expressed as:

1(y,m) = |Es(y,m) + Ealy,m)|

— }e—jZWfo(nT+to)6127r(.f—2-){al 3(nT + to)e‘ﬂ"“ﬂy + a26—12wn (Y- y)H

y—Y/2
t
rect[Lo 2]
= Icu 3(nT 4 Ty)e™72™*Y 4 gy e=izmn (Y- y)l rect | i —YY/Z] .
(3.5.6)
On expanding Eqn. 3.5.6, we get the intensity on the n?* pulse as:
I(y,n) = {lalg(nT + )" + |as?

. Af

+ 2|ay| |az| |3(nT + T})|cos [27r[n—,l—)—-(Y —y) — ayy] (3.5.7)
-Y/2
+ Q(nT + to)] }rect [y——Y-/—] )

where |3(nT")| and Q(nT) are the respective amplitude and phase terms of the complex

signal sequence §(nT). The total integrated charge over the N laser pulses is given
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I(y) = {NJGZIQ + > laid(nT + 1)
Ner N
+ 2|a;]| |as| Z |5(nT + Ty )|cos [27[n - — ayy] (3.5.8)

+Q(nT + to)] }rect E _;7/ 2],

where the first two terms are the reference and signal dependent bias terms, and
the third term is recognized as the discrete cosine transform of the complex sequence
3(nT+T1), on a spatial carrier at the midband spatial frequency 5. The carrier allows
the utilization of a bandpass filter operation on the detector output which removes
the bias terms, and the full complex DFT can be reconstructed by measuring the
amplitude and phase of the modulated carrier. For a narrowband signal of frequency

8¢, 3(t) = ae=92781t  the integrated charge in the CCD is given by:

I(y’n) = {Cl+
N-1
Cy Z cos{27rn[—iai(y —Y)+ 6T+ 27m(ayy + 5fT1)}}1‘eCt [y_—;_fﬁ]

{Cl + Cacos(2myy + ﬂ)il-n(L’]:{l} t[g-—TY/-Q—],

(3.5.9)
where

y=a,+(N - 1)2Af (3.5.10)
B =mbs[(3— N)Ty + (N — 1)T (3.5.11)
o= Af(y -Y)+6;T, (3.5.12)

a

and C; and C; are real constants. The expression in Eqn.3.5.9 can further be approx-

imated as:

I(y) ~ [ Y)]}]rect[y "YY/ 21, (3.5.13)

where we use the approximation S‘S—“]-Vﬁ — Nsinc(Na) 8. This approximation

has been used in further analysis in this chapter. Note that the location of the sinc
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function maximum peak at y = ¥ — %vaT is proportional to the signal fine frequency
6. As the narrowband frequency 6y is increased from DC (§; = 0) to the Nyquist
limit 6 = =, the integrated peak on the CCD moves linearly along the imaged
DFT column ridge from the y = Y position to the y = 0 position, respectively.
Note that the y coordinate has been inverted because of the imaging from the AOD
plane to the CCD plane. Thus, the Mach-Zehnder DFT processor can be used to
temporally resolve narrowband frequency signals using an optical discrete Fourier
transform implementation with a pulsed light source.

The in-line additive DFT processor shown in Fig.3.5.2 works in a similar
fashion to the Mach-Zehnder DFT processor. Here, the narrowband signal and the
DFT reference chirp signal, both centered at the Bragg cell center frequency fp, are
electronically summed in a RF adder circuit before being fed into the AOD. Note that
the DFT reference signal d'(t) is on an extra offset carrier frequency f,. This offset
carrier generates a spatial carrier on the CCD that is used for bias removal via carrier

demodulation. The signal driving the Bragg cell is given by:
s'(t) = ay cos[2m(fo 4 64)t] + axd'(t) cos(2m fot), (3.5.14)

where a; is an amplitude term, and

N-1
&)= 3 cos2n(f, + nAf)(t — nT)rect] = “TT" 1/2 (3.5.15)
n=0 1

The Bragg diffracted light, modulated by the narrowband signal and the DFT col-
umn, respectively, is imaged on-to the CCD after appropriate single sideband (SSB)
Fourier plane filtering of the amplitude modulated (AM) DFT signal. As before, for
a narrowband input signal with frequency &, the light integrated on the CCD after
N laser pulses can be expressed as:

N-1

Iy =Y

n=0

y 2
.§'(nT + T1 — —-)
Va

= 278, (RT+Ty — i2 Af)(Ty—=)|? y—-Y/2
= Z’aw_’ o (THAR=50) 4 gpemi2mfatnANT—30) rect[_—y_'],

n=0

(3.5.16)
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where & is the single sided +1 order diffracted signal, and the carrier spatial de-
flection term has been absorbed by the intensity detection operation in the analysis.

Combining the terms in this expression, the integrated intensity on the CCD is given

by:

N-1
I(y) = Z {101!2 + lag|?
n=0
+2anllaztoos 2rn(2 0y~ ¥) 4 8,71 4 25 L (7, — 87) + 20Tt - )] }
rect[y — Y/Q].

(3.5.17)
Completing the summation over N laser pulses, we can write the intensity distribution
at the CCD as:
in(N -Y/2
sin(N7a) }rect [y / ]

sinTa Y

Lty =Y rect|

I(y) = {C1 + Cacos(2n7'y + )
A

Va

y—Y/2

]

(3.5.18)

~ [Cl + Cycos(2my'y + B')Nsine { NT[6; +

where Cy, C; are real constants, and 7' is the midband spatial carrier frequency of

the interferometric term. The other parameters are given by:

= g‘[fs _5f+(N_1)_A2_f] (3.5.19)
B = w6¢[(3 — N)T1 + (N — 1)T] — 2nf, Ty (3.5.20)
a = if(y -Y)+ 05T, (3.5.21)

where a is the same as in the Mach-Zehnder case, while 4" and ' are very similar to
v and B introduced earlier. Note that the spatial carrier 4’ of the desired spectrum
term is controlled by the offset frequency f, of the DFT reference signal. As § < fs,
we can approximate 7’%;1:[f3 + (N - 1)%i]. Once again, note that in Eqn.3.5.18,
the position of the time integrated Blur spot is proportional to the narrowband input
frequency 6y, and its resolution is given by ]\2,—"’&“}-. Thus, by comparing Eqns. 3.5.13
and 3.5.18, we see that both the Mach-Zehnder and in-line additive DFT processors

resolve the fine frequency of a narrowband signal in a similar way.
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The in-line additive DFT system was set up in the laboratory using a 70usec
TeO; AOD, a 2-D Sony CCD sensor, and a pair of 10cm and 15¢m focal length
cylindrical imaging lenses, respectively. The cylindrical lens C; (15cm) images the
narrow (z) direction of the acoustic column on to the CCD, while the cylinder C»
(10cm) images the length Y of the acoustic column on to the optical sensor. In
addition, the Fourier plane of lens Cy provides the necessary single sideband spatial
filtering of the reference DFT signal. As mentioned earlier, the DFT matrix columns
are stored as video lines in a video frame buffer. Each DFT video line consists of
925, 8 bit DFT points, with each point (pixel) read with a 10M Hz system clock,
giving a video line time of 77 = 52.5usec. The line rate is the standard video rate of
15.734K Hz, that gives a DF'T column repetition period of T = 63.6usec. The video
image is stored as 61—0.sec duration odd and even TV fields, respectively, with each
field consisting of 240 lines, with interleaving between lines of odd and even fields.
Fig.3.5.3 shows the DFT columns displayed in this standard interleaved video image
format. Here, we stored identical DFT data on the separate odd and even fields,
with each successive DFT line having a frequency increase Af = 2,171 Using this
DFT signal generation scheme, we can get a Nyquist limited narrowband processor
bandwidth of ilT = 7.86 K Hz, and a fine frequency resolution of N_lT = 60Hz. This
processor fine bandwidth corresponds to the maximum temporal variation along the
slow (y) direction of a video image. In other words, this DFT signal is suited for
single sided spectrum analysis of standard video images along the image slow (y)
direction. In the laboratory system, the CCD sensor and the video frame buffer are
phase locked, thus providing the necessary synchronization between the CCD charge
integration window, and the DFT video signal frame time. The laser diode is pulsed
with the CCD 15.734K Hz line rate signal. The processor was successfully tested
over its 7.86K Hz bandwidth, with the time integrated spectral peak moving along
the imaged DFT column ridge, with a frequency resolution of ~ 100Hz. Fig.3.5.4
shows the CCD video outputs for fine frequency §f = 5.157K Hz and 7.054K H z,

respectively. No offset carrier f, was used in this experiment.

Next, we shall discuss how the pulsed source 1-D space integrating spectrum
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5f = 5157 KHZ

o5 = 7.054 KHz

Fig.3.5.4 Fine frequency peaks from the time integrating in-line additive DFT proces-
sor for input signal fine frequency of é§; = 5.157 KHz and é; = 7.054 KHz respectively.
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analyzers and the 1-D DFT based time integrating processors can be combined to
form two dimensional crossed Bragg cell time and space integrating (TSI) DFT based

spectrum analyzers.

3.6 Additive Mach-Zehnder 2-D Folded Spectrum Processor

In this section, we present an additive pulsed source Mach-Zehnder architec-
ture for 2-D folded spectrum processing. This system combines the wideband Mach-
Zehnder space integrating spectrum processor in Fig.3.4.1 with an array of narrow-
band Mach-Zehnder time integrating DFT processors shown in Fig.3.5.1. The archi- -
tecture of this Mach-Zehnder system is shown in Fig.3.6.1. The signal s(¢) centered
at the AOD center frequency f is fed to the Bragg cell. The +1 order diffracted light
is Fourier transformed by a spherical lens in the = direction, which collimates in y,
and the space integrated spectrum is detected on the CCD array. This spectrum was

derived earlier in Eqn.3.4.2, and is expressed as:

—j27a & 27 f(nT+T1) f Y- 1,/2
Ey(u,y,n) = ae ™Y [ cS(f)el Y B(u + ;}—)dfrect[—y—], (3.6.1)

where ay is a spatial frequency in the y direction caused by rotating the output beam
splitter. The DFT reference signal d(t) is heterodyned to frequency fy, and is fed
into the orthogonal AOD in the other arm of the interferometer. The +1 diffracted
DF'T signal is single sideband filtered in the Fourier plane of the orthogonal reference
Bragg cell. A spherical and cylindrical lens combination is used to image the filtered
DFT column along the y direction on the CCD, with the light being collimated in the
x direction. This imaged DFT reference signal on the CCD was also derived earlier

in Eqn.3.5.5, and it is expressed as:

A . . -Y/2 !
Ea(z',y,n) = awﬂw(%)ﬂ e=I2mfo(nT+T) j=527nGL(Y=y) L4 [y—i,—/—} , rect[-;(—,'].
(3.6.2)

The interferometrically detected intensity integrated over N light pulses is the mag-
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nitude squared of the sum of the signal and reference waves:

N-1

I(”?%”) = Z

n=0

= |a;|? Z !/cS{f)er"f(nT+T‘)B(u+ )dfl rect |

y-—Y/Q}
Y

12
Es(uy Y, n) + Ed(x,v Y, n}}

Yy — Y/2

]

+ lag|? Nrect[ ]rect[

X!
RIS Re{[ [espermsarstipu s Ly

n=0

i2mi [AL (Y —y9)]n—a’ ! y_Y/2
e’? {[va (Y~9)] vy} }rect[X,]rect[—Y—} ,
(3.6.3)

where o) = ay + fo/va, and a;, az are the signal and reference beam amplitudes,

y
respectively. The first and second terms in Eqn.3.6.3 are the signal dependent and
constant bias terms, respectively, and the third interferometric term is the 2-D folded
spectrum of the signal s(¢). For a single tone input signal s(¢) centered at the
AOD frequency fo, and having a signal offset frequency f' = f. + &, we can write
S(f) = 6(f + f. + é;). Recall from Sections 3.4 and 3.5 that f, and é; are the input
signal coarse and fine frequencies, respectively, where the coarse frequency is a mul-

tiple of the laser pulsing frequency. Substituting the value of S(f) in Eqn.3.6.3, the

impulse response of the system is given by:

I(u, y) ~ ClB2(u — &)rect_ [.y_:Z_/_g] -+ Czrect[ ]rect[y Y/z]
Y X Y
(3.6.4)
+ C3
where Cq, Cy, C; are real constants, and v and 3 are defined as:
= a + (N — 1)2% (3.6.5)
p=xfTy —(N—-1)rés(Th —T). (3.6.6)

This single tone impulse response consists of a uniform bias, a space integrated coarse

frequency bias ridge located at u = %, and the folded spectrum impulse of amplitude
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C; riding on top of the coarse ridge at a fine frequency position of y = }',—%'L’GT. This
impulse or spectral peak is on a spatial carrier of frequency ~ along the y dimension,
where 3 is the carrier phase angle. The resolution of this spectral peak along the y
dimension is given by the width of the sinc function, and is limited by the integration
time to N—IT however, numerous system parameters such as the CCD spatial frequency
response, the Bragg cell band shape and the laser pulse width, will apodize the DFT
and decrease the achievable resolution [17:19:20] The processor fine frequency analysis
bandwidth is %, as y is varied over the CCD height ¥, while the coarse frequency
bandwidth is limited by the width X' of the reference optical wave front, although

eventually by the signal Bragg cell device bandwidth.

This Mach-Zehnder TSI spectrum processor was set up in the Caltech laboratory
[12,14] Fig. 3.6.2 shows the laboratory system, while Fig. 3.6.3 shows the system design
for the processor. A Hitachi HLP-1600 single mode laser diode with 20mW continuous
wave power is used to produce 50nsec duration light pulses at a 15.734K Hz video
line rate provided by the composite blanking signal of the CCD sensor. A 15mm
focal length collimator was combined with a 6 times beam expander to produce a col-
limated elliptical Gaussian output beam with half power points given by D, = 48mm
and Dy = 15mm. The long axis of the beam profile is oriented along the z direction
in the space integrating AOD1 aperture. The AOD’s used in this experiment are slow
shear mode TeO, devices with an aperture of 70usec and bandwidths of 40M Hz.
The signal s(t) centered at 60M Hz is applied to AOD1, and the diffracted compo-
nent is Fourier transformed in z by the following 250mm focal length spherical lens.
This diffracted light is reflected off the beam splitter on to the CCD detector. In
the time integrating arm of the interferometer, an 8.4psec portion of the orthogonal
AOD2 aligned along the y direction is illuminated by a focussed beam. This light is
Bragg diffracted and Fourier transformed along the y direction by a 120mm reference
transform spherical lens, which allows single sideband filtering in the Fourier plane.
The filtered light is retransformed in y by the following 150mm focal length cylinder,
producing an appropriately scaled image of the reference signal in AOD2. This results
in the 8.4pusec DFT sinusoid filling the entire CCD aperture in the y dimension, where
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Fig.3.6.2 Laboratory set-up of the Caltech Mach-Zehnder time and space integrating

folded spectrum processor.
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the light is uniformly spread and collimated in the x dimension. The DFT reference
signal is mixed with a 60M Hz carrier signal before being input into the system. The
generation of the DFT matrix signal is achieved using a personal computer and a
video frame buffer. Fig.3.6.4 shows the 8.4usec CCD imaged space-time raster of
the DFT matrix stored in a standard video format. This signal is compensated for
effects such as interleaved fields and vertical blanking dead time. The laser diode is
pulsed in synchronism with the video line rate. Also, the time integrating CCD is
synchronized with the video frame buffer as shown in Fig.3.6.3, which displays the
system timing signals. The limited 5M Hz bandwidth of the frame buffer along with
its video line rate format restricts the analysis bandwidth of the fine frequency DFT
processor, although improvements can be made using a larger CCD area and differ-
ent magnification imaging optics. As fine frequency bandwidths equal to the Bragg
cell space integrating coarse frequency resolution are hard to achieve using the video
buffer, we have a system designed for smaller fine frequency bandwidth, thus giving
part of the full folded spectrum output, nevertheless, allowing us to demonstrate the

TSI DFT processing principle.

Fig.3.6.5 shows the 2-D folded spectrum output data for the Caltech processor
using a double sided DFT reference signal that sweeps down in frequency during one
video field while sweeping up in frequency over the next field. The video outputs are
displayed after bias subtraction using the personal computer to store successive con-
structive and destructive frames generated by rotating the beam splitter to eliminate
the spatial carrier. The fine frequency resolution of the processor is about 120Hz
with a system fine frequency bandwidth of 54K Hz. Fig. 3.6.5(a) shows a single
coarse frequency spectral peak produced by a 56,003,211Hz input tone signal. The
fine frequency resolving power of the processor is shown in Fig. 3.6.5(b), where two
spectral peaks are positioned according to the coarse and fine frequency content of
the 56,004, 709.3H z input signal tone. Two peaks occur along the fine frequency be-
cause a double sided DFT signal is used for the baseband processing. Fig. 3.6.5(c,d)
shows the processor coarse frequency bandwidth to be better than +10M Hz. The

carrier demodulation approach for bias removal was tested using external filtering



Fig.3.6.4 8.4usec CCD imaged space-time raster of the double sided DFT reference

signal.
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electronics. Fig. 3.6.5(e,f) show carrier demodulated processor outputs for 60AL H =
and 60, 000,900H = suppressed 959.2K Hz AM signal inputs, respectively. The coarse
frequency achieved is 68 K H z per pixel, and the number of coarse and fine frequency
resolution bins is 384 and 50, respectively. A spectral sensitivity of —40dB was ob-
tained, with a 0.4 single tone signal to bias ratio. Successive frame averaging was used
to get better output signal-to-noise ratio. A frequency measurement linearity plot of
the processor is shown in Fig. 3.6.6, demonstrating the linear relationship between
the spectral peak position on the CCD and the input frequency value.

Thus, the 2-D additive Mach-Zehnder interferometer based folded spectrum pro-
cessor provides large bandwidth, high resolution, signal spectral outputs on a 2-D
coarse/fine frequency raster coordinate frame. Nevertheless, this optical architecture
is based on the Mach-Zehnder interferometer that is unstable due to mechanical vi-
brations, thus making the processor difficult to operate in uncontrolled environments,
such as on board space applications. It is for this reason that we investigated an
alternate optical architecture for 2-D folded spectrum processing. This in-line multi-
plicative design is a more stable optical architecture, and is discussed in detail in the

next section.

3.7 Multiplicative TSI 2-D Folded Spectrum Processor

Theory and Experimental Results:

An alternate way to perform 2-D folded spectrum processing is the multiplicative
pulsed source time and space integrating (TSI) spectrum processor. This architecture
is a cascaded combination of the in-line, additive, electronic reference, space integrat-
ing broadband acousto-optic spectrum analyzer shown in Fig.3.4.2, and the in-line,
additive, time integrating DFT narrowband processor of Fig.3.5.2. The multiplica-
tive nature of the TSI processor comes about because the Bragg diffracted light from
the first AOD is rediffracted by the second AOD in the system. This causes the
diffracted signal and reference modulations from the first AOD to be multiplied by
the appropriately biased DFT column modulation introduced by the second AOD.
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Fig.3.6.5 Double sided bias free folded spectrum 2-D outputs from the Mach-Zehnder
TSI processor for input frequencies (a) 56,003,211 H z, (b) 56,004,709.3H z, (c) 50,008, 027.5H z.
(d) 69,991,972.5H z via computer bias subtraction, and (€) 60M Hz, (f) 60,000,900H 2

suppressed 959.2 K Hz AM via carrier demodulation.
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Fig. 3.7.1 shows this TSI multiplicative architecture for 2-D folded spectrum anal-
ysis using crossed Bragg cells, anamorphic imaging and Fourier transforming optics,
a high power pulsing laser diode, a CCD detector array, and supplementary electron-
ics. The signal chain for the system is as follows. The information signal s(?) is
electronically added to the reference chirp ¢(t), both signals being driven at the AOD
center frequency f;. This composite signal, s;(¢), is fed to AOD1. The +1 diffracted
light from AOD1I is Fourier transformed along z while being collimated in y by a
spherical lens, thus giving a slit of light of length V', incident at the Bragg angle in
the orthogonal AOD2 acoustic column. The position of this slit of light along the z
direction in AOD2 depends on the frequency of the input signal. The DFT reference
signal d'(t) on an offset carrier f, is electronically added to a DC bias level dy before
being heterodyned to the center frequency fy, giving the composite signal s5(t), which
drives AOD2. The +1 Bragg diffracted light from AOD]1 is rediffracted by AOD2,
giving light that is modulated by the product of the spatial Fourier transform of
5(t— z—_f-/—z) and the modulation 3>(¢ — ;£). This doubly diffracted signal is imaged
by a pair of cylindrical lenses on to the CCD array, after appropriate single sideband
DFT signal filtering in the Fourier plane of the cylindrical lens Cy. Thus, the electric
field incident on the CCD detector plane on the ny; light pulse is given by:

E(u3y’n) = andl(u;n) andZ(y,n), (371)

where
Eooar(u,n) = f 81 (nT + T - —m—) eI gy (3.7.2)

X Vq
—5(t-2L
Eaoa2(y,n) = 32 (t o ), (3.7.3)
and

s1(t) = s(t) + ¢() $2(t) = [do + d'(t)] cos(27 fot), (8.7.4a,b)

where s(t), ¢(t), and d'(t) were defined in Sections 3.4 and 3.5. The intensity integrated
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SIDE VIEW ! +1

Fig.3.7.1 2-D pulsed source time and space integrating acousto-optic multiplicative

folded spectrum processor.
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on the CCD over N light pulses is given by:

N-1
I(u,9) = 3 |Baoar (¢, 7) Eaour(y,1)[’

;=_(; (375)
= Z landl(u, Tl)lz }andZ(ya n)lz

n=0

where |Eqo41(u, n)|? is the intensity detected in the in-line additive electronic reference
space integrating spectrum analyzer discussed in Section 3.4, while |E,,q0(u,n)|? is
proportional to the intensity output of the in-line DFT based time integrating spec-
trum analyzer introduced in Section 3.5. In essence, the AOD’s act as intensity
modulators when the signal term in each AOD is biased by its reference signal. In
this TSI processor, the reference signals correspond to a DC bias level associated with
the DFT signal, and the repetitive chirp signal c(t) is added to the input signal s(t).

Using Eqn.3.4.16, we can write the +1 order diffracted electric field from the first
Bragg cell (AOD1) as:

Esoa1(u,n) =5+ C, (3.7.6)

where
S=c / S(f)edrFnT+T) B(y 4 ;f-)df (3.7.7)
C = Coe ImuX eIberect [T—)‘}——EB—/Q] , (3.7.8)

where S and C are the single sideband space integrated signal and reference chirp
spectrums, respectively, and f is the input signal coarse plus fine frequency compo-

nent. Similarly, using Eqn.3.5.16, we can write:

andz(’u, n) =b+d, (3.7.9)
where
b= dyrect[Z _YY/ 2] (3.7.10)

d= dye 2o ArANT =30 et [y_i/Z]’ (3.7.11)

where d is the spatially filtered single sideband DFT signal with amplitude d;, and
dy is a constant bias term. Note that in the terms S, C, b, and d, the AOD sampled
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temporal carrier term has been removed by the intensity detection operation, as was
earlier shown in Sections 3.4 and 3.5. Simply put, the intensity detected by the CCD

in this multiplicative processor is given by:

N-1
I(u,y) = 3 |Baoas (u:7)|* | Baoaa(y, )|

n=>0
N-1
-y [4Re(50*)Re(db*) +lc b +d| (3.7.12)

+2[6]* + |d|*]Re(SC*) +|S|* |6+ d|*

where the first term in the expansion gives the desired interferometric 2-D folded
spectrum term, while the second term gives the constant bias term. The last two
terms contribute to the signal dependent bias. Substituting the values for the signal

and reference terms, we can express the 2-D folded spectrum as:

N-1
If(u,y) = Y _ 4Re(SC*)Re(db*)

n=0

N-1
- 42 Re H/cg(f)ejzwf(nT+T1)B(u + %)df}

n=0
. . — 2
X {Cge]’wxe_m‘rect[—-——uva BB/ ]}}

nAf + fs
v

a

(3.7.13)

y—Y/2
o — ¥)rect [L2L2),

X dogd;jcos [27r(

where ¢ was earlier defined as ¢ = =™/ % . For a single tone input signal s(t) with
frequency f' = f. + &5, where S(f) = 6(f + f'), the system impulse response is

approximately given by:

N-1

I;(u,y) = 4Cgdod; B(u — {i) > cos[2nAfnT + ¢e(f)]
L (3.7.14)
X cOS [271-(%:'1[{)(9' —Y)]rect [y —YY/2] .

On completing the summation over N light pulses accumulated in the finite CCD

window of height Y, the system impulse response can be expressed as:

A

Va

If(u,y) = K1 B(u — %)Nsinc {NT[é; + CJZ:(y —Y)]}cos(2my'y + B')  (3.7.15)
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where K; = 2C{dyd; is a real constant proportional to the signal and reference
amplitude terms. The folded spectrum is generated on a spatial carrier along the y

direction, where the carrier frequency ' and phase ' are given by:

7= =i+ (V- 05h (3.7.16)

8= 8ulf') + 7(N = D6/ — 2] ~ 20 T, (37.17)

where ¢.(f') = l-ble. Thus, the 2-D folded spectrum output consists of a spectral peak
positioned at the CCD u,y coordinates of u = ;fz—, y=Y — —’L T, corresponding
to the input signal coarse and fine frequency components, respectively. Recall that
the Mach-Zehnder additive processor desribed in Section 3.6 had a similar impulse
response expressed in Eqn.3.6.4. The constant bias contribution is calculated from
the second term in Eqn.3.7.12, giving the expression:

N-1

Ky= Y [of |o+d*
n=0
= NCo(d§ + d?)rect[uva ;B/z]rect [y —YY/2] (3.7.18)
+ 2dq [LB/Q] cos(2my'y + 1),
where n = — [E(A;;l) + 27 fsTl] . Here, the first term corresponds to a uniform bias

generated over the CCD surface by the chirp spectrum, while the second term gives
a constant bias slit along the y =Y (6; = 0) fine frequency position, that rides on a
spatial carrier 4’ along the y direction.

The single tone signal dependent bias term is given by:

N-1
Kr = {28 +|d" | Re(5C*) + |5| b+ d|*}

n=0

+ 2dpd; Nsinc {NT———(y Y)}B(u + fe )cos(27r7 y+n),

where the first summation is negligible for §; > 1=, and the second summation gives

the signal coarse frequency dependent bias terms. The first signal dependent bias term
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is the coarse frequency bias ridge along the y direction of the CCD, centered at u = %:—,
while the second term is a bias blur spot positioned at u = 5_:7 y =Y that is riding
on a spatial carrier 4. Note that the major bias contribution is not modulated by the
spatial carrier, and can be removed via electronic carrier demodulation and filtering.

The additional small bias contribution can be removed by electronic thresholding.

The multiplicative TSI processor was set up in the laboratory, and is shown in
Fig. 3.7.2. Fig. 3.7.3 shows the overall optical and electronic system design for the pro-
cessor. A high power laser diode with an 8W peak radiant flux at its maximum drive
current and .05% duty factor is used in the experiment with the Power Technology
Inc. IL30C laser diode pulser circuit. The light from the laser diode is collimated by a
20cm focal length spherical lens, while a 9¢m focal length cylindrical lens focusses the
collimated light along the y direction in AOD1. An F; = 20cm spherical lens Fourier
transforms the diffracted AOD modulation along the z direction. The undiffracted
light from AOD1 is blocked in the AOD2 plane. The AOD’s used in this experiment
are also slow shear mode Tellurium dioxide devices with an aperture time of 70 usec
and bandwidth of 40 MHz. A 60 MHz center frequency is used for the AOD’s. Crossed
cylinders Cy and C; with 15¢cm and 10cm focal lengths, respectively, were used for
imaging the diffracted light along the y direction. Unlike a telescopic 4F imaging
system based architecture (see Fig.3.7.4) that uses the Fourier transform spherical
lens (Fy) and another spherical lens for imaging, this crossed cylinder imaging design
provides overall short system length and desired demagnifications for compatibility
with the CCD detector specifications. In addition, the DFT signal single sideband
filtering and AOD2 DC light removal are easily accomplished in the Fourier plane of
cylinder C;. In contrast, the 4F imaging system has the spatial filtering plane in the
signal AOD crystal, thus preventing exact Fourier plane free space spatial filtering of
the DFT signal and AOD DC light. The crossed cylinder imaging combination pro-
vides a 4 times demagnification along the y direction, with a 1.5 times magnification
along the z direction. In essence, the 35.4 mm (52.84pusec) DFT video line is imaged
on to the 8.8 mm horizontal side of the Sony black and white 2-D CCD sensor.

The processor timing is controlled by the CCD detector 7.16 MHz internal oscil-



Fig.3.7.2 Laboratory set-up of the Caltech multiplicative time and space integrating

folded spectrum processor.
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Fig.3.7.5 PROM generated repetitive 1 MHz bandwidth reference chirp signal (upper
trace) and its 15.734 KHz CCD composite blanking trigger signal.

Fig.3.7.6 1 MHz reference chirp Fourier plane optical spectrum along the vertical (v)
direction of the 2-D CCD. Lower trace shows a magnified view of the double sided

chirp spectrum.
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lator. The CCD composite blanking signal is used to generate the 15.734 KHz laser
diode trigger signal with a pulse width of 100 nsec. This corresponds to a light flash
for every video line. This is in contrast to the folded spectrum processing of tones,
where the laser diode trigger frequency is adjusted according to the desired Nyquist
limited bandwidth. As described in Section 3.4, the reference chirp is stored in a digi-
tally programmable read only memory (PROM) and read-out each laser diode trigger
pulse using the CCD pixel clock and a digital-to-analog converter. Fig. 3.7.5 shows
a 1M Hz bandwidth reference chirp signal that was used in one of the experiments
with this TSI processor. Fig. 3.7.6 gives the Fourier plane optical spectrum of this
chirp, with spatial sampling along the y (vertical) direction of the CCD. The lower
trace in the picture gives a magnified view of the chirp spectrum across the verti-
cal pixels of the CCD. The chirp, being digitally generated is highly coherent with
the laser pulsing. The DFT signal is generated by the personal computer and video
frame buffer system, as mentioned in Section 3.5. For video signal inputs, the CCD
camera is locked to the CCD detector array by special synchronizing circuitry called
Genlock (Sony). This assures that the input image and DFT reference video lines are
synchronized in their signal and reference AOD’s, respectively (see Fig.3.7.7).
Experimental results from this processor are shown in Fig. 3.7.8 and Fig. 3.7.13
for a fine frequency analysis bandwidth of 7.86K Hz using the zero offset frequency
single sided DFT reference signal shown in Fig. 3.5.3. Data in Fig. 3.7.8 correspond
to a fine frequency variation from DC to 7.8 KHz. We see the interference peak
move from left(DC) to right(7.86 KHz) along the respective coarse frequency bin. On
further increasing the input tone fine frequency from 7.86 K Hz to 15.734K H z, the
peak moves back along the coarse frequency ridge from the right (7.86K H z) position
to the left (DC) position. This effect is introduced through the aliasing phenomena
in Nyquist limited sampling, and can be avoided by using a +7.86K H z double sided
DF'T signal, similar to the one used in the additive Mach-Zehnder TSI processor in
Section 3.6. These single tone experiments are carried out using a signal generator

whose frequency is varied around 60 MHz.

The 2-D results correspond to spectrums after electronic bias subtraction using



Fig.3.7.7 Oscilloscope trace shows the DFT video lines (upper trace) and the genlocked

CCD camera horizontal drive signals (lower trace) are synchronized.
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Fig.3.7.8 Single sided bias free folded spectrum 2-D outputs from the multiplica-

tive TSI processor using a 1 MHz reference chirp for input signal frequencies (a)

60,005, 395.0H z, (b) 60,005, 889.0H z.
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Fig.3.7.8 Single sided bias free folded spectrum 2-D outputs from the multiplicative

TSI processor using a 3.5 MHz reference chirp for input frequencies (c) 62,377,934.0H z,
(d) 62,945,658.0H .



Fig.3.7.9 1 cycle/mm grating video image with a tilt angle § ~ 14°.
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the IBM personal computer and video frame grabber configuration. The video frame
grabber is used to acquire and store constructive and destructive spectral peaks over
successive CCD frames, while the computer is used for pixel by pixel bias subtraction
of these frames. Note that the experimental results from fhe single tone tests give the
desired system signal impulse response expressed earlier in Eqn.3.7.15. Similar tests
are carried out using the genlocked CCD video camera looking at simple grating im-
ages. Fig.3.7.9 shows a % cycle/mm grating image with a tilt angle of approximately
14°. The camera is rotated to generate different tilt angles of the grating image, while
a lens demagnifies and images the grating on to the 8.8 x 6.6mm CCD sensor. The
CCD pixel structure samples the grating light distribution using a 7.16M Hz pixel
clock along each horizontal line element of size 23um. This electronic scanning pro-
duces a temporally modulated video signal that consists of successive horizontal line
scans of the input image. Fig.3.7.10 shows successive video lines from a grating image
input. This signal is fed into an electronic circuit that removes the video synchroniza-
tion pulses along with any DC bias level (see Fig.3.7.11). In addition, the circuit also
amplifies and thresholds the signal to generate an amplified square wave signal that
is mixed with the 60AM/Hz AOD carrier frequency before being introduced into the
optical processor (see Fig. 3.7.12). Fig. 3.7.13 shows the 2-D video spectrum of the
tilted grating video image shown earlier in Fig. 3.7.9, using an imaging demagnifica-
tion of ~ 8. This input image corresponds to a 633K Hz coarse frequency temporal
variation along the z direction, with a 0.41K Hz fine frequency variation along the
vertical (y) direction. In the CCD two dimensional output signal, the DC of the fast
(coarse) variation along the z direction of the image corresponds to the central bin
between the two peaks in the picture. The slow (fine) variation along the y direction
of the image corresponds to the left to right movement of the peak along each fast
frequency bin. The positions of these spectral peaks are closely related to the ex-
pected result. Note that this 2- D spectrum gives the desired image impulse response
of the processor expressed in Eqn. 3.7.26. Again, the frame grabber/computer system

is used for bias removal in the image spectrum.

The processor yielded a coarse frequency resolution of 80 KHz corresponding to



Fig.3.7.10 Video lines from the image input CCD camera.

Fig.3.7.11 Video lines from the image input CCD camera after removing the video

synchronization pulses and removing any DC level (DC=0).

Fig.3.7.12 Amplitude modulated (AM) grating video signal that drives the signal
Bragg cell. A 60 MHz carrier is used.
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l

Image Horizontal (x) Frequency

Image Vertical (y) Frequency

Fig.3.7.13 Double sided bias free 2-D Image spectrum output from the multiplicative
TSI processor using the tilted grating image in Fig.3.7.9. The spectrum corresponds
to a 623 KHz horizontal (coarse) frequency with a 0.41 KHz vertical (fine) frequency.



Fig.3.7.14 Multiplicative TSI processor coarse frequency resolution of 80 KHz corre-
sponding to 5 interleaved vertical pixels of the 2-D CCD sensor.
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Fig.3.7.15 Fine frequency linearity plot for the multiplicative TSI spectrum processor.
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5 interleaved vertical pixels shown in Fig. 3.7.14. Using the 3.5M H 2z bandwidth ref-
erence chirp, there are approximately 44 spatially multiplexed coarse frequency bins
along the CCD vertical direction. The processor provided a fine frequency analysis
bandwidth of 7.86K Hz, with a fine frequency resolution of 100H z, giving approxi-
mately 78 fine frequency bins along the horizontal direction of the CCD. The proces-
sor gave a single tone signal to bias ratio of 0.3 with a spectral sensitivity of —26dB.
Fig. 3.7.15 gives the frequency measurement linearity plot for the processor over its
fine frequency processing bandwidth, showing a high degree of linearity. Next, we shall
discuss the system issues related to the additive and multiplicative TSI processors,

respectively.

3.8. System Issues for the 2-D Folded Spectrum Processors

The Caltech prototype additive and multiplicative processors illustrate the appli-
cation of time and space integrating acousto-optic pulsed laser systems for spectrum
analysis of large time bandwidth product signals. The performance of these pro-
totype systems is limited by a combination of inherent architecture limitations and
deficiencies in the commercially available hardware employed in the systems. These
TSI systems demonstrate the tradeoff principle, where the inherent architecture lim-
itations in one system become the system advantages in the other system, and vice
versa. For instance, starting with the additive architecture, its inherent system lim-
itations include a reasonably high coherence length requirement for the pulsed laser
emission to obtain optimum optical interference in the Mach-Zehnder interferometer
(201 & coarse frequency analysis bandwidth limited by the light pulse width, interfer-
ometer precision alignment, and a high degree of sensitivity to mechanical instabilities
and component vibrations at frequencies higher than 30H z. These limitations of the
additive processor are turned around to inherent system advantages in the multi-
plicative processor. In particular, because of the common path nature of the light
propagation, the laser light coherence requirements are less severe. In addition, the
system becomes virtually insensitive to air currents and component vibrations, and

the optical alignment procedure becomes much simpler. Also, the narrow laser pulse
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width condition can be relaxed somewhat if the pulse width remains less than the
inverse of the reference chirp bandwidth. The chirp bandwidth is determined by
the maximum signal frequency to be processed by the spectrum analyzer. Never-
theless, compared to its additive counterpart, the multiplicative design suffers from
other problems. For instance, the multiplicative system is light inefficient because
of the multiple diffraction in the signal and reference AOD’s, although this problem
can be somewhat compensated for by using longer laser pulses. For a typical AOD
intensity diffraction efficiency of € ~ 0.1, the multiplicative processor gives an over-
all light efficiency of €;e; &~ 0.01, while the additive design gives a light efficiency of
$(e1+¢€2) & 0.1. Thus, the additive design has a considerably higher light throughput
than the multiplicative design. Also, the maximum signal bandwidth is limited by
the physical width of the reference AOD crystal, as the position of the focussed slit of
light in the reference AOD depends on the signal frequency driving the signal AOD. In
addition, there is the extra signal dependent quadratic phase term ¢, in the processor
output that is due to the reference DLO chirp spectrum. As mentioned earlier, the
multiplicative approach is essentially an intensity modulated system that introduces
an additional conjugate sideband contribution that produces additional signal and
bias terms. In a multitone environment, these additional signal and bias terms can
produce strong undesirable sidelobes, thus deteriorating the processor performance.
Again, the additive architecture does not suffer from these problems of light efficiency,

strong sidelobes, etc.

Apart from the inherent architecture limitations associated with each system,
the Caltech prototype systems suffered from the non-optimized peripheral electronic
hardware utilized for reference signal generation and optical detection. We used a
Sony XC-37 industrial black and white video camera as the 2-D optical detector.
This CCD has 384 horizontal pixels with a 23um pixel separation, and 491 interlaced
pixels with 13.4um separation in the vertical direction. System performance param-
eters that were adversely affected by the non-optimized CCD specifications include
processor coarse and fine frequency resolution, number of coarse and fine frequency

bins, spectrum dynamic range, maximum detectable carrier spatial frequency, and
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amplitude linearity of system response. The CCD specifications that are critical to
the design of the processor include pixel size, number of pixels, read-out rate, dynamic
range, modulation transfer function (MTF) at the near infrared wavelength of the laser
diode, and CCD integration time. The additive and multiplicative processors achieved
spectral sensitivities of —40dB and —26dB, respectively. Both processors achieved a
high degree of frequency linearity over their fine frequency processing bandwidths as
shown in Figures 3.6.7 and 3.7.15, respectively. For ideal fine frequency processing,
the optimum DFT reference waveform should have a bandwidth that fully utilizes
the AOD bandwidth, a temporal duration that is V times each DFT column segment
duration, thus giving a very high time bandwidth (TB = N? ~ 10°) signal. In our ex-
periments, we used a video bandwidth (5M H z) frame buffer with a 15.735K H z video
line read-out rate to generate a lower than optimum time bandwidth product DFT
matrix signal, thus resulting in a processor output that corresponds to only a part of
the complete folded spectrum. Note that the coarse frequency resolution of the space
integrating acousto-optic processor depends on various factors such as the illuminated
AOD aperture, acoustic apodization effects, beam profile and CCD pixel size [17:21],
In addition, excessive degradation of the blur spot is caused by optical aberrations, as
well as photo generated charge diffusion that is due to deep penetration of the infrared
photons in the CCD detector, thereby degrading the MTF [°], Thus, we expect that
by employing higher quality optics, a high performance CCD detector optimized for
scientific application, along with state of the art customized electronics for generation
of the high time bandwidth product DFT matrix and DLO reference chirp signals, we
can realize a practical 2-D folded spectrum pulsed laser processor, which is limited
only by its inherent architectural constraints. Later in the thesis, we will see how
optical disk technology can be incorporated in TSI acousto-optic spectrum analyzers
to generate the extremely high time bandwidth product reference signals to produce

complete folded spectrum outputs.
An issue that cannot be neglected in all time integrating processors is the removal

of the interferometrically generated bias from the desired signal information. In the

TSI processors introduced earlier, we note that the useful 2-D folded spectrum can be
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generated on a spatial carrier in the z or y direction on the CCD surface, allowing the
natural read-out mechanism of the CCD to convert a spatial variation to a temporal
variation that is bandpass filtered and rectified to give the desired signal term without
bias. This method is called bias removal via carrier demodulation, and was tested
in the additive processor where the rotation in the output beam splitter produced
the spatial carrier. Data in Fig. 3.6.5(e,f) show carrier demodulated bias-free folded
spectrum outputs.

Another approach to bias removal applicable to the additive processor employs
two synchronous CCD detector arrays exactly aligned in both the output ports of
the recombining dielectric beam splitter cube positioned near the output plane of the
processor (221, The phase shift upon reflection from the multilayer dielectric surface is
such that the two separately detected interferometrically generated modulations differ
in phase by 180 degrees, thus allowing electronic subtraction of the two video signals,
giving a bias free modulating signal. This type of two CCD approach for real-time
bias removal was simulated in the Caltech processors by using a successive frame bias
subtraction technique using a personal computer and video frame grabber.

These carrier demodulation and bias subtraction methods for bias removal do
not solve the problem of limited system dynamic range, since processing is performed
after the detection of the signal. The effective system dynamic range at the output

1S: S
(S+B)]’

where DRccp is the dynamic range of the output CCD detector and S and B are the

DR, = DRccp|

signal and bias power levels on the detector, respectively. In most time integrating
systems, the signal to bias power ratio is much less than one. One approach to real-
time bias removal in spectrum analyzers is the use of a photorefractive crystal as a
time integrating detector [23]. The idea is to generate the desired spectrum term on a
fast spatial carrier on the crystal surface using an additive optical architecture. The
spectrum is read by illuminating the crystal by a Bragg matched read-out beam, thus
leaving the bias behind on the crystal. The physical properties of photorefractive

crystals such as bismuth silicon oxide (BSO) offer other system advantages such as
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high resolution detection, an increased space bandwidth product, leading to a large
number of coarse and fine frequency bins in the spectrum analyzer. Later in the
thesis, we address this photorefractive approach to bias removal in time integrating

processors.

3.9 Conclusion

We have investigated pulsed source time and space integrating acousto-optic tech-
niques for spectrum analysis of large time bandwidth signals, exploiting the inherent
2-D nature of optical systems. In particular, we presented two alternate approaches for
realizing TSI 2-D spectrum analyzers; namely, the additive and multiplicative optical
architectures, respectively. It was shown that both these architectures possess their
distinct advantages and limitations (see Table 3.9.1). Thus, depending on the particu-
lar application, its environment, and desired special features, one of the systems could
be chosen, given the engineering tradeoffs. For example, the additive design would
not be appropriate in a mechanically unstable environment, whereas the multiplica-
tive architecture will give a much better performance in a similar uncontrolled setting.
On the other hand, an application where little optical power is available, the additive
design would prevail over the multiplicative system. The pulsed source was uniquely
exploited in these systems to provide the necessary aliasing to baseband of the high
frequency input signals, as well as to implement the freezing action of the Bragg cell
acoustic signals for periodic imaging to generate spatially distributed local oscillators.
The Discrete Fourier transform algorithm for spectrum processing adapted well to the
pulsed source nature of these systems, unlike the Chirp-Z algorithm implementation
[24] which introduces unwanted triangular apodization in gain and resolution across
the frequency bins. We built both these systems in the laboratory using available
optics and electronics. The systems were successfully tested using 1-D and 2-D in-
puts. The two key limitations to these prototype systems were the inadequate quality
of the CCD detector array, and the DFT matrix signal generation electronics used
in the experiments. Using dedicated high speed DFT matrix generation hardware

along with a state of the art scientific detector array, a high performance spectrum
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COMPARISON OF THE TSI MACH-ZEHNDER & MULTIPLICATIVE

ARCHITECTURES FOR SPECTRUM ANALYSIS

Mechanical Stability

Light Efficiency

Temporal Coherence

of Light Source

Processing Bandwidth

Signal to Bias ratio

Mach-Zehnder
Additive

Relatively
Unstable

Higher

High due to

Interferometer

Good; Limited
by AOD Bandwidth

Higher

Multiplicative

Better
Stability

Low due to Multiple
AOQOD Diffraction

Not as Critical;
Intensity Modulation

Limited by AOD &
Reference Chirp Bandwidth

Limited by Greater

Bias Contribution
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analyzer can be realized that has a system bandwidth near the 1000/ H z range, and
a spectral resolution approaching a 100Hz. With respect to limitations inherent in
the particular TSI optical architecture, such as unwanted bias accumulation in time
integrating processors, we have proposed various bias removal techniques, including
a real-time approach using a photorefractive crystal as a bias eliminator. Given the
current optical transducer and detector technology available for optical computing,
these pulsed source acousto-optic TSI 2-D spectrum analyzers combine the features
of the mature 1-D acousto-optic spatial light modulator technology and the 2-D CCD
detector technology. The space-time raster format to input, process and output long
1-D signals allows the spectrum processing of very large time-bandwidth product sig-
nals such as video images, very long 1-D signals, and high time-bandwidth product
radar returns. Nevertheless, it is important to point out that unlike their continuous
wave counterparts, these extremely low duty factor pulsed wave systems suffer from

low optical efficiency related problems.
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CHAPTER 4

OPTICAL DISK BASED ACOUSTO-OPTIC SPECTRUM ANALYSIS

4.1 Introduction

Recently, there has been interest in the application of optical disks in optical
computing systems [1 =%, This chapter introduces the application of optical disks in
acousto-optic spectrum analyzers. The disk is used as an electronic signal generator,
a 1-D optical spatial light modulator, and an optical distributed local oscillator
generator. Various disk based optical spectrum analyzer designs are introduced
along with an engineering analysis of the capability of currently available optical disk
systems. Experimental results relating to a continuous wave optical disk spectrum
analyzer are presented. The experiments conducted demonstrate the principle of the
optical disk based distributed local oscillator (DLO) and its application to acousto-
optic spectrum analysis. The various DLO reference data disk formats are presented
and experimentally tested. The optical DLO system is described and the output
signals are analyzed. Next, the system for the acousto-optic disk spectrum analyzer
is described and the test results are analyzed. Finally, the practical limitations of
this disk system are studied and system issues are discussed.

The question arises, “Why use optical disks in acousto-optic spectrum analyz-
ers?”. Recall from Chapter 3 that in 2-D time and space integrating acousto-optic
folded spectrum analyzers, such as the additive and multiplicative DFT algorithm
based processors, and the additive Chirp-Z 2-D folded spectrum processor, the ref-
erence signals used in the temporal spectral processing necessary for generating the
complete folded spectrums are of extremely high time bandwidth product (> 10°
data points) [°=8l. So far it has been very difficult to generate these signals us-

ing commercially available electronics, and only incomplete folded spectrums have
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been experimentally demonstrated ["°], One way of addressing this signal gen-
eration problem is by exploring the angular motion and the extrernely high data
storage potential in optical disk technology. In other words, the high data packing
density and storage capacity, along with the angular motion of the optical disk can
be combined to generate the extremely high time bandwidth product signals used
for temporal frequency processing in acousto-optic spectrum analyzers, thus giving

the desired complete folded spectrums.

The following calculation for a practical 2-D acousto-optic spectrum analyzer
illustrates the high data generation requirement. Take a typical large aperture,
high resolution acousto-optic deflector (AOD) with a time aperture of 40usec and
a bandwidth of 50M Hz giving a maximum storage capacity of 2000 analog data
samples 1%, This AOD is used as the input signal transducer in the space integrat-
ing arm of a 2-D TSI acousto-optic spectrum analyzer, generating a maximum of
2000 resolvable signal coarse frequency space multiplexed channels along one spatial
dimension. The maximum number of spatial coarse frequency channels is equal to
the space bandwidth product of the acousto-optic device. Along the orthogonal
spatial direction in each coarse frequency channel, another AOD is used to form
an acousto-optic time integrating spectrum analyzer that can generate 2000 fine
frequency space multiplexed bins along the orthogonal direction. This gives a total
of 4 million frequency channels in a two dimensional coarse-fine frequency format
on a 2-D time integrating CCD. In order to achieve this massive processing power
from the AOD’s, the reference DFT signal used in the time integrating proces-
sor should have 2000 constant frequency segments, each segment having 2000 data
samples corresponding to the maximum storage capacity of the AOD. For the AOD
bandwidth of 50M H z, the DFT signal has to be serially read-out at the minimum
Nyquist limited rate of 100M H z, corresponding to twice the maximum signal band-

width. Assuming an 8-bit (256 level) digital quantization of the 4 million analog
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DFT signal samples, we require a 4 megabyte digital memory with an 8 channel
bus, and a 100 MHz digital to analog converter. Typically, in practical digital to
analog systems, sampling is performed at a rate that is higher than the Nyquist
rate. This implies that in order to generate a high quality DFT signal, we would
require a 100-400 MHz digital to analog converter chip. Although the 4 megabyte
DFT signal memory is not a critical limitation, the unusually high digital to analog
conversion rate imposes a severe limitation for present-day signal generation elec-
tronics. An elegant solution to this problem is the parallel access of data through
optics and spinning disks. Thus, we introduce the application of optical disk tech-
nology in acousto-optic spectrum analyzers to cope with the reference signal high
data rate and large storage requirements. The next section deals with a brief look

at optical disk technology.

4.2 Optical Disk Technology

The impact of optical disk technology has come from three main applications.
These applications include the digital audio compact disk (CD), the video disk,
and digital data storage disk systems [1}]. All three applications have emerged
from innovations and consistent developments in three areas, namely, materials for
data storage, laser based data writing systems, and optical read-out systems [12=14],
The current data storage capacity of a 5.25:n double sided magneto-optic disk is
650 Mbytes, and typical bit size corresponds to 1um, with a 1.5um track pitch (15

Initial development was in the write once read many (WORM) disks. Here the
digital bit streams corresponded to depressions (pits) or burnt out holes (dots) along
spiral tracks on the disk surface. The data are read by scanning these pits and dots
with a focussed laser beam and detecting the interference between the wave fronts
of multiple beams diffracted by the pits and dots. Disks can be used in either light

reflection or transmission modes, although present systems mainly employ reflection
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type devices. Currently, the WORM disk technology is well developed, and both
accurate write and read systems exist in the market. Present research efforts are
mainly directed at improving the erasable magneto-optic disk technology [16-17],
In this case the data is stored by a thermal process in each pixel of the magneto-
optical material, and read-out by either the reflective magneto-optic Kerr effect or
the transmissive Faraday effect. So far, disk data have been recorded serially pixel
by pixel and also by parallel techniques such as contact printing, and magneto-optic
disk systems for data storage have been demonstrated [18].

In addition, film based optical absorption disks have been proposed that can use
the standard holographic high resolution films with 10,000 line pairs per mm and a
track density of 500 tracks per mm [}, These film based disks promise applications
in coherent optical processing with multilevel signal storage capability. First, let’s
look at how existing optical disk systems can be employed as opto-electronic signal

generators.

4.3 Optical Disks as Discrete Fourier Transform Signal Generators

The extremely high data storage density of optical disks along with their angu-
lar motion allows the optical disk to be used as a programmable high time bandwidth
product electronic signal generator. For the DFT signal case with 4 million data
samples, the signal data values can be generated by a computer and then stored
along the spiral tracks of an optical disk. The writing process is similar to the one
used in recording audio, video, and digital data bit streams, and a standard disk
writing system can be employed. The read-out process is also the standard serial
pixel by pixel laser scanning approach, and many such drives exist today. The
coherent electronic DFT signal generated by the disk reading system can be fed
to the orthogonal AOD in the time integrating spectrum analyzer to perform the

coherent optical processing that results in the complete 2-D folded spectrum output
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(See Fig. 4.3.1). The actual analog data values of the DFT signal can be stored as
a digital pulse width modulation encoded signal with appropriate error correction
schemes. Current write sytems have demonstrated high quality signal reproduction

using various data recording and correction techniques.

Recall from the ideal processor designs in Chapter 3 that the typical DFT signal
should have 2100 time segments, each of 70usec duration, giving an overall signal
time of 147 msec with around 4 million analog data samples. Using a standard video
disk with a 15 cm radius and constant angular rotation of 1800 rpm (NTSC TV
standard), these data can be written as 1uym pits in approximately 4.4 revolutions
along the outer tracks (radius &~ 15¢m) of the disk. Note that read systems have
been developed that provide stable disk rotation of 1800 rpm, using sophisticated
servo systems. If data samples using N-bit quantization are used, the data read-out
rate and storage area increases by N times. Nevertheless, the disk has more than
adequate storage capacity for these DFT signals and a much smaller size disk could
be employed, allowing even higher angular velocity as inertial effects are reduced.
An added feature of this optical disk based signal generator is that the frequency
resolution of the spectrum analyzer can be controlled by the rotation speed of the

disk, thus allowing high speed frequency resolution control.

In short, currently existing optical disk systems can be incorporated to provide
high time bandwidth product signal generation systems for driving high space band-
width product AOD’s used in 2-D acousto-optic signal processors. Some advantages
of this disk opto-electronic signal generation approach include programmablity, po-
tential for storing extremely large time bandwidth signals, applicability to coherent
optical processing, and compactness. The next section deals with the application
of parallel read-out optical disks in time and space integrating optical spectrum

analysis.
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Fig. 4.3.1 The application of the opto-electronic disk signal generator to DFT based

2-D acousto-optic spectrum analysis.
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4.4 Pulsed Mode TSI DFT based Disk Spectrum Processor

In this section, the optical disk is introduced as a 1-D time dependent spatial
light modulator. The reference signals required for optical processing in acousto-
optic spectrum analyzers are stored on the 2-D surface of the disk and read-out
optically, using the disk’s angular motion. The angular motion allows the selective
sampling of the disk data, creating the effect of a pulsed light source. Thus, the
two dimensional nature of the data storage area combined with the rotation ability
of the disk (CAV: constant angular velocity; CLV: constant linear velocity modes)
allows the disk to act as a 1-D spatial light modulator with the temporal modulation
controlled by the disk rotation speed. Depending on the type of optical disk we are
using, that is, transmissive, reflective, absorptive, or having magneto-optic, film, or
pit(spot) based storage, the disk can act as an incoherent or coherent spatial light

modulator.

For DFT signal generation, the DFT signal is stored in the format shown in
Fig. 4.4.1 where the disk has been divided into N sectors. The number N depends
on the disk rotation speed, the desired light source pulse repetition frequency, and
the total number of DFT columns in the DFT matrix. The DFT signal columns
are stored along radial lines bounding the sectors. Light is focussed as a narrow
slit along the radial direction of the disk running from near the disk center to the
disk boundary. When the disk spins at a constant angular velocity, each DFT data
segment positioned on the different radial lines passes by the focussed light slit,
thus impressing the segment disk data on to the light. The net result is that the
light slit behaves as a distributed local oscillator (DLO), where the outward radial
direction corresponds to optical oscillators with increasing frequency .i.e. DC to

half the Nyquist sampling frequency.

Fig. 4.4.2 shows a multiplicative 2-D acousto-optic folded spectrum processor
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Fig. 4.4.1 DFT signal data storage format on an optical disk.
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Fig. 4.4.2 A multiplicative 2-D acousto-optic folded spectrum processor that uses a

transmissive DF'T reference disk for fine frequency temporal processing.
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that uses a transmissive DFT reference disk for fine frequency temporal processing.
Depending on the disk material and surface roughness, it can be employed for
incoherent (intensity) or coherent (amplitude and phase) optical processing along
the 1-D slit direction. The light from a CW light source is collimated by a spherical
lens, and focussed as a slit of light along the radial direction of the optical disk.
The disk spins, and the slit of light samples the different DFT matrix columns
positioned radially around the disk. After appropriate spatial filtering, the DFT
signal modulated slit of light is incident on an AOD, that is fed by an input signal
and a reference chirp. The diffracted light from the AOD is Fourier transformed by
a spherical lens, and the desired folded spectrum is detected by a 2-D CCD. Note
that this processor is very similar to the multiplicative TSI processor introduced in
Chapter 3. The difference lies in the fact that the DFT reference AOD in the earlier
processor has been replaced by the sampling optical disk spatial light modulator.
Next, we will describe how the disk can be used to generate a continuous
wave distributed local oscillator that can be used for CW light time integrating
spectrum analysis. An experimental system is set up in the laboratory, and results

are described in the next section.

4.5 Disk based Continuous Wave Time Integrating Spectrum Analyzer

The circular nature of the disk along with its constant angular motion can be
used to generate a continuous time distributed local oscillator. The fundamental
relation of rotating rigid bodies,

v = rwy,

is used where v is the linear velocity of a point at a radial distance r from the
center of the disk, and wy is the angular velocity. Note that for a constant angular
velocity, the linear velocity of a point on the rotating disk increases linearly with

radial distance from the center of rotation. Fig. 4.5.1 shows the format for recording
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Fig. 4.5.1 Spinning disk DLO data format on optical disk.
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reference data on the disk. These data points are recorded on concentric circular
tracks, where the size of the data point is kept constant on each track. This implies
that the outermost track will have many more data points than the inner tracks,
as the outer tracks have a longer recording length. Each track records a periodic
data bit stream giving a desired spatial carrier. When the disk rotates at a constant
angular velocity, the temporal frequency of data variation increases linearly along
any outward radial direction on the disk. In other words, along any fixed radial
line, we have created a temporal linear distributed local oscillator (DLO), with the
maximum temporal frequency variation corresponding to the outermost track on
the disk. In the next section, we will see how this disk DLO can be implemented in

the laboratory.

4.5.1 The Distributed Local Oscillator Experiment

In order to study the spectral components of a signal, it is necessary to cor-
relate the signal with a band of reference sinusoids. If the signal bandwidth is
contained within the reference signal bandwidth, we can isolate those matched
frequency components. Fig. 4.5.1.1 shows the optical system architecture which
generates the reference signal called the distributed local oscillator, that is used for
signal spectrum analysis. As shown in Fig. 4.5.1.1, the light from an He-Ne laser
is collimated by an F; = 20 cm focal length spherical lens. This collimated light is
incident on a beam splitter that reflects part of the light by 90 degrees, directing it
through an F, = 10 cm focal length cylindrical lens. This F; focal length cylindrical
lens converts the collimated light into a slit along the radial direction of a reflective
optical disk. The disk is mounted on a mechanical rotating stage that is driven by
a DC motor. The light reflected from the disk travels up through the cylinder and
beam splitter to strike a mirror that aligns the beam along its original He-Ne laser

path that runs parallel to the optical table. An F3 = 8.5 cm focal length cylindri-
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Fig. 4.5.1.1 Disk distributed local oscillator architecture.
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cal lens in combination with the F; = 10 cm cylindrical lens is used to image this
reflected slit of light on to an output 1-D light sensor. By recording the reference
signal sinusoids as spatial sinusoids in concentric and spatially separated channels
on an optical disk, a distributed local oscillator is generated along the radial slit of
light incident on the rotating disk. As the optical disk has a very high data stor-
age density, we can store a very large number of reference signal channels allowing
a large instantaneous processing bandwidth. The disk distributed local oscillator
laboratory system is shown in Fig. 4.5.1.2.

The reference signal temporal frequency in a disk channel can be controlled
by different design parameters such as disk angular velocity wy, radial distance z,,
of the n'* channel from the disk rotation center, and spafial period I,, of the nt*
channel.

The temporal frequency of the n** DLO channel is given by:

fa= =2, (4.5.1.1)

where

ln = Tnbn. (4.5.1.2)

Here 6, is the sector angle subtended by a spatial period of the n** DLO channel
at the center of the disk. The light intensity incident at the detector plane at the

position of the nt* DLO channel is given by:
I(z',,t) = I;[1 + m,, cos(27 fot)], (4.5.1.3)

where m,, is the signal modulation depth of the nt* DLO channel, and z', = Mz, is
the output plane coordinate. M is the magnification of the cylindrical lens imaging

system.

For the case that the spatial period [, is chosen to be a fixed value over all

channels, that is, [, = [, the distributed local oscillator frequency varies linearly



Fig. 4.5.1.2 The disk distributed local oscillator laboratory system.
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with radial distance for a fixed disk rotation speed. This format is applied in the
DLO experiment using 5 channels with [ = 0.52mm, =, ranging from 4.6 mm to
5.8 mm, with a channel spacing of 3 mm. This data format is generated by a
computer as black and white on-off regions, and written by a laser printer on to
a transparency that is carefully mounted on to the disk surface. The 5 channels,
each 1 mm thick are shown in Fig. 4.5.1.3. These design values are chosen based
on the computer printing capabilities and the degree of motor mechanical stability,
in order to demonstrate the basic concepts of optical disk based spectrum analysis.
Fig. 4.5.1.4 shows two of the five reference DLO channel signals detected by a
high speed detector positioned along the output slit of light at the appropriate
DLO channel position respectively. Fig. 4.5.1.5 shows the expected linear frequency
relationship with radial channel distance for the five experimental DLO channels and
compares them to their analytical values, respectively. Note that the experimental
data match well with the theoretical calculations. Also, since the recorded disk data
correspond to binary on-off square waves, we are using the square wave fundamental
harmonic frequency in the analysis and experiments. The motor speed used in this
experiment corresponded to 3061 rpm, which gives a 19.6 msec disk revolution time.
The optical disk being used as a reflective surface is a SONY 12 cm diameter disk
shown in Fig. 4.5.1.6, while the DC motor is an inexpensive off the shelf component.

Fig. 4.5.1.7 shows the non-linear behavior of the DLO frequency with radial
distance when the spatial period is not constant over all the DLO channels. This
approach can be exploited if we know a priori that the input signal spectral com-
ponents show a certain non-linear distribution.

Another approach to recording the reference signals is to use the spatial period

sector angle 6, for the respective n'* DLO channel. In other words,

Fo = %. (4.5.1.4)
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Fig. 4.5.1.3 Disk pattern for 5 DLO channels using constant spatial period format.



at x =4.6 cm

DLO CHANNEL 1:

DLO Frequency = 14.28 KHz

at x =5.8 cm

DLO CHANNEL 5:

DLO Frequency = 18.2 KHz

Time Scale: 50pseqﬂiv

Fig. 4.5.1.4 Detected DLO channels from the laboratory system showing signals

from channel 1 and 5 respectively.
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Fig. 4.5.1.6 12 cm diameter WORM reflective SONY disk with computer generated

DLO pattern mounted on the disk surface.
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Fig. 4.5.1.7 General DLO frequency behavior with different channel spatial period

formats.
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Fig. 4.5.1.8 shows 3 DLO channels recorded using this technique with 6, equal to
3, 2, and 1 degree corresponding to channels 1,2 and 3, respectively. Note that this
approach does not depend on the radial distance z,,. The output reference signals
from the DLO system are shown in Fig. 4.5.1.9 and agree very well with the ana-
lytical frequency values. The disk used a 20 msec revolution time, giving analytical
DLO frequencies of 6, 9, and 18 KHz, respectively. The experimental system gave
6.06, 9.09, and 18.18 KHz frequencies for channels 1,2, and 3, respectively. This
reference generation approach provides a larger DLO bandwidth compared to the
constant spatial period DLO format.

Note that if we record an integer number of spatial cycles in each DLO channel,
the DLO signal is phase coherent over disk revolutions, allowing long spectrum
processing windows that provide excellent frequency resolution. For example, there

are 360 complete spatial cycles in channel 3 shown in Fig. 4.5.1.8.

4.5.2 The Optical Disk Spectrum Analyzer Experiment

The DLO system described earlier can be modified to make an optical spectrum
analyzer. This is accomplished by intensity modulating the light by an input test
signal. For instance, a light source such as an LED or semiconductor laser diode
can be directly modulated by the test signal. On the other hand, the light can be
indirectly modulated by an acousto-optic point modulator as shown in the archi-
tecture in Fig. 4.5.2.1. Electro-optic intensity modulators could also be employed
in such systems.

Fig. 4.5.2.2 shows the acousto-optic disk spectrum analyzer setup in the lab-
oratory. The raw beam from the Argon ion laser is incident on a Bragg matched
acousto-optic device that is driven with a carrier frequency of 60 MHz. The test
signal is mixed with the carrier in an RF mixer to produce the AM signal that in-

tensity modulates the light. Depending on the DC offset of the signal, the frequency
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Fig. 4.5.1.8 Disk pattern for 3 DLO channels using the angular division format.
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DLO CHANNEL 1:

DLO Frequency = 6.06 KHz at ¢, = 3°

DLO CHANNEL 2:
DLO Frequency = 9.09 KHz at 6§ = 2°

DLO CHANNEL 3:

DLO Frequency = 18.18 KHz at 3 =1°

Fig. 4.5.1.9 Detected DLO channels from the laboratory system showing signals

from channel 1,2, and 3 respectively. The angular format in Fig. 4.5.1.8 was used

for these channels. Time Scale: 50usecdiv
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Fig. 4.5.2.2 Acousto-optic disk spectrum analyzer laboratory system.
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and modulation depth of the light signal can be controlled. Fig. 4.5.2.3 shows the
input AM signals in the lower trace and the detected light modulation in the upper
trace. Note that when the DC offset is zero, the light modulation frequency is half
the AM modulation frequency. This is because the negative variations are detected
as positive variations in intensity on the detector. With a DC offset V,, of half the
peak to peak voltage of the modulating signal, almost 100% modulation depth of
the light signal is detected with no change in modulating frequency. The disk was
stationary while performing this test, with the reflective surface of the disk exposed

to the light.

Fig. 4.5.2.4 shows the output signals from two detectors positioned along two
different DLO channels imaged from the disk. Note that there is an amplitude
modulation associated with each DLO channel, causing the signal to diminish over
a certain disk spin region. This amplitude modulation is periodic with each disk
revolution; in this case one revolution time is 19.6 msec. This problem occurs
because the center of motion of the rotating stage and the center point of the
concentric channels on the disk are not the same. Any slight misalignment of the
centers causes the channel to drift in the radial (track) direction, causing varying
interactions between the channel spatial modulation and the incident light. The
next section on system issues suggests various ways to reduce this problem. In our
experiment, in order to reduce the effect of this modulation over successive disk
spins, temporal processing is done over separate single disk revolution times. This
is done by externally triggering the time integrating detectors. The detectors used
in the experiment are photo-transistors. The current from the photo-transistor is
fed to an integrator circuit that collects charge in a capacitor for a desired duration.
The DC motor provides a sinusoidal output signal whose frequency is 8 times the
rotation frequency. This signal is fed to a digital divide by 8 circuit to provide

a trigger signal for the charge integrator. The output voltage of the integrator



Light Output 20 KH:z Signa!

INPUT AM SIGNAL

DC=0 and 10 KHz Modulation

Light Output 10 KHz Signal

INPUT AM SIGNAL

DC=V,, and 10 KHz Modulation

Fig. 4.5.2.3 Each photograph shows the AOD input AM signal in the lower trace,

while the upper oscilloscope trace gives the optically detected modulation signal

from the experimental spectrum analyzer system.
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Time Scale = 50 psecdiv

Fig. 4.5.2.4 Amplitude modulation on DLO channels 1 and 2 outputs over disk

revolutions. One disk revolution is &~ 4 time divisions.

DLO CHANNEL 2 OUTPUT SIGNAL

DLO Frequency = 8.93 KHz with 6, = 2°

Time Scale = 200 ysecdiv

Fig. 4.5.2.5 Detector output of the 8.93 KHz DLO channel using a 19.6 msec disk

revolution time.
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is monitored on the scope. Fig. 4.5.2.5 is the detector output of a 8.93 KHz DLO
channel using a 19.6 msec revolution time. Note that this DLO signal shows a slight
amplitude modulation. This is caused by the slight fluctuations of the grey levels
generated by the computer laser printer output that generates the transparency
pattern covering the disk reflective surface.

For analysis purposes, a single DLO channel is considered with reference to the
architecture in Fig. 4.5.2.1. The current generated by the phototransistor positioned

at the n'* DLO channel image line position z',, = Mz, is given by:
iz, t) = KI,(t)I(z',, 1), (4.5.2.1)

where the constant K considers experimental factors such as loss of light that is due
to track carrier diffraction effects, detector quantum efficiency, and amplifier gain.

I,(t) is the signal intensity modulation given by:
I,(t) = Ih[1 + ms(?)], (4.5.2.2)

with amplitude Iy and modulation depth m. I(z',,t) is the n'® DLO channel

intensity modulation given by:
I(z'y,t) = Ii[1 4+ my cos(2nfat)], (4.5.2.3)

where I; is the amplitude term, and m,, is the modulation depth of the nt* DLO
channel. The DLO frequency was defined earlier as:

fu= 2. (4.5.2.4)

The voltage at the output of the integrator at time ¢ is:
K [t
(2, t) = 5/ i(z'y, t)dt
0
t

= %: L[1 4+ m s(t)]1[1 + m, cos(27 f,t)]dt' (4.5.2.5)
0

=K, /Ot[l + m s(t)][1 + my cos(2nm frt)]dt’,
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where
_ KIyI,

C 2
Ky = ——, (4.5.2.6)

and C' is the capacitance in Farads of the capacitor used in the integrator circuit.
Solving the integral and assuming the initial condition that v(z',,0) = 0, and
that the detector integration time T is much larger than the inverse of any DLO
frequency, that is:

T > 1, (4.5.2.7)

we get the output voltage signal to be approximately given by:
t
v(z'y, t) = K it + Kymm,, / s(t") cos(2m ft')dt'. (4.5.2.8)
0

The first term of this expression gives the linear charging of the capacitor with
respect to time. The second term gives the temporal Fourier transform of the input
signal s(t) with respect to the DLO frequency f,. For a single tone input s(t) given
by: \

s(t) = cos(2m fot), (4.5.2.9)

the signal output can be given by:
t
v(z'n,t) = K1t + m' K, / cos(2m fot') cos(2m ft')dt'
0

- Kyt + T / [cos[zvr(fo T Fa)t'] 4 cosf2m(fy — mt’]} ',
(4.5.2.10)

where m' = mm,. Again, because we have:
(fo+ fu)T > 1, (4.5.2.11)

the first integral averages out to zero, and we get:

, m'K, [* "o
U(QZ n,t) ~ Kit+ —2—- COS[zﬂ(fo — f.n)t ]dt . (45212)
0
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The voltage after a time T is given by:
v(z',, T)= K;T[1+ %sinc(n)], (4.5.2.13)

where

n=2r(fo— fn)T. (4.5.2.14)

When the input frequency matches the n** channel frequency, that is,
P Y q Y

fo = fu, (4.5.2.15)

the voltage at the output of the n** channel DLO detector is maximized, and is

given by:

mi

v(z's,T) = K1 T[1 + 7] (4.5.2.16a)
For m' = 1, that is a 100% signal and reference DLO modulation depth, we get:

v(z', T) = 3I§T. (4.5.2.16b)

In effect, when the signal spectral components overlap certain DLO channel frequen-
cies, those channels build up charge to indicate frequency match. When fo # fu,

and

1
|(fo = Fa) 2 (4.5.2.17)

the voltage at the n'® channel is approximately given by:
v(z'y, T) =~ K, T. (4.5.2.18)

This matched filtering operation is tested using the optical disk system shown
in Fig. 4.5.2.2, using T' = 19.6 msec, f, = 8.93 KHz, and m' = 0.714. When
the input signal frequency generator dial is brought near the DLO frequency of
8.93 K Hz, the output of the time integrating detector increases greatly. This AM

input signal is shown in Fig. 4.5.2.6, while Fig. 4.5.2.7 shows the voltage of the time
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Fig. 4.5.2.6 Test signal input to AOD with frequency f, = 8.88K H z and modulation
depth m = 0.714.



— 143 -

NO FREQUENCY MATCH

FREQUENCY MATCH

Fig. 4.5.2.7 Spectrum analyzer time integrated DLO detector output for (a) no

frequency match and (b) frequency match (fpro = fo).
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integrator output when the input signal frequency differs from the DLO frequency,
and also when it matches the reference DLO frequency, respectively. Note the linear
buildup of voltage with time in both the matched and unmatched frequency cases,
respectively, as was predicted by analysis. In this case with m' = 0.714, for the
matched case, v(z',,T) = 1.36 K1 T, while for the unmatched case, v(z',,T) ~ K;T.
This analytical result agrees very well with the experimental results in Fig. 4.5.2.7.
Note that for the case with the matched frequency, the slope of the voltage build
up is steeper, as is expected by earlier analysis. Also, the signal level in the two
time integrated outputs falls off towards the end of the time integration cycle. This
corresponds to the time interval when the DLO channel center is misaligned with
the disk rotation center. Also, the continued rise in voltage after the knee in the

outputs is caused by the integration of background light.

4.5.3 System Issues

For N DLO channels on the disk, one would require an N detector array placed
at the output plane of the system. For a typical 10um channel track pitch on a
15 cm radius disk, N = 15,000, and the interdetector spacing has to be at least
10pm for a positive magnification imaging system. In order to compensate for a
relatively large detector size, a large value of the imaging system magnification
M can be used, or a single mode fiber array could be used to detect the light
in parallel from the respective DLO channels. This fiber sampling architecture is
shown in Fig.. 4.5.3.1. On the other hand, a more robust technique is to use a 1-D
CCD solid state detector array having a large number of small (& 10pm) pixels to
simultaneously detect charge from all the DLO channels using the serial CCD read

out format (see Fig. 4.5.3.2). For such a system using a 1-D time integrating CCD,
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Fig. 4.5.3.2 1-D CCD serial readout system.
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the charge pattern after time 7" can be written approximately as:

N T - _, :
Qe',y') = ;[fo ' Es(1) cos(2mfut)dt + K T]rect [ Jrect] 1,
(4.5.3.1)

where z',y" are the detector output plane coordinates, Aw and Ay are the width
and height, respectively, of a DLO channel at the output plane, and the other
terms are as defined earlier. Note that the output signal from the CCD has peaks
at locations corresponding to DLO channel locations where the signal has frequency
components equal to the DLO frequencies, respectively.

An important system parameter for disk based spectrum analyzers is the tem-
poral coherence stability of the system. As the DLO frequencies are generated by
a spinning system, the coherence stability of these signals depends on the spin sta-
bility of the rotating disk system. In order to maintain a steady rotation speed, it
is typical to use a phase locked loop system shown in Fig. 4.5.3.3, whose stability is
controlled by a stable reference crystal oscillator. Today, many such phase locked
loop motor stability systems exist in the market.

Another issue that affects these disk systems is the radial or across track motion
of the disk during spins. This problem is caused by the misalignment of the disk
system rotation center with the center of the concentric data channels. Present
state of the art optical disk rotation systems have a spin accuracy of ~ +5um [19],
So far, the disk systems described require a one to one imaging of the disk channels
on to their respective detector elements. As the disk moves slightly ~ +5um in
the radial direction, the channels get slightly displaced over their respective sensor
elements. This effect can be reduced or compensated by a number of techniques
shown in Fig. 4.5.3.4. The system shown in Fig. 4.5.3.4(a) generates a tracking
error signal that can be used to drive sensitive servo motors that control the radial
motion of a spinning disk. Also, this same tracking signal can be used to move

the sensor platform if the sensor is light (e.g., array of fibers). Either way, the
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Fig. 4.5.3.4(a) This system generates a tracking error signal that can be used to

drive sensitive servo motors that control the radial motion of a spinning disk.
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level

Fig. 4.5.3.4(b) A 5um wide step type reflectance pattern that is recorded on the

outermost track of the disk to generate the tracking signal.
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system tracks the disk radial motion, and compensates for it. The tracking signal
is generated from the following procedure. Fig. 4.5.3.4(b) shows a 5um wide step
type reflectance pattern that is recorded on the outermost track of the disk. A
lpm focussed light spot is used to illuminate the center of this 5um track. The
disk rotates and the reflected light signal from this test track is detected at a
point detector. The signal level generated by this detector depends on where the
focussed light strikes the 5 step shaded track. This reflected signal is compared to
a reference level corresponding to the central step in the 5um track. The output
of the operational amplifier (comparator) gives the direction of the radial shift,
along with the position of the disk with respect to its rest center. This tracking
signal is then used to drive the servo motors that control the disk or the light
sensor position. An alternate technique that does not require any tracking signal is
shown in Fig. 4.5.3.4(c,d). This approach reduces the disk radial motion effects by
appropriately designing the channel width, interchannel spacing, and the relative
sensor size. Fig. 4.5.3.4(c) shows a design where the channel width and pitch are
10pm, respectively, while the sensor elements have a size of 1um, and a separation of
10pum, respectively. Appropriate sensors for this small sensor design would be single
mode optical fibers. In this technique, a £5um radial motion of the optical disk
channels does not alter the one to one correspondence between the DLO channels
and their respective sensors. Fig. 4.5.3.4(d) shows a similar technique to reduce this
motion problem. The difference lies in the fact that in this design, the channel width
is 1ym with an interchannel spacing of 10um, and the sensor size used is 10pm. This
approach also allows a radial motion compensation of +5um as the large detector
size compared to the channel width retains the one to one correspondence between

the channels and their respective sensors.

Another approach for compensating this disk radial motion is to write motion

compensated channels on the disk surface [see Fig. 4.5.3.4(e)]. These channels
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automatically track the disk radial motion, keeping the imaged channels stationary
on their respective sensors. This method is inherently stable for the particular disk
system, thus keeping the rotation and data channel centers aligned. Nevertheless,
it involves a careful assessment of the disk motion. A possible technique to generate
these channels is by using a serial write system to write the individual DLO channels
separately. A data free optical disk is tightly mounted on a rotation/motor stage.
The disk is spun at some constant angular velocity, and the data for each DLO
channel are written by the serial write system. This writing technique assures that
the disk rotation and data channel centers are almost (= 1um) aligned.

So far, the analysis conducted employed test signals s(t) that were coherent
with the optically generated DLO signals. In the case that the input signal has a

random phase at the beginning of each CCD integration time, that is,
s(t) = cos[27 fot — ()], (4.5.3.2)

where, for instance, at ¢t = 0, the beginning of the first CCD integration, we have
#(0) = ¢, the voltage output signal of the n** DLO channel integrator when
fo= fn is:
ml
v(z'n,T) = K T[1 + > cos(o)]. (4.5.3.3)

If go = (k+ %)TF, where k = 0,%1,..., we cannot detect the matching spectral com-
ponent. One approach to avoid this effect is to use a quadrature analysis technique.
This technique requires each DLO frequency to have an in-phase and quadrature
phase channel. For the nt* DLO frequency f,, the two channels written on the disk

provide intensity modulated signals that are:
I(z'p,t) = L [1 + my, cos(2m frt)] (4.5.3.4)

Io(a'y + Az'y,t) = L1[1 + my, sin(27 ft)], (4.5.3.5)
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where the spacing between the quadrature channels is Az’,,. The voltage output
signal of the n** DLO channel integrator when fo = fn for the in-phase channel is
given in Eqn. 4.5.3.3, while for the spatially separate quadrature channel, it is given
by:
ml
vo(e'n,T) = K T[1 + 5 sin(¢y)]. (4.5.3.6)

The two signals expressed in Egns. 4.5.3.3 and 4.5.3.6, respectively, are compared

with the constant signal reference value K17 to give the difference signals:

7 !

V= Kle? cos(¢p) and  wvgn = Kle7 sin(¢o). (4.5.3.7)

These difference signals are squared and added in an electronic adder to give:

, 2
Vo(T) = [m IQ{IT] [cos?(¢o) + sin? ()]
_ [m'fzflT]g[ 1] (4.5.3.8)
m'K,T,°

- (2T

Note that the voltage output of the n' DLO channel using the quadrature tech-
nique is independent of the input signal phase ¢,. This was accomplished at the
cost of doubling the DLO channels, and introducing additional comparator, square,
and adder circuits. As shown in Fig. 4.5.3.5, the in-phase and quadrature DLO
channels can be written on the disk such that one CCD picks up the intensity
from the in-phase channels, while the other CCD collects light from the quadrature
channels. The two CCD signals are processed by separate comparators and square
operation circuits, while being added in a single adder. If the compare operation
with the signal dependent reference KT is to be eliminated, a 4-channel quadra-
ture technique has to be used that employs cos(27 f,t), — cos(27 f,t), sin(27 f,t),
and — sin(27 f,t) DLO signals for each DLO frequency f, as shown in Fig. 4.5.3.6.

Another issue to consider is the technique employed to generate the DLO format

disk patterns. As we are using the disk surface as a reflective surface with concentric
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circles that have constant spatial frequency patterns per circle, we could use film
based or photo-lithographic based techniques to stain the disks with these patterns.
There 1s no need to write these data serially, bit by bit, by the hole burning process,
unless we want to write the motion compensated DLO channels.

Finally, to consider the capabilities of such a disk based system, consider the
following design specifications. With a 15 c¢m radius disk spinning at 1800 rpm
(video rate), and a 1um bit size, the maximum oscillator frequency corresponding
to the outermost track is 14.2 MHz. In addition, using a track pitch of 10um, the
best frequency resolution possible is 940 Hz, with a total of 15,000 frequency chan-
nels covering the 14.2 MHz bandwidth. These numbers demonstrate the processsing
power that can be generated with optical disk based continuous wave spectrum ana-
lyzers using the constant spatial period DLO format. With the sector DLO format,
a higher DLO bandwidth can be achieved. As mentioned earlier, we can control
the processing bandwidth and frequency resolution of the processor by varying the

disk rotation speed.

4.6 Conclusion

This chapter has proposed several optical disk based techniques for generating
complete 2-D folded spectrum outputs from 2-D acousto-optic spectrum analyzers
that are otherwise extremely hard to obtain using commercially available reference
signal generation electronics. The 2-D nature of the disk storage area coupled with
its angular motion are uniquely exploited to provide simultaneous temporal and spa-
tial light modulation. This chapter has experimentally demonstrated the principle
of the continuous wave distributed local oscillator based time integrating optical
disk spectrum analyzer. This multichannel spinning disk architecture is applied
to spectrum analysis, although the system could be uvsed for applications such as

multichannel correlation, pattern recognition, and vector matrix computations. In



- 157 -

particular, when combined with a 1-D space integrating high bandwidth acousto-
optic spectrum analyzer, the disk spectrum analyzer can provide a very large num-
ber (10,000) of high resolution spectral channels for each space integrated coarse
frequency channel. Thus, the 2-D TSI acousto-optic optical disk based spectrum
analyzer provides both high instantaneous bandwidth and high frequency resolu-
tion complete 2-D folded spectrum outputs, respectively, with a 20 million (2 x 107)

potential channel capability.
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CHAPTER 5

BIAS REMOVAL VIA PHOTOREFRACTIVE CRYSTALS

5.1 Introduction

This chapter introduces the application of photorefractive crystals as bias re-
movers in acousto-optic signal processors. As is evident from previous chapters,
many optical processing techniques utilize bias and reference signals to accomplish
bipolar or complex signal processing operations. Sometimes, these signals are elec-
trical, and are fed into the system via an electrical-to-optical transducer such as a
Bragg cell 1. Other designs use optical beams to provide the reference and bias
signals [2l. Typically, the outputs of these optical signal processors consist of the
desired signal terms, plus unwanted bias terms. These bias terms can be signal
dependent, or can exist as constant light distributions. So far, most approaches
for real-time bias removal in practical signal processing systems revolve around two
techniques. The first is CCD bias subtraction, where two synchronous CCD sensors
are simultaneously used to detect the processor outputs at the ports of a dielectric
beam splitter, and the generated video signals are directly subtracted in an elec-
tronic circuit #~4. This approach is difficult in practice as the two CCDs have
to be aligned on a pixel by pixel basis. The second technique for bias removal is
called carrier demodulation [/, This approach requires the desired output signal to
be generated on a spatial carrier on the CCD, while all the remaining bias terms
are not modulated by the carrier. When the charge pattern is electronically read
out by the sensor’s internal charge transfer mechanism, the spatial carrier is con-
verted to a temporal carrier that has only the signal term riding on it, while the
bias terms appear as a DC electrical level in the video signal. This CCD output

signal is directly fed to an electronic band pass filter centered at the temporal car-
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rier frequency. This operation removes the DC bias from the signal. Additional
envelope detection and low pass filtering on the video signal results in the bias free
signal output. Although this approach to bias removal is generally more robust
than the CCD electronic subtraction method, this carrier demodulation technique
suffers from the problem of high CCD space bandwidth product (SBWP) usage. In
other words, many of the CCD pixels are used to sample the spatial carrier that
the signal term rides on, thus resulting in a smaller SBWP for the optical processor
output. Moreover, it is important to point out that the above mentioned real-time
bias removal schemes eliminate the bias terms after the signal detection operation
in an optical sensor. Thus, these schemes do not solve the bias related problems of

low output signal dynamic range, and poor output signal-to-noise ratio (SNR).

As discussed earlier in Chapter 2, most acousto-optic system architectures use
temporal and spatial integration of light to generate the desired output signals. In
particular, long integration time is a desired feature in time integrating processors
such as spectrum analyzers and correlators, as system resolution and processing
gain are directly proportional to the integration time. The time integration op-
eration is normally used to achieve long processing windows; but unfortunately, a
major problem inherent to these time integrating systems is the gradual buildup of
unwanted bias with time. This bias is accumulated in detectors such as CCD’s, and

greatly lowers the processor performance.

Previous work by Psaltis et al. has experimentally demonstrated the applica-
tion of a photorefractive crystal for bias removal in a 1-D time integrating correla-
tor [6]. In this chapter, we will study the feasibility of photorefractive crystals as bias
removers in 1-D and 2-D optical architectures for spectrum analysis. We begin with
a brief description of the photorefractive effect, and describe how a photorefractive
crystal can be used as a bias remover. In order to study the bias removing property

of photorefractive crystals, we choose to experimentally study continuous wave 1-D
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time integrating, and 2-D time and space integrating acousto-optic architectures,
that are designed for spectrum processing. First, a 1-D time integrating acousto-
optic spectrum analyzer/correlator architecture is demonstrated in the laboratory,
and results from this processor before bias removal are shown. This processor uses
the carrier demodulation approach for bias removal. Next, a crystal based bias-free
version of the 1-D architecture is built in the laboratory, and bias-free experimental
results are obtained and analyzed. After studying the 1-D architecture, we extend
the bias removing property of the crystal to a 2-D time and space integrating archi-
tecture. First, we describe the distributed local oscillator (DLO), and how it can -
be used to heterodyne high frequency signals to baseband. In particular, the DLO
acts as a reference signal in continuous wave 2-D optical spectrum analysis. A DLO
generation experiment is carried out in the laboratory, and experimental results are
obtained. Next, a bias-free crystal based 2-D time and space integrating acousto-
optic architecture is designed and constructed in the laboratory, and experimental
results are highlighted. We study the performance limitations of such a processor.

These experiments were conducted for continuous wave systems.

5.2 Bias Removal Using Photorefractive Crystals

We begin by briefly describing the photorefractive effect, which can be used
for the holographic recording of a light interference pattern. In particular, we will
exploit the dynamic holographic recording properties of a photorefractive crystal,
thus allowing the processing of temporally varying intensity patterns. The photore-
fractive effect has been extensively modeled and studied [7=8]. Here, the effect is
summarized as follows.

An intensity grating incident on a photorefractive crystal, such as bismuth

silicon oxide (BSO), excites electrons from traps to the conduction band. These
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charges migrate due to diffusion and drift from an external electric field, recombin-
ing in dark regions, and thus creating a space-charge field within the crystal. This
field, coupled with the linear electro-optic effect, introduces refractive index pertur-
bations, resulting in the construction of a holographic phase grating in the crystal.
Given that the temporally varying intensity incident on the crystal is represented
by:

I(z,t) = I + Re[l1(z,t)e’*®] ¢t >0, (5.2.1)

where Ij is the average light intensity incident during exposure, I;(z,?) is the tem-
porally varying grating modulation depth, and k/27 is the spatial carrier frequency

of the grating used for holographic recording, it has been shown that the diffracted

intensity can be written as =19

2

Ir, (5.2.2)

t ' ,
Iout(x?t) = 'I—{'l'e_%/ __I}(.’E,t )et_r'dtl
0

T Io

where I is the intensity of the readout beam, 7 is the complex time constant of the
space-charge field given by 7 = K, /I, where K, is a complex constant that depends
on the particular material and the experimental conditions. Also, K is the complex
constant involving material parameters of the crystal, the grating frequency, and the
applied electric field. Eqn. 5.2.2 was derived assuming that self diffraction effects
are negligible, and spatial variations of I;(z,t) are much slower than k. In addition,
it has been shown that for ¢ > 7, the response of a photorefractive crystal to a time
varying intensity pattern can be approximately written as the output of a time
integrator with a sliding integration window [6:1%. This expression can be written

as:
2

' t+7' !
ﬁ/ Lz, ) b Ir, (5.2.3)
T Jt

Iout(.’lf, t)z IO

where 7' = |7|2/Re{7} is the length of the sliding time window. Here, Eqn. 5.2.3

demonstrates that a photorefractive crystal can be used as a time integrating (TI)
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detector, accumulating the bias normalized spatially modulated signal for 7' sec-
onds. In addition, note that for a temporally stationary intensity pattern, that is,
Ii(z,t) = I,(z), the diffracted output intensity depends on the ratio of the modu-
lated light intensity I; to the DC light Io.

The bias-free optical architectures introduced in this chapter use the photore-
fractive crystal as a time integrating detector to accomplish bias removal, where
Ii(z,t) is designed to be the desired output signal term, and I is the constant and
signal dependent bias terms that are unwelcome at the output of the processor.
The desired time integrated output of the processor is diffracted from the crystal
using an external read-out laser beam, thus leaving behind the undesired bias. This

process forms the basis for bias removal via photorefractive crystals in time and

space integrating optical processors.

5.3 Bias Removal in Continuous Wave Acousto-optic Architectures

5.3.1 1-D TT Correlator/Spectrum Analyzer without Bias Removal

(a) Architecture:

The basic 1-D time integrating Correlator/Spectrum Analyzer architecture is
shown in Fig. 5.3.1.1 11-12]. The system consists of collimating optics, two counter
propagating Bragg cells, imaging optics, and a time integrating detector. The light
processing chain is as follows. The light from an He-Ne laser is collimated by an
F' = 20cm spherical lens. This collimated and expanded light is focussed by an
F = 30cm cylindrical lens as a Bragg matched slit of light in a glass AOD. The
AOD is driven by an external electrical signal s;(¢). The +1 diffracted order and
DC light, respectively, from the AOD are 1:1 imaged (with inversion) on to a second
glass AOD, such that the +1 order light passes essentially unaffected through this
second AOD, while the DC light is Bragg matched to produce a +1 order. A pair
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Fig.5.3.1.1 The basic 1-D time integrating correlator /spectrum analyzer architecture.
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of F' = 20cm spherical lenses are used in the 1:1 imaging system. The +1 orders
from both AOD’s are imaged on to a CCD detector, after the DC light 1s blocked
in the Fourier plane of the first imaging lens. The imaging is accomplished using
F = 20cm and F' = 50cm lenses, respectively, giving a magnification factor of 2.5.
The laboratory system is shown in Fig. 5.3.1.2. The optical field incident on the

CCD is proportional to:

- MX/2
)+ 32(t + ) rect( /2

z z
Mo, Mo, MX ) (63.1.1)

E(a:,t) x gl(t -

where v, 1s the acoustic velocity in the Bragg cell, X is the AOD aperture, and M is
the magnification of the imaging system. Here, 3(¢) represents the analytic +1 order
diffracted AOD drive signal. Depending on what the AOD drive signals are, this
system can be used as a time integrating correlator or a 1-D spectrum analyzer, that
uses carrier demodulation for bias removal. Different test experiments are carried

out to demonstrate this ability.

(b) Experimental Results:

Using Eqn. 5.3.1.1, the intensity incident on the CCD can be written as:

I(z,t) = ||5( 2

6)
_xpp. (812

MX )

rect(

)5

+ 2Re{(t — Afva

where the first and second terms are bias terms, while the third term gives the
desired processor output. A spatial carrier modulated by the desired output can
be observed across the CCD surface when the AOD’s are driven by their carrier
signals; that is, §;(t) = 3,(t) = ae~/¥°'. In this case, the intensity detected on the
CCD is given by:

z— MX/2
MX

2w0
_ 2
I(z) = |2]a|” + 2 cos( Mo z)|rect( ) (5.3.1.3)
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Fig.5.3.1.2 Laboratory system for the 1-D time integrating correlator/spectrum ana-

lyzer architecture.
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Here a is a constant amplitude term, and wog = 27 f; is the AOD center frequency.
Fig. 5.3.1.3 shows a 12 lines/mm spatial carrier across the CCD that was obtained
using a 57 MHz carrier frequency. One spatial cycle corresponds to approximately
4 CCD pixels. It is this spatial carrier that is used to modulate the desired signal,
and later is electronically demodulated to remove any bias from the signal.

The next step was to test the system to obtain autocorrelation of signals. First,
the autocorrelation of linear frequency modulated (FM) signals is obtained. In this
case, §;(t) = 35(t) = ae=727(Jot40:55¢") hore b is the frequency sweep rate. The

time integrated charge pattern on the CCD is given by:

Q(x) = [Kg; + 2[a|2Re{e°3'2”A§{,°J/ e_jz"juﬁt dt}} rect(w - M..X/Q)
Td MX

5.3.1.4
~MX/2 ( )

T reet( “ L),

where K3 and Ky are constants, and T, is the CCD integration time. Thus, the

[Kg + K, cos(

:z:)smc(

autocorrelation of linear FM signals consists of a uniform bias level, and a spatial
carrier modulated blur spot at the £ = 0 CCD position. The width of the blur
spot is given by Az = %, and can be controlled by varying the sweep rate.
Fig. 5.3.1.4 shows the time integrated, carrier modulated blur spot video signal
outputs for different sweep rates. Notice that the signal rides on a large bias level
that eats up much of the CCD dynamic range. As the input signal amplitudes are
increased, the CCD saturates quickly due to the large bias contribution, as shown in
Fig. 5.3.1.5. The plot shown in Fig. 5.3.1.6. records the behavior of the spot width
as a function of FM sweep rate. This optical system using the linear FM signals can
be used to perform signal spectrum analysis if one of the FM signals is frequency

or amplitude modulated by the test signal. In our experiment, we introduced the

test signal s(¢) as an amplitude modulated linear FM signal given by:

s2(t) = s(t) cos[2m( fot + 0.5bt)], (5.3.1.5)
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1 video line.

| Enlarged view.

Fig.5.3.1.3 Spatial carrier of 12 lines/mm across CCD using a 57TM Hz AOD carrier
signal. Here 1 cycle = 4 CCD pixels.
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Fig.5.3.1.4 Time integrated carrier modulated blur spot for different sweep rates show-

ing the autocorrelation of linear FM signals.



Fig.5.3.1.5 CCD saturation due to the large bias level.
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Fig.5.3.1.6 Plot of autocorrelation blur spot width versus sweep rate of linear FM

signals.
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where the single tone test signal of frequency f'is s(t) = a cos(27 f't). The resulting

time integrated charge distribution on the CCD is given by:

. o be —MX/2
Q(z) = [K3 +2]alzRe{e"’2”ﬁ2{?a”/ cos(27rf’t)e"2"'m%vatdt}} rect(f—ﬂ}x—/—)
Ty MX
2

) b
z+ f') + sinc(Ty 7

o= )]

¢ 2 2b
~ [K3 + ﬁcos( 0 z) [sinc(TdA

2 A’I'Ua_ '.'{'Ua MUgq
- MX
rect(x—ﬂ#),

(5.3.1.6)
where we have assumed that f' < f;. This output corresponds to two carrier
modulated blur spots positioned symmetrically around the z = 0 position, where the -
position offset depends on the input signal test frequency f'. Thus, the frequency
of the input signal has been mapped to a spatial coordinate space on the CCD
sensor. Fig. 5.3.1.7 shows the two carrier modulated spectral peaks riding on a
large bias level, while Fig. 5.3.1.8 shows a frequency linearity plot of the processor.
Note that the signal generators used for the FM and test signals, respectively, were
free running and mutually incoherent. This resulted in a slow temporal oscillation
of the time integrated spectral peaks over successive CCD integration frame times.

Next, we study the autocorrelation of AM signals, where:
s1(t) = s2(t) = a cos(2m f1t) cos(27 fot). (5.3.1.7)

Assuming that Tl,, < fi < fo, the charge integrated by the CCD can be approxi-

mated as:
Q(z) = | K5 + Kg cos[2m( j;;l z)] cos[27r(A2;z’ :1:)]] rect(%‘x‘?/z), (5.3.1.8)

where K3 is the constant bias term, and Kj is a constant factor. The expression in
Eqn. 5.3.1.8 consists of an amplitude modulated spatial carrier distribution. The
read-out mechanism of the CCD converts this light pattern to a amplitude modu-

lated video signal. A typical AM signal is shown in Fig. 5.3.1.9, while the optical
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2 spectral peaks

Fig.5.3.1.7 Double sided, carrier modulated spectral peaks from the time Integrating
spectrum analyzer for a 140Hz AM signal input.
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Fig.5.3.1.8 Plot of frequency linearity of the experimental spectrum analyzer.



Fig.5.3.1.9 A typical AM signal input (1.1MHz AM at 5TMH =2 carrier) used for

generating the autocorrelation from the optical processor.
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processor video signal outputs are shown in Fig. 5.3.1.10. Again, notice that the
desired autocorrelation envelope rides on a large bias level, thus using up much of
the CCD dynamic range. The next section deals with the bias-free crystal based

version of this optical processor.

5.3.2 Bias-free Crystal based 1-D TI Correlator/Spectrum Analyzer

(a) Architecture:

The basic signal processing chain in this bias-free architecture is similar to the
one for the system described in Section 5.3.1. The key difference lies in the fact
that the CCD sensor is replaced by a time integrating photorefractive crystal. The
bias-free system architecture is shown in Fig. 5.3.2.1. The crystal chosen for this
experiment is a 110 cut, 15 x 15 x 10 mm bismuth silicon oxide (BSO) piece. BSO
1s chosen for the processor because of its relatively fast response time (10 msec to
seconds, depending on the average incident light intensity Iy) compared to other
available photorefractive materials.

The light from an argon (514nm) laser is collimated by an F' = 20cm spherical
lens, and an F' = 30cm lens focusses the collimated light into a Bragg matched slit
in a tellurium dioxide (TeO;) AOD. The DC and +1 diffracted order light from
the AOD are 1:1 imaged on to a second TeQ, Bragg cell, using a pair of F = 20em
spherical lenses. The DC order of the first Bragg cell is used to produce a +1 order
from the second Bragg cell. The +1 orders from the two AOD’s are imaged on to
the crystal, with the DC light being blocked in the Fourier plane of the first imaging
lens. Here, the imaging system consists of an F' = 35cm spherical lens, followed
by an F' = 10cm cylindrical lens, thus providing a demagnification of m = 3.5 for
imaging along the AOD column or z direction. The cylindrical lens is used to allow
the full face (15 x 15mm) of the crystal to be exposed by plane waves, instead of

exposing only a tiny slit region along the width (z direction) of the crystal. As
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Fig.5.3.1.10 Carrier modulated AM signal autocorrelation outputs from the optical

processor for different AM inputs on a 57M Hz carrier.
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Fig.5.3.2.1 Bias free 1-D time integrating correlator/spectrum analyzer architecture

using a photorefractive crystal.
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BSO has a relatively low diffraction efficiency (< 2%), it is a wise choice for the
system designer to use as much of the crystal as possible, thus increasing the region
over which the photorefractive effect is active, and therefore enabling a greater
amount of read-out light to be diffracted from the crystal. The writing beams in
this system constitute the green +1 orders from the two Bragg cells, that interfere
in the crystal with an angular separation controlled by the carrier frequency fy of
the AOD’s. The spatial carrier is generated along the z direction, and the spatial
carrier frequency is given by uy, = ﬁv;& In our system, fo = 60MHz, giving a
spatial carrier of approximately 340 lines/mm. The bias-free signal output is read
out using an auxiliary He-Ne (633nm) beam that is carefully Bragg matched to the
volume grating in the crystal. The 633nm light is used for the reading process,
as BSO is less sensitive at this wavelength. The red light from the He-Ne laser is
collimated by an F' = 20cm spherical lens, and reflected off a mirror on to the beam
splitter face positioned along the path of the green light. The red light reflected
from the cube beam splitter face is incident on the crystal front face, and the mirror
is carefully rotated to provide Bragg matching for the incident red plane wave with
the volume grating in the crystal. The red light that is diffracted from the crystal
is imaged along the z direction on to a CCD, while focussing the light along the
y direction. This is accomplished by a pair of crossed cylinders, where the first
F = 9c¢m cylinder 1:1 images along x, while the orthogonal F = 7.5¢m cylinder
focusses in the y, thus giving a slit of light on the CCD surface. Thus, the light
slit in the AOD column has been mapped to a slit on the CCD. Note that the DC
red light from the crystal is blocked in the Fourier plane of the first cylinder, while
the writing green beams are blocked using a red light filter. The experimental 1-D

bias-free system built in the laboratory is shown in Fig. 5.3.2.2.



- 181 -

Fig.5.3.2.2 Laboratory system for the bias free 1-D correlator/spectrum analyzer ar-

chitecture.
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(b) Experimental Results and System Issues:

As expressed earlier in Eqn. 5.2.1, the temporally varying light intensity inci-

dent on the crystal is given by:

I(z,t) = Iy + Re[[1(z, t)e’*®] ¢ >0, (5.3.2.1)

where k = 2mug, with the grating spatial frequency ug = 2fym/v,. For the auto-
correlation of linear FM signals used in the spectrum processing, the signals driving
the Bragg cells are 3;(¢) = 5(¢) = ae=327(fot4+0.55%)  {ging the results shown earlier

in Eqn. 5.3.1.4,

2bma t
b

Iy =2a*>  ILi(z,t) = 2la|?e™7? v (5.3.2.2

giving a maximum modulation depth of 1 for the recorded grating on the crystal.
Using these expressions in Eqn. 5.2.3, the intensity of the time integrated diffracted

read out light from the photorefractive crystal is given by:

K t+7’ ) 2 —j27r2l:)":""t 2
Lui(z, )~ —l] lal” > dt'| Ig
T Je - 0 (5.3.2.3)
= Ksinc?(Zg),

Va
where K is a constant that depends on the crystal material parameters, the crystal
integration time, and experimental conditions. The expression in Eqn. 5.3.2.3 is a
sinc squared function positioned at the central z = 0 position of the CCD. This
is the expected result for the autocorrelation of linear FM signals. Note that the
detected signal output is bias-free.

Fig. 5.3.2.3 shows the zero light output signal level from the processor, while
Fig. 5.3.2.4 gives the bias-free signal output for the linear FM AOD drive signals.
Comparing this bias-free processor output to the spatial carrier encoded output
signal in Fig. 5.3.1.4, it is clear that the crystal based bias removal method provides

a much larger use of the CCD dynamic range for the desired output signal. Note
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Fig.5.3.2.3 Zero light level CCD output from the optical processor.

Fig.5.3.2.4 Bias free linear FM autocorrelation output from the optical processor using

a 150K Hz bandwidth, 60M Hz center frequency, 12.8msec duration FM signal.
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that in order to operate this bias-free processor as a spectrum analyzer, the test

signal will have to be phase locked (coherent) with the linear FM signals to prevent

erasure of the integrated charge on the crystal over successive processing frames.
Next, we look at the bias-free processor operating as a correlator of AM signals

where s;1(t) = s5(t) = a cos(2m f1t) cos(27 fyt). In this case, we have:
Iy = |acos[27 f1(t — z/va)]|* + |acos[27 f1 (t + z /v, )] |2 (5.3.2.4a)

Ii(z,t) = 2|al* cos[2m f1 (t — z /v,)] cos[27 f1(t + z /v, )]. (5.3.2.4b)

For the condition that % < f1 < fo, the intensity of the diffracted read-out light

from the crystal can be written as:

K /H"" 2|a? cos[2m f1(t — 2 /va)] cos[2m fi(t + 2 /v,))] dt' 2IR
¢

T IO

Iaut(xy t)%

~ K'|cos[27(

L,

(5.3.2.5)
where K' is a constant that depends on the crystal material parameters, the crys-
tal integration time, and experimental conditions. The processor output signal in
Eqn. 5.3.2.5 corresponds to a sinusoidal spatial variation on the CCD with a spatial
period equal to v, /4f;.

Fig. 5.3.2.5 shows the bias-free AM signal correlation outputs for different val-
ues of the AM signal frequency fi. As is expected, the number of spatial cycles
detected by the CCD goes up for increasing values of f;. Again, comparing these
results to the carrier encoded output signals on a large bias level (see Fig. 5.3.1.10),
one sees that the crystal based processor allows a greater utilization of the CCD
dynamic range for the desired bias-free output signals. The bell shaped apodization
across the bias-free signal outputs is mainly due to the non-uniform profile of the

red read-out beam. In these experiments, the light intensity diffracted from the two

Bragg cells was equalized to ensure a high modulation depth grating in the crystal.



- 185 -

AM inputs - Bias free outputs

44KHz AM

73.5KHz AM

100K H: AM

Fig.5.3.2.5 Bias free AM signal autocorrelation outputs from the optical processor
using different AM signals on a 60M H z carrier. |
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This provides a higher recording signal dynamic range for the crystal, in addition
to a higher overall diffraction efficiency [1%. Typical average light level used for
the writing beams corresponded to around 19mW/em? from a 250mW Ar+ laser
beam. The typical crystal integration time was estimated to be around 10msec,
with a 6 kV DC applied electric field. A 10mW He-Ne provided a 500pW/cm? read
out beam.

Next, we describe how we can extend this 1-D bias removal technique to a 2-D

bias-free time and space integrating architecture.

5.3.3 The 1-D Interferometric Space Integrating Spectrum Analyzer

(a) The Distributed Local Oscillator:

As explained earlier in Chapter 3, Section 3.3, the distributed local oscillator
is a broadband reference signal that is used for heterodyning high frequency signals
to baseband for fine frequency processing in 2-D folded spectrum systems. The
DLO can be generated by applying a periodic high bandwidth chirp signal to the
reference AOD in an interferometric space integrating spectrum analyzer, such as
the architecture shown in Fig. 5.3.3.1. This system was built in the laboratory,
and the signal chain is described as follows. The light from an He-Ne laser is colli-
mated by an F' = 20cm spherical lens, and then focussed along the y direction by
an F' = 15cm cylindrical lens. The Bragg matched slit of light in the TeQ, AOD
produces the DC and +1 order diffracted light signals that are spatially Fourier
transformed by the F' = 30cm spherical lens. The DC light is blocked by a spatial
filter, allowing only the +1 order light to be detected by the 2-D CCD sensor. The
electronic AOD drive signals for this processor are generated by two separate signal
generators that are phased locked to a stable 10M Hz oscillator. The input test
signal for the spectrum analyzer is generated from a frequency synthesizer, whose

frequency is varied around 60M H z, the chosen AOD carrier frequency. The repet-
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Fig.5.3.3.1 Interferometric 1-D space integrating spectrum analyzer.
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itive broadband chirp signal is generated by applying a periodic impulse train to a
surface acoustic wave (SAW) device. This periodic impulse train (comb function)
is generated from the system 10M Hz oscillator. The output of the SAW device
is a 50 — T0M Hz, 60M Hz centered, 6usec duration, linear FM signal, that has a
period equal to the impulse train period. The test and reference chirp signals are
electronically added in a microwave adder circuit, and the output signal is used to

drive the AOD. The repetitive chirp signal can be expressed as:

N-1
r(t) = rect(-jf-) cos[2(fot + 0.562)] + 3 6(t — nT)
! n=0 (5.3.3.1)
1

= rect(%l-) cos[2m( fot + 0.5b¢%)] * {comb(t/T}rect(—]\:—T - 5)} ,
where x is the convolution symbol. Using the chirp analysis in Chapter 3, Sec-

tion 3.4, we can approximately express the field distribution in the Fourier plane of

the chirp signal driven AOD to be:

E.(u,y,t) ~ Arect(y/Y) rect(ﬁi’aB_"fﬂ)e—jw(uva—foV/b

[Tcomb(uv, T') ¥ NTsinc(NTuv, )e ™ "N Tuvale=i2muvat| oy B(yy,,).

| (5.3.3.2)
The expression in Eqn. 5.3.3.2 is a spatially sampled DLO with a quadratic phase
curvature that is due to the focussing of the diffracted wave front. Each impulse
of the comb function spatially selects a spatial position u = n/v,T, along with
its linearly proportional temporal oscillator term e~727#!, These discrete spatial
positions of length Y are further blurred by the convolution with B(uv,), the term
that accounts for the finite aperture of the AOD. In essence, the CCD shows an array
of equally spaced lines, each line oscillating with its discrete temporal frequency. |
The separation between the lines is AF/v, T, while the lines spread over the chirp

bandwidth B, centered at the AOD center frequency fo.
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(b) The Heterodyning Experiment:

The DLO was generated using different values of the repetition period T.
Fig. 5.3.3.2 shows the CCD output with the DLO lines for a chirp repetition rate
of 500 KHz. The DLO lines range from 71 — 55M Hz, with a 500 K Hz separa-
tion. The apodization over the chirp spectrum is mainly due to the non-uniform
frequency response of the AOD amplifier used in the system.

Note that ‘the discrete temporal oscillation of each DLO line becomes the ref-
erence for heterodyning the high frequency test signals to baseband. The optical
interference between the +1 diffracted order test signal and its temporally match-
ing +1 diffracted order DLO line results in the baseband conversion. For a test
signal s(t) = 2a cos(27f't), the intensity detected at the CCD in Fig. 5.3.3.1 is

approximated as:
I(u,y,t) = |lae™%e=" " Buv, — f')rect(y/Y) + Er(u,y, )|’
= |a B(uve — f')|*rect(y/Y) + |Er(u, y, )| (5.3.3.3)
+ 2B(uv, — f') B(uv, — %) cos[2n(f' — -;;-)t + ¢'rect(y/Y),

where |f' — Z| < 1/2T, implying that the signal frequency blur spot lies within the
temporally nearest DLO line. Here ¢ and ¢' are phase terms. Note that the last term
contains a temporal term that oscillates at the difference frequency f''— %, which
is a baseband frequency term suitable for further spectrum processing with a 1- D
time integrating processor implemented on this DLO line. Fig. 5.3.3.3 shows the
baseband 1Hz temporal oscillation when f' = 64MHz + 1Hz and % =64MHz.
Here, the 64M Hz 4+ 1Hz signal frequency interferes with the 64AM Hz DLO line,
producing a temporally blinking line positioned at the u = f'/v, signal coarse
frequency position.

In the next section, we will investigate how the DLO heterodyning principle can

be combined with a 1- D time integrating spectrum processor and photorefractive
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Fig.5.3.3.2 CCD outputs showing the different DLO lines for a 500K H z repetition

rate reference chirp signal.
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64MHz + 1Hz input signal and a 64M H z reference DLO line.
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crystal to provide a 2-D bias-free signal output format.

5.3.4 Bias-free Crystal based 2-D Time and Space Integrating Architecture

{a) Architecture:

The bias-free continuous wave time and space integrating (TSI) architecture
investigated in this section is based on Bader’s TSI 2-D spectrum analyzer [13].
This processor uses the DLO for heterodyning coarse frequency signals to baseband,
instead of the pulsed source used in the 2-D architectures discussed in Chapter 3
in this thesis. The 2-D bias-free architecture shown in Fig. 5.3.4.1 is based on the
Mach-Zehnder interferometer, and contains a pair of orthogonally oriented Bragg
cells in its two independent arms. The optical design for the two arms is similar
in order to minimize optical path differences in the interferometer. Each arm is
multiplicative, as the 41 order light from the first Bragg cell is used to produce a
+1 diffracted order from the second Bragg cell, while the DC light from both cells
is blocked. AOD’s 1 and 2 are driven by slow chirp rate linear FM signals ¢(t)
that are imaged on to the CCD2 (I7) and spatial filter SF1 (I;) planes. AOD’s
3 and 5 are fed by the input test signal s(t), while AOD4 is driven by the high
bandwidth repetitive chirp reference signal r(t). The spherical lens S3 in the two
respective arms of the interferometer produces the signal (AOD3) and reference
(AOD4) waveform spatial Fourier transforms at planes I; and I] respectively.

The optical field incident at the CCD2 plane I (or the spatial filter SF'1 plane

I,) is given by:

z—X/2 . y—Y/2
_1 t L X)FT,[3(t —

o— Jrect(z/m, X ) FT,[5( o
y—Y/2

+ &t + z—ﬂ;——‘%)rect(a: [me X)FTy[#(t — =——=)rect(y/Y)),
’ (5.3.4.1)

E(z,y,t) = &(t — Jrect(y/Y)]

zVa



- 193 -

141

sopnds wweg : Sg sua] woeyds : § eR _ \_ A ..mww.m
_ > eI
18y BBosg : qov ‘g mpodg S W Ewm ypm (qoo
suay orsepufy @ 9 doLiyy Y Red z£9
Buypyoyopy BBvag sog
sn_ A fl e osg 4+
e £Sq
rdS a\ 20
NILSLS S Az
LNo avay
zp
saov N
das M \aﬂm LIS )
2ax I=— C <
M 2sq ,
&S
’s
LBSTY
byvaind A raov
~ N . /A
- N C /4 Q\ 1Sq
2S zaov Ry
438D] +ay IS

Fig.5.3.4.1 Bias free 2-D time and space integrating acousto-optic architecture for

folded spectrum analysis.
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where FT, stands for the lens Ss spatial Fourier transform along the y direction,
and m, is the imaging system magnification along z direction. The light intensity

at I; or (I]) plane can be expressed as:

Y/2

Vg

I(z,y,1) w{ |FT,[5(t — = )rect(y/ V)|’

+ |FT,[7(t - i _vz//g)rect(y/Y)]]2}rect(a:/mxX)

+ 2Re{6(t + i——x—)i/—z)é*(t - m—n;—x%z-g)rect(m/sz)
FT(t = Yo yvect(y v P (e — Y2212 )rect(y/Y)]}.

(5.3.4.2)
The first two terms in Eqn. 5.3.4.2 are constant bias terms that are due to the signal
and reference chirp spectra, respectively. For a single tone signal s(t) = 2a cos(27f't),
and r(t) as defined in Eqn. 5.3.3.1, we can write the expression for the bias terms
as:

no+ N
Bias & {]aB(vva - f')l2 + Z I‘a,,B(vva - %)V}rect(m/mz_’(), (5.3.4.3)

n=no
where N/T is equal to the bandwidth of the reference chirp. This expression for
the bias consists of the signal coarse frequency line, plus the reference DLO lines
positioned at the output coordinate v = n/v,T, where v = y'/AF3. The third
term in Eqn. 5.3.4.2 gives the desired interferometric 2-D folded spectrum term.
Substituting the value for the slow FM signal ¢(t), the CCD2 time integrated charge
pattern for this folded spectrum term can be written as:

Q(z,v) ~2aap B(vv, — f)B(vv, — _%)Re{f ed2m(f =4yt  —j2m T2t dt}

Ta
rect(z/m,X),
(5.3.4.4)

where the spatial carrier along the z direction generated by the slow scanning chirps

has been removed by rotation of the beam splitter BS2. The input signal frequency
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f' can be broken up into its coarse f, and fine §; frequency components, that is,

' M
f'=fotbr="2+5, (5.3.4.5)

where M is a constant corresponding to the DLO line that overlaps the signal line,

The folded spectrum can be further written as:

. : 2be
elmbstemitn Tt dt}rect(m/mIX)

Q(z,v) ~2aap B*(vv, — fc)Re{/T
¢ o (5.3.4.6)
o)l

‘Tva

= Ay B*(vv, — fo)sinc[Tq(65 —

where A; is a constant. The expression in Eqn. 5.3.4.6 represents a spectral peak
located at the coordinates r = Terebp, v = ;%, that are proportional to the sig-
nal coarse and fine frequency components, respectively. Thus, the Mach-Zehnder
processor output is given by:

2b

rva

Q'(z,v) =Bias + A;B*(vv, — f.)sinc[Ty(6; — z)]. (5.3.4.7)

One approach to obtaining a bias-free 2-D folded spectrum output is to generate
a spatial carrier along the fine frequency processing z direction by combining the
two beams from the interferometer at an appropriate angle. The spatial carrier
on this signal plus reference ridge can be controlled by rotating the beam splitter
BS52. In principle, a photorefractive crystal can be placed at the Fourier plane
(I;) of lens S3, where the signal spectral lines would interfere with one or more
of the spatially separate DLO lines, generating a light pattern on a spatial carrier
along the z (line) direction. The crystal would time integrate the charge pattern
to accomplish the fine frequency processing, generating a carrier modulated blur
spot along the coarse frequency line, whose position is proportional to the signal
fine frequency. This blur spot can then be read out by an external cylindrical wave
that focusses on the appropriate signal line.

The main problem with this approach is that the interference pattern recorded

on the crystal consists of a very thin (< 200pum) slit of light, resulting in a very



- 196 —

small region where the photorefractive effect is active, and therefore where a holo-
gram is recorded. In particular, from a practical point of view, when using a low
diffraction efficiency crystal like BSO, this approach of placing the crystal in the
Fourier plane of lens S3 will result in a negligible amount of diffracted read out light
from the crystal, thus making it almost impossible to detect any light. Therefore,
because of the current material limits of fast response photorefractive materials, an
alternate quasi-real time approach for recording the signal plus reference hologram

is considered.

In this approach, the DLO lines in the Fourier plane I; are expanded along the y
direction by a cylindrical lens Cs,, thus producing plane waves of different angular
displacement illuminating the full face of the crystal. The DLO lines preserve
imaging along the z direction from plane I; to the cryétal plane using two cylindrical
lenses C, and Cy,. The electric field on the crystal for a single tone signal can be

approximately expressed as:

n0+N

. z—X/2 . Ciorn
E(z,y,t) “{C(t" _n_{x—v;/—)[ Z ape 2Ty =2 1]
n=ng
T e }rect(w/Xc)rect(y/ Y.),
Mg

(5.3.4.8)

where Siig is a spatial frequency introduced by the rotation of the beam splitter
BS2. The summation term in Eqn. 5.3.4.8 represents the reference DLO plane
waves on their respective spatial and temporal carriers, while the second term in
the equation contains the signal plane wave on its spatial and temporal carriers,

respectively. Here, X, and Y, are the respective width and height of the illuminated



- 197 -

crystal face. The intensity on the crystal is proportional to:

no-I-N

n=ngq
- .X 2 -_ 2 N sin

+ QRe{é(t _r-4/e / Ve (t + I X/ )6'727r ks

Mg Vg MzVUq

. « nO+AT . .

[ae=72mvs1¥ g =i2m Y] Z ane—-’z"'”"ye"%’;’z’t]}] rect(z/X.)rect(y/Y,).
n=ng

(5.3.4.9)
If the reference chirp repetitive period T is much less than the crystal integration
time 7', that is, T < 7', we can approximate the first term in Eqn. 5.3.4.9 to be a
constant bias contribution. The second term |a|? is the signal constant bias term.

Hence, we can write the bias term Iy in Eqn. 5.2.1, Section 5.2, as:

no+N
I~ Y laa* + laf (5.3.4.10)

n=ng

Furthermore, for T' < 7', we can approximate the third term in Eqn. 5.3.4.9 such
that over the integration time of the crystal, the cross terms between the signal
and reference waves average out to zero, leaving only an interference pattern for the
temporally and spatially matching signal and DLO waves corresponding to n = M.

Therefore, the intensity is proportional to:

- X - X 2 ; sin
I(z,y,t) < [Io + 2Re{8(t— x—-ﬁ)a*(t+ ‘”___/_)em—r’z
MzVq MzVq
(5.3.4.11)

aape?? (Vs _”M)ye_ﬂ"(f"'ATi)t}] rect(z/X.)rect(y/Y,).

Here, |vg —vp| is a very slow spatial variation across the crystal y direction causing

negligible diffraction, allowing us to write the intensity on the crystal as:

- X 2 _X 2 : sin
I(z,y,t) « [Io + 2Re{5(t - f-—L/-)a"‘(t + w_/_)eﬂr Rl z
MgVq MgV,
(5.3.4.12)

aapre”I2mst H rect(z/X.)rect(y/Y2).
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Substituting the expression of the slow scanning chirp signal ¢, we can write:
I(z,y,t) x [Ig + 2Rx=,{a.a',Me'ﬂ’“g"’te_j‘?’r e va tejz"'“”x}] rect(z/X ¢ )rect(y/Ye),
(5.3.4.13)

where ug is the spatial carrier generated along the z direction of the crystal by the
rotation of the beam splitter BS2, and the AOD center frequency fy relative Bragg
deflection of the two independent interferometer beams. Looking at Eqn. 5.2.1 that
represents the desired intensity pattern on a photorefractive crystal for bias removal,

we have:

Ii(z,t) = 2aaprei2moste=i2mmnist, (5.3.4.14)

and the diffracted read-out light intensity from the crystal can be written as:

2bx t 2

Ky {7 2aape 2 0rte= IR0
— dt'| Ig. 5.3.4.15
/t T R ( )

Iout(:c,t)z

Note that this expression will give us only the fine frequency component of the
input signal. In order to retain the coarse frequency information in the processor
output signal, we need to introduce a special read-out procedure using the input
signal. This read-out architecture is shown in Fig. 5.3.4.1, where a fifth AOD5
oriented along the y direction is introduced in the He-Ne read out optical system.
This AODS5 generates a signal dependent plane wave whose spatial frequency along
the y direction is proportional to the signal coarse frequency, and is equal to f'/v,.
This tilted (in y) plane wave illuminates the full face of the crystal, with Bragg
matching along the z direction due to the carrier uy. Note that as the signal
frequency is changed, the read out beam stays Bragg matched as the wave tilts only
in the y direction, and not along the = direction that is required for Bragg angle
matching (See Fig. 5.3.4.2). As such, AODJ5 is used to track the correct coarse
frequency ridge due to the input test signal s(¢). The light diffracted from the

crystal is imaged along the z direction on to the 2-D CCD1, while being Fourier
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Fig.5.3.4.2 Crystal grating degeneracy behavior shown using the momentum space
diagram. Here, the vector pairs k;, ks and k!, k!, are both Bragg matched to the same

grating vector K.



- 200 -

transformed along the y direction. The resulting diffracted light intensity on the

crystal can be written as:

' . : 2b
Ky ("7 2aape=i2mbsteminmlint |2
1 M dtl
t

- T

Iout (.’E, t)&"

v | (33410
|FT,[5(t - m—%)rect(y/yc)]] .

Y

For the single tone input s(¢) used in the analysis, the expression for the intensity

is approximated as:

~ Al B2/, _ fc L ¥ g | _ 2b
Tout(z,t) = A1 B*(v myva)smc [T'(é¢ —

z)], (5.3.4.17)
where this expression represents the single tone 2-D bias free folded spectrum out-
put. Here, A} is a constant that is proportional to the modulation depth of the
recorded signal plus reference grating, along with other factors such as crystal in-
tegration time and experimental conditions. Note the similarity between the bias
free intensity output in Eqn. 5.3.4.17, and the expression in Eqn. 5.3.4.7 from the
basic Mach-Zehnder processor without bias removal. Thus, this crystal based 2-D

bias free processor design provides a single tone folded spectrum output.

(b) Experimental Results and System Limitations:

The basic bias-free system architecture shown in Fig. 5.3.4.1 was setup in the
laboratory. Fig. 5.3.4.3 shows the optical system. The light from an argon ion
laser is collimated by a F' = 20cm spherical lens S;. This collimated light is split
50:50 by a cube beam splitter BS1. As the light progresses through similar paths
in the two arms of the interferometer, we shall describe propagation through one
arm. The collimated light from the beam splitter is focussed along the y direction
by a F' = 15¢m cylindrical lens Cy,. This focussed slit of light lies in the acoustic
column of AOD1, generating the DC and +1 order diffracted beams. The F = 20cm

spherical lens S; acts as a Fourier transforming lens, focussing the DC and +1
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Fig.5.3.4.3 Laboratory system of the 2-D bias free crystal based architecture.
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order beams as slits of light, with the DC slit being blocked by the casing of AOD3.
This AOD3 also generates a DC and +1 order beam, where this +1 order is a
doubly diffracted beam from the two AOD’s. The F = 38cm spherical lens S;
acts as a Fourier transforming lens for the signal in AOD3, producing the signal
spatial Fourier transform along the y direction in the back Fourier plane I;. The
combination of spheres S; and S3 forms an imaging system from the AOD1 plane
to I, thus imaging the acoustic signal along the z direction in AOD1 on to the
I, plane. The light from the other (reference) arm of the interferometer follows
a similar path. The cube beam combiner/splitter BS2 causes the two beams to
interfere at planes I; and I;. A 2-D CCD2 is placed at the plane I to pick up the
2-D folded spectrum output that includes a bias level. Spatial filter SF'1’ blocks the
DC light from AOD3 and AOD4 respectively. Fig. 5.3.4.4 shows the time integrated
interference pattern between a 60M H z signal fed to AOD3, and the reference DLO
lines generated using a chirp repetition rate 1/T = 1M Hz, and chirp bandwidth
B = 50 — 7T0M H z, where the chirp signal is fed to AOD4. Here, AOD1 and AOD2
are fed by 60M H z carrier signals. The rotation of the beam splitter BS2 controls
the angle between the two interfering beams, and thus controls the spatial carrier
frequency along the z direction of the signal plus reference interference pattern.
Fig. 5.3.4.5 shows different spatial carriers along the z direction for 60M H z signal
and reference DLO inputs, respectively. These light patterns were detected at plane
I] by CCD2. Plane I; is mapped on to the BSO photorefractive plane I3. The
F = 15¢m cylindrical lens C3, acts as an inverse Fourier transforming lens along
the y direction, converting the DLO lines in plane I; to plane waves of different
angular frequency incident at the crystal. The pair of F' = 7.5¢m cylinders C, and
Cs, acts as an imaging system along the z direction from plane I; to Is. Note that
for a small angular separation between the two beams from the interferometer, the

cylinders are no longer required for imaging in this scanning beams based system.
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Fig.5.3.4.4 2-D CCD2 output on TV monitor showing the time integrated interference

pattern between a 60M Hz signal fed to AOD3, and the DLO lines generated for a

chirp repetition rate of 1M Hz.
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Fig.5.3.4.5 Different spatial carriers along the z direction on CCD2 for a 60M H 2
signal and 60M H z reference DLO line.
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The read-out mechanism for the crystal is as follows. A 10mW He-Ne laser
light is collimated by an F' = 35¢m spherical lens S,, and then focussed into a slit
of light along the y direction by an F = 20cm cylindrical lens C,,. The acoustic
column of a glass AODS5 is positioned along this slit of light. This AQD3, along
with AOD3 in the interferometer are driven by the same input test signal s(t). Note
that the four AOD’s used in the interferometer are TeO; cells, while the read-out
AODS5 is a glass cell. Ideally, one would like to use the same kind of AQD’s for the
signal inputs at the two different ports of entry, in order to give a similar spatial
Fourier transform response. The DC and +1 order diffracted light from the glass
AQODS5 are Fourier transformed by an F = 24cm spherical lens S5, and the spatial
filler SF'4 removes the DC light. The +1 order filtered red light strikes a mirror
M3, and is directed towards a beam splitter BS3 positioned along the path of the
green write beams from the interferometer. The F = 20c¢m cylindrical lens Cyy
inverse Fourier transforms the +1 order slit of light at SF4 into a plane wave at
a proper angular frequency along the y direction, that after reflection from beam
splitter BS3 illuminates the full face of the crystal. The Bragg vmatching of this
plane wave with the grating carrier along the z direction on the crystal is achieved
by careful rotation of the mirror M3. The crystal plane I3 is imaged along the z
direction by the F' = 10cm cylindrical lens C3, on to the plane I, corresponding
to the CCD1 plane. Along the y direction of the crystal, F' = 30cm cylinder Csy
takes the Fourier transform of the emerging plane wave, converting it into a slit of
light detected by CCD1. The position of this diffracted slit of light from the crystal
depends on the angular tilt of the red plane wave illuminating the crystal, which in
turn is proportional to the signal frequency driving AODS5. In this way, the input
signal coarse frequency is mapped into a slit of light positioned along the y direction
on CCD1. The green light is not detected by the CCD1 as we place a red filter to
block this light. The DC red light from the crystal is blocked by the spatial filter
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SF3 placed a focal length from cylinder Cs,.

The argon ion laser is operated at 1.5W, 514nm line, continuous light power,
with the AOD’s providing diffraction efficiencies of less than 10% at 60M H z carrier
frequency AOD drive signals. The average intensity of the write beams incident on
the photorefractive crystal is approximately 84uW/em?, giving a typical response
time of 10 seconds for the bias-free output. The 633nm helium-neon laser read beam
incident on the crystal has an average intensity of 0.5mW/cm?. The processor
is operated with 60A/ Hz drive signals for AOD1 and AOD2, while AOD3 and
AODS5 are fed by a single tone signal whose frequency is varied around 60MH z.
AQOD4 is fed by a 20M Hz bandwidth, 1/T = 5M H z repetition rate reference chirp
signal that generates DLO lines in plane I; for 50, 55, 60, 65, and 70M H z signal
frequencies. The plane waves from all these DLO lines, along with the signal plane
wave corresponding to a specific DLO line are incident on the crystal. This results
in a low modulation depth signal plus reference interference pattern recording on
the crystal, as the bias contribution from all the DLO components is much larger
than the interferometric term (see Eqn. 5.3.4.10-15). The low modulation depth
results in a lower diffraction efficiency for the crystal, and very little diffracted light
is detected by CCD1. One approach to improving the diffraction efficiency greatly
is to spatially filter out the DLO components that do not match the input signal.
This spatial filtering is accomplished in the Fourier plane I; using a mechanically
positioned slit that tracks the signal spectral line, and thus allows this signal plus
matching DLO line only to go through and illuminate the crystal. In this case, we

have the bias term written as:
I~ |ay)> + |af?, (5.3.4.18)

where a and ap; are the signal and matching DLO amplitudes, respectively. Fur-

thermore, the modulation depth of the recorded interference pattern is maximized
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by equalizing the amplitudes of the signal and DLO terms, respectively. The spatial
filtering was not very critical as the Fourier plane separation between the DLO lines
was large (= 1.6mm). By using this approach, we observe a substantial amount of
diffracted light at CCD1. In fact, the maximum light level detected corresponded to
80% of the CCD1 dynamic range (see Fig. 5.3.4.6). Fig. 5.3.4.7 shows the bias-free
coarse frequency line outputs for signal frequencies of 55, 60, 65M H z, where these
frequencies match their respective DLO references. The position of the line along
the y direction of the CCD corresponds to the coarse frequency axis. Recall that
a glass AODS is being used for the read-out process, which has a 6 times smaller
deflection than the T'eO, cell used to form the signal spatial Fourier transform in
the interferometer. A quasi-periodic temporal oscillation of the diffracted light was
observed by the CCD1 over a 10 second period. Recall from the DLO experiment
in Section 5.3.3 that the input signal and referencé chirp waveforms have to be
phase locked for coherent processing. The phase locking in this system is achieved
by a 10M Hz master clock. A possible reason for the fluctuation of the diffracted
light is a > 0.1H z phase jitter of the coherent signal and reference waveforms over
successive integration times of the crystal. Next, AOD1 and AOD2 are driven by
slow linear FM signals to accomplish the fine processing over the integration time
of the crystal. In principle, we should observe the bias-free coarse frequency line
shrinking down to a point, as was observed in the earlier 1-D bias-free crystal based
experiment. In this 2-D experiment, we do not observe the integrated blur spot for
a number of reasons. For instance, the slow temporal oscillation of the diffracted
light might average out the integrated blur spot to zero over successive processing
frames. These experiments used a crystal spatial carrier of around 100 lines/mm

along the = direction, with a DC electric field of 13kV/cm across the crystal.

A limitation of this architecture is its high optical power consumption due to

its inherently low light efficiency design. The five Bragg cells used in the system
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Fig.5.3.4.6 Processor CCD1 outputs for a zero light level, and the maximum diffracted
light level from the BSO crystal. 80% of the CCD dynamic range is used by the bias

free output.
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Fig.5.3.4.7 Bias free 2-D processor outputs showing coarse frequency lines for input

signal coarse frequencies of 55, 60, and 65 MHz respectively.
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lose some of the light, and light is also lost at the beam splitter ports BS2 and BS3.
Moreover, the Bragg diffraction in each arm of the interferometer is multiplicative.
In addition, the system requires many optical components that introduce further
light losses. For the Caltech processor, the optical design was based on available
components, resulting in a larger, less efficient optical system. Moreover, this system
requires a high degree of optical and electronic coherence for the light carrier and
AQOD drive signals respectively.

In essence, we have investigated a 2-D bias-free optical processing system that
is capable of providing bias-free outputs. The processor performance is limited by
its high optical power consumption imposed by the slow response time, and poor

diffraction efficiency of currently available photorefractive materials.

5.4 Conclusion

Today, a combination of different photorefractive materials (e.g., GaAs, BSO,
SBN, BaTiOs, and LiNbO;) exhibit properties such as high speed, large gain,
high diffraction efficiency, and low write energy/high sensitivity. These properties
are desired for application in practical, real-time acousto-optic processors. Acousto-
optic system architectures tend to be somewhat light starved, especially in the case
of pulsed light and cascaded designs. Therefore, it is important for photorefractive
crystals to have very low write energy/high sensitivity requirements, allowing fast
response times for the processor. At present, there is no single material that exhibits
all the desired properties. Nevertheless, the future of photorefractive materials offers
certain distinct practical system applications such as direct optical cascadability of
systems, adaptive computing such as adaptive beam combining, and temporary

signal storage for learning based processing,.
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CHAPTER 6

ACOUSTO-OPTIC SYSTEMS FOR PHASED ARRAY RADAR

SIGNAL PROCESSING

6.1 Introduction

In general, past and present techniques used in phased array radars utilize
electronic signal processing for transmission and reception of radar signals [12]. To-
day, depending on the operating frequency of the radar, different electronic radar
technologies are considered optimum in terms of cost, practicality and performance.
In the lower half of the radar frequency spectrum, 10 GHz and below, hybrid mi-
crowave integrated circuit technology (HMIC) is being employed to build current
phased array radars. This hybrid technology consists of a combination of discrete
electronic components coupled with microstrip transmission lines. In the 10 GHz
and higher frequency range, a new technology called the monolithic microwave in-
tegrated circuits (MMIC) technology is being developed by the radar community.
This MMIC techhology promises to be the ideal technology for the high end of the
microwave spectrum phased array radars [3:4].

The application of optical processing for phased array radars was formally in-
troduced by Lambert et al. at Columbia University in the 1960’s [5]. The Columbia
group proposed a signal processing technique for extracting angle/doppler target
information from the many target return signals provided by the phased array an-
tennas [6]. This approach was limited to processing of received antenna signals,
thus making the optical processor irreversible. In other words, this processor could
not be used for generation of phased array antenna drive signals to provide desired

antenna beam shape and direction. Later research in optical phased array radar

processing revolved around the Lambert processor, and most efforts used more ad-
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vanced hardware to get improved experimental results ["8]. Only recently, there
has been some interest in using optical techniques for signal generation and control
of phased array radars [°=1%], It is with the intent of achieving a reversible optical
phased array radar processor providing transmission as well as reception capabilities

that we pursue the research efforts in this chapter.

In particular, this chapter introduces optical techniques for signal generation
and analysis in phased array radars operating in the lower half of the radar frequency
spectrum (10 GHz and below) that are competitive with the larger electronic hybrid
technology employed for building present radar arrays. The optical systems are
designed with currently existing highly mature optical component technology. These
components include continuous wave semiconductor lasers, acousto-optic devices,
high speed detectors, lenses, and optical fibers. In particular, we introduce an
optical technique for generation of phased array antenna drive signals for single
and continuous mode beam scanning and beam formation in linear phased array
radars. This processor can be adapted to operate in both the radar transmission and
reception modes, thus making it reversible. The optical system uses two acousto-
optic devices, imaging optics, and an array of high speed detectors to generate the
correctly phased signals. The required phase change on each detector is brought
about by a frequency change in the acousto-optic device drive signal which in turn
maps frequency changes to changes in angular deflections. This results in a spatial
frequency change on the detector plane. The detector array samples the generated
phase distribution to produce the driving currents for the antenna elements. The
doppler shift in the acousto-optic interaction in the Bragg cells is used to produce
the high frequency carrier signal for the RF antennas. The use of the doppler effect
eliminates the expensive, lossy, and bulky microwave frequency mixers used in the
transmission mode of typical phased array radars. Moreover, a key feature of this

radar processor is that it requires no phase shifting devices to accomplish antenna
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beam scanning and beam formation, thus making the overall radar system much
smaller and less hardware intensive.

We begin with an introduction to phased array radar theory and the principles
of antenna beam steering and beam formation. We look at the existing phased
array radar systems and the technology employed in building them. The acousto-
optic phased array radar signal processors are introduced along with a complete
analytical description of processor operation. Two processors are built in the labo-
ratory using glass and tellurium dioxide acousto-optic devices, and an explanation
of design rules and options is given. The test processors are built for a radar carrier
frequency of 120 MHz. A number of test experiments are performed on the proces-
sor such as frequency scan linearity, zero to 27 phase shift of carrier with control
frequency change, and antenna beam scan angle vs. frequency change. Data from
the processors are compared to the ideal performance predicted by the system anal-
ysis, and good results have been achieved. A section is dedicated to experimental
results from the processors along with their performance analysis. Next we describe
the future prospects of such processors in various applications such as target track-
ing and detection, and explain the features that these optical techniques have to
offer, compared to electronic approaches. An all optical transceiver system is pro-
posed that uses the Lambert processor for post processing. The proposed optical
technique for linear arrays is extended to planar and conformal arrays, and corre-
sponding optical systems are described. In conclusion, we describe why this optical
approach to phased array radar signal processing can provide a great reduction
in system complexity, ease of assembly, operation and control, and better system
performance, compared to electronic phased array radars in the 10 GHz and below

frequency range.
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6.2 Phased Array Radar Theory

Phased array radar theory has been extensively worked out by the radar com-
munity over the past 40 years. Here we will describe the basic concepts underlying
phased array antenna operation. An array antenna consists of a number of indi-
vidual radiating elements placed at a suitable distance with respect to each other.
The relative amplitude and phase of the currents driving the individual antenna
elements are externally controlled to generate a particular antenna beam pattern
resulting from a sum of all the array radiating elements. There are three main array
configurations used in phased array antennas. A linear array consists of antenna
elements arranged along a straight line. This type of array can be used to provide
broad coverage in one direction and narrow beamwidth in the orthogonal direction.
The planar array consists of elements arranged in a two dimensional format in a
plane. It can be considered as a linear array of linear arrays. A planar array with a
rectangular aperture gives a narrow beamwidth fan shaped beam, while a circular
aperture produces a pencil beam. The conformal array consists of radiating ele-
ments placed on a non-planar surface. For example, a cylindrical surface could be
used to provide a 360 degree coverage. This type of array has been used in airborne

radars on fighter aircrafts [16].

For analysis purposes, we shall consider a linear array of N elements equally
spaced a distance a apart, with each element equivalent to an isotropic point
source(sink) radiating (receiving) uniformly in all directions. The array antenna
shown in Fig.6.2.1 is a transmitting antenna, although via the reciprocity principle
of electromagnetics, the same array can be considered as a receiving antenna. In
order to transmit energy at an angle 6 with respect to the array normal direction,

the plane wave interference condition requires that the phase difference of signals
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Fig.6.2.1 Linear phased array antenna configuration.
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driving adjacent elements be [17]:

a =27n(a/)\)siné, (6.2.1)

where A is the radiated wavelength. Thus, the adjacent antenna elements in the
array are driven by currents satisfying the phase condition in Eqn.6.2.1. The am-
plitudes of these currents can be suitably selected to yield desired beam shapes.
For simplicity of analysis, we will consider the amplitudes to be constant and equal
to unity. Element 0 in Fig.6.2.1 is taken as the reference antenna with zero phase.
Each individual antenna radiates its own pattern, and the combined far field radi- -
ation observed at an angle § due to all the elements in the array is approximated

as the sum:

N-1
Ex Z sin(wt + na)
n=0

= sinwt + sin(wt + a) + sin(wt + 2a) + - - - + sinfwt + (N — 1)a],

(6.2.2)

where w is the angular carrier frequency of the radar. The sum in Eqn.6.2.2 can be

written as:
sin(Na/2)

sin(a/2) ’ (6.2.3)

E =sin [wt + (N - 1)a/2]

where the first term is the radar carrier signal with angular frequency w and a phase
(N —1)a/2. This phase can be set to zero if the phase reference is taken at the
center of the array. The second term gives the amplitude of the radiation pattern,

and its magnitude is given by:

sin[N7(a/A)sin 6]
sin[m(a/\) sin 6]

|E(6)| = (6.2.4)

Note the Fourier transform pair relationship between the excitation of the ele-
ments of the phased array and the resulting far field radiation pattern of the
antenna. This result is expected from the Fraunhofer diffraction wave theory

where the object and far fields are Fourier transform pairs [18]. The expression
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in Eqn.6.2.4 behaves like a sinc function in space. The pattern nulls occur when
N7(a/)A)sin€ = 0,+m,...,+n7, while pattern maxima occur when sin 8 = +na/,
where n is an integer. The maximum at siné = 0 defines the main beam, while
the other maxima are called grating lobes. All maxima have an amplitude of NV.
E(f) = E(m — 6) implies that the radiation pattern in front and at the rear of
the antenna are the same. In general, a reflecting screen is placed behind the ar-
ray to minimize the backward radiation. Thus, only radiation in front of the array
(—90° < 6 < 90°) is considered. The normalized radiation intensity pattern is given

by:
|E()*  sin®[Nw(a/)\)sin 6]
N? " NZsin%[r(a/)\)sinf]’

G(6) = (6.2.5)

When the main beam is pointing in the direction # = 6, the normalized radiation

intensity pattern can be expressed as:

sin’[Nm(a/)\)(sin 6 — sin 6,)]

G(6) = N2 Sin’ﬂ’[w(a/,\)(sinﬂ —sin b))’

(6.2.6)

which is maximum when sin 6 = sin6y. The main beam can be rotated by varying
the phase difference a = 27(a/)) sin 6y of the signals driving the array antennas. In
order to prevent grating lobes from appearing over the antenna beam scan width,
the element spacing has to be of the order of half the carrier wavelength. This can

be seen by setting the denominator in Eqn.6.2.6 equal to zero giving:

m(a/A)(sinfy —sinfy) = £nw
(6.2.7)
|sinf, —siny| = +n)/a,

where the grating lobe appears at angle 6,. If a grating lobe is allowed at —90°
when the main beam is steered to +90°, Eqn.6.2.7 gives ¢ = .5). In practical
systems where the maximum desired scan angle is £60°, the element spacing has to
be less than .54\. The above analysis applies to a linear array, although a similar

analysis can be applied for a planar array giving an approximate expression for the
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normalized radiation intensity pattern for a rectangular array as:

sin?[N7(a/))sinb,] sin?[Mn(a/\)sin6,)

G 9(17 ge) = - . N )
( N2sin®[r(a/)\)sin6,] M2 sin?[x(a/)) sin 6]

(6.2.8)

where N is the number of radiating elements in the 8, direction and M is the
number of radiating elements in the 6, direction.
Now that we are familiar with the basic operation of phased array radars, let’s

look at the current technology for such systems.

6.3 A Look at Current Phased Array Radar Systems

The type of technology that is used in assembling the phased array radar is
dependent on the radar carrier frequency . For arrays in the lower half of the radar
spectrum, 30MHz (HF) to near 10GHz, the hybrid technology is being introduced
for building active elements. For example, a combination of discrete PIN diodes
connected to microstrip transmission lines etched on a substrate are used to form the
N-bit digital phase shifter modules where N varies from 3 to 7. This type of device
is called a switched line phase shifter where discrete diodes are used as switches and
microstrip transmission lines are used to introduce the phase shift. For a typical
5-bit device, the phase resolution is 11.25°/bit [1°]. The Jet Propulsion Laboratory
in Pasadena, California, is currently building the shuttle SIR-C phased array radar
at L Band (1.25GHz) using a hybrid technology 4-bit digital phase shifters with
phase resolution of 22.5°/bit [20), Each phase shifter has external driver electronics
to set the 4 control bits that change the phase of the transmit /receive signal. Also,
each module is around 4 by 12 inches in size, and is externally connected to patch
antennas on a planar array with 972 elements. Fig.6.3.1 shows the JPL radar
corporate feed network for a 9 element section of the planar array. Note that
each radiating element has its own phase shifting module, thus making a hardware

intensive radar system. Fig. 6.3.2(a,b) shows the JPL 4 bit phase shifter and a
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Hughes aircraft transmit/receive phase shifter module 12161, In addition, similar
phased array radars using the hybrid technology are being developed (21,221,

In the upper half of the radar spectrum, i.e. above 10GHz, monolithic mi-
crowave integrated circuits (MMIC) are being developed for application in phased
array radars. At these extremely high frequencies, the active and passive devices
used for signal processing become an integral part of the antenna. Therefore, it
becomes necessary to build the antennas, feed networks, phase shifters, amplifiers,
and control circuits on a single substrate. Gallium arsenide (GaAs) technology has
provided the base for MMIC’s, and currently, active GaAs devices are being custom
built at a very high cost for the 10GHz and higher frequency range [23'?4]. For
instance, 3-bit and 5-bit digital MMIC phase shifters at 44 and 10GHz frequen-
cies, respectively, are being built using FET’s as switches and etched transmission
lines (21, Similarly, a Ku-Band (16-18GHz) MMIC 4analog phase shifter has been
demonstrated [25]. The performance and advantages provided by MMIC’s at these
high frequencies have somewhat compensated for the high production cost. Below
10GHz, GaAs device production costs are not as yet practical to replace the hy-
brid technology using PIN diodes,etc. In addition, the power handling capability of
MMIC’s is relatively poor compared to the hybrid technology.

The proposed optical phased array radar signal processors to be described later
in the chapter will be competitive over the lower half of the radar frequency spec-
trum, i.e., below 10GHz, where they have to compete with the hybrid technology.
This frequency limit on the optical processors is imposed by the maximum available

bandwidth and center frequency of the currently available acousto-optic devices.
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Fig.6.3.2(a) JPL 4-bit digital phase shifter.
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Fig.6.3.2(b) Hughes Aircraft transmit/receive phase shifter modules.
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6.4 The Acousto-optic Phased Array Radar Signal Processors

The Frequency Controlled Beam Steerer 1 shown in Fig.6.4.1 is an optical
phased array radar signal generator applicable for generating the signals necessary
for beam formation and beam scanning in linear radar arrays. The processor consists
of two AOD’s, a high speed detector array, a coherent light source, imaging and
Fourier transforming optics, and two signal generators to provide the radar carrier
and control frequency signals, respectively. The signals s;(¢) and s;(t) are fed into
AOD1 and AOD2, respectively, where

s1(t) = a cosw,t (6.4.1)

82(t) = a cos|(we + wo )], (6.4.2)

where w, is the center angular frequency of the AOD’s and wy is the control angular
frequency for steering the array antenna beam. Light from the laser after being
collimated along the z direction and focussed along the y direction, is made incident
at the Bragg angle in AOD1. The DC and +1 order diffracted light from AOD1
is 1:1 imaged on to the acoustic column in AOD2 such that the DC light from
AOD1 is Bragg matched to AOD2. This results in a -1 order diffracted light from
AOD2, while the +1 order from AOD1 passes through AOD2 essentially unaffected.
These almost collinear +1 and -1 order diffracted beams from AOD1 and AQOD2,
respectively, are imaged on to a detector array after an M times magnification. The
DC light is blocked in the Fourier plane of AOD2, and the resulting electric field

incident on the detector plane is given by:

. sin . sin 5 —_, X
B(e,t) = [e=7 8505 (1 — 0/ Mo,) + 2752 "S5(t + 2/ Mv,) rect[‘”—ﬁ%l—],
(6.4.3)
where S8e — fe 4 s the acoustic signal velocity in the AOD’s, and 3;, &% are
A 2v, g 2

the analytic +1 and -1 diffracted signal representations, respectively, given by:

1
2

[V}

1=

. 1
ae~ivet g = §ae’(“’°+‘”°)t. (6.4.4)
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The intensity at the detector plane is:

I(z,1) = [S—ﬂﬂii—nrea”e-jwc(t—z/ﬁlva)
0 ’ 5MX
L sinop z — B5M:
+ 6.727"+xe.?(wc‘i'WO)(t“*‘I/Mva)j] ect| e I.
(6.4.5)
On expanding Eqn.6.4.5 we get:
I(z,t) = Constant Bias + G cos[(2we + wo )t — A‘/_;’z z] rect[%ﬁ—ﬁ], (6.4.6)

where Constant Bias = a/+/2 and Gy = a2 /4. The expression in Eqn.6.4.6 consists
of a uniform bias term, and a signal term with both temporal and spatial mod-
ulation. Recall from our discussion on phased array beam steering in Section 6.2
that phase based beam steering requires a set of antenna drive signals on the radar
temporal carrier with appropriate phase values. The expression in Eqn.6.4.6 shows
that we can obtain this set of antenna drive signals by simply using a detector array
to sample the phase distribution of the temporally varying intensity pattern appro-
priately. In the case of uniform linear phase sampling, the detectors are placed at
an equal distancé d from each other. The current generated at the n!* detector
after spatial integration over the detector photo-sensitive area, d, x d,, is amplified
by a high frequency amplifier. If the spatial period of the intensity pattern is much

greater than the sampling direction detector size, that is,
uzd, < 1, (6.4.7)

where u, = fo/Muv, is the spatial frequency generated along the detector array,
d; is the width of the detector along the sampling z direction, then the current

produced by the n** detector can be approximated as:

de
Mv,

in(t) = G cos[(2w, + wp )t — n 1, (6.4.8)
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where G = .5Gyd,dy, n =0,1,2,...,N —1, and N is the total number of detectors
used in the linear sampling array. This expression (i.e. Eqn. 6.4.8) is justified later
in the section on detector phase sampling. Note that Eqn.6.4.8 gives the drive
current that is fed to the n® antenna in a uniform linear phased array radar for

achieving beam steering. This current can be expressed as:
in(t) = G cos(wt — nyp), (6.4.9)
where the radar carrier angular frequency is:
w = 2w, + wp, (6.4.10)

and the phase difference between signals in adjacent antennas in the array is:

WQd

= . 4.
Mo, (6.4.11)

¥

From phased array radar theory, recall that to position the antenna beam at an

angle § = 6,, we would require:

Y = a + 2mm, (6.4.12)

where m = 0,£1,+2,.... Substituting the values of a and ¢ in Eqn.6.4.12, we get:

wod

2n(a/A)sinfy = —m2n
Mva fod (6.4.13)
sinfy = (A/a)[ vaa — m).

Using Eqn.6.4.13, the design equations for the optical processor to achieve a beam

position 6y for a control frequency fy is:

fod
Muv,

OR  fo= [(a/X\)sinby +m](

6o = sin ™! [(\/a)[ 2= + m]]

Mo,
d )

(6.4.14)
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Fig.6.4.2 shows the graphical relationship between the antenna beam scan angle
and the processor control frequency. Note that the same angle 6, can be obtained
for multiple values of the frequency f; corresponding to different values of m. This
allows the generation of multiple, simultaneous beams creating many applications
such as multitarget tracking and secured transmission. Later in the chapter, an
optical receiver system based on frequency discrimination techniques is described
for this type of multiple beam steerer.

There are two main approaches to beam steering in phased array antennas.
First, there is the time delay beam steering approach that provides a very high -
instantaneous microwave bandwidth for the antenna. On the other hand, there is
the phase shift beam steering technique that provides accurate beam pointing if the
antenna instantaneous microwave bandwidth is less than 2% of the antenna carrier
frequency [, The proposed acousto-optic radar signal processor is based on the
phase shift beam steering approach, and requires a relatively small instantaneous

antenna bandwidth for accurate beam scanning. Specifically,

& o 1, (6.4.15)

f i
where Afy is the maximum control frequency change required for the maximum

beam scan angle and f' is the radar carrier center frequency, where

A
fl=2f+ —2f—0-. (6.4.16)

An alternate Frequency Controlled Beam Steerer 2 design is shown in
Fig.6.4.3, where the transmitted radar carrier frequency f' is independent of the
control frequency fo. The optical apparatus of this signal processor is similar to the
signal processor in Fig. 6.4.1, except that different electronic signals are used. Two

kinds of oscillators are required for this system. One oscillator is a low frequency

signal generator providing the scan control frequency f;, while the other is a very
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high frequency oscillator operating at half the desired radar carrier frequency (also

equal to the AOD center frequency). The two signals are mixed together in a

standard microwave mixer giving:

s(t) = 2a coswpt cosw,t
(6.4.17)
= acos(w, + wp )t + acos(w, — wp)t.

This signal is split by a microwave power divider into two paths. One path goes

through an upper sideband filter at frequency w,, giving the signal:
s1(t) = a cos(w, + wp)t, (6.4.18)

that is fed to AOD1. The other path goes to a lower sideband filter at frequency
we, giving the signal:
s2(t) = a cos(we — wo)t, (6.4.19)

that is used to drive AOD2. The electronic single sideband filtering can also be done
optically by using spatial filtering in the Fourier planes of AOD1 and AOD2, respec-
tively. By evaluating Eqn.6.4.3 with the new signal values inserted, the intensity

on the detector plane is given by:

rz—.bMX

f)
=] (64.20)

-0 z] rect|

I(z,t) = Constant Bias + G cos[2wt — Mo

In this case, the current generated by the n'* detector/amplifier combination is

approximated as:
de
M,

in(t) = G cos[2wct — n ] (6.4.21)

Note that in this case, the radar carrier frequency stays fixed at 2w. and is indepen-
dent of the scan control frequency wy. In other words, when the antenna beam is
scanned by changing the control frequency wy, the radar carrier remains unchanged.
This type of radar has particular applications when the available radar bandwidth

is limited and should be used only for transmitting information signals.
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In the next section, we describe the design process of the first acousto-optic

beam steerer 1, along with the experimental results from the Caltech laboratory

system.

6.5 Optical Design for the Radar Processors: Experimental Results

Two designs of the acousto-optic beam steerer 1 were demonstrated in the
laboratory. The first processor uses a pair of glass AOD’s, while the second one
employs Tellurium dioxide Bragg cells. The optics used in both processors consists
of:

1. 20cm collimating spherical lens

2. 30cm focussing cylindrical lens for AOD1

3. 20cm spheres for 1:1 imaging

4. 25cm and 30cm spheres for imaging and Fourier plane filtering
5

. 7.5cm spherical lens for magnification

The specifications of the Bragg cells used that are critical to the optical pro-
cessors are:
1. Glass Cells: 10usec aperture,70 MHz center frequency, Bandwidth =40 MHz
giving 400 resolvable deflection spots.
2. Tellurium Dioxide Cells: 70usec aperture,60 MHz center frequency, Band-
width= 30 MHz, giving 2100 resolvable deflection spots.

The N element high speed detector array is simulated by using 2 detectors
mounted on x-y micrometer translation stages, allowing for the detector spacing d
to be adjusted according to design specifications, while placing the detectors at any

position along the focussed slit of light.
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The specifications for the detector/amplifier set up are:
1. High Speed Detector: UDT PIN-HRO008 photo diode, 3nsec max rise time,
200pum diameter, responsivity .33 A/W at 514nm.
2. High Speed Amplifier: UDT 700 amplifier, 3 dB bandwidth of 500K Hz to
400M H z, Transimpedance Gain 3.5 x 10® Volts/Amp.

Recall that the design equations for the optical processor to achieve a beam

position §y for a certain control frequency fy are:

it =]

OR fo=[(a/X)siny + m](

8 = sin~! [(A/a)[
Mo, (6.5.1)

d )
As the Bragg cell acts as a beam deflector with a finite number of deflected spots,

400 for glass, the control frequency is discretized and written as:

fo=péfo (6.5.2)

p=20,1,2,...and é6fy = 71:, where T, is the illuminated Bragg cell aperture. The

processor design equation can be rewritten as:

6y = sin™! [(/\/a)[lj{;{?f - m]]. (6.5.3)

The Design procedure for the processor is as follows:

1. Choose a value for a/)\ according to how far you want the grating lobes to be
placed in the array beam pattern. The analysis to follow uses a/\ = .5, giving
no grating lobes over a £90° scan angle.

2. Choose the type of AOD to be used in the processor. This will determine the
minimum value of control frequency resolution §fy, the acoustic velocity vq,
and the maximum radar carrier frequency possible.

3. Choose Oymin, the minimum scan angle required for the antenna, where

6 fod
Mo,

Bomin = sin™! [()\/a)[ - m]} . (6.5.4)
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Now solve Eqn.6.5.4 with m = 0 to get a value for M /d necessary to give the
desired minimum scan angle for the smallest value of fy.

Choose a tolerable phase sampling error n that is due to the finite size of the
detector. This is given by:

n= %ﬁ x 100, (6.5.5)

where d; is the width of the detector light sensitive area along the phase sam-
pling direction. This gives the value for d, the detector spacing.

Calculate the required optical magnification M, given the value of d. The
processor design is complete.

The design for the Caltech processors was chosen as:

a/A=.5

6fo = 100K Hz and v, = 3.9mm/pusec for glass cells in System A.

§fo = 14.29K Hz and v, = .617Tmm/pusec for TeO; cells in System B.

M = 4.17 in both systems.

Center Frequency for both Bragg cells used is f, = 60M Hz.

Argon Ion laser (514nm) light source used.

For System A:

d =5.5mm or d = 10.16mm.

n=3.6% at d = 5.5mm and n = 1.9% at d = 10.16mm.

Oomin = 3.9° at d = 5.5mm and Oymin = 7.2° at d = 10.16mm.
For d = 5.5mm total number of detectors N = 30.

For d = 10.16mm total number of detectors N = 17.

For System B:
d=5.9mm or d = 10.7mm.
n = 3.4% at d = 5.9mm and n = 1.9% at d = 10.7mm.

Bomin = 3.8° at d = 5.9mm and 6ynin = 6.8° at d = 10.7mm.
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15. For d = 5.9mm total number of detectors N = 31.
16. For d = 10.7mm total number of detectors N = 17.

Both the glass and T'eO, Bragg cell systems were built in the laboratory and are
shown in Fig.6.5.1 and Fig.6.5.2, respectively. Fig.6.5.3 shows the x-y translational
stage mounted detector pair used to simulate the complete detector array.

Experimental Results are shown in Figures 6.5.4-7 for the TeQ; processor.
Similar results are obtained for the glass cell beam steerer. In order to look at
the spatial phase pattern that the detectors sample, the optical system is changed
such that we use the +1 orders from both the Bragg cells, thus detecting a fringe
pattern that is not on a temporal carrier. This allows the CCD to pick up the
spatial phase pattern. Fig.6.5.4 shows this pattern for an increasing scan control
frequency signal that is fed to both the Bragg cells. Notice the increase in spatial
variation with increasing control frequency. This behavior becomes the basis for
generating appropriately phased radar signals for the array antenna. Fig.6.5.5 shows
the frequency doubling effect that is due to the doppler phenomenon in the two
Bragg cells. Here, a 60 MHz AOD input signal has been doubled to a 120 MHz
carrier signal that is generated at the detector array. Fig.6.5.6(a,b) shows the
varying phase difference between the two signals generated from the detector pair
positioned with a certain interdetector distance d. Here, the control frequency
is varied for a zero to 27 phase shift for the generated carrier signals. Fig.6.5.7
shows the phase change for a fixed control frequency when the distance between the
detectors is changed. The next section deals with important processor performance

issues relating to the experimental system.

6.6 Processor Performance Analysis

Data from the processors agree very well with the analytical results. In
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Fig.6.5.1 Glass cell (system A) optical radar processor laboratory system.
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Fig.6.5.2 Tellurium dioxide cell (system B) optical radar processor laboratory sys-

tem.

Fig.6.5.3 X-Y translational stage mounted high speed detector pair.
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Fig.6.5.4 Spatial phase pattern that detectors sample shown with increasing control

frequency.
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Fig.6.5.6(a) Varying phase difference (0—3) between the two signals generated from
the detector pair positioned with a fixed inter-detector spacing d.
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Fig.6.5.6(b) Varying phase difference (7 — 27) between the two signals generated

from the detector pair positioned with a fixed inter-detector spacing d.
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PHASE CHANGE WITH INCREASING DETECTOR SPACING AT A
FIXED CONTROL FREQUENCY

Fig.6.5.7 Phase change for a fixed control frequency when the distance between the

detectors is changed.
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particular, we will address the following processor issues:

6.6.1 Phase Linearity

The relationship between the detected signal phase change and the control

frequency is a linear one. This rate of phase change with frequency is expressed as:

_ Y _ g d
Sq = = .36Mva deg/KH-z. (6.6.1.1)

The slope error is defined as:

|sa — se’

E, = x 100%, (6.6.1.2)

Sa

where s, is the slope measured from the experimental data. The rate of phase

change with frequency in the experimental processors is as follows:

System A (Glass Cells):

1. Atd =5.5mm, s, = .1218°/KHz, s, = .1224°/KHz, and E, = .49%
2. Atd =10.16mm, s, = .2251°/KHz, s = .21°/KHz, and E, = 6.7%

System B (Tellurium Dioxide Cells):

1. At d=5.9mm, s, = .826°/KHz, s, = .83°/KHz, and E, = .48%
2. Atd=10.7mm, s, = 1.5°/KHz, s, = 1.512°/KHz, and E, = .8%

The experimental plots for phase change with change in control frequency show
a linear relationship (See Fig. 6.6.1.1(a,b):plots 1-2). In addition, the plots demon-
strate that if the detector spacing d is doubled, the slope s, is also doubled. The
slope error E, is calculated and is very small for the different experimental setups.
This slope error is useful when calibrating the processor for applications such as fre-

quency controlled beam scanning. The error will tell how far the processor is from
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PLOT 1

Carrier Phase Change .VS. Control Signal Frequency Change
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PLOT 2

Carrier Phase Change .VS. Control Signal Frequency Change

WITH GLASS AOD’S
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Fig.6.6.1.1(b) Plot 2.
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its analytically designed performance. Note that the signal phase change data are
measured by recording the signal time delay on the oscilloscope. Improved phase
measurements could be achieved if phase detector circuits and phase locked loop

electronics are employed.

6.6.2 Beam Scan Angle

The phased array antenna beam position is given by 6 = 6y, where

8y = sin™"! [(A/a)[’;‘;{fj _ m]}, (6.6.2.1)

where § = 0° corresponds to the beam at broadside position and p and m are the
control frequency and 27 phase multiple indices, respectively. Using the processor
design values, the analytical expressions for the different experimental conditions

are as follows:

System A (Glass Cells):
6p = sin™* [2(]3 % .033845 — m)] d = 5.5mm

8o = sin™! [2(p x 0625 — m)] d = 10.16mm

System B (Tellurium Dioxide Cells):
6p = sin™? [2(p x .03278 — m)] d=59mm

p = sin™? [2(1) x 05945 — m)} d = 10.7mm.

These expressions for beam scan angle (degrees) versus control frequency are plotted
to compute the expected beam scan behavior (See Fig. 6.6.2.1(a,b):plots 3-4). The
experimental beam scan performance for the different designs is calculated from the

expression:

. Sed
90Ea:pt = sin”! (,\/a)[l)_?g(;)fg — m]] , (6622)
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PLOT 3

Ideal Variation of Antenna Beam Angle with Frequency Change

WITH TELLURIUM DIOXIDE AOD’S
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Fig.6.6.2.1(a) Plot 3.
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PLOT 4

Ideal Variation of Antenna Beam Angle with Frequency Change
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Fig.6.6.2.1(b) Plot 4.
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where s, is the rate of signal phase change with frequency calculated from the
experimental phase measurements. The scan angle expressions for the experimental

processors are:

System A (Glass Cells):
B0Ezpt = sin™! [2(]) x .034 — m)] d = 5.5mm

BoEape = sin~! [2([) x.0583—m)|  d=1016mm

System B (Tellurium Dioxide Cells):
omepe = sin™! [2(p x 0329 ~ m)|  d=59mm

Bomzpt = sin™" [2(p x .06 — m)|  d=10.7mm.

Measured data values are used to plot the scan angle vs. control frequency graphs,
and curve fitting shows the expected arc sine behavior (see Fig. 6.6.2.2(a,b): plots
5-6). The experimental scan angle variation matches closely with the analytically
designed behavior, as can also be seen by comparing the scan angle expressions for
the two cases.

The minimum scan angle occurs when p = 1, while the maximum scan angle

is obtained from the condition:

sinfy <1, \ (6.6.2.3)

for p=0,1,2,.... These minimum and maximum scan angles are calculated for the

processors with m = 0. The results are:

System A (Glass Cells):
1.d=55mm, Oymin = 3.9%, and Oppa, = 72.2° at p = 14
2 . d=10.16mm, 8ymin = 6.7°, and byme, = 68.9° at p =8
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PLOT 5

Antenna Beam Scan Angle .VS. Control Signal Frequency Change
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Fig.6.6.2.2(a) Plot 5.
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PLOT 8

Antenna Beam Scan Angle .VS. Control Signal Frequency Change
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System B (Tellurium Dioxide Cells):
1.d=59mm, 6ymin = 3.8°, and bymer = 80.75° at p=15
2 . d=10.Tmm, Oymin = 6.9°, and bpme, = 73.7° at p= 8

6.6.3 Number of Beam Positions

The maximum number of beam positions for the phased array antenna is given
by:
Nbeam = Pmaz + 1, (6631)

where pmq; corresponds to the frequency index for the maximum scan angle. The
+1 is added to include the broadside beam position. Notice from the previous
discussion that there exists an inverse relationship between the processor detector
spacing and the number of independent beam positions for the phased array an-
tenna. For instance, in system B with d = 5.9mm, there are 16 beam positions.
When d is almost doubled to 10.7mm, the number of beam positions drops to 9. Also
note that the increase in beam positions is at the cost of increased control frequency
bandwidth and higher detector phase sampling error. The increased bandwidth of
the radar carrier can be eliminated if we use the beam steerer 2 optical architecture

earlier introduced in Section 6.4.

6.6.4 Control Frequency Bandwidth

The control frequency bandwidth is determined by the frequency required for

the maximum scan angle 6y, and is given by:

BW = Afo = pmaz‘sfo- (6641)
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The bandwidth values for the experimental processors are:

System A (Glass Cells):
1.BW =14MHz at d = 5.5mm
2 . BW =08MHz at d = 10.16mm

System B (Tellurium Dioxide Cells):
1. BW = .214MHz at d = 5.9mm
2 . BW =.114MHz at d = 10.7Tmm.

The narrowband nature of the processors can be calculated from :

n=2" . 100%, (6.6.4.2)

fl
where the radar carrier f' = 2f. + BW/2. The AOD center frequency used is
fe = 60M Hz, giving a carrier around 120M Hz. For the experimental processors,

n is:

System A (Glass Cells):
1.n7=116% at d = 5.5mm
2 .n7=0.66% at d = 10.16mm

System B (Tellurium Dioxide Cells):
1.7=0.18% at d = 5.9mm
2. 17=0.09% at d = 10.7mm.

The small values of (< 2%) for the experimental processors show that indeed
the design is narrowband in nature, insuring accurate beam pointing for the phased
array antenna. Note that for the alternate beam steerer 2 shown earlier in Fig. 6.4.3,
the radar carrier is unaffected by changes in the processor phase control frequency,

giving a single tone carrier signal (BW = 0).
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6.6.5 Detector Phase Sampling

Ideally, the detector array is supposed to act as a spatial impulse train that
samples phase values along the optically generated spatial carrier in the z direction.
In this section, we analyze the effects of the finite size of the detector elements. The

intensity incident on the nt* detector is given by:

- nd] rect[y—_dzf)—d-y-], (6.6.5.1)
y

I.(z,t) = Bias + Gy cos[wt — AL;O z] rect|

Va d;

where d, and dy are the width and height of the detector respectively. The current
generated after spatial integration of the incident light on the detector’s photo-

sensitive area is:

dy .5d;+nd
i,,(t):/ / Gy coswt — 0 z]dzdy + Bias. (6.6.5.2)
Mo,
0 —.5dz+nd

Solving the integral by substituting z' = wt — e T, we get :

wit— ‘"u (.5dz+nd)
. GOdvaa . ! Mﬂ:
in(t) = — sin(z')
0 wt— g (—.5dz+nd) (6.6.5.3)
_ GodyM'Ua dex dex + Bias.

) cosjwt — n

wo sin 2Mv, M va]

Substituting u, = T/I':L,. in the expression for the current, it can be expressed as:

in(t) = g:jy sin(muzd,) cosjwt — n2ru,d] + Bias. (6.6.5.4)

It is interesting to note that the phase of the signal 7,,(¢) is unaffected by the detector

size. Let us look at two cases.

1 . Ifuz =0, the current is i,(t) = GA‘;ﬂ’L cos[wt] + Bias. As expected, when

there is no spatial carrier on the detector plane, only a temporal signal is generated

without a phase term.
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2 . If the condition u;d; < 1 holds, we can use the approximation sina ~ a for

small o, giving the current:

in(t) = g?jy Tuzdy coslwt —n2nu,d] + Bias (6.6.5.5)
in(t) = Goézdy cos[wt — n2nu,d] + Bias. (6.6.5.6)

In other words, if the detector width is much smaller than the spatial carrier period,
we can approximate the finite size detector phase sampling as an impulse function
sampling train. Of course, this result is also physically obvious. The current from

the high speed amplifier connected to the detector output can be expressed as:

in(t) = G cos|wt — n2wu,d], (6.6.5.7)

where the signal gain is G = M’- and G, is the amplifier gain.
The values of u,d, for the experimental processors are calculated with the

detector width d, = 200um, and are listed as:

System A (Glass Cells):
1. uy,d, =0.017 at d = 5.5mm
2 . uzdy = 0.0098at d = 10.16mm

System B (Tellurium Dioxide Cells):
1. uyd; =0.0167 at d = 5.9mm
2 . uzd, = 0.0089 at d = 10.7mm.

These data show that indeed the experimental designs satisfy the detector

phase sampling condition:

urdy < 1. (6.6.5.8)

Looking at Eqn.6.6.5.4, the current signal amplitude term consists of the gain term:

God,

sin(mu,d;).
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If the condition in Eqn.6.6.5.8 is not satisfied, the signal gain varies inversely with
the spatial frequency u,. As the spatial frequency is increased, the finite detector
samples a greater phase variation, eventually averaging over more than a single spa-
tial fringe cycle, leading to an averaging to zero effect. This leads to the diminishing
of the output signal.

Note that the signal gain is proportional to the detector area. In order to get
a larger signal, the height of the detector dy can be increased, keeping d, such that

it satisfies the condition in Eqn.6.6.5.8.

6.6.6 Number of Antenna Current Drivers

The maximum number of individual phase controlled currents that can be

generated by the linear phased array processors is:
N = znt[MTJX] +1, (6.6.6.1)

where M is the optical system magnification, d the detector spacing, and X the
length of the AOD used in the optical processor. N also gives the maximum number
of individual phésed array antenna elements that the processor is capable of driving,.

For the experimental processors, we have:

System A (Glass Cells):
1. N=30atd=55mm
2 . N =17at d =10.16mm

System B (Tellurium Dioxide Cells):
1. N=31atd=59mm
2. N=17at d=10.Tmm.

It is important to point out that in the processors described so far, the space

between any pair of adjacent detectors on the slit of light was not utilized. In effect,
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if we place additional arrays of detectors in these empty positions, the effective

number of detectors (corresponding to antennas) that can be employed approaches

MX

N = .

where this number is limited by the AOD space bandwidth product (SBWP) and the
diffraction limited resolution of the optical imaging system. Section 6.10 describes

some alternate techniques for detector phase sampling.

6.6.7 Processor Bandwidth/Beam Switching Speed

How fast we can switch a beam from one angular position to another depends
on how quickly all the detectors provide steady state correctly phased antenna drive
signals. The processor frequency response depends on the Bragg cell fill time given
by T, = X/va, where X is the AOD aperture utilized. T, is also called the array
fill time and affects the transient response of the antenna when the transmitted
pulse width T}, is of the order of the array fill time. A more formal analysis of the
antenna impulse response is as follows.

In the analysis to follow, we assume that the bandwidth of the optical processor
elements and the antenna radiating elements is much greater than the radiated
signal bandwidth. Also, the complete radar system is assumed to have a linear
input-output relationship. The impulse response A(t) of the radar system is useful
as the response at a target which is due to a signal s(¢) is the convolution of A(t)

with s(t).

Although the proposed phased array radar has a parallel current feed format,
the individual signal generation is based on a series fed structure, similar to a
1 — D end fed array of total length X. The array signal generation is based on the

interaction between the two counter propagating acoustic signals in the two AOD’s
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and the light carrier. Assuming that a length X of the two respective AOD’s is
illuminated with Bragg matched light beams, it takes X/2v, seconds for the two
acoustic signals to cross, and X /v, seconds for complete interaction between the two
signals to occur. At this stage, all the detectors are illuminated by the acoustically
modulated light signals, and phased currents are being generated for the radiating

antennas.

The array antenna aperture illumination function can be written as [26:

(w—w )
A(z,w)=B(z) e 7 Misa® rect( (6.6.7.1)

—Z )

MM, X

where T, = X/v, : total delay time through the AOD
M : Magnification of the illuminated AOD to detector plane
M, : Magnification of the detector plane to the antenna plane
wrr : Radar carrier frequency with beam at broadside
w : Transmit radian frequency equal to wrp + péw

B(z) : Normalized illumination across the AOD aperture

(w —wrr)T, : Total phase variation across the array aperture,

and the 1-D detector array corresponds to the antenna array aperture. The steady
state (CW) amplitude pattern for a beam directed at an angle 6 with respect to

broadside is given by:

+ oo
F(w,8) = / Az, w)ed Fsine g, (6.6.7.2)

F(w,6) can be considered as the transfer function of the linear system. For a

uniformly illuminated aperture with B(z) = 1, 27" = w/e, and using Eqn.6.6.7.1,
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we get:
e T
F(w,8) = /e—fm;%’;—f el 4 sin erect(MMlx)da:
e (v=ugp) ' 2 (6.6.7.3)
= ée—l[wﬁf‘_?smﬂzrect(m—)dw R
— MM, sin[8T, /2(w — wrr/a))

BT, /2(w —wrp/a) ’
where f =1 — %— sin @, and the free space time delay Ty = MM;X/c. The impulse
response h(t,6) of the system is the inverse Fourier transform of the processor

transfer function F(w, 8).
1 +oo
= jwt
h(t,0) = 5 / F(w,8)e dw

_ MMX T stlBT /2w — wre/a)] oty (6.6.7.4)
27 BT, /2(w — wgrF/a)

MM X t JUBE.¢
=37, rect(ﬂTa) e

Using the processor design relation

(6.6.7.5)

where fo is the scan control frequency producing a beam scan angle 6, the expression

for g is:
1
= — 6.6.7.6
P = T ol Far (66.76)
Therefore, the impulse response is given by:
MM, X fo t 27 ( ¢
h(t,0) = 1+ = )rect eJ2m(frr+fo) 6.6.7.7
(t.6) = T+ L reet() (6:6.1.7)

Thus, the impulse response of the phased array antenna driven by the optical pro-

cessor corresponds to a pulse of RF energy of frequency frr + fo and length ST,.
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The length of the RF pulse decreases when 6 is positive (fg is positive) and increases
when 6 is negative (f, is negative), agreeing with the physical picture of the plane
wave front radiating array. To avoid any smearing of the RF pulse energy, the pulse

transmitted by the antenna array must satisfy the condition:
T, > pT,. (6.6.7.8)
For the proposed optical processors, we have
foLfrr = B=1 (6.6.7.9)

Using this approximation, the impulse response of the antenna/optical processor

configuration is given by:

¢ .
h(2,6) = Kj,]\—l—l—{(—rect(T ) eitlfrrtiolt, (6.6.7.10)

This gives the maximum instantaneous bandwidth of the processor to be:

BWmaz = (66711)

o7,
which is also the maximum beam position switching rate. The analytical results
show that indeed the beam scanning speed is determined by the array (or AOD)
fill time. Also note that the radar range resolution is determined by the minimum

pulse width transmitted, and this in turn is limited by the radar impulse response.

6.6.8 System Noise

The key sources of noise in the processor are:
1 . Electrical noise contributed from the AOD driver amplifiers and detector high
speed operational amplifiers.
2 . Optical noise resulting from optical misalignment, light scattering, multiple

reflections, acoustic apodization in the AOD’s, and optical detector noise.
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In the case of optical misalignment of the two interfering beams, this processor
has the ability to remove the misalignment by introducing a positive or negative
frequency offset to the AOD drive signal, steering the misaligned beam into its

correct position.

6.6.9 Input/Output Power Requirements

AQOD'’s are power inefficient devices, and therefore the optical power require-
ments are high for these processors. In the experimental processors, the AOD’s
operated at less than 10% diffraction efficiencies, requiring around 250mW of Ar-
gon laser optical power. One approach to reducing optical power requirements is to
use infrared light where present optical detectors are more efficient. The glass cells
used a drive power of .56W, and the detector output was 80mV,, at 50 ohms. The
tellurium dioxide cells used a drive power of .16W, and the detector output was
60mV,, at 50 ohms. The diffraction efficiencies of the Bragg cells can be improved
(100%/ RF watt) if greater AOD RF drive power is used.

6.7 The Optical Radar Signal Processor:Its Applications

6.7.1 Single and Continuous Mode Beam Scanning

This processor can be used to position the phased array antenna beam at
discrete angular positions or to scan continuously the antenna beam over a wide
angular region. For single mode beam positioning, a specific control frequency is fed
to the AOD to give the appropriate scan angle. For continuous beam scanning, a
piece-wise linear FM signal is fed to the AOD. The frequency vs. transmission time
relationship is shown in Fig.6.7.1.1. For each discrete frequency, the array beam is

directed at a certain angle with respect to broadside.
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MULTIPLE BEAM FORMATION

Single and Continuous Mode Beam Scanning:
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Fig.6.7.1.1 Continuous beam scanning via piece-wise linear FM control frequency

signal.
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6.7.2 Simultaneous Multiple Beam Formation Capability

The optical radar processor can be used to generate simultaneous multiple
beams directed at different angles in space. Also, the processor can be used to
produce multiple beams at the same scan angle, although at different RF carrier

frequencies.

(a) Triple Beam Formation Feed Network

For a scan control frequency value f; corresponding to a beam scan angle 6, the
drive signals provided by the optical processor can be distributed to the individual
antennas such that three independent, simultaneous beams can be generated at
positions § = 0° (Broadside), § = 6y and § = —6,. This particular antenna feed
configuration is shown in Fig.6.7.2.1, where the center antenna (n = 0) in the
array corresponds to the zero phase reference point for the drive signals [17]. Each
individual antenna is fed by three signals. For instance, the n = M antenna is
driven by signals coming from n = 0 (center), n = M, and n = —M drivers of
the optical processor. Thus, each antenna is fed by a zero phase signal from the
center driver of the optical processor, giving the beam at § = 0° for all values
of the control frequency, plus two conjugate phase signals from the mirror image
drivers of the processor, giving the additional two simultaneous beams at § = 6, and
6 = —6,. Thus, by varying the control frequency, the two side beams can be rotated
symmetrically around the broadside beam, which stays stationary at all values
of the control frequency. The hardware required to implement this feed network
could employ an N-way microwave splitter, N-1 microwave 2-way splitters, and N
3-way microwave adders, or could alternately use fiber optic couplers, splitters, and
splicing hardware. The 2-way splitter electronic hardware could be eliminated if

a 50:50 optical beam splitter is used before the output detector sampling plane of
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the processor to cause a coordinate reversal and splitting operation optically. The
appropriate signals from the two output ports of the processor are added optically
(using fiber couplers) or electronically (using microwave adders) to give the desired
three beams. Fig. 6.7.2.2 shows a possible implementation to generate the mirror

image beams using fiber couplers and a beam splitter.

(b) Multiple Beam Formation Architecture using a Multichannel AOD

Fig.6.7.2.3 shows the optical system required to form N + 1 simultaneous arbi-
trary beams in space. The system is similar to the single beam generation system,
except the single laser source is replaced by a laser diode array of N + 1 mutually
incoherent sources, and the second AOD is replaced by an N + 1 channel AOD
corresponding to the N + 1 beams. The side view of the system shows that light
from all the sources interacts with the first single channel AOD, while there is a 1:1
source to channel mapping in the multichannel AOD; i.e., the pt* laser diode light
interacts only with the p** channel in multichannel AOD. The signal fed to the first
AOD is:

51(t) = acos(wt), (6.7.2.1)

while the signal fed to the p** channel of the multichannel AOD is:
82p(t) = apcos|(we + wp)t], (6.7.2.2)

where wj, is the control frequency required to produce the pt* beam at a scan angle
8p- A combination of spherical and cylindrical lenses at the output of the processor
integrates the light from different, spatially multiplexed channels in the AOD on to
the 1-D detector array, giving a sum of individual light intensities from each source;

i.e., the light from the n'* detector in the linear detector array is:

N
1n(t) = I(n + Constant Bias
®) p;, »(n) (6.7.2.3)

=I(n)+Li(n)+...+In(r) + Constant Bias,
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FIBER/BEAM SPLITTER IMPLEMENTATION OF THE
BEAM FORMATION NETWORK

Fiber Cable
—f— -

Sampling Fiber Array Port 2

2 Fiber
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Acousto-optic Radar Processor \

— — g - = ‘
| e o — LL Output port 1

50:50 Beam Splitter

Light at ports 1 and 2 are mutually incoherent

Fig.6.7.2.2 Optical implementation of the triple beam formation network.
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where

Ip(n) = Gpcos[(2w, + wp)t — np,], (6.7.2.4)

and 9, is the required phase shift to position a beam at angle 6, to broadside. Thus,
in(t) gives the required N + 1 signals needed to generate simultaneously N + 1
beams at scan angles 6y,6,...,0n, respectively. Note that each beam position
corresponds to a different radar carrier frequency. If we choose wp = pbwy, where
éwp is the minimum control frequency required for a beam scan, we can generate
the maximum number of beams in space over a certain scan range. Note that
the constant bias in the expression for i,(¢) is a sum of all the individual bias
contributions from each of the laser diodes. This may lead to saturation of the
detectors. A solution to this problem is to replace the 1-D detector array with N +1
1-D detector arrays spatially multiplexed in the direction orthogonal to the linear
array, and to replace the last cylindrical lens in the optical processor with a spherical
lens. This provides separation in the 2-D detector plane of the light modulated by
different channels in the multichannel AOD. The signals from detectors along each
of the detector columns are added by electronic means and fed to their respective
antennas. Currently available 32 channel AOD’s could be used in this system to

provide a maximum of 32 simultaneous beams in space.

(c) Coexistent Multiple Multifrequency Beams

Simultaneous beams pointing at the same scan angle but on different radar
carrier frequencies can be generated by the multichannel AOD processor. As the
phase sampling procedure is periodic with 27 radians, a similar phase increment can
be obtained for a periodic increment in the control frequency. This behavior is shown
in Fig.6.4.3, where m corresponds to the periodic increment in the control frequency.
For instance, control frequencies f; and f, corresponding to m = 0, 1, respectively,

give two beams at the same scan angle 6. By allowing different frequency beams
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to exist at the same scan angle, a high data rate of transmission/reception can
be achieved from the particular look direction. In addition, as the beams are on
different frequencies, the radar system is less susceptible to jamming, thus making it
a more secure system. This added feature of the frequency controlled optical system
adds greater overall flexibility to the system. For example, under different weather

conditions, different frequencies may be optimum for transmission and reception.

6.7.3 Angular Discrimination Receiver System

So far, the hardware that has been described is an optical processor that gen-
erates correctly phased drive signals for a phased array antenna such that a radar
beam can be electronically steered to any desired direction in space. This section
deals with a receiver system that discriminates the angle, range, and doppler infor-
mation of targets in the radar search range by processing target return signals from
the array antenna elements.

The basis of the postprocessing involves reusing the optically generated array
transmit signals to cancel the phase factors associated with the received signals
from the individual antenna elements, thus generating in phase signals from all
the individual returns. This receiver system is shown in Fig. 6.7.3.1, along with the
transmitter part of the system. For target detection at a scan angle 6, to broadside,
we transmit a pulse pr(t) of RF energy of duration T on a carrier frequency 2w +wy,
with appropriate phase 1 set by the optical processor. The current driving the nt®

antenna in the phased array is:
in(t) = pr(t)Geos[(2w, + wp )t — nibg). (6.7.3.1)
After transmitting the radar pulse, the antenna is operated in the receive mode. The

return signal at the n** antenna from a target at 6y to broadside is approximately

given by [%]

in(t") = pr(t)Grr(n)cos[(2w, + wy + wa)t’ — niby], (6.7.3.2)



Radar Post Processor

L ....A_J

- 271 -

TRANSCEIVER SYSTEM ARCHITECTURE

i

i

T/R T/R

From Optical

Transmit Mode

Optical Processor *—-ljum Angle Control1

T/R MODULE
Receive Mode
—-— - =
y |
|
I
|
|
To Adder & I
| |
Post-Processor | A .
| .
L — e G c— e ow— e m— -
Driver From Optical Driver

Fig.6.7.3.1 Optical/Electronic phased array radar transceiver system.
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where
p(t') = rect[t' /T] (6.7.3.3a)
t'=t—71p (6.7.3.3b)
Tr = Range Delay = 2R/c (6.7.3.3¢)
wq = Doppler Frequency = —2R[dR/dt](iu-c~:_—wL), (6.7.3.3d)

where R is the target range for a monostatic system, and Grg(n) is the signal
gain dependent on target properties such as radar cross section. The signal in
Eqn. 6.7.3.2 is a time delayed, frequency shifted replica of the signal transmitted
by the n** antenna in the array. Here we have assumed that the pulse width 7 is

much greater than the maximum interantenna element time delay; i.e.,
T> Na/e, (6.7.3.4)

and the doppler frequency satisfies

wy K 2we + wy. (6.7.3.5)

The received signals are amplified and then mixed with their corresponding trans-
mitter signals. The output of the mixer consists of a low frequency doppler signal
without the phase term ng, and a high frequency signal. The high frequency signal
is filtered out by the low pass filter, and the output of the nt* T/R module filter is

approximately given by

in(t") = pr(t")G(n)cos(wqat"). (6.7.3.6)

Note that this signal has a T second time duration with a time delay with respect

to the reference transmit time ¢ = 0. Also, all the signals from the different T/R
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modules are in phase. Next, these in phase signals are added up to maximize the

receiver output signal-to-noise ratio, giving the signal:
N
i) =) in(t)
n=0

= (N + 1)Gcos(wqt"),

where we assumed constant amplitude G for all the T/R signals. This output signal

(6.7.3.7)

contains the necessary range and doppler (motion) information of the detected
target at the preset scan angle 6. This receiver system is also applicable to the

system 2 optical processor in Fig. 6.4.3.

6.7.4 Simultaneous Multiple Target Tracking:

The receiver system in Fig. 6.7.3.1 is able to detect multiple targets at the
receiver preset scan angle only. In other words, we can track targets at only one
scan angle at a time. Modes of operation could include time multiplexed continuous
angular tracking, where the receiver tracks different angles in quick time succession.
This mode is useful for slowly moving targets.

In the case that targets are moving sufficiently fast to track with a single track-
ing beam, simultaneous multiple beams in space are required. In this case, we need
to use the multichannel AOD optical processor introduced earlier to simultaneously
generate the IV 4 1 transmit/receive beams in space. The receiver system for this
multibeam tracker shown in Fig. 6.7.4.1 consists .of N + 1 receiver channels, each
corresponding to a particular beam angle. The basic receiver unit is the same as the
single beam tracker in Fig. 6.7.3.1. The hardware required for these T/R modules is

readily available in today’s high technology, microwave electronics radar industry.

6.7.5 All Optical Transceiver System

The multichannel AOD optical processor (transmitter) based on the single

channel AOD beam steerer 2 shown in Fig. 6.4.3 can be combined with a multi-
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Fig.6.7.4.1 Optical/Electronic phased array radar transceiver system for processing

multiple simultaneous beams.
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channel AOD space integrating 2-D lens spectrum analyzer (receiver). Originally,
the application of the 2-D spectrum analyzer for phased array radar processing was
proposed in 1965 by L. Lambert et al. at Columbia University [*/. This Columbia
optical receiver system can be combined with the Caltech optical transmitter sys-
tem to provide an all optical transceiver as shown in Fig. 6.7.5.1. In this receiver,
the radar return signals from the antenna array elements are heterodyned to the
intermediate frequency (IF) w, by mixing each antenna signal return with the trans-
mitter’s coherent oscillator acos(w.t). The output of the mixer is passed through a
bandpass filter centered at w,, allowing only the lower sideband to pass through to
the channel of the multichannel AOD in the receiver. The light diffracted by the
radar returns in all the spatially multiplexed AOD channels is Fourier transformed
by a spherical lens, and the output is read by a 2-D CCD array. Like the receiver
system in Fig. 6.7.3.1, this receiver system also requires N heterodyners for an N
element phased array. The difference is that the system in Fig. 6.7.5.1 can simul-
taneously track multiple targets as long as crosstalk and sidelobe contributions at
the output of the processor do not add up drastically. The receiver architecture in
Fig. 6.7.3.1 and Fig. 6.7.4.1, respectively, do not have these light intensity related
problems. In effect, the optical receiver hardware replaces the multiple electronic
receiver units in Fig. 6.7.4.1 to accomplish the simultaneous target tracking.

The optical design of the multichannel optical receiver is as follows. The field
amplitude of the +1 order diffracted light modulated by the complex single sideband

signal 7,(¢') is approximated as [5!:

N/2
. . —nA
E(z,y,t') =~ E tn(t' — /v, — Ta/2)rect(a:/X)rect(-y————;—:-——y-

n=—N/2

),  (6.7.5.1)

where the real signal i,(t') is given in Eqn. 6.7.3.2 with w = w, +wq, T, is the AOD
time aperture of spatial width X, Y is the height of the AOD channel, and Ay

is the spatial separation between the AOD channels. Substituting the appropriate
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signal value in Eqn. 6.7.5.1, we get:

N/2
E(z,y,t") = Z GTR(n)e—j[W(t'—I/va—Ta/2)—ntpo]rect(x/x)rect(y — nAy

n=—N/2

);

(6.7.5.2)
where the return pulse width T is greater than the AOD aperture T,. Assuming a
unit signal amplitude for all the AOD channel drive signals, the 2-D spatial Fourier
transform of the field distribution in Eqn. 6.7.5.2 is given by:

sinm(N — 1)[vAy — £2]

sinmvAy — %]

(6.7.5.3)

G(u,v,t") = e‘j“’(tl_T“/z)XsincX(u — f/va)YsincYw

where (u,v) = (z',y')/AF, (z',y") are the output plane coordinates, F' is the focal
length of the Fourier transforming lens, and A is the optical wavelength. The in-
tensity distribution on a 2-D time integrating detector for a single target having a

doppler fq at beam direction 6, is given by:

I{u,v) = |G(u, v,t')l2

in? m(N — 1)[vAy — L 6.7.5.4
= XzsinCZX(u - f/va)Y2sin02Yv sin 7.r(2 )[U Y 271-] ) ( )
sin® r[vAy — -'2/’—7%]

Note that the temporal doppler variation has been removed by the intensity detec-
tion operation. Converting the v spatial dimension into a dimension for antenna

space angle, i.e.
a

vAy = 3

sind, (6.7.5.5)

and using Eqn. 6.7.5.5 to evaluate Eqn. 6.7.5.4 at the line u = f/v,, we get the
light intensity distribution:

sin? [w(N — 1)(a/\)[sin 6 — sin 6,
I1(6) = Y2sinc2[ Ya sin [ ( Je/ M ]]

AQy sin? [W(a/A)[siﬁH —sin 90]] . (6.7.56)

For a typical design of a = A\/2 and Y = Ay/2, the sinc? weighting function varies

from 0 to approximately 0.8 over the £90° variation of beam scan angle 6. In effect,
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this weighting function is a slowly varying constant, and therefore does not affect
the angular position term in Eqn. 6.7.5.6. The output of the optical processor can

be written as:

Ya

By sinflsinc’ X [u — (f, + f1)/va]

I(u,v) = Ksinc?[

sin? [W(N — DAy[v — 337 sin 90]} (6.7.5.7)

sin’ [WAy[v — xAy sin 90]]

Note that the 2-D output in Eqn. 6.7.5.7 has a spatial peak whose coordinates
are related to the target doppler frequency and angular position. As mentioned
before, this processor has the nice feature of simultaneously processing multiple
target returns. The processor performance for multitarget scenes is limited mainly
by the degree of signal crosstalk and sidelobe contributions of the different target
returns in the output frequency plane of the processor. Next, let’s look at some of

the features of the proposed acousto-optic beam steerers.

6.8 Features of the Optical Beam Steering Technique

6.8.1 Simplicity of Design

The optical and electronic design of the processor is not complex. The com-
ponents required for this system are available as highly engineered products in the
high technology market place. The overall system is less hardware intensive than

currently operating phased array radars.

6.8.2 Simplicity of Control

. The processor requires a single control parameter, namely, the frequency of a
signal to control the radar beam position in space. This control signal being analog

in nature allows for a more gradual radar response with changes in the control
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parameter. We no longer require the multiple control signals provided by extensive

computer hardware and software, as required in digital phase shifters.

6.8.3 Simplicity of Antenna Feed Network

There is a direct parallel feed from the individual current drivers in the opti-
cal processor to the respective array antenna elements. Unlike the commonly used
corporate feed structure that requires microwave power splitters for signal distribu-
tion, this direct parallel feed network is less susceptible to complete system failure,

allowing a graceful degradation of beam pattern.

6.8.4 No Phase Shifters

Signal phase shift for the antennas is obtained from a global process of con-
trolled optical beam interference, and not from local phase shifting devices. In this
way, we do away with the individual phase shifters and their support hardware

required for the antenna elements.

6.8.5 Phase Shift Hardware Independent of Radar Carrier

The optical phase control mechanism (hardware) is independent of the radar
carrier frequency. This is unlike most conventional phase shift mechanisms, where
a frequency dependent material parameter is used to introduce the phase shift. For
instance, in the shuttle imaging radar, digital phase shifters with switched microstrip
delay lines are used. Here, for separate L band and C band operation, two different
sets of L band and C band phase shifters are used, as the physical size of the
stripline for a particular phase shift is different at the two respective frequencies.
This frequency independence feature of the optical technique gives a radar operator
greater freedom to switch between different radar frequencies, making the complete

radar system more attractive to various radar band applications.
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6.8.6 Frequency Doubling Effect

Via the doppler effect in the two acousto-optic devices in the optical processor,
the input AOD drive frequency is doubled. This feature allows the use of a signal
source of half the desired radar carrier frequency. Thus, the oscillator, being lower
in frequency (e.g., 2 GHz instead of 4 GHz), is more stable, less expensive, and

easier to maintain than a higher frequency signal generator.

6.8.7 Ease of Array Format Change

The linear phased array can easily be changed from a uniform linear array
to a non-uniform linear array by simply rearranging the phase sampling detectors
(fibers) in the desired format. This readily changes the transmit antenna radiation

pattern.

6.8.8 Stable Optics

The optics for the proposed radar processor is highly stable as the system is
an in-line additive system. In other words, the two interfering beams in the system
travel through almost identical paths, and any system imperfections affect both
beams equally and simultaneously. Moreover, this system has the ability to correct
for any misalignment by steering one of the beams by electronic frequency control

until the beams are aligned.
6.8.9 Lower EMI

As optical signals are less susceptible to electromagnetic interference effects, the
optically based radar system performance is more secure to hostile electromagnetic
wave jamming. In addition, the use of fibers to carry the phased array signals
to the antenna elements will reduce the internally generated electromagnetic fields

that could affect the surrounding radar system components [*%],
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6.9 Potential of the Optical Radar Processor

The proposed optical radar processors have the potential to exist as highly
engineered, compact processing units built with existing bulk (discrete) devices or
in an integrated form on a suitable substrate. The existence of an integrated optic
radar processor will drastically cut down the large physical size of currently existing
systems, allowing highly practical light weight arrays. This miniaturization could
lead to greater applications in airborne and space borne systems.

In this processor, the maximum radar carrier frequency is limited by the highest
AOD transducer center frequency available in today’s market. Current practical
limits on the center frequency are in the 3 GHz range, giving a radar carrier of 6
GHz. This allows radar operation up to the C band range (see table 6.9.1). Note
that the optical processors could be used with even higher radar carrier frequencies
if external frequency multipliers such as simple non-linear diodes are used in the
system. The other possibility is the use of magneto-static devices for beam steering,

which would allow carrier frequencies into the millimeter wave regime.

Fig. 6.9.1 shows the compact and simple design of the bulk optical radar pro-
cessor. The optics consists of a laser source, a collimating lens, two acousto-optic
devices, a cylindrical lens for 1-D imaging, and a spatially multiplexed array of
fibers in the phase sampling output plane. A fiber cable guides the phase sampled
optical signals to the array antennas [13]. The detector/amplifier array can exist
as a monolithic microwave integrated circuit on a semiconductor substrate such as
silicon or gallium arsenide. This allows the bulk processor to be smaller and more
robust.

Another alternative for the optical processor is shown in Fig. 6.9.2, which
~ consists of an all integrated opto-electronic processor. Here, almost all the discrete

components of the bulk processor are integrated on to a single substrate such as
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Table 6.9.1

THE RADAR BANDS FOR THE OPTICAL PROCESSOR

DESIGNATION BY ITU ASSIGNED FREQUENCIES

VHF 138 - 144 MHz
216 - 225 MHz

UHF 420 - 450 MHz
890 - 942 MHz

L 1.215- 1.4 GHz

S 23-25GHz
2.7-3.7GH:z

C 5.25 - 5.925 GHz
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BULK PROCESSOR
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Fig.6.9.1 Compact bulk optical phased array radar processor.
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Fig.6.9.2 Integrated optical phased array radar Processor.
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gallium arsenide, gallium phosphide, or lithium niobate. Depending on the substrate
being used, for example, lithium niobate, the laser source has to be externally butt-
coupled to the substrate wave-guiding optics. On the other hand, using gallium
arsenide could allow the laser diode to be produced on the system base substrate.
The collimating, imaging, and guiding optics can be produced by industry standard
processes such as the proton-exchange of titanium indiffused lithium niobate [27].
The two surface acoustic wave devices (SAW) can be produced by industry mastered
Bragg cell fabrication techniques. For example, SAW devices of nearly 10% per watt
diffraction efficiency using Y-cut lithium niobate have been manufactured (28], The
detector/amplifier array of the processor can be integrated on the substrate if we
use a III-V semiconductor substrate. Otherwise, a fiber array can be used to sample
the light and externally fed to an external detector/amplifier array that has been
fabricated by semiconductor based integrated processing.

Next, let’s look at some extensions of the proposed optical processor.

6.10 Extensions of the 1-D Optical Linear Phased Array Radar Processor

The 1-D optical linear phased array processor can be modified to provide several

applications.

6.10.1 Multiple Linear Array Feeds

Instead of focussing the light as a thin slit on the detector (fiber) sampling
array at the output of the optical radar processor for a linear phased array, the
light is spread out along the direction orthogonal to the detector array. This allows
additional sampling detector (fiber) arrays to be placed at the enlarged light spatial
sampling plane. Note that the spatial frequency along the sampling direction is
unaffected by the modification, producing identical signals along a particular sam-

pling position. This allows the optical processor to be used to simultaneously feed
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multiple linear arrays of antennas without requiring additional electronics such as
M-way power splitters. In other words, we could feed a planar array of antennas by
this method, producing a narrow pencil beam that is steered in one orthogonal di-
rection (height or azimuth) corresponding to the linear array antennas that sample
the spatial phase. Fig. 6.10.1.1 shows the modified feed network for a two element

non-sampling array that feeds a 2 X N element planar array.

6.10.2 Non-uniform Phase Sampling

So far, the spatial phase pattern at the output plane of the processor was
uniformly sampled along the linear dimension; that is, the samplers (detectors or
fibers) were placed equidistant from each other. Another option for phase reading is
to use non-uniform sampling by placing the samplers in any required arrangement
giving a desired transmit beam shape and direction. This technique is useful when

a special beam pattern is desired.

6.10.3 Single Frequency Beam Azimuth/Height Control

A linear phased array optical processor can be used to steer an N x M element
planar array beam in azimuth/height using one control frequency, although the
azimuth and height coordinates are not independent of each other. As the control
frequency is varied, the beam follows a specific path in azimuth/height coordinates,
as shown by the curves in Fig. 6.10.3.1(c). The N x M sampler locations along the
linear slit of light are shown in Fig. 6.10.3.1(a). Note that the sampler located at
the linear coordinate + = nd + mAd drives the (m,n) element in the array, where
m is the row number and n is the column number, respectively. d is the physical
sampler spacing between samplers feeding adjacent elements along a row of the
array antennas. Ad is the sampler separation in the N sets of M samplers that

feed the column elements of the planar antenna array. Note that the phase shift
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MULTIPLE LINEAR ARRAY FEED SYSTEM

Planar (2 x N)
Array Antennas

. 1
N Sampler 1 S
— 2

AO Radar Transmit Processor

Output Plane
Fiber Sampling

Fig.6.10.1.1 Multiple linear array feed configuration for a 2 x N planar array antenna

with 2 linear arrays.
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a): Sampler Distribution Along Linear Phase Pattern
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Fig.6.10.3.1(a,b,c) Single control frequency signal beam azimuth/height control con-

figuration for a planar array antenna.
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between adjacent elements (m,n) and (m,n+1) is ¢, while for elements (m,n) and
(m+1,n)is ¢ /M, that is, M times smaller. This leads to a large angular deflection
with frequency in one direction (with the large phase change), while a nearly M
times smaller angular deflection in the orthogonal direction. This type of array feed
format may be useful when a narrow pencil beam with a wide scanning range in
one direction and a small scan width in the orthogonal direction is required. For
example, this type of feed is useful in the shuttle scanning strip-mode synthetic
aperture radar where £23° of azimuth coverage is required compared to +1° for
height changes to account for earth curvature effects. Fig. 6.10.3.1(b) shows the

current feed configuration on the planar N x M array antenna.

6.10.4 Independent Beam Azimuth/Height Control Via

Two Control Signals

Independent radar beam height and azimuth control for a planar phased ar-
ray radar may be obtained by using two single element, 2-D acousto-optic laser
beam deflectors [2%). The zy diffracted beam’s coordinates are controlled by the
frequency of the two respective signals fed to their respective orthogonally oriented
AOQ cell transducers. The proposed architecture using the 2-D AO cells is shown in
Fig. 6.10.4.1. The laser beam is incident at 2-D Bragg angle at the first 2-D AO
cell, producing a DC beam, an = position diffracted beam, a y position diffracted
beam, and the desired zy position diffracted beam on an upshifted doppler. The z
and y position beams are blocked in the Fourier plane, while the DC beam is 2-D
Bragg matched to the second similarly oriented 2-D AO cell producing diffracted
beams. Note that the zy diffracted beams from the two 2-D AO cells are almost
collinear, and are expanded before being interfered at the 2-D phase sampling plane.
In effect, we have two plane waves interfering at the output plane, with the angles

6, and 6, between the planes controlled independently by the difference in AOD
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INDEPENDENT BEAM AZIMUTH/HEIGHT CONTROL ARCHITECTURE
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Fig.6.10.4.1 Independent beam azimuth/height control system for a planar array

antenna using two control frequency signals.
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drive frequencies in the similarly oriented channels in the 2 cells. 8, and 8}, control

the azimuth and height angles of the phased array radar pencil beam.

6.11 Conclusion

This chapter has introduced simple, compact, and powerful optical techniques
for control and signal processing in phased array radars. The proposed optical ap-
proach eliminates the need for phase shifters that are required in typical electron-
ically controlled phased array radars. Using a single control signal, this technique
simultaneously provides the correctly phased signals for transmission and reception
in phased array radars. The principles of the optical phased array processor for
transmission of radar beams has been demonstrated experimentally in the labora-
tory. The processor performance is analytically studied, and system issues have
been discussed. In addition, there is the possibility of integrating the processor on

a substrate, thus leading to smaller and lighter phased array radar systems'.
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