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The most incomprehensible thing about the world is that it is comprehensible.

– Albert Einstein, 1936

It can scarcely be denied that the supreme goal of all theory is to make the irreducible basic

elements as simple and as few as possible without having to surrender the adequate representation

of a single datum of experience.

– Albert Einstein, 1933

An ancestor of mine maintained that if you eliminate the impossible whatever remains, however

improbable, must be the truth.

– Spock, 2293, quoting Sherlock Holmes
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Abstract

In this work, we examine alternatives to three fundamental cosmological theories: extended Press-

Schechter merger theory, general relativity, and single-field inflation, and derive their observational

consequences. The extended Press-Schechter merger rate for dark matter haloes is mathematically

inconsistent and double-valued, and yet it has been widely applied in cosmology. One such appli-

cation is the merger rate of supermassive black holes, and we show that the two predictions for

this rate from extended Press-Schechter merger theory are nearly equal. We then compare the

supermassive-black-hole merger rate derived from the extended Press-Schechter merger formalism

to the rate derived from an alternate theory, in which halo merger rates are obtained by inverting

the coagulation equation.

Next, we show how two modifications to general relativity may be tested inside the Solar System.

First we consider f(R) gravity, which was proposed to explain late-time cosmic acceleration. We

find that several forms of f(R) gravity are inconsistent with observations, and we establish a set of

criteria that determines whether or not a given form of f(R) gravity is ruled out by Solar System

gravitational tests. Second, we study Chern-Simons gravity: a parity-violating theory inspired by

string theory. We find that Chern-Simons gravity predicts orbital precessions that are different

from those predicted by general relativity, and we use the motion of satellites to constrain the

Chern-Simons coupling parameter.

Finally, we consider an alternative to single-field inflation; in the curvaton scenario, the inflaton

does not generate all of the primordial perturbations. Using this theory, we propose an origin for

the hemispherical power asymmetry that has been observed in the cosmic microwave background

on large angular scales. While this asymmetry cannot be produced by a superhorizon fluctuation in

the inflaton field, it may be generated by a superhorizon fluctuation in the curvaton field. A super-

horizon fluctuation would also induce large-scale anisotropies in the cosmic microwave background;

we analyze this effect and prove that our model is consistent with observations. We also show

how the power asymmetry may be suppressed on smaller scales if the curvaton creates isocurvature

perturbations when it decays.
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Chapter 1

Introduction and Summary

1.1 Rocking cosmology’s foundations

In the beginning, there was a scalar field. The scalar field’s potential energy dominated the energy

density of the Universe, driving a period of nearly exponential expansion called inflation. During

inflation, the Universe became homogeneous, isotropic, and spatially flat as any remnants of prior

inhomogeneity or curvature were pushed beyond our cosmological horizon. Quantum fluctuations

in the scalar field’s energy were also stretched outside the horizon during inflation, creating a scale-

invariant spectrum of tiny Gaussian adiabatic fluctuations. Then the scalar field decayed and the

Universe was filled with radiation and matter (most of it dark). Initially over-dense regions accreted

more material and eventually collapsed to form stars, and then galaxies, which merged to form even

larger galaxies, and then clusters. Eventually, the Universe’s expansion diluted the radiation and

matter densities, revealing the presence of dark energy, which triggered a second era of accelerated

expansion.

This brief history of the Universe is the foundation of what could be called “standard” cosmology:

during inflation [1, 2, 3], quantum fluctuations in the inflaton field created the primordial density

fluctuations [4, 5, 6, 7], which then grew to form astrophysical structures. In the canonical scenario,

the expansion history of the Universe, including the current acceleration [8, 9], is attributable to the

Universe’s primary components of dark matter [10] and dark energy [11], in accordance with the

predictions of general relativity [12]. On top of this foundation, a more extensive theory of structure

formation has been constructed: Extended Press-Schechter (EPS) theory, in which the Gaussian

statistics of the density field are used to derive a number density function for dark matter haloes

[13] and a halo merger rate [14].

The standard inflationary theory of cosmology has enjoyed several successes, including predic-

tions of primordial light element production [15, 16], the observed flatness of the Universe [17],

accurate descriptions of the temperature anisotropies in the cosmic microwave background [18], and

observations of large-scale structure [19, 20]. Nevertheless, it is imperative that we consider alter-

natives to the standard cosmology. What if EPS theory does not give an accurate description of

halo mergers? What if general relativity is an incomplete description of gravity? What if single-field

inflation is not the origin of the primordial power spectrum? How could we recognize flaws in these

fundamental cosmological theories, and how do we test their alternatives? These are the questions
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that will be addressed in this thesis. We will begin here by presenting reasons to doubt the infalli-

bility of EPS merger theory, general relativity, and single-field inflation, and in subsequent chapters,

we will probe alternatives to these theories and examine their observational consequences.

The Press-Schechter halo mass function follows from the assumption that any region in which the

mean density exceeds the critical threshold for spherical collapse is a halo with the mass contained

in that region [13]. As the density field evolves, larger and larger regions will meet the criteria for

collapse. Consequently, a given point in the density field may be in a halo of mass M1 at time t1

and then be in a halo of mass Mf > M1 at some later time t2. Using the Gaussian properties of the

density field, Lacey and Cole [14] derived an expression for the probability that a halo of mass M1

will be contained within a halo of mass Mf after a given time interval. When multiplied by the Press-

Schechter halo number density for halos of mass M1, this probability gives the EPS halo merger rate

for haloes with masses M1 and M2 = Mf − M1. This merger rate has been applied extensively to

several topics in structure formation, including galaxy formation, galactic substructure, halo density

distributions, active-galactic-nuclei theory, supermassive- black-hole mergers, and the first stars (see

Ref. [21] and references therein). Despite its broad application to so many aspects of cosmology,

the halo merger rate provided by EPS theory is terribly flawed. First, it fails to preserve the Press-

Schechter halo mass function from which it is derived. Worse, it provides two different merger rates

for the same pair of halos because the expression for the halo merger rate is asymmetric in its two

mass arguments [21]!

General relativity does not suffer any such unequivocal failings, but there are at least two reasons

to question its veracity: dark matter and dark energy. Dark matter and dark energy are necessary

ingredients of standard cosmology because general relativity cannot explain the velocity dispersions

of clusters [22], the flat rotation curves of galaxies [23, 24], and the acceleration of the cosmic

expansion [8, 9] given only the presence of luminous matter and radiation. Both dark matter and

dark energy therefore bear a rather uncomfortable resemblance to Vulcan, the nonexistent planet

that astronomers invoked in the late nineteenth century to explain an observed discrepancy between

Mercury’s orbit and the predictions of Newtonian gravity [25]. Alternatives to general relativity have

been proposed that would eliminate the need for dark matter [26, 27], but the observed separation of

the luminous matter from the gravitational potential wells in the “bullet cluster” has challenged these

theories [28]. Modifications to general relativity that hope to explain late-time cosmic acceleration

without dark energy have also been proposed [29, 30, 31, 32, 33, 34, 35, 36, 37]. Furthermore, general

relativity still has a serious strike against it even if the Universe does contain dark matter and dark

energy: it is incompatible with quantum theory and therefore cannot be the ultimate theory of

gravity.

Predating general relativity, the assumption that the Universe is homogenous and isotropic has

long been a basic tenet of cosmology. With the addition of inflation to the standard cosmological
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history, however, cosmic homogeneity and isotropy were promoted from tenets to predictions. Infla-

tion effectively erases any initial inhomogeneity in the Universe, and inflationary expansion quickly

eliminates any deviations from isotropy [38]. Consequently, recent indications that the Universe may

not be homogeneous and isotropic [39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52] are difficult

to reconcile with inflationary cosmology. Furthermore, inflation predicts that the primordial density

fluctuations should be nearly perfectly Gaussian [53], and there have been reports of significant

deviations from Gaussianity in the primordial power spectrum [54, 55, 56, 57, 58, 59, 60], although

other analyses have yielded results that are consistent with inflation [18, 61, 62]. Finally, Kolb and

Turner wrote in 1994 that “inflation remains a very attractive paradigm in search of a compelling

model” [63]. Unfortunately, this description of inflation is equally apt today; the identity of the

inflaton is a mystery and recent observations of the primordial power spectrum rule out some of the

more attractive models for the inflaton potential [64].

In this thesis, we will examine alternatives to EPS merger theory, general relativity, and single-

field inflation. The remainder of this chapter contains a summary of the thesis, which is primarily

composed of six previously published articles [65, 66, 67, 68, 69, 70] and one paper that is currently

in preparation [71]. We begin in Chapter 2 with an examination of the EPS predictions for the

merger rate of supermassive black holes, and we show how using an alternate halo merger rate

changes the predicted event rate for the Laser Interferometer Space Antenna (LISA). The next two

chapters are devoted to alternative theories of gravity. We consider one class of modifications to

general relativity that is capable of explaining cosmic acceleration in Chapter 3, and we show that

Solar System gravitational tests severely limit these modifications. In Chapter 4, we study how

Chern-Simons gravity, a modification of general relativity that is required by some classes of string

theory, alters the orbits of Earth’s satellites, and we derive the first constraint on the Chern-Simons

coupling parameter. Finally, Chapters 5 and 6 consider how an alternative to single-field inflation

can create an inhomogeneous and anisotropic universe. The observational consequences of a density

gradient across the Universe are analyzed in Chapter 5. The resulting constraints on superhorizon

perturbations are applied in Chapter 6, where we show how a superhorizon fluctuation in a secondary

inflationary field can explain a puzzling asymmetry that has been observed in the cosmic microwave

background.

1.2 Supermassive black hole merger rates: uncertainties from

halo merger theory

One particularly interesting application of EPS merger theory is the calculation of the merger rate

of the supermassive black holes that lurk in the center of haloes. An accurate prediction of the

supermassive-black-hole merger rate is essential because such events should emit gravitational waves
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that are detectable by the planned LISA satellite. The expected event rate for LISA, and all hopes

of using that event rate to learn about structure formation, are therefore dependent on a thorough

understanding of the halo merger rate, which EPS merger theory cannot provide.

In Chapter 2, we show that the two EPS predictions for the LISA event rate from supermassive

black hole mergers are nearly equal because mergers between haloes of similar masses dominate the

event rate. An alternate merger rate may be obtained by inverting the Smoluchowski coagulation

equation to find the merger rate that preserves the Press–Schechter halo abundance, but, unfortu-

nately, these rates were initially only available for power-law power spectra [21]. However, since a

limited range of halo masses dominate the supermassive-black-hole merger rate, it is possible to find

a power-law power spectrum that accurately approximates the EPS prediction for the LISA event

rate. In Chapter 2, we use this power-law power spectrum to compare the LISA event rates derived

from EPS merger theory to those derived from the merger rates obtained by inverting the coagula-

tion equation. We find that the LISA event rate from supermassive black hole mergers derived from

EPS theory is thirty percent higher than the prediction of the alternate merger theory.

1.3 Solar system tests of f(R) gravity

One simple way to modify general relativity is to change the action from which the gravitational

field equations are derived. It is possible to explain cosmic acceleration by making the action a

nonlinear function of the Ricci scalar R; such modifications of general relativity are called f(R)

gravity theories. General relativity is a sensitive creature, however; it is very difficult to modify

its behavior on cosmological scales without changing gravitational effects everywhere. Shortly after

f(R) gravity theories were proposed as an alternative to dark energy [33], they were shown to be

equivalent to scalar-tensor gravity theories that are incompatible with Solar System gravitational

tests [72]. The viability of f(R) gravity theories was subsequently questioned [73, 74, 75, 76, 77],

largely because the Schwarzschild-de Sitter metric, which passes all Solar System gravitational tests

[78], is a solution to the vacuum field equations in f(R) gravity.

In Chapter 3, we settle this controversy by solving the f(R) field equations around a massive

body in the weak-field limit. We first consider the original f(R) gravity theory: 1/R gravity, which

has the gravitational action

S =
1

16πG

∫

d4x
√−g

(

R − µ4

R

)

, (1.1)

where µ is a mass parameter that is chosen so that µ2 ∼ H2
0 [33]. In this theory, the trace of the

gravitational field equation is a differential equation for the Ricci scalar. We use this equation to

obtain a solution for R outside a massive body, and we find that R is not constant. Therefore,
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the Schwarzschild-de Sitter metric cannot be the solution to the 1/R field equations in the Solar

System. Instead, we find that the spacetime in the Solar System is profoundly different than the

Schwarzschild solution, implying that 1/R gravity is ruled out by Solar System gravitational tests.

We then apply the same methods to any f(R) gravity theory for which the function f(R) is

analytic around its homogeneous background solution. We find that all f(R) gravity theories that

satisfy a few conditions lead to the same spacetime metric in the Solar System as 1/R gravity and

are consequently excluded. We enumerate these conditions in Chapter 3, thus providing a sort of

“litmus test” that f(R) theories must fail if they are to have any chance of eluding constraints from

Solar System gravitational tests. Finally, we present several case studies that exemplify how this

test should be applied to candidate f(R) models, and we examine how an f(R) theory proposed by

Ref. [79] successfully evades Solar System tests through nonlinear effects.

Notes on Collaboration: The material presented in Chapter 3 was developed in close collaboration

with Tristan Smith, Marc Kamionkowski, and Takeshi Chiba, and the author of this thesis is not

the first author of one of the two published articles from which this chapter was derived. The

mathematical results presented in this chapter were derived independently by the author and Tristan

Smith and then compared to check for inconsistencies. The analysis of 1/R gravity was developed

from prior work by Marc Kamionkowski. The generalization of the 1/R analysis to other f(R)

theories was initially proposed by Takeshi Chiba, but the procedure, the conclusions, and the prose

of the final publication were extensively modified by the author and Tristan Smith.

1.4 The effects of Chern-Simons gravity on bodies orbiting

the Earth

The addition of a Chern-Simons term to the standard Einstein-Hilbert action of general relativity

is a possible consequence of string theory [80, 81]. The Chern-Simons term is a contraction of the

Riemann tensor with its dual, and in Chern-Simons gravity [82], the Chern-Simons term is coupled to

a scalar field. The resulting gravitational theory is parity-violating. The phenomenology of Chern-

Simons gravity therefore demonstrates how parity-violation in the gravitational sector may manifest

itself, and studying this phenomenology provides guidance for how we should test gravitational

parity.

Unfortunately, Chern-Simons gravity is difficult to distinguish from general relativity because

the Chern-Simons field equations reduce to the Einstein field equations in the presence of spherical

symmetry. Therefore, the standard Solar System tests of gravitational lensing and time delay do

not constrain Chern-Simons gravity. In Chapter 4, we derive the first constraints to the Chern-

Simons coupling parameter by considering the orbits of satellites around the Earth. The rotation

of the Earth breaks spherical symmetry and generates a gravitomagnetic field. We find that the
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Earth’s gravitomagnetic field in Chern-Simons gravity differs from the gravitomagnetic field implied

by general relativity. The two theories therefore give different predictions for the precession of an

orbit’s line of nodes and for the precession of an orbiting gyroscope’s spin axis. In Chapter 4, we

use results from the LAGEOS satellites [83] to constrain the Chern-Simons coupling parameter, and

we show how these constraints may be improved by Gravity Probe B [84].

Notes on Collaboration: Chapter 4 is adapted from a published article, and the author of this

thesis is not the first author of this publication. The results presented in this article were derived

in close collaboration with Tristan Smith, with additional support from Robert Caldwell and Marc

Kamionkowski. The mathematical equations were often derived independently by the author and

Tristan Smith and then compared to check for deviations. The first draft of the article was written

by Tristan Smith, but revisions were made and additional material was added by the author of this

thesis.

1.5 Superhorizon perturbations and the cosmic microwave

background

An adiabatic fluctuation with a wavelength that is larger than the cosmological horizon manifests

itself as a density gradient across the observable Universe. Since this gradient introduces a special

direction in the Universe, a superhorizon fluctuation could be responsible for the deviations from

statistical isotropy that have been observed in the cosmic microwave background. For example, in

Chapter 6 we will show how a superhorizon fluctuation could generate a hemispherical power asym-

metry in the cosmic microwave background. Before a superhorizon perturbation can be proposed

as an explanation for other observations, however, one must first consider the direct observational

consequences of superhorizon perturbations, which are the topic of Chapter 5.

Superhorizon perturbations induce large-scale temperature anisotropies in the cosmic microwave

background (CMB) via the Grishchuk-Zel’dovich effect [85]. In Chapter 5 we analyze the CMB

temperature anisotropies generated by a single-mode adiabatic superhorizon perturbation. We show

that an adiabatic superhorizon perturbation in a universe with a nonzero cosmological constant does

not generate a CMB temperature dipole; the intrinsic dipole created by the fluctuation is cancelled

by the Doppler dipole from our motion toward the denser side of the universe. No such cancellation

occurs for the higher multipole moments of the CMB temperature anisotropy, and in Chapter 5 we

derive constraints to the amplitude and wavelength of a superhorizon potential perturbation from

measurements of the CMB quadrupole and octupole.

In anticipation of Chapter 6, we also consider the effect a superhorizon fluctuation in a curvaton

field has on the CMB in Chapter 5. The curvaton scenario [86, 87, 88, 89] is an alternative to single-

field inflation in which there is a second, subdominant scalar field present during inflation. Although
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its contribution to the total energy of the Universe is negligible during inflation, the relative energy

of the curvaton field grows after inflation, and when the curvaton decays, the quantum fluctuations

in the curvaton field generate adiabatic perturbations. If the curvaton never dominates the energy

density of the Universe, a very large-amplitude fluctuation in the curvaton field corresponds to a small

fluctuation in the total gravitational potential. Consequently, single-mode superhorizon curvaton

fluctuations can create large-scale anisotropies in the CMB that differ from the anisotropies created

by a single-mode superhorizon potential fluctuation. For a given curvaton superhorizon fluctuation

amplitude, observations of the CMB quadrupole and octupole put an upper limit on the fraction of

the Universe’s energy that is contained in the curvaton field just prior to its decay. We derive these

constraints in Chapter 5 before applying them in Chapter 6.

1.6 A hemispherical power asymmetry from inflation

There is a surprising anomaly in the WMAP maps of the CMB; the rms amplitude of temperature

fluctuations is significantly larger on one side of the sky than on the other side [42, 43, 44, 45,

46]. Fewer than 1% of simulated realizations of an isotropic Gaussian field contain this much

asymmetry between any two hemispheres, and the asymmetry has not been explained by foreground

contamination or systematic errors in the WMAP data. The plane dividing the two maximally

asymmetric hemispheres is not aligned with the Galactic plane and is closer to the ecliptic plane

of the Solar System, with more power in the southern hemisphere. The asymmetry was found by

analyzing smoothed maps of the CMB and has therefore only been detected on large angular scales.

Figure 1.1 shows the WMAP 5-year map of the CMB divided into two hemispheres by the ecliptic

plane. Several pronounced large-scale anisotropies are visible in the southern hemisphere, with no

corresponding anisotropies in the northern hemisphere.

In Chapter 6 we explore how this hemispherical power asymmetry may have been created during

inflation. We first consider a superhorizon fluctuation in the inflaton field; such a fluctuation would

make the background value of the inflaton different on opposite sides of the sky, and the background

value of the inflaton determines the amplitude of the primordial fluctuations in single-field inflation.

The power of fluctuations from the inflaton field is only weakly dependent on the background value

of the inflaton field, however, so a very large-amplitude fluctuation is required to generate the

observed asymmetry. The necessary anisotropy in the inflaton field creates an adiabatic fluctuation

that violates the constraints derived in Chapter 5, which implies that a superhorizon fluctuation

cannot explain the power asymmetry in single-field inflation. We then turn our attention to the

curvaton scenario and introduce a superhorizon fluctuation in the curvaton field. The primordial

power from curvaton perturbations is more sensitive to the background value of the curvaton field,

so a smaller-amplitude superhorizon fluctuation in the curvaton field is sufficient to generate the
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Figure 1.1: The WMAP 5-year Internal Linear Combination Map of the cosmic microwave back-
ground, divided into the northern (left) and southern (right) ecliptic hemispheres. The temperature
fluctuations shown here range between -200 and +200 µK. Note that the large-scale fluctuations
appear to be more pronounced in the right hemisphere.
Image: WMAP Science Team.

observed asymmetry. Moreover, the curvaton contains only a fraction of the Universe’s energy

density, so the CMB anisotropies induced by the superhorizon curvaton fluctuation are suppressed.

We apply the constraints derived in Chapter 5 and find that it is possible to generate the observed

hemispherical asymmetry from a superhorizon fluctuation in the curvaton field.

The asymmetry generated by our model will be scale-invariant if the curvaton creates only adia-

batic perturbations when it decays. However, a recent analysis of quasar number counts has revealed

that the hemispherical power asymmetry observed in the CMB is not present on the small scales

that form quasars (k ≃ 1.3h − 1.8h Mpc−1) [90]. To break the scale-invariance of the asymmetry

generated by our model, we consider curvaton models that create a mixture of isocurvature and

adiabatic perturbations. In these models, the power asymmetry from a superhorizon fluctuation in

the curvaton field will be partly contained in isocurvature perturbations. Since primordial isocur-

vature perturbations decay once they enter the horizon, the isocurvature perturbations contribute

less power on small scales than the adiabatic fluctuations do. If the inflaton, which is unaffected by

the superhorizon fluctuation in the curvaton field, also contributes to the adiabatic power spectrum,

then the asymmetry will be diluted on small scales due to the suppression of the isocurvature modes.

We find that it is possible to explain the observed power asymmetry in the CMB and the isotropy of

the quasar population if the curvaton decays after dark matter freeze-out and does not significantly

contribute to the dark matter density when it decays. Our model makes several predictions that

will be tested by future CMB experiments, and we discuss these tests at the end of Chapter 6.
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Chapter 2

Supermassive Black Hole Merger Rates:

Uncertainties from Halo Merger Theory1

2.1 Introduction

Structure formation proceeds hierarchically, with small over-dense regions collapsing to form the first

dark-matter haloes. These haloes then merge to form larger bound objects. The extended Press–

Schechter (EPS) formalism provides a description of “bottom-up” structure formation by combining

the Press–Schechter halo mass function [13] with the halo merger rates derived by Lacey and Cole

[14]. Since its inception, the EPS theory has been an invaluable tool and has been applied to a wide

variety of topics in structure formation (see Ref. [21] and references therein).

Unfortunately, the Lacey–Cole merger-rate formula, which is the cornerstone of EPS merger

theory, is mathematically inconsistent [21]. It is possible to obtain two equally valid merger rates

for the same pair of haloes from the EPS formalism. These two merger rates are nearly equal when

the masses of the two haloes differ by less than a factor of one hundred, but they diverge rapidly

for mergers between haloes with larger mass ratios. Consequently, any application of EPS merger

theory gives two answers, and if the calculation involves mergers between haloes of unequal masses,

the discrepancy between these two predictions may be large.

Motivated by the ambiguity in the Lacey–Cole merger rate, Benson, Kamionkowski and Hassani

(hereafter BKH) [21] proposed a method to obtain self-consistent halo merger rates. Since haloes are

created and destroyed through mergers, the halo merger rate determines the rate of change of the

number density of haloes of a given mass. By inverting the Smoluchowski coagulation equation [91],

BKH find merger rates that predict the same halo population evolution as the time derivative of

the Press–Schechter mass function. In addition to eliminating the flaw that resulted in the double-

valued rates in EPS theory, the BKH merger rates by definition preserve the Press–Schechter halo

mass distribution when used to evolve a population of haloes. The Lacey–Cole merger rate fails this

consistency test as well, and the use of EPS merger trees has been constrained by this inconsistency

[92].

There are three limitations to the BKH merger rates. First, they are not uniquely determined

because the Smoluchowski equation does not provide sufficient constraints on the merger rate. The

1This chapter includes material from Supermassive Black Hole Merger Rates: Uncertainties from Halo Merger

Theory, Adrienne L. Erickcek, Marc Kamionkowski, and Andrew J. Benson; Mon. Not. Roy. Astron. Soc. 371:
1992-2000 (2006). Reproduced here with permission, copyright (2006) by the Royal Astronomical Society.
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BKH merger rate is the smoothest, non-negative function that satisfies the coagulation equation;

it exemplifies the properties of a self-consistent merger theory, but it is not a definitive result.

Second, the inversion of the Smoluchowski equation is numerically challenging and solutions have

been obtained only for power-law density power spectra. Finally, the BKH merger rates are derived

from the Press–Schechter halo mass function rather than the mass functions obtained from N-body

simulations [93, 94].

In this paper, we explore the possible quantitative consequences of our limited understanding

of merger rates for one of the astrophysical applications of merger theory: the merger rate of su-

permassive black holes. Since supermassive black holes (SMBHs) are believed to lie in the center

of all dark-matter haloes above some critical mass, halo mergers and SMBH mergers are intimately

related. By considering only halo mergers that would result in a SMBH merger, the EPS merger

rates have been used to obtain SMBH merger rates [95, 92, 96, 97, 98, 99].

SMBH mergers are of great interest because they produce a gravitational-wave signal that may

be detectable by the Laser Interferometry Space Antenna (LISA), which is scheduled for launch in

the upcoming decade. Consequently, EPS merger theory has been used to obtain estimates for the

SMBH merger event rate for LISA [95, 92, 96, 97, 98, 99]. In addition to their intrinsic interest as a

probe of general relativity, there is hope that LISA’s observations of SMBH mergers will provide a

new window into astrophysics at high redshifts. Wyithe and Loeb [96] used EPS merger theory to

derive a redshift-dependent mass function for haloes containing supermassive black holes and then

used EPS merger theory to predict the LISA event rate that arises from this SMBH population.

Since SMBH formation becomes more difficult after reionization due to the limitations on cooling

imposed by a hot intergalactic medium, the Wyithe–Loeb SMBH mass function and corresponding

LISA event rate are highly sensitive to the redshift of reionization. Ref. [92] used EPS merger trees

to demonstrate that LISA observes more SMBH merger events when SMBHs at redshift z = 5 are

only found in the most massive haloes as opposed to being randomly distributed among haloes.

Ref. [100] also used EPS merger trees to show that higher-mass seed black holes (MBH ∼ 105 M⊙

as opposed to MBH ∼ 102 M⊙) at high redshifts result in significantly higher LISA SMBH-merger

event rates. Unfortunately, these ambitions of using LISA SMBH-merger event rates to learn about

reionization and SMBH formation rest on the shaky foundation of EPS merger theory.

We first review how the rate of mergers per comoving volume translates to an observed event

rate in a ΛCDM universe and how the mass of the halo is related to the mass of the SMBH at

its center in Sections 2.2 and 2.3. In Section 2.4, we use the EPS formalism to derive an event

rate for LISA. Throughout the calculation, we present the results derived from both versions of the

Lacey–Cole merger rate. In Section 2.5, we explore the alternative merger-rate formalism proposed

by Benson, Kamionkowski, and Hassani (BKH) [21]. Since the BKH merger rates are only available

for power-law density power spectra, it is not possible to use them to make a new prediction of the
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SMBH merger rate and the corresponding event rate for LISA. Instead, in Section 2.6, we use the

event rates for power-law power spectra derived from the EPS and BKH merger theories to gauge

how the LISA event rates may be affected by switching merger formalisms. Finally, in Section 2.7,

we summarize our results and discuss how these ambiguities in halo merger theory limit our ability

to learn about reionization and supermassive-black-hole formation from LISA’s observations.

2.2 Cosmological event rates

The merger of two supermassive black holes will produce a gravitational-wave burst. The observed

burst event rate depends on the number density and frequency of black-hole mergers: the number of

observed gravitational-wave bursts per unit time (B) that originate from a shell of comoving radius

R(z) and width dR is

dB = (1 + z)−1N (z) 4πR2 dR, (2.1)

where N (z) is the SMBH merger rate per comoving volume as a function of redshift. The factor

of (1 + z)−1 in Eq. (2.1) results from cosmological time dilation. In Eq. (2.1), and throughout

this article, we assume a flat ΛCDM universe. Given the relation between comoving distance and

redshift, dR = [c/H(z)] dz, Eq. (2.1) may be converted to a differential event rate per redshift

interval,

dB

dz
= (1 + z)−1

(

4π[R(z)]2N (z)c

H0

√

ΩM(1 + z)3 + ΩΛ

)

, (2.2)

where ΩM and ΩΛ are the matter and dark-energy densities today in units of the critical density.

The comoving distance R(z) is obtained from

R(z) =
c

H0

∫ z

0

dz′
√

ΩM(1 + z′)3 + ΩΛ

. (2.3)

For an Einstein-de Sitter (EdS) universe, Eq. (2.2) reduces to

dB

dz
= 4π[R(z)]2c N (z) H−1

0 (1 + z)−5/2, (2.4)

which is the differential event rate for an EdS universe derived by Ref. [95].

The observed gravitational-wave burst rate from SMBH mergers is obtained by integrating

Eq. (2.2) over the redshifts from which the bursts are detectable. LISA will be able to detect

nearly all mergers of two black holes with masses greater than 104 M⊙ and less than 108 M⊙ up

to z ∼< 9 [95, 98, 99]. Since more massive binary-black-hole systems emit gravitational radiation at

lower frequencies and the observed frequency decreases with redshift, very distant (z ∼ 9) mergers of

SMBHs with masses greater than 108 M⊙ produce signals below LISA’s frequency window [98, 99].
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However, the number density of 108 M⊙ haloes is exponentially suppressed at redshifts greater than

four, so it is extremely unlikely that two black holes larger than 108 M⊙ will merge at redshifts

z ∼> 4. Thus, the upper bounds on the relevant redshift and SMBH mass intervals are determined

by the population of supermassive black holes and not LISA’s sensitivity.

2.3 The relationship between halo mass and black hole mass

The transition from the rate of halo mergers to the rate of detectable SMBH mergers [N (z) as

defined in Eq. (2.1)] requires a relationship between the mass of a halo and the mass of the SMBH

at its center. Since LISA is sensitive to SMBH mergers at high redshifts, this MBH −Mhalo relation

must be applicable to high redshifts as well.

Observations of galaxies out to z ∼ 3 reveal a redshift-independent correlation between the mass

of the central black hole and the bulge velocity dispersion [101, 102]. A recent compilation of SMBH

mass measurements concludes that

MBH = (1.66 ± 0.32)× 108
( σc

200 km s−1

)4.58±0.52

M⊙, (2.5)

where σc is the velocity dispersion normalized to an aperture of size one-eighth the bulge effective

radius [103]. The connection between σc and halo mass is mediated by the circular velocity vc. Using

a sample of thirteen spirals, Ref. [104] measured the vc − σc relation,

vc = 3.55+1.95
−1.26(σc/km s−1)0.84±0.09 km s−1. (2.6)

Combining Eq. (2.5) with this relation reveals that measurements are consistent with a redshift-

independent MBH ∝ v5
c relation.

Wyithe and Loeb [105] proposed a mechanism for black-hole-mass regulation that would result

in a MBH ∝ v5
c relation between central-black-hole mass and disc circular velocity for all redshifts.

They postulated that a black hole ceases to accrete when the power radiated by the accretion exceeds

the binding energy of the host galactic disc divided by the dynamical time of the disc. Assuming

that the accretion disc shines at its Eddington luminosity, the black hole stops growing when

MBH = 1.9 × 108

(

Fq

0.07

)

( vc

350 km s−1

)5

M⊙, (2.7)

where Fq is the fraction of the radiated power which is transfered to gas in the disc. Setting Fq to

0.07 brings Eq. (2.7) into agreement with the observations presented by Ref. [104].

The final step in the determination of a halo–black-hole-mass relation is to connect the circular
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Figure 2.1: The masses of haloes that contain supermassive black holes of mass
103, 104, 105, 106 and 107 M⊙, according to the MBH–Mhalo relation proposed by Ref. [105] for
a flat ΛCDM universe with ΩM = 0.27. This relation is normalized to fit local observations and
assumes that the disc circular velocity equals the virial velocity.

velocity to the halo mass via the virial velocity [106],

vvir = 245

(

Mhalo

1012 M⊙

)1/3(
1 + z

3

)1/2 (
Ω0

M

ΩM(z)

∆c

18π2

)1/6

km s−1, (2.8)

where ΩM(z) is the matter density divided by the critical density at redshift z,

ΩM(z) ≡ ΩM(1 + z)3

ΩM(1 + z)3 + ΩΛ
, (2.9)

Ω0
M ≡ ΩM(z = 0), and ∆c is the nonlinear over-density at virialization for a spherical top-hat

perturbation for a ΛCDM universe:

∆c = 18π2 + 82[ΩM(z) − 1] − 39[ΩM(z) − 1]2. (2.10)

The simplest possible assumption is that the circular velocity of the disc equals the virial velocity
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of the halo. This assumption is made by Ref. [105], and we assume that vc = vvir throughout this

chapter. However, different relations between vc and vvir have been proposed and can significantly

impact the final MBH-Mhalo relation (see Ref. [104]).

Assuming that vc = vvir, the halo mass then becomes a redshift-dependent function of the mass

of the central black hole:

Mhalo

1012 M⊙
= 10.5

(

Ω0
M

ΩM(z)

∆c

18π2

)− 1

2

(1 + z)−
3

2

(

MBH

108 M⊙

)
3

5

. (2.11)

Figure 2.1 shows the masses of haloes that contain supermassive black holes of several masses. For

a given black-hole mass, the corresponding halo mass decreases with increasing redshift due to the

larger value for the virial velocity at earlier times. Citing the fact that the largest haloes observed

at low redshifts appear to contain galaxy clusters with no central black holes, Ref. [105] argues that

supermassive-black-hole growth was complete by z ∼ 1 and that local SMBH masses reflect the

limiting values at that redshift. Consequently, when determining the mass of a halo that contains a

black hole of a given mass, we use the z = 1 value of Eq. (2.11) for all redshifts less than one.

Some calculations of the LISA SMBH-merger event rate impose a minimum halo virial temper-

ature instead of a minimum black-hole mass when calculating the lower mass bound on haloes that

contribute to the SMBH merger rate [96, 99]. This constraint reflects the fact that supermassive black

holes only form when the gas within dark-matter haloes can cool. However, the relation between

virial temperature and virial mass [106] may be be used to eliminate the halo mass in Eq. (2.11) in

favor of the virial temperature. The redshift-dependent terms cancel, leaving a redshift-independent

relation between black-hole mass and halo virial temperature:

MBH = (267 M⊙) h−5/3

(

Tvir

1.98 × 104 K

)5/2

. (2.12)

Therefore, defining Mmin by a minimum halo virial temperature is nearly equivalent to defining

Mmin by a minimum black-hole mass via Eq. (2.11). For example, requiring that the halo’s virial

temperature be significantly higher than the temperature of the intergalactic medium, Tvir ∼> 105K

[96], corresponds to imposing a minimum black-hole mass of 2.6 × 104 M⊙. The only discrepancy

occurs when z < 1 because we assume that the MBH–Mhalo relation is fixed for redshifts less than

one, while Tvir is still redshift dependent. However we shall see that nearly all SMBH mergers occur

at redshifts greater than one, so this difference is negligible.
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2.4 LISA event rates from EPS merger theory

2.4.1 Review of EPS merger theory

The first pillar of EPS merger theory is the Press–Schechter halo mass function [13], which gives the

number of haloes with masses between M and M + dM per comoving volume:

dnhalo

d lnM
=

√

2

π

ρ0

M

(∣

∣

∣

∣

d lnσ

d lnM

∣

∣

∣

∣

M

)

δcoll

σ(M, z)
exp

[ −δ2
coll

2σ2(M, z)

]

, (2.13)

where ρ0 is the background matter density today, δcoll is the critical over-density for collapse in

the spherical-collapse model, and σ(M, z) is the root variance of the linear density field at redshift

z in spheres containing mass M on average. In a ΛCDM universe, δcoll deviates slightly from its

Einstein-de Sitter value of ∼ 1.686 when the cosmological constant begins to dominate the energy

density of the Universe [107, 108]. In this work, the fitting function obtained by Ref. [107] was used

to approximate δcoll:

δcoll ≃
3(12π)2/3

20
[1 + 0.0123 log10 ΩM(z)], (2.14)

where ΩM(z) is given by Eq. (2.9).

The present-day variance σ2(M) is obtained by convolving the density power spectrum P (k) with

a top-hat filter function of radius R = [3M/(4πρ0)]
1/3. The power spectrum P (k) is the product

of the primordial power-law kn and the square of the transfer function T (k). Ref. [109] provides a

smooth and simple form of the transfer function that accurately models the effect of baryon-induced

suppression while neglecting the small baryon acoustic oscillations, and we use this transfer function

to calculate σ(M). The primordial power spectrum is assumed to be scale-invariant with n = 1.

The redshift-dependent root variance σ(M, z) is proportional to the linear growth function D(z) for

a flat ΛCDM universe with scale factor a [110, 111]:

D(z) ∝ 1

a

da

dt

∫ (1+z)−1

0

(

da

dt

)−3

da,

D(z) ∝ H(z)

∫ (1+z)−1

0

(

ΩM

a
+ ΩΛa2

)−3/2

da. (2.15)

The function σ(M, z) is normalized so that it agrees with the observed value of σ8 when z = 0 and

M corresponds to a sphere of radius 8h−1 Mpc.

A critical feature of the Press–Schechter mass function is the onset of exponential decay with

increasing mass. The exponential factor in Eq. (2.13) dominates when σ(M, z) ∼< δcoll(z). We

define the function M∗(z) such that σ(M∗, z) ≡ δcoll(z). Since σ(M) is a monotonically decreasing

function of mass, the Press–Schechter number density will be exponentially suppressed for all halo

masses greater than M∗. The redshift dependence of M∗ is primarily determined by σ(M, z), which
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Figure 2.2: The critical mass M∗(z) for a flat ΛCDM universe with ΩM = 0.27, h = 0.72 and σ8 = 0.9.
The Press–Schechter number density of haloes larger than M∗ is exponentially suppressed.

decreases with redshift, since δcoll(z) is nearly constant. As σ decreases with redshift, M∗ must also

decrease to keep σ(M∗, z) equal to δcoll(z). Figure 2.2 shows M∗(z) for a ΛCDM universe.

The second pillar of EPS merger theory is the merger probability function derived by Lacey

and Cole [14], which gives the probability that a halo of mass M1 will become a halo of mass

Mf ≡ M1 + M2 per unit time, per unit acquired mass:

d2p

dt dM2
=

1

Mf

√

2

π

∣

∣

∣

∣

∣

δ̇coll

δcoll
− Ḋ(z)

D(z)

∣

∣

∣

∣

∣

(

∣

∣

∣

∣

d lnσ

d lnM

∣

∣

∣

∣

Mf

)

δcoll

σ(Mf , z)

(

1 − σ2(Mf , z)

σ2(M1, z)

)−3/2

× exp

[−δ2
coll

2

(

1

σ2(Mf , z)
− 1

σ2(M1, z)

)]

. (2.16)

In this expression, D(z) is the linear growth function defined in Eq. (2.15). Note that for an EdS

universe, δcoll is constant, and the linear growth function is simply the scale factor. In this case,

∣

∣

∣

∣

∣

δ̇coll

δcoll
− Ḋ(z)

D(z)

∣

∣

∣

∣

∣

=
ȧ

a

= H0(1 + z)−3/2.
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Making this substitution brings Eq. (2.16) into the form provided by Ref. [95].

Equation (2.16) is usually interpreted as the differential probability that a given halo of mass

M1 will merge with a halo of mass between M2 and M2 + dM2 per unit time, per increment mass

change. Note that this quantity is defined to be asymmetric in M1 and M2 because it starts with a

halo of M1 and asks if that particular halo is likely to encounter and merge with a halo of mass M2.

Thus Eq. (2.16) already includes information about the abundance of haloes of mass M2, but not

the abundance of haloes of mass M1. Following BKH, it is revealing to examine a different quantity,

which does not differentiate between the two merging haloes: the rate of mergers between haloes

of masses M1 and M2 per comoving volume. This merger rate may be obtained by multiplying the

Lacey–Cole probability that a specific M1 halo will merge with an M2 halo by the Press–Schechter

number density of haloes of mass M1:

R(M1, M2, t) ≡ Number of M1 + M2 Mergers

dt d(Comoving Volume)
,

=

(

dn(M1; t)

dM1

)(

d2p

dt dM2

)

dM1 dM2. (2.17)

The EPS self-inconsistency documented by BKH manifests itself here. Although R(M1, M2, t) must

be symmetric in its mass arguments by definition, Eq. (2.17) is not symmetric under exchange of

M1 and M2.

The mass asymmetry of EPS merger theory becomes most transparent when one defines a new

function: the merger kernel. From its definition, it is apparent that R(M1, M2, t) should be propor-

tional to the number densities of both haloes involved in the merger. Extracting this dependence

defines the merger kernel Q(M1, M2, t):

R(M1, M2, t) ≡
(

dn(M1; t)

dM1

)(

dn(M2; t)

dM2

)

Q(M1, M2, t) dM1 dM2. (2.18)

The number density of mergers expressed by R(M1, M2, t) is symmetric under the exchange of the

two merging haloes if and only if the merger kernel Q(M1, M2, t) is also symmetric in its mass

arguments. Comparison with the expression for R in Eq. (2.17) reveals the formula for the Lacey–

Cole merger kernel:

Q(M1, M2, z) =
d2p

dt dM2

(

dnhalo

dM2

)−1

=
1

Mfρ0σf

∣

∣

∣

∣

∣

δ̇coll

δcoll
− Ḋ(z)

D(z)

∣

∣

∣

∣

∣

(

∣
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∣

∣
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∣

∣

∣
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∣
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∣
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, (2.19)
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Figure 2.3: The two EPS merger kernels for z = 0. Here, QM is the Lacey–Cole merger kernel with
the more massive halo as the first argument [as defined in Eq. (2.19)], and QL is the same kernel
with the less massive halo as the first argument. Results are shown for a flat ΛCDM universe with
ΩM = 0.27, h = 0.72 and σ8 = 0.9.

where we have employed the shortened notation σi ≡ σ(Mi, z). The last line of Eq. (2.19) is the

source of the mass asymmetry in the Lacey–Cole merger formalism.

In effect, EPS merger theory includes two distinct merger kernels, depending on the order of the

mass arguments. Thus, we define two mass-symmetric merger kernels, which are differentiated by

whether the more massive halo or the less massive halo is the first mass argument:

QM(M1, M2) ≡







Q(M1, M2) if M1 ≥ M2,

Q(M2, M1) if M1 < M2,
(2.20)

QL(M1, M2) ≡







Q(M2, M1) if M1 ≥ M2,

Q(M1, M2) if M1 < M2,
(2.21)

where Q(M1, M2) is given by Eq. (2.19). Figure 2.3 illustrates the differences in the merger kernels

QM and QL. When the masses of the two merging haloes are similar, QM is slightly larger than

QL, but QL becomes much larger than QM for mergers between haloes of very different masses.
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It is important to note that QM(M1, M2) and QL(M1, M2) are not smooth functions of the halo

masses; the derivatives of QM and QL with respect to halo mass are discontinuous at the point

M1 = M2. Consequently, the mass-asymmetry flaw in EPS merger theory cannot be corrected by

specifying whether the first or second halo is larger. Neither QM(M1, M2) nor QL(M1, M2) are viable

candidates for the true halo merger kernel. They are useful because they expose the ambiguities

hidden in applications of EPS merger theory.

In order to avoid double counting mergers when calculating a merger rate, it is common to

restrict one mass argument to be larger than the other. Using the standard expression for the

Lacey–Cole merger probability function, as given by Eq. (2.16), in such calculations is equivalent

to using QM(M1, M2) or QL(M1, M2). Specifically, Ref. [95] effectively used QL to predict an event

rate for LISA, while Refs. [96, 99] effectively used QM. Using the other version of the EPS merger

kernel in either of these calculations would have yielded different results, as we show in Section 2.4.2.

More generally, any application of the Lacey–Cole merger probability function uses some mixture of

QM and QL, and changing the mixture will change the result of the calculation.

2.4.2 LISA event rates from EPS theory

The rate of halo mergers per unit volume can be obtained from EPS merger theory; this quantity

is simply R(M1, M2, z) as defined in Eq. (2.17). The transition from the rate of halo mergers to

the rate of detectable SMBH mergers [N (z) as defined in Eq. (2.1)] requires a relationship between

the mass of a halo and the mass of the SMBH at its center, which we derived in Section 2.3. The

simplest and most general approach is to assume that all haloes above a given mass Mmin contain

a black hole that will produce a detectable gravitational-wave signal when it merges with a black

hole of equal or greater mass and to keep Mmin as a free parameter. With this assumption, the rate

of mergers between haloes with masses larger than Mmin is directly related to the rate of detectable

SMBH mergers.

The resulting rate of SMBH mergers per comoving volume follows from the rate of halo mergers

per comoving volume given in Eq. (2.17):

N (z) ≡ 1

2

∫ ∞

Mmin

∫ ∞

Mmin

(

dn(M1, z)

dM

)(

dn(M2, z)

dM

)

Q(M1, M2, z) dM1 dM2, (2.22)

where the factor of 1/2 accounts for the double counting of mergers. Some calculations, e.g. [99],

only include mergers between haloes with mass ratios less than three and so integrate M2 from

M1/3 to 3M1. This restriction is motivated by dynamical-friction calculations that indicate that

when a halo merges with a halo less than a third of its size, it takes longer than a Hubble time for

their central black holes to merge [112]. However, recent numerical simulations indicate that this

restriction may be too strict; when gas dynamics are included, SMBHs with host-galaxy-mass ratios
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Figure 2.4: The rate N of SMBH mergers per comoving volume, as defined in Eq. (2.22). The
quantity Mmin is the minimum mass of a halo that contains a SMBH capable of producing a de-
tectable gravitational-wave signal when it merges with a black hole of greater or equal mass. The
solid (dashed) curves show the results when the first argument of the Lacey–Cole merger kernel is
the more (less) massive halo. Results are shown for a flat ΛCDM universe with ΩM = 0.27, h = 0.72
and σ8 = 0.9.

greater than three merge within a Hubble time [113]. We do not impose this restriction, so our event

rates are upper bounds arising from the assumption that every halo merger in which both haloes

contain a SMBH results in a SMBH merger.

Figure 2.4 shows the SMBH merger densities calculated from Eq. (2.22) for several values of

Mmin. For each value Mmin, there are two versions of N corresponding to the two versions of the

EPS merger kernels defined in Eqs. (2.20) and (2.21). Clearly, N (z) is strongly dependent on the

choice of Mmin. As Mmin is increased, fewer halo mergers are included in the calculation of N , and

its value decreases accordingly. When Mmin is larger than M∗(z
′), the paucity of larger haloes at

redshifts higher than z′ leads to a rapid falloff of N (z) as z increases beyond z′.

As previously mentioned, estimates indicate that LISA should observe mergers between two

SMBHs with masses greater than 104 M⊙ out to redshifts of at least five [95]. Therefore, we generally

use MBH = 104 M⊙ in Eq. (2.11) to determine Mmin. As shown in Figure 2.1, this choice implies
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Figure 2.5: The rate of SMBH mergers per comoving volume where both merging black holes have a
mass greater than 103 M⊙, 104 M⊙ and 105 M⊙. The solid (dashed) lines show the results when the
first argument of the Lacey–Cole merger kernel is the more (less) massive halo. Results are shown
for a flat ΛCDM universe with ΩM = 0.27, h = 0.72, and σ8 = 0.9.

that Mmin = 2.6 × 1010 M⊙ for redshifts less than unity, with Mmin decreasing at higher redshifts.

The corresponding rates of SMBH mergers per comoving volume are shown in Figure 2.5, as well as

the rates which correspond to different choices for the minimum mass of a SMBH. Once again, both

versions of N are shown to illustrate the difference between the two Lacey–Cole merger kernels. The

crimp in N (z) at z = 1 reflects the transition from a constant Mmin (evaluated at z = 1) to the

redshift-dependent form given by Eq. (2.11).

Once the rate N (z) of SMBH mergers per volume is known, Eq. (2.2) may be integrated over

redshift to obtain an event rate for LISA,

B =

∫ zmax

0

(1 + z)−1

(

4π[R(z)]2N (z)c

H0

√

ΩM(1 + z)3 + ΩΛ

)

dz. (2.23)

Here, zmax is the redshift of the most distant detectable merger. Figure 2.6 shows the LISA event

rate for zmax equal to 2, 4, 6, 8, and 10 as a function of the minimum halo mass that contains a
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Figure 2.6: The gravitational-wave event rate from SMBH mergers as a function of the minimum
halo mass that contains a SMBH large enough to produce a detectable signal when it merges.
Mergers at redshifts up to zmax were included in this rate, and the five pairs of lines correspond to
zmax = 2, 4, 6, 8, 10. The solid (dashed) lines show the results when the first argument of the Lacey–
Cole merger kernel is the more (less) massive halo. Results are shown for a flat ΛCDM universe
with ΩM = 0.27, h = 0.72, and σ8 = 0.9.

black hole large enough to emit an observable signal. These results were obtained using the values

for N (z) displayed in Figure 2.4, and they share N ’s strong dependence on the choice of Mmin.

Figure 2.7 shows the event rate as a function of zmax, where Mmin is the mass of a halo that

contains a black hole more massive than 103, 104, or 105 M⊙ as determined by the MBH − Mhalo

relation given by Eq. (2.11). These rates correspond to the N results depicted in Figure 2.5. Exam-

ination of these results reveals that increasing zmax beyond zmax = 6 has little effect on the event

rate when Mmin is greater than 109 M⊙, as is the case when Eq. (2.11) is used to obtain the value

of Mmin which corresponds to a minimum black-hole mass of 104 M⊙. The leveling of the event

rate for zmax ∼> 6 indicates that SMBH mergers are very rare at higher redshifts and that the event

rate is dominated by mergers that occur at redshifts z ∼< 6. Therefore, the upper bound on LISA’s

sensitivity to larger SMBH mergers at high redshifts will have little effect on the event rate.

The event rates shown in Figures 2.6 and 2.7 differ significantly from those calculated by Ref. [96]
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Figure 2.7: The gravitational-wave event rate from SMBH mergers as a function of the maximum
redshift of a detectable merger. Only mergers in which both black holes have masses greater than the
given lower bound are included. The solid (dashed) lines show the results when the first argument
of the Lacey–Cole merger kernel is the more (less) massive halo. Results are shown for a flat ΛCDM
universe with ΩM = 0.27, h = 0.72, and σ8 = 0.9.

and Ref. [99].1 Our event rates are generally much higher than the event rates reported by Ref. [96]

because we do not exclude mergers between haloes with mass ratios greater than three from our

SMBH merger rate. For instance, given that LISA cannot detect SMBH mergers with MBH ∼< 103,

Ref. [96] predicts 350 events per year (for reionization at z = 7), compared to our 440 events per year.

For haloes more massive than the minimum halo mass which corresponds to this minimum black-hole

mass, Mhalo ∼> 109 M⊙, the mass function for black-hole-containing haloes derived by Ref. [96] is

approximately equal to the Press–Schechter mass function, so the difference is primarily attributable

to the exclusion of mergers with mass ratios greater than three. The event rates calculated by

Ref. [99] are even lower because they do not assume that all haloes contain galaxies. The one

case where our event rates are not substantially higher than those derived by Ref. [99] is when the

minimum black-hole mass is taken to be very high (MBH ∼> 105 M⊙). In that case, the minimum

1When we attempted to reproduce the differential event rates calculated by Ref. [95], we found that our rates are
roughly a factor of two lower. After extensive review and two independent calculations, we were unable to find any
errors in our analysis.



24

halo mass is so high that nearly all mergers involve haloes of similar masses (Mhalo ∼ 1011 M⊙),

and the galaxy-occupation fraction derived by Ref. [99] indicates that nearly all haloes of this size

contain galaxies for redshifts greater than three, so our event rate of 12 per year is very similar to

the result of the more sophisticated treatment of Ref. [99].

Event rates obtained from both versions of the EPS merger kernel are shown in Figures 2.6 and

2.7. The differences between these results reveal the type of mergers that dominate the calculation.

For smaller values of Mmin, the event rate is slightly higher when QL is used. As shown by the

comparison of QM and QL in Figure 2.3, QL is larger than QM when Mb/Ma ∼> 100. Therefore,

a slightly larger event rate from QL indicates that mergers between haloes whose masses differ by

more than a factor of a hundred dominate the event rate. However, Figure 2.3 also shows that QL

and QM diverge rapidly as the mass difference increases. The difference between the event rates is

always less than a factor of three, so mergers between haloes with mass ratios greater than 1000

cannot be making a significant contribution to the event rate. As Mmin is increased, fewer and fewer

of these largely unequal-mass mergers are included in the event rate, and the two merger kernels

give nearly identical results. At large values of Mmin, the event rate obtained from QM edges slightly

ahead, indicating that mergers where the halo masses are within a factor of ten of each other are

dominating the sum. Restricting the mass ratio to be less than three, as recommended by Ref. [112],

would ensure that QM would always yield a higher event rate than QL.

The differences between the event rates obtained from the two versions of the EPS merger

kernel depend on redshift as well as Mmin. For a constant value of Mmin = 105 M⊙, the difference

between the two versions decreases as the maximum redshift increases, as shown in Figure 2.6. This

convergence indicates that the contribution from mergers between haloes of greatly unequal masses

to the event rate dwindles as redshift increases. Since the lower bound on halo mass is constant

with redshift, a decrease in unequal-mass mergers reflects a decrease in the population of larger

haloes. Due to the exponential decline in the number density of haloes greater than M∗(z), there is

an effective upper bound to the integrals in Eq. (2.22), which defines N (z). This upper bound on

halo mass follows M∗ and decreases with redshift.

The evolution of this effective upper mass bound is clearest when examining the rate of SMBH

mergers per comoving volume displayed in Figure 2.5 for MBH > 104. At low redshifts, QL gives

a larger value for N , which indicates that mergers with mass ratios greater than 100 compose the

majority of events. Recall that Mmin ∼ 1010 M⊙ when MBH > 104, so the mass of the larger halo in

mergers of this type must be greater than 1012 M⊙. As redshift increases, haloes of this size become

rarer as the effective upper bound on halo mass decreases. The QL result is eventually overtaken

by the QM result, indicating that the effective upper bound on halo mass has fallen below 100Mmin.

Since N increases with redshift (at least for z ∼< 5), the relative contribution of mergers between

haloes of very different masses to the event rate is determined by their contribution at high redshifts.
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Figure 2.8: The halo mass range that dominates the rate of SMBH mergers per comoving volume.
The three curves marked with percentages are the upper bounds of integration which account for
90%, 95% and 99% of N . Here, Mmin is the mass of a halo that contains a SMBH of mass 104 M⊙.
Results are shown for a flat ΛCDM universe with ΩM = 0.27 and σ8 = 0.9.

Consequently, QM predicts a higher event rate, as shown in Figure 2.7.

In summary, the slightly larger event rate given by QM when Mmin corresponds to a halo contain-

ing a 104 M⊙ SMBH indicates that there is an effective upper bound on halo masses that contribute

to N and that this upper bound is less than 100Mmin ∼ 1012 M⊙ for z ∼> 5. A very limited range

of halo masses dominates the integration from Mmin to infinity in Eq. (2.22). This mass range may

be quantified by considering the ratio,

C(U) ≡
1
2

∫ U

Mmin

dM1

∫ U

Mmin

dM2

(

dn
dM1

)(

dn
dM2

)

Q(M1, M2)

1
2

∫∞

Mmin

dM1

∫∞

Mmin

dM2

(

dn
dM1

)(

dn
dM2

)

Q(M1, M2)
,

where the z-dependence of all quantities has been suppressed. Using the standard Lacey–Cole merger

kernel, as given by Eq. (2.19), when evaluating C(U) is equivalent to using the arithmetic mean of

QM and QL. Figure 2.8 shows the values of U for C = 0.9, 0.95 and 0.99. Also shown are Mmin

and M∗ as functions of redshift. Mergers between haloes with masses that lie between Mmin and U
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account for a fraction C of the SMBH merger density N . The effective upper bound U exhibits the

behavior deduced by the comparison of the two merger kernels. At low redshifts, when M∗ is greater

than Mmin, the upper bound traces M∗. When M∗ falls below Mmin, the upper bound traces Mmin,

and the dominant mass range narrows to less than two orders of magnitude.

2.5 BKH merger theory

The Lacey–Cole merger probability formula leads to a mass-asymmetric merger kernel, effectively

giving two rates for the same merger. The fact that the two versions of the EPS merger kernel

differ only slightly when the merging haloes have similar masses does not alleviate the problem;

any mass-asymmetry in the merger kernel indicates that its derivation is flawed. In addition to

the mass-asymmetry, EPS merger theory has another self-inconsistency: it fails to preserve the

Press–Schechter mass function from which it is derived. When the EPS merger formalism is used

to evolve a population of haloes via merger-tree algorithms, the resulting halo mass distribution

does not match the Press–Schechter mass function. This divergence has limited the applications

of merger trees; specifically, a merger-tree approach to SMBH mergers was limited to redshifts less

than five because the discrepancy between the numerical halo population and the Press–Schechter

distribution increases rapidly beyond that redshift [92].

The failure of the EPS merger theory to preserve the Press–Schechter halo mass distribution

illuminates a new source of merger rates. The time evolution of the Press–Schechter halo mass

distribution, given by Eq. (2.13), may be used to obtain a new merger kernel. By definition, this

new merger kernel will preserve the Press–Schechter halo mass distribution, and it can be chosen to

be symmetric in its mass arguments. BKH used this approach to obtain new halo merger rates for

power-law power spectra. In this section, we will quickly review the derivation of the BKH merger

rates and discuss how these rates may be used to estimate the SMBH merger rate.

2.5.1 Solving the coagulation equation

A merger kernel that preserves the Press–Schechter halo mass distribution must satisfy the Smolu-

chowkski coagulation equation [91], which simply states that the rate of change in the number of

haloes of mass M equals the rate of creation of such haloes through mergers of smaller haloes mi-

nus the rate haloes of mass M merge with other haloes. Adopting the shorthand n(M) for the

Press–Schechter halo number density per interval mass and suppressing the redshift dependence of
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all terms, the coagulation equation is

d

dt
n(M) =

1

2

∫ M

0

n(M ′)n(M − M ′)Q(M ′, M − M ′) dM ′

−n(M)

∫ ∞

0

n(M ′)Q(M, M ′) dM ′, (2.24)

where Q(M1, M2, z) is the desired merger kernel. The first term on the right-hand side is the rate of

mergers per comoving volume that create a halo of mass M . The second term is the rate of mergers

involving a halo of mass M per comoving volume — these mergers effectively destroy haloes of mass

M .

BKH numerically invert the coagulation equation for Q for power-law density power spectra

P (k) ∝ kn. When the density power spectrum is a power law, the mass variance takes a very simple

form,

σ(M, z) = σ[M∗(z)]

(

M

M∗

)−(3+n)/6

= δcoll

(

M

M∗

)−(3+n)/6

.

Since the redshift-dependence of the Press–Schechter mass function enters via the ratio δcoll(z)/σ(M, z) =

(M/M∗)
(3+n)/6, the z-dependence of the Press–Schechter mass function may be eliminated by ex-

pressing the masses in units of M∗(z). For a judicious choice of time variables [τ = − ln δcoll/D(z)],

differentiating the Press–Schechter mass function introduces no z-dependence, and the coagulation

equation becomes redshift-invariant. Consequently, the coagulation equation only has to be inverted

once, for the resulting merger kernel Q(M1/M∗, M2/M∗) is applicable to all redshifts. This simplifi-

cation is only possible when the power spectrum is a power law. For more complicated spectra, the

coagulation equation will have to be solved at multiple redshifts.

When they numerically solve the coagulation equation on a discrete grid, BKH require that the

merger kernel be symmetric in its two mass arguments. However, this restriction is not sufficient

to determine Q uniquely from the coagulation equation. On an N × N mass grid, the coagulation

equation becomes N equations for the N possible values of M . Meanwhile, the symmetric Q matrix

on the grid, Qij = Q(Mi, Mj), has N(N + 1)/2 independent components. To break the degeneracy,

BKH impose a regularization condition. By minimizing the second derivatives of Q, they find the

smoothest, non-negative kernel that solves the coagulation equation.

In summary, the BKH merger kernel is mathematically self-consistent; unlike the Lacey–Cole

merger kernel, it is symmetric in its mass arguments and it preserves the Press–Schechter halo

distribution. It is also non-negative for all redshifts and masses. Unfortunately, these three require-

ments are not sufficient to uniquely determine a merger kernel. Consequently, the BKH merger

kernel should be considered, for now, as an example of a self-consistent merger kernel, rather than

a definitive result.
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Figure 2.9: The halo mass range that dominates the rate of SMBH mergers per comoving volume.
The three curves marked with percentages define the upper bounds of mass ranges that account for
90%, 95% and 99% of N . Here, Mmin is the mass of a halo that contains a SMBH of mass 104 M⊙.
The dotted curves are plots of log σ(M) with arbitrary normalizations. Results are shown for a
flat ΛCDM universe with ΩM = 0.27 and σ8 = 0.9. The dashed lines are plots of log σ(M) for a
power-law power spectrum with n = −2.1 and σ8 = 0.9843, which is the best linear fit to log σ over
the mass range between Mmin and the 99% curve for z ≤ 5.

2.5.2 BKH merger rates for power-law power spectra

In Section 2.4.2, we demonstrated that the rate of SMBH mergers per comoving volume is dominated

by mergers between haloes in a very limited mass range. Figure 2.9 shows the halo mass ranges that

account for 90%, 95%, and 99% of SMBH mergers in the EPS merger theory. These are the same

mass ranges depicted in Figure 2.8, but in this Figure, log σ(M) is also displayed (dotted curves).

If the density power spectrum were a power law with spectral index n, the σ(M) curves in Figure

2.9 would be straight lines with slope −(n + 3)/6. Due to the transfer function [109], the power

spectrum of a ΛCDM universe is not a power law, but within the mass ranges shown, the log σ(M)

curve is nearly a straight line. Therefore, it is possible to accurately approximate σ(M) over the

relevant mass ranges as originating from a power-law power spectrum. We consider a power-law fit

for σ(M) that extends over all masses that fall within the 99% mass range at any redshift less than
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five. The fit has a lower mass bound of 5.44 × 109 M⊙, which is the value of Mmin at z = 5, and

extends to a mass of 4.26 × 1014 M⊙. Over this range, σ(M) is best fit by spectral index n = −2.1

normalized so that σ8 = 0.9843, as shown by the dashed lines in Figure 2.9. This n = −2.1 power-law

approximation of σ(M) is accurate to within 16% over this mass range.

We chose to restrict these comparisons to the power law that accurately fits σ(M) over the

mass range that dominates the EPS calculation of N because the Press–Schechter mass function

is employed by both merger formalisms. Like the Lacey–Cole merger rate, the Press–Schechter

mass function for a ΛCDM universe is well-approximated by any power-law power spectrum that

accurately gives σ(M) over the relevant halo-mass range. Using the power law that satisfies this re-

quirement means that any major deviations from the results derived in Section 2.4 may be attributed

solely to the BKH merger kernel. We chose to fit the mass range for z ∼< 5 because the SMBH merger

rate peaks at redshifts less than five when the minimum black-hole mass is greater than 104 M⊙, so

mergers at z ∼< 5 dominate the event rate. Also, when the mass range is lowered, the best-fitting

spectral index decreases, and BKH merger rates have not been obtained for n < −2.2.

The density power spectrum enters the EPS merger kernel only through σ(M), so any power-

law approximation that accurately models σ(M) for M1, M2, and Mf = M1 + M2 will accurately

model the Lacey–Cole merger kernel Q(M1, M2, z). Unfortunately, the same is not necessarily true

for the BKH merger kernels obtained by inverting the coagulation equation. Since the coagulation

equation [Eq. (2.24)] involves integrals over all masses and is solved for all masses on the grid, the

solution Q(M1, M2, z) is dependent on σ(M) over all masses and not just the arguments of the

kernel. Therefore, while the power-law approximation accurately reflects the full ΛCDM result for

EPS merger theory, the BKH merger rates obtained for the same power law may differ greatly from

the merger rates that solve the coagulation equation for a ΛCDM universe. However, since the

coagulation equation has not been solved for a ΛCDM power spectrum, we compare the EPS merger

rates to the BKH merger rates for the same power law. This comparison demonstrates how the

BKH merger rates differ from the EPS rates, but should not be considered a definitive description

of merger rates in a ΛCDM universe.

BKH merger kernels for a power-law power spectrum with n = −2.1 were obtained by inverting

the coagulation equation on a 91 × 91 grid of logarithmically-spaced M/M∗ values ranging from

10−12 to 3000. For M/M∗ values greater than 10−8, the merger kernel values are not dependent on

grid resolution, which indicates that the kernel is a numerically robust solution of the discretized

coagulation equation for masses above 10−8M∗. The MBH–Mhalo relation [Eq. (2.11)] implies that

SMBHs with masses greater than 103 M⊙ reside in haloes with masses greater than 108 M⊙. There-

fore, for all haloes which contain SMBHs capable of producing a gravitational-wave signal detectable

by LISA, M/M∗ ∼> 10−5, so the lower mass bound on reliable kernel values is of no concern.

Unfortunately, the same is not true for the upper bound on M/M∗. The upper bound on the halo
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Figure 2.10: Equal-mass merger kernels for z = 0. The dotted curve shows the EPS merger kernel
for a ΛCDM power spectrum with ΩM = 0.27, h = 0.72, and σ8 = 0.9. The dot-dashed curve is the
EPS merger kernel for a power-law approximation. The dashed curve is the BKH merger kernel for
the same power law.

masses which contribute to the SMBH merger rate N in EPS theory, shown in Figure 2.8, extends

to M/M∗ ∼> 105 for z ∼> 5. However, extending the mass grid to higher values of M/M∗ introduces

numerical noise that prevents the kernels from converging as grid resolution is increased. Therefore,

we must extrapolate the BKH kernel to higher masses. We bilinearly extrapolate the logarithm of

the kernel with respect to the logarithms of its mass arguments. When used to extrapolate from a

grid with M/M∗ < 100, this recovers the kernel to within a factor of two. Moreover, ignoring mergers

of haloes with M/M∗ > 3000 only slightly affects the gravitational-wave event rate calculated from

the BKH merger rates: the event-rate reduction is less than 3%. Therefore, the errors introduced

by our extrapolation of the BKH merger kernel are neglible.

Figures 2.10 and 2.11 show the EPS and BKH equal-mass merger kernels for the n = −2.1 power-

law cosmology at z = 0 and z = 5 respectively. Over the mass range shown, the BKH equal-mass

merger kernel is significantly less than the corresponding EPS merger kernel. Since this mass range

corresponds to the halo masses which dominate the SMBH merger rate, the lower BKH kernel values
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Figure 2.11: Equal-mass merger kernels for z = 5. The dotted curve shows the EPS merger kernel
for a ΛCDM power spectrum with ΩM = 0.27, h = 0.72, and σ8 = 0.9. The dot-dashed curve is the
EPS merger kernel for a power-law approximation with n = −2.1 and σ8 = 0.98. The dashed curve
is the BKH merger kernel for the same power law.
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Figure 2.12: The two EPS merger kernels and the BKH merger kernel for a n = −2.1 power-law
power spectrum at z = 0. Here, QM is the Lacey–Cole merger kernel with the more massive halo as
the first argument [as defined in Eq. (2.19)], and QL is the same kernel with the less massive halo as
the first argument. Results are shown for ΩM = 0.27, h = 0.72 and σ8 = 0.98. The low-mass cut-off
of the curves arises from the M/M∗ ∼> 10−8 bound on the BKH merger kernel.

indicate that using BKH merger rates instead of EPS merger rates will lower the LISA event rate

from SMBH mergers. In particular, the BKH merger rate at high masses and redshifts is much lower

then the corresponding EPS rates, which explains why restricting to haloes with M/M∗ < 3000 has

less of an impact on the SMBH merger rate in BKH theory than in EPS theory.

The discrepancy between the BKH and EPS kernels also demonstrates how the Lacey–Cole

merger kernel fails to solve the coagulation equation and is consequently inconsistent with the Press–

Schechter halo distribution. The differences between the BKH merger kernel and both versions of

the EPS merger kernel are further illustrated by Figure 2.12. The BKH merger kernel is less than

both EPS kernels when the masses of the merging haloes are similar, and the difference increases

as the haloes get smaller. For mergers between haloes with mass ratios greater than 102, the BKH

merger kernel is nearly equal to the EPS kernel with the least-massive halo as the first argument

(QL) for all masses. Therefore, for an n = −2.1 power-law power-spectrum, QL comes closer to

solving the coagulation equation than QM.
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2.6 Comparison of LISA event rates from BKH and EPS

merger theories

Since the BKH merger kernels for haloes of nearly equal masses are smaller than the EPS kernels

for the same spectral index, applying EPS merger theory may over-estimate the LISA event rate.

Figure 2.13 shows the rate N of SMBH mergers per comoving volume for the power-law model

discussed in the previous Section. Here, Mmin is the mass of a halo that contains a SMBH of mass

103 M⊙, 104 M⊙, or 105 M⊙, as given by the Mhalo − MBH relation derived earlier [Eq. (2.11)].

For comparison, the results for a ΛCDM universe are also shown as a dotted curve (these are

the arithmetic means of the corresponding solid and dashed curves in Figure 2.5). However, it is

important to remember that although the power-law models may accurately approximate the ΛCDM

results in the EPS theory, the same should not be assumed for the BKH merger rates. The BKH

merger rates should only be compared to the EPS rates for the same power law.

At lower redshifts, the power-law EPS results closely follow the ΛCDM curves, but as Mmin

decreases with increasing redshift, the mass range shifts below the region well-fit by n = −2.1 when

MBH ∼> 104 M⊙. However, Figures 2.10 and 2.11 indicate that the n = −2.1 kernel is lower than

the ΛCDM kernel for masses less than 1011 M⊙, while Figure 2.13 shows that the power law over-

estimates the SMBH merger rate. The discrepancy arises from the Press–Schechter mass function:

for masses below 1011 M⊙, the power-law halo number density is much greater than the ΛCDM halo

number density, and this leads to a higher SMBH merger rate. The same mass function is used

to calculate the merger rate in BKH theory, so when the power-law merger rate is higher than the

ΛCDM rate in EPS theory, it is reasonable to assume that the same is true for the rate derived

from BKH theory. Figure 2.13 also shows that the predictions for the SMBH merger rate from the

BKH and EPS merger theories diverge with increasing redshift. In Section 2.4.2, we showed that as

redshift increases, nearly equal-mass halo mergers dominate the event rate. The differences between

the BKH merger kernel and the EPS kernel are greatest when the masses of the merging haloes are

nearly equal, so as these mergers dominate the event rate at high redshifts, the BKH and EPS event

rates diverge.

Figure 2.14 illustrates the potential consequences BKH merger theory has for the SMBH merger

event rate observed by LISA. The difference between the BKH and EPS merger kernels for the

same spectral index leads to a fairly substantial difference in the resulting event rates for LISA. For

realistic values of the maximum redshift of a detectable merger (zmax ∼> 5), the EPS prediction is

about thirty percent higher than the BKH prediction for the n = −2.1 power-law approximation. If

the BKH merger kernel for a full ΛCDM power spectrum preserves the ratio of the BKS and EPS

event rates for this spectral index, the LISA event rate from SMBH mergers would be reduced as

well. Ref. [99] used EPS merger theory to predict that LISA will have approximately 15 SMBH-
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Figure 2.13: The rate of SMBH mergers per comoving volume where both merging black holes have
a mass greater than 103 M⊙, 104 M⊙, or 105 M⊙. The dotted line shows the EPS merger kernel
for a ΛCDM power spectrum with σ8 = 0.9. The dot-dashed curves are the results derived from
EPS theory for a power-law approximation with n = −2.1 and σ8 = 0.98. The dashed curves are
the BKH results for the same power law and normalization. These results all assume a flat ΛCDM
universe with ΩM = 0.27 and h = 0.72.
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Figure 2.14: The gravitational-wave event rate from SMBH mergers as a function of the maximum
redshift of a detectable merger. Only mergers in which both black holes have a mass greater than
103 M⊙, 104 M⊙, or 105 M⊙ are included. The dotted line shows the EPS merger kernel for a
ΛCDM power spectrum with σ8 = 0.9. The dot-dashed curves are the results derived from EPS
theory for a power-law approximation: n = −2.1 and σ8 = 0.98. The dashed curves are the BKH
results for the same power law and normalization. These results all assume a flat ΛCDM universe
with ΩM = 0.27 and h = 0.72.

merger detections per year at a signal to noise greater than five (they only consider mergers with

MBH ∼> 105 M⊙). These comparisons of EPS and BKH event rates indicate that LISA’s event rate

may be closer to ten, with all other assumptions held fixed.

2.7 Summary and discussion

The EPS merger theory used to predict supermassive-black-hole merger rates is mathematically

inconsistent because it contains two merger rates for the same pair of haloes. When the EPS

formalism is used to derive supermassive-black-hole merger rates and the corresponding event rate

for LISA, there are two potential results – the EPS predictions are ambiguous. We have found that

the difference between these two predictions strongly depends on the minimum mass of a SMBH-

containing halo. The relation between halo mass and black-hole mass derived by Ref. [105] and



36

described in Section 2.3 indicates that only haloes larger than 109 M⊙ contain SMBHs large enough

to be detectable by LISA when they merge. When this minimum halo mass is used, mergers between

haloes whose masses differ by less than a factor of 102 dominate the SMBH merger rate, even when

all mergers between SMBH-containing haloes are included. The difference between the EPS merger

rates for mass ratios in this range is small, so the effect of the EPS mass asymmetry on the LISA

event rate from SMBH mergers is minimal.

The concordance between the two EPS predictions for the SMBH merger rate is an artifact of

the relative paucity of haloes with masses larger than 1011 M⊙. It is not an indication that the EPS

merger formalism may be trusted to give realistic merger rates. In addition to its mass-asymmetry,

the Lacey–Cole merger rate fails to give the same evolution of the halo population as the time

derivative of the Press–Schechter mass function. Both of these flaws justify the search for a new

theory of halo mergers. Benson, Kamionkowski, and Hassani (BKH) [21] inverted the coagulation

equation to find merger rates that preserve the Press–Schechter halo mass function for power-law

power spectra. They found that these merger rates differ significantly from the EPS rates for the

same power spectrum.

The limited range of halo masses that contribute to the SMBH merger rate makes it possible to

find a power-law power spectrum that accurately fits the mass variance σ(M) in this region. We

consider such a power-law approximation with spectral index n = −2.1. Since the EPS merger

formula depends only on the values of σ(M) for the two halo masses that are merging and the mass

of the resulting halo, the power-law approximation accurately describes the result obtained from the

ΛCDM power spectrum. The same correspondence cannot be assumed for the BKH merger rates

because they are dependent on σ(M) at all masses.

Nevertheless, it is illuminating to compare the SMBH merger rates derived from BKH merger

theory to those derived from EPS theory for the same spectral index. When n = −2.1, the BKH

merger rates are lower than the corresponding EPS rates for nearly equal-mass halo mergers, which

dominate the rate of SMBH mergers. This discrepancy is a clear demonstration of how the EPS

rates fail to solve the coagulation equation and therefore fail to preserve the Press–Schechter halo

number-density function. It also indicates how BKH theory may predict a different SMBH-merger

event rate for LISA, since the difference in merger rates results in an equally large difference in

event rates. Comparing the event rates derived from EPS and BKH merger theories for this spectral

index indicates that the LISA event-rate predictions that employ EPS merger theory [95, 96, 99]

may over-estimate the event rate by thirty percent.

Fortunately, the ambiguity carried into the SMBH-merger event-rate predictions for LISA from

the uncertainty surrounding halo merger theory does not appear to immediately preclude extracting

information regarding reionization or black-hole formation from LISA’s observations of SMBH merg-

ers. Ref. [96] showed that the LISA SMBH-merger event rate with reionization occurring at z = 7
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is about 2.4 times higher than if reionization occurred earlier, at z = 12. This difference is larger

than the uncertainties in the event rate revealed by our comparisons of BKH and EPS predictions,

so it may be possible to constrain the reionization redshift from the LISA SMBH-merger event rate

without a definitive theory of halo mergers. The thirty-percent uncertainty implied by these halo-

merger-theory comparisons is also less than the difference in event rates for different SMBH seeding

found by Ref. [92]. However, a thirty-percent uncertainty in SMBH-merger rate will significantly

loosen the constraints LISA’s observations of SMBH mergers could place on reionization and SMBH

formation. More concerning is the fact that there is no guarantee that the merger kernel which

satisfies the coagulation equation for a ΛCDM merger rate does not differ from the EPS merger rate

by more than thirty percent.

Clearly, solving the coagulation equation for a ΛCDM power spectrum is imperative. Any appli-

cation of EPS merger theory to astrophysical phenomena has a flawed foundation and the resulting

predictions are unreliable. Specifically, we have shown that the differences between EPS merger

theory and BKH merger theory for power-law power spectra indicate that switching merger theories

could significantly alter the LISA SMBH-merger event rate. This theoretical uncertainty should

be resolved before LISA’s measurements of SMBH merger rates are used to constrain cosmological

models.
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Chapter 3

Solar System Tests of f(R) Gravity1

3.1 Introduction

General relativity predicts that the expansion of the Universe should be decelerating if the Universe

contains only matter and radiation. Therefore, the discovery that the expansion of the Universe

is currently accelerating [8, 9] implies that either the Universe is dominated by some form of dark

energy with a large negative pressure or general relativity does not provide an accurate description

of gravity on cosmological scales. At the moment, the predominant hypothesis is that we live in a

ΛCDM universe, in which a nonzero vacuum energy drives the acceleration. The ΛCDM model poses

two serious theoretical questions: why is the vacuum energy nonzero, and why is it so miniscule?

An equally plausible alternative to dark energy is a modification of general relativity that would

generate cosmic acceleration [29, 30, 31, 32, 33, 34, 35, 36, 37]. (Similar modifications of general

relativity have also been proposed to drive inflation [114].) Modifying general relativity in this

manner eliminates the need for dark energy, but it does not explain why the vacuum energy is zero.

A possible modification to general relativity that generates an accelerated expansion is 1/R

gravity [33], in which a term proportional to 1/R, where R is the Ricci scalar, is added to the

Einstein-Hilbert action so that the 1/R term dominates as the Hubble parameter decreases. Soon

after the introduction of this theory, it was shown that 1/R gravity is dynamically equivalent to

a scalar-tensor gravity with no scalar kinetic term and a nonzero potential [72]. Moreover, the

equivalence to scalar-tensor gravity applies to all modified gravity theories that replace the Einstein-

Hilbert action with some function of the Ricci scalar [known as f(R) gravity], provided that f(R)

has a nonzero second derivative with respect to R. When the scalar field is light, this theory

makes predictions that are incompatible with Solar System tests of general relativity [115, 116, 117].

Consequently, Ref. [72] concluded that a broad class of f(R) gravity theories, including 1/R gravity,

are ruled out by Solar System tests.

Since then, however, the results in Ref. [72] were criticized by a number of papers [73, 74, 75, 76,

77] and some even claim that Solar System experiments do not rule out any form of f(R) gravity. The

essence of the criticism is that f(R) gravity admits the Schwarzschild-de Sitter solution and hence

the vacuum spacetime in the Solar System is not different from that in general relativity, although

1The material in this chapter, except Section 3.5, was adapted from Solar System tests do rule out 1/R gravity,
Adrienne L. Erickcek, Tristan L. Smith, and Marc Kamionkowski; Phys. Rev. D 74, 121501 (2006) and Solar System

constraints to general f(R) gravity, Takeshi Chiba, Tristan L. Smith, and Adrienne L. Erickcek; Phys. Rev. D 75,
124014 (2007). Reproduced here with permission, copyright (2006) and (2007) by the American Physical Society.
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there were also broader objections to the equivalence between f(R) and scalar-tensor gravity [75].

In this chapter, we will show that even though the Schwarzschild-de Sitter metric is a vacuum

solution in f(R) gravity, it does not correspond to the solution around a spherically symmetric

massive body. The solution for the Solar System is identical to the spacetime derived using the

corresponding scalar-tensor theory. We will work directly with the field equations in the metric

formalism, where the field equations are obtained by varying the action with respect to the metric

and treating the Ricci scalar as a function of the metric. The Palatini formalism, which treats the

Ricci scalar as a function of the connection and varies the action with respect to the connection

and the metric independently, yields different field equations for f(R) gravity and has been studied

extensively elsewhere (e.g. Refs. [118, 119, 120, 121, 122]).

We begin in Section 3.2 by considering 1/R gravity in detail. We then generalize this analysis to

a broad class of f(R) gravities, namely those theories that admit a Taylor expansion of f(R) around

the background value of the Ricci scalar. In Section 3.3, we solve the linearized field equations

around a spherical mass and find that the solution in the Solar System is in agreement with the

solution obtained using the equivalent scalar-tensor theory. When f(R) satisfies a condition that is

analogous to the scalar field being light in the equivalent scalar-tensor theory, and nonlinear effects

are negligible, the resulting spacetime is incompatible with Solar System tests of general relativity. In

Section 3.4, we consider how our analysis applies to several f(R) gravity theories, including general

relativity. This particular example illustrates the connection between f(R) gravity and general

relativity and clarifies the requirements for a general relativistic limit of an f(R) theory. Section

3.5 is devoted to a particularly interesting f(R) theory, proposed by Ref. [79], that is compatible

with Solar System gravitational tests. We show how this theory uses a nonlinear effect to mask its

difference from general relativity. Finally, we summarize our conclusions in Section 3.6 and list a

set of conditions that, when satisfied by a given f(R) theory, imply that the theory is ruled out by

Solar System tests of general relativity.

3.2 A detailed example: 1/R gravity

The gravitational action of 1/R gravity,

S =
1

16πG

∫

d4x
√−g

(

R − µ4

R

)

+

∫

d4x
√−gLM, (3.1)

may be varied with respect to the metric gµν to obtain the field equation [33]

8πGTµν =

(

1 +
µ4

R2

)

Rµν − 1

2

(

1 − µ4

R2

)

Rgµν + µ4 (gµν∇α∇α −∇µ∇ν) R−2. (3.2)
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We begin by using the trace of the field equation to determine the Ricci scalar R. Contracting

Eq. (3.2) with the inverse metric yields

�
µ4

R2
− R

3
+

µ4

R
=

8πGT

3
, (3.3)

where T ≡ gµνTµν .

The constant-curvature vacuum solution is obtained by setting T = 0 and ∇µR = 0. It is R2 =

3µ4, corresponding to the de Sitter spacetime with Hubble parameter H2 = µ2/(4
√

3), equivalent

to the general-relativistic vacuum solution with a cosmological constant Λ = 3H2 =
√

3µ2/4. The

metric for this spacetime can be written as a static spherically-symmetric spacetime:

ds2 = −
(

1 − H2r2
)

dt2 +
(

1 − H2r2
)−1

dr2 + r2dΩ2. (3.4)

To match the observed acceleration of the universe, the effective cosmological constant must be set

to Λ ∼ µ2 ∼ H2 ∼ 10−56 cm−2.

We now consider the spacetime in the Solar System in this theory. First of all, the distances

(∼ 1013 cm) in the Solar System are tiny compared with the distance µ−1 ∼ 1028 cm, so µr ≪ 1

everywhere in the Solar System. Moreover, the densities and velocities in the Solar System are

sufficiently small that we can treat the spacetime as a small perturbation to the de Sitter spacetime.

The spacetime should also be spherically symmetric and static. The most general static spherically-

symmetric perturbation to the vacuum de Sitter spacetime given by Eq. (3.4) can be written

ds2 = −
[

1 + a(r) − H2r2
]

dt2 +
[

1 + b(r) − H2r2
]−1

dr2 + r2dΩ2, (3.5)

where the metric-perturbation variables a(r), b(r) ≪ 1. In the following, we work to linear order in

a and b, and also recall that µr ≪ 1. However, a and b are not necessarily small compared with µr.

We now return to the trace of the field equation, given by Eq. (3.3), and solve it for the Ricci

scalar R(r) in the presence of the Sun. We write the trace equation in terms of a new function,

c(r) ≡ −1

3
+

µ4

R2(r)
, (3.6)

and demand that c(r) → 0 as r → ∞ so that R approaches its background value of
√

3µ2 far from

the source of the perturbation. Therefore, c(r) parameterizes the departure of R from the vacuum

solution, and we anticipate that c(r) will be the same order in the perturbation amplitude as the

metric perturbations a(r) and b(r). In terms of c(r), Eq. (3.3) becomes an exact equation,

�c(r) +
µ2c

√

c + 1
3

=
8πG

3
T. (3.7)
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In the Newtonian limit appropriate for the Solar System, the pressure p is negligible compared to

the energy density ρ, and so T = −ρ. Neglecting terms that are higher order in a(r), b(r), and µ2r2,

we are able to rewrite Eq. (3.7) as

∇2c +
√

3µ2c = −8πG

3
ρ, (3.8)

where ∇2 is the flat-space Laplacian operator. Note that in writing this equation, which is linear

in c(r), we have also neglected higher-order terms in c(r). Below, we will check that the solutions

we obtain have c(r) ≪ 1 everywhere, consistent with our assumptions. The Green’s function for

Eq. (3.8) is − cos(31/4µr)/(4πr). Convolving this with the density gives us the solution to Eq. (3.8).

However, we are restricting our attention to the region where µr ≪ 1, so the Green’s function reduces

to that for the Laplacian operator. Therefore the equation we need to solve is ∇2c = −(8πGρ)/3.

Integrating the right-hand side over a spherical volume of radius r gives us −8πGm(r)/3, where

m(r) is the mass enclosed by a radius r. Using Gauss’s law to integrate the left-hand side gives us

4πr2c′(r), where the prime denotes differentiation with respect to r. Thus, the equation for c(r)

becomes
dc

dr
= −2Gm(r)

3r2
[1 + O(µr)] . (3.9)

Integrating Eq. (3.9) and using the boundary condition that c → 0 as r → ∞ gives us the solution

c(r) =
2

3

(

GM

r

)

[1 + O(µr)], for r > R⊙. (3.10)

We also note that integration of the equation for c′(r) to radii r < R⊙ inside the star implies that

the scalar curvature R remains of order µ2, even inside the star. We thus see that c ≪ 1, so we were

justified in using the linearized equation for c(r).

This solution for c(r) implies that

R =
√

3µ2

(

1 − GM

r

)

, for r > R⊙. (3.11)

We have thus shown that R is not constant outside the star and have already arrived at a result

that is at odds with the constant-curvature Schwarzschild-de Sitter solution. Notice that had we

(incorrectly) used ρ = 0 in Eq. (3.8), then the equations would have admitted the solution c(r) = 0;

i.e., the constant-curvature solution. However, this would be incorrect, because even though ρ = 0

at r > R⊙, the solution to the differential equation at r > R⊙ depends on the mass distribution

ρ(r) at r < R⊙. In other words, although the Schwarzschild-de Sitter solution is a static spherically-

symmetric solution to the vacuum Einstein equations, it is not the solution that correctly matches

onto the solution inside the star.
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The solution for R both inside and outside the star is (to linear order in c),

R =
√

3µ2

[

1 − 3

2
c(r)

]

. (3.12)

Clearly, 1/R gravity produces a spacetime inside the star that is very different from general relativity.

This result shows that in this theory one should not assume that R ≃ 8πGρ; this has lead to some

confusion [123, 124, 125].

To proceed to the solutions for a(r) and b(r), we rearrange the field equation for 1/R gravity

[Eq. (3.2)] to obtain equations,

Rµν =

(

1 +
µ4

R2

)−1 [

8πGTµν +
1

2

(

1 − µ4

R2

)

Rgµν−µ4 (gµν∇α∇α −∇µ∇ν)R−2

]

, (3.13)

for the Ricci tensor in terms of the Ricci scalar. When the expression for R obtained from the trace

equation is inserted into the right-hand side, we obtain equations for the nonzero components of the

Ricci tensor,

Rt
t = 3H2 − 6πGρ − 3

4
∇2c, (3.14)

Rr
r = 3H2 − 3c′(r)

2r
, (3.15)

Rθ
θ = Rφ

φ = 3H2 − 3

4

(

c′(r)

r
+ c′′(r)

)

, (3.16)

where we have neglected terms of order µ2c, Gρc and c2 in all three expressions.

For the perturbed metric given by Eq. (3.5), the tt component of the Ricci tensor is (to linear

order in small quantities) Rt
t = 3H2−(1/2)∇2a(r). Applying ∇2c = −(8πGρ)/3 to Eq. (3.14) leaves

us with an equation for a(r),
1

2
∇2a = 4πGρ, (3.17)

plus terms that are higher order in GM/r and µr. The solution to this equation parallels that for

c(r); it is
da

dr
= 2G

m(r)

r2
(3.18)

both inside and outside the star. Outside the star, this expression may be integrated, subject to the

boundary condition a(r) → 0 as r → ∞, to obtain the metric perturbation,

a(r) = −2GM

r
, r > R⊙, (3.19)

exterior to the star. Note that this recovers the Newtonian limit for the motion of nonrelativistic

bodies in the Solar System, as it should.
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The rr component of the Ricci tensor is (to linear order in small quantities) Rr
r = 3H2− (b′/r)−

(a′′/2). Given our solution for a′(r) and c′(r) = −(2/3)Gm(r)/r2, Eq. (3.15) becomes a simple

differential equation for b(r),

db

dr
=

Gm(r)

r2
− Gm′(r)

r

=
d

dr

[−Gm(r)

r

]

. (3.20)

Integrating this equation subject to the boundary condition b(r) → 0 as r → ∞ gives an expression

for b(r) that is applicable both inside and outside the star:

b(r) = −Gm(r)

r
. (3.21)

This expression for b(r) and Eq. (3.18) for a′(r) also satisfy Eq. (3.16) for the angular components

of the Ricci tensor. The Ricci scalar [Eq. (3.11)] is recovered from the Ricci tensor components if

terms higher order in O(µr2GM/r) are included in our expressions for a(r) and b(r).

The linearized metric outside the star thus becomes

ds2 = −
(

1 − 2GM

r
− H2r2

)

dt2 +

(

1 +
GM

r
+ H2r2

)

dr2 + r2dΩ2. (3.22)

To linear order in GM/r and H2r2, this metric is equivalent to the isotropic metric

ds2 = −
(

1 − 2GM

r
− H2r2

)

dt2 +

(

1 +
GM

r
− 1

2
H2r2

)

[dr2 + r2dΩ2]. (3.23)

The PPN parameter γ is defined by the metric,

ds2 = −
(

1 − 2GM

r

)

dt2 +

(

1 +
2γGM

r

)

[dr2 + r2dΩ2]. (3.24)

Given that Hr ≪ 1 in the Solar System, we find that γ = 1/2 for 1/R gravity, in agreement with

Chiba’s claims [72, 126], and prior calculations in scalar-tensor gravity theories: e.g., Refs. [115, 127].

We note that recent measurements give γ = 1 + (2.1 ± 2.3)× 10−5 [116, 117].

It has been noted that Birkhoff’s theorem [128], which states that the unique static spherically-

symmetric vacuum spacetime in general relativity is the Schwarzschild spacetime, is lost in 1/R

gravity, and that there may be several spherically-symmetric vacuum spacetimes. This is true, and

the absence of Birkhoff’s theorem implies it is not sufficient to find any static, spherically-symmetric

solution to the vacuum field equations 1/R gravity when attempting to describe the spacetime in

the Solar System. What we have shown here is that the Solar System spacetime is determined

uniquely by matching the exterior vacuum solution to the solution inside the Sun. When this is
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done correctly, it is found that the theory predicts a PPN parameter γ = 1/2, in gross violation of

the measurements [116, 117], which require γ to be extremely close to unity.

3.3 The weak-field solution around a spherical star in

f(R) gravity

In the previous section, we solved the field equations of 1/R gravity in the weak-field limit by first

solving the trace of the field equations for the Ricci scalar and then using that solution to obtain

the metric. We will now apply the same method to general f(R) theories. Thus, we consider

gravitational theories with actions of the form

S =
1

2κ

∫

d4x
√−gf(R) + Sm, (3.25)

where f(R) is a function of the Ricci scalar R and Sm is the matter action. The field equation

obtained by varying the action with respect to the metric is

fRRµν − 1

2
fgµν −∇µ∇νfR + �fRgµν = κTµν , (3.26)

where fR ≡ df/dR. In previous studies, predictions of Solar System dynamics in these theories

were analyzed by appealing to an equivalence with scalar-tensor theories [72]. We review this

equivalence in Appendix A. Since the equivalent scalar-tensor theory is incompatible with Solar

System observations if the scalar field propagates on Solar System scales, Ref. [72] concluded that

the corresponding f(R) theories are ruled out. We now show that this conclusion can be made

without appealing to the equivalence between f(R) and scalar-tensor gravity. Instead, we work

directly with the linearized field equations about a spherical mass distribution. Our treatment

clarifies and amends a similar analysis presented in Ref. [129], and we extend it to cases where the

background value of the Ricci scalar equals zero.

We now find the metric that describes the spacetime around a spherical body in f(R) gravity in

the weak-field regime. To do this, we must choose a background spacetime around which to linearize

the field equations. The only physically relevant choice is an isotropic and homogeneous background

spacetime that solves Eq. (3.26) for some spatially uniform cosmological stress-energy tensor T cos
µν .

The evolution of the time-dependent and spatially homogeneous background scalar curvature R0(t)

is determined by the trace of Eq. (3.26),

fR0(t)R0(t) − 2f0(t) + 3�fR0(t) = κT cos(t), (3.27)

where fR0 ≡ df/dR|R=R0
, f0 ≡ f(R0) and T cos ≡ gµνT cos

µν .
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In order to investigate perturbations away from this background, we express the Ricci scalar as

the sum of two components:

R(r, t) ≡ R0(t) + R1(r), (3.28)

where R0(t) is the spatially homogenous background curvature that solves Eq. (3.27) and R1(r) is

a time-independent perturbation to this background curvature. We assume that all derivatives of

f(R) are well-defined at the present-day value of R0 so that we may use a Taylor expansion of f(R)

around R = R0 to evaluate f(R0 + R1) and fR(R0 + R1). We will terminate the expansion by

neglecting terms nonlinear in R1. Provided that the higher-order terms of the Taylor series do not

cancel in some contrived way, neglecting the higher-order terms is only justified if the sum of the

zeroth-order and linear terms is greater than all other terms in the Taylor expansion. Specifically,

we require that

f0 + fR0R1 ≫ 1

n!
f (n)(R0)R

n
1 , (3.29)

fR0 + fRR0R1 ≫ 1

n!
f (n+1)(R0)R

n
1 , for all n > 1, (3.30)

where fRR0 ≡ d2f/dR2|R=R0
and f (n)(R0) ≡ dnf/dRn|R=R0

.

Now we consider the trace of Eq. (3.26) with both a cosmological matter source described by

T cos and a finite, time-independent, spherically symmetric matter source, described by T s:

fRR − 2f + 3�fR = κ (T cos + T s) . (3.31)

Using first-order Taylor expansions to evaluate fR and f and neglecting O(R2
1) terms, we obtain a

linearized version of Eq. (3.31):

3fRR0�R1(r) −
[

fR0(t) − fRR0(t)R0(t) − 3�fRR0(t)

]

R1 = κT s. (3.32)

To obtain this equation, we used the fact that R0(t) solves Eq. (3.27) to eliminate terms that are

independent of R1. By dropping O(fRR0R
2
1) terms from Eq. (3.32) while keeping the fRR0R0R1

term, we have implicitly assumed that R1 ≪ R0 if R0 is nonzero. We will check that this condition

is satisfied after the discussion following Eq. (3.55). If R0 is zero, then the O(fRR0R
2
1) is guaranteed

to be smaller than the nonzero terms in Eq. (3.32) by virtue of Eq. (3.29). Note that if fRR0 = 0,

as in general relativity, this equation becomes simply fR0R1 = −κT s. If in addition fR0 is nonzero

then R1 must vanish outside the star and hence the Schwarzschild-de Sitter solution becomes the

solution to the field equation outside the source. However, if fRR0 6= 0, this is no longer necessarily

the case.

Finally, we take our background metric to be a flat Friedmann-Robertson-Walker (FRW) metric.
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We then consider a spherically symmetric perturbation to this background so that the linearized

perturbed metric takes the form

ds2 = −[1 + 2ν(r)]dt2 + a(t)2
{

[1 + 2λ(r)]dr2 + r2dΩ2
}

, (3.33)

where the present value of a(t) is one. When solving the field equations, we will keep only terms

linear in the perturbations ν and λ.

We will now solve Eq. (3.32) for a nonzero fRR0. Since we confine our analysis to a static

perturbation R1(r), � becomes the flat-space Laplacian operator ∇2. Restricting our analysis to a

source with mass density ρ(r) and negligible pressure, we may rewrite Eq. (3.32) as

∇2R1 − m2R1 = − κρ

3fRR0
, (3.34)

where we have defined a mass parameter

m2 ≡ 1

3

(

fR0

fRR0
− R0 − 3

�fRR0

fRR0

)

. (3.35)

Due to the evolution of R0(t), this mass parameter varies in time. However, the time-scale of

variation in the cosmological background spacetime is comparable to the current Hubble time. Since

this time-scale is much longer than the time-scale of Solar System dynamics, we may neglect the

time variation of the background spacetime when considering the behavior of bodies within the Solar

System [130]. Therefore, for the purposes of this calculation, we take m to be time-independent.

The Green’s function G(r) for this differential equation depends on the sign of m2:

G(r) =







− cos(mr)/(4πr) m2 < 0,

− exp(−mr)/(4πr) m2 > 0,
(3.36)

where m ≡
√

|m2|. If mr ≪ 1, then both Green’s functions are approximately −1/(4πr), which is

the Green’s function for Laplace’s equation. In this case, the term proportional to m2 in Eq. (3.34)

may be neglected and the solution outside the star is given by

R1 =
κ

12πfRR0

M

r
, (3.37)

where M is the total mass of the source. We note that when applied to 1/R gravity with a static

de Sitter background, this result agrees with the result presented in Section 3.2.

We emphasize that in order for this solution for R1 to be valid, we must have mr ≪ 1. Only when

this condition is satisfied is the trace of the field equation well-approximated by Laplace’s equation.

This restriction was not mentioned in Ref. [129]. The physical interpretation of this constraint is
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clear when one considers the equivalent scalar-tensor theory. When one switches to a frame where

the scalar degree of freedom is canonical, the effective mass of the scalar field evaluated in the Jordan

frame is [72]

m2
ϕ =

fR0

3

(

1

fRR0
+

R0

fR0
− 4f0

(fR0)2
− 2κT cos

(fR0)2

)

. (3.38)

Since R0 is the solution to Eq. (3.27), this expression may be simplified to

m2
ϕ =

1

3

(

fR0

fRR0
− R0 − 6

�fR0

fR0

)

. (3.39)

It is clear that both mϕ and m [defined by Eq. (3.35)] are of the same order. Therefore, the condition

that mr ≪ 1 is equivalent to demanding that the scalar field be light (mϕr ≪ 1). See Appendix A

for more details.

In summary, Eq. (3.37) is a solution to the trace of the field equation within the Solar System only

if the scalar degree of freedom propagates on Solar System scales. In terms of f(R), the necessary

condition is

|m2|r2 ≡
∣

∣

∣

∣

1

3

(

fR0

fRR0
− R0 − 3

�fRR0

fRR0

)∣

∣

∣

∣

r2 ≪ 1. (3.40)

The triangle inequality tells us that the mass constraint given by Eq. (3.40) implies that

∣

∣

∣

∣

fR0

fRR0

∣

∣

∣

∣

r2 −
∣

∣

∣

∣

R0 − 3
�fRR0

fRR0

∣

∣

∣

∣

r2 ≪ 1. (3.41)

Finally, since �fRR0/fRR0 ∼ H2, where H ≡ ȧ/a is the current Hubble parameter, and we know

that R0r
2 ∼ H2r2 ≪ 1 by cosmological constraints, the mass constraint implies that

∣

∣

∣

∣

fR0

fRR0

∣

∣

∣

∣

r2 ≪ 1. (3.42)

We will now use the expression for R1 given by Eq. (3.37) to solve the field equations for the

metric perturbations ν and λ. As we did for the trace of the field equation, we simplify the field

equations by replacing f(R) and fR(R) with first-order Taylor expansions around the background

value R0 to obtain field equations that are linear in R1. Using Eq. (3.27) to simplify this expression,

we obtain

fR0(R
µ
ν − [R0]

µ
ν ) + fRR0R1R

µ
ν − 1

2
fR0R1δ

µ
ν − fRR0∇µ∇νR1 + δµ

ν fRR0�R1 = κT sµ
ν , (3.43)

where [R0]
µ
ν is the unperturbed FRW Ricci tensor and δµ

ν is the Kronecker delta. We neglected

time derivatives of the background metric when deriving this equation. As previously noted, the

time-scale of variations in R0 is much longer than that of Solar System dynamics, making the terms

involving time derivatives of R0 irrelevant to gravitational effects within the Solar System.
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We simplify Eq. (3.43) further by dropping several negligible terms. We continue to ignore terms

that depend on the variation of the background spacetime by dropping terms that involve products

of λ, ν and fRR0R1 with H and dH/dt. Since we are working in the weak-field regime, we neglect

all terms that are nonlinear functions of the metric perturbations λ and ν. Keeping only terms that

are linear in λ and ν allows us to replace the � with the flat-space Laplacian operator ∇2 since

the perturbation is assumed to be static. Finally, we know from Eq. (3.37) that fRR0R1 ∼ κM/r,

and we expect ν and λ to be proportional to κM/r as well. Therefore, fRR0R1ν and fRR0R1λ

are second-order quantities, and we may neglect them. With these simplifications, the tt, rr, θθ

components of Eq. (3.43) are respectively

fR0∇2ν +
1

2
fR0R1 − fRR0∇2R1 = κρ, (3.44)

fR0

(

−ν′′ +
2

r
λ′

)

− 1

2
fR0R1 +

2

r
fRR0R

′
1 = 0, (3.45)

fR0

(

1

r
λ′ − 1

r
ν′ +

2

r2
λ

)

− 1

2
fR0R1 +

1

r
fRR0R

′
1 + fRR0R

′′
1 = 0, (3.46)

where the prime denotes differentiation with respect to r. The φφ component of Eq. (3.43) is

identical to the θθ component given by Eq. (3.46).

Recalling that R1 solves Eq. (3.34) with m2 = 0 so that ∇2R1 is proportional to the density ρ,

Eq. (3.44) may be rewritten

fR0∇2ν =
2

3
κρ − 1

2
fR0R1. (3.47)

We express ν as the sum of two functions: ν = ν0 + ν1, where

fR0∇2ν0 =
2

3
κρ, (3.48)

fR0∇2ν1 = −1

2
fR0R1. (3.49)

Provided that fR0 6= 0, Eq. (3.48) may be integrated via Gauss’s Law to give

ν′
0(r) =

κ

6πfR0

m(r)

r2
, (3.50)

where m(r) is the mass enclosed in a sphere of radius r. If we assume that ν0 vanishes as r → ∞,

we may integrate Eq. (3.50) to obtain

ν0 = − κ

6πfR0

M

r
, (3.51)
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outside the star. Solving Eq. (3.49) outside the star using Eq. (3.37) for R1 yields

|ν1| =
1

48πfRR0
κMr ≪ 1

fR0

κM

r
, (3.52)

where the inequality follows from Eq. (3.42). Since ν0 ∼ κM/(fR0r) outside the star we have shown

that |ν1| ≪ |ν0|. Therefore, we may neglect ν1 and conclude that ν = ν0 as given by Eq. (3.51).

This expression for ν is used to define Newton’s constant: G ≡ κ/(6πfR0). For 1/R gravity with a

static vacuum de Sitter background, fR0 = 4/3, so κ takes its standard value of 8πG and Eq. (3.51)

matches the corresponding result in Section 3.2.

We now turn our attention to Eq. (3.45), which we will solve for λ. First, we note that Eq. (3.37)

implies that R′
1 = −R1/r. Therefore, the ratio of the second two terms in Eq. (3.45) is

∣

∣

∣

∣

(1/2)fR0R1

2fRR0R′
1/r

∣

∣

∣

∣

∼
∣

∣

∣

∣

fR0

fRR0

∣

∣

∣

∣

r2 ≪ 1, (3.53)

where the inequality follows from Eq. (3.42). Consequently, the fR0R1 term is negligible, and we

drop it from the equation. Differentiating Eq. (3.50) to find ν′′, and using Gauss’s Law to obtain

R′
1 from Eq. (3.34) (with m2 = 0), we may then rewrite Eq. (3.45) as

λ′(r) =
κ

12πfR0

d

dr

(

m(r)

r

)

. (3.54)

Assuming that λ vanishes as r → ∞, this equation may be integrated to obtain

λ =
κ

12πfR0

M

r
, (3.55)

outside the star. It is easy to verify that Eqs. (3.51) and (3.55) also satisfy the third field equation,

Eq. (3.46).

We may now check our assumption that R1 ≪ R0 for nonzero R0. From the expression for R1

given by Eq. (3.37) and our definition that κ ≡ 6πfR0G, we see that

R1

R0
∼<

1

R0

(

GM

Rs

)

fR0

fRR0
, (3.56)

where Rs is the radius of the star. It is easy to check that this expression holds inside the star as

well by integrating Eq. (3.34) into the interior of the star. Therefore, our assumption that R1 ≪ R0

places an additional condition on the ratio fR0/fRR0:

∣

∣

∣

∣

fR0

fRR0

∣

∣

∣

∣

≪ R0

(

Rs

GM

)

for R0 6= 0. (3.57)

If fR0/fRR0 ∼ R0, as is the case for many f(R) theories with nonzero R0, then this condition is
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always satisfied.

Thus we have shown explicitly that ν = −2λ = −GM/r for all f(R) theories with nonzero fRR0

that satisfy the conditions given by Eqs. (3.29), (3.30), (3.40) and (3.57). Transforming the metric

given by Eq. (3.33) to isotropic coordinates, taking a = 1 today, and keeping only terms that are

linear in GM/r gives

ds2 = −
(

1 − 2GM

r

)

dt2 +

(

1 +
GM

r

)

[

dr2 + r2dΩ2
]

. (3.58)

It is clear that this spacetime is equivalent to a Parameterized Post-Newtonian spacetime with PPN

parameter γ = 1/2. This result is in gross violation of observations; as previously mentioned, Solar

System tests require that γ = 1 + (2.1 ± 2.3) × 10−5 [116, 117]. We also note that this result is in

precise agreement with the results obtained using the equivalent scalar-tensor theory [72] (see also

[126]).

3.4 Case studies in f(R) gravity

First, we show how we regain the results of general relativity if we take fRR0 = 0 and assume that

our linearized Taylor expansion is a valid approximation. We note that general relativity [f(R) = R]

satisfies both of these conditions.

Taking fRR0 = 0, Eq. (3.32) yields

fR0R1 = κρ. (3.59)

When fRR0 = 0, the fR0R1 terms in the field equations [Eqs. (3.45-3.46)] are no longer negligible

compared to the terms proportional to fRR0 since these terms vanish. The field equations then

become

fR0∇2ν +
1

2
fR0R1 = κρ, (3.60)

fR0

(

−ν′′ +
2

r
λ′

)

− 1

2
fR0R1 = 0, (3.61)

fR0

(

1

r
λ′ − 1

r
ν′ +

2

r2
λ

)

− 1

2
fR0R1 = 0. (3.62)

Using Eq. (3.59), Eq. (3.60) becomes

fR0∇2ν =
κ

2
ρ, (3.63)

and the solution outside the star is

ν = − κ

8πfR0

M

r
. (3.64)
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From Eq. (3.61) and Eq. (3.62), we have

fR0

r2
(rλ)

′
=

κ

2
ρ, (3.65)

and the solution outside the star is

λ =
κ

8πfR0

M

r
= −ν. (3.66)

Since ν = −λ = −GM/r, transforming to isotropic coordinates reveals that γ = 1 as expected.

With this result it is easy to see why the µ → 0 limit in 1/Rn (n > 0) gravity does not recover

general relativity. In 1/Rn gravity [33], we have

f(R) = R − µ2+2n

Rn
, n > 0. (3.67)

The static solution to Eq. (3.27) with T cos = 0 is R0 = (n+2)1/(n+1)µ2, and fRR0 ∝ µ−2. Therefore,

fRR0 diverges rather than vanishes in the limit that µ → 0, and general relativity is not regained.

The mass parameter for this theory has the dependence m2 ∝ µ2 and hence it vanishes in the limit

that µ → 0. Furthermore, a Taylor series of Eq. (3.67) around R0 is well-behaved and cosmological

constraints tell us that µ ∼ H so that m2r2 ≪ 1 in the Solar System. We conclude that the

analysis of general f(R) gravity given in Section 3.3 applies and γ = 1/2 for these theories in a

static background.

We note however that the static solution to Eq. (3.27) may not describe the current cosmolog-

ical background in 1/Rn gravity. This solution is unstable, and without fine-tuning of the initial

conditions, this spacetime will evolve toward a spacetime with R0 ≪ µ2 [33]. In that case, we note

that

(m!)−1f (m)(R0)R
m
1

f0 + fR0R1
∼<

(

GM

r

)m

≪ 1, (3.68)

(m!)−1f (m+1)(R0)R
m
1

fR0 + fRR0R1
∼<

(

GM

r

)m

≪ 1, (3.69)

so that Eqs. (3.29) and (3.30) are still satisfied. Furthermore, m2 ∝ R0, so, as in the static-

background case, the mass is of order the Hubble parameter today. Therefore, the γ = 1/2 result

holds even during the late-time evolution of 1/Rn gravity.

Next we consider Starobinsky gravity [114] which has

f(R) = R +
R2

α2
. (3.70)

The static solution to Eq. (3.27) with T cos = 0 is R0 = 0 for this theory. Since f(R) is a second-order
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polynomial, the first-order Taylor expansion of fR(R0 +R1) is exact. The O(R2
1) term in the Taylor

expansion of f(R0 + R1) is suppressed compared to the linear term by a factor of GM/r and is

therefore negligible. The mass parameter for this theory is proportional to α2, so Eq. (3.37) is a

solution for R1 if α2r2 ≪ 1. Therefore, γ = 1/2 in this theory if α2r2 ≪ 1 inside the Solar System.

If the mass parameter α is made large (i.e., if α ≃ 1012 GeV as proposed in Ref. [114]), then this

condition is not satisfied and we cannot use the analysis in Section 3.3 to calculate γ for this theory.

Next we consider an example of a theory that uses two mass parameters: a hybrid between

Starobinsky gravity and 1/R gravity. In particular, consider the function

f(R) = R +
1

α2
R2 − µ4

R
. (3.71)

We then find that, as in the usual 1/R case, we have R0 =
√

3µ2 (for a static background in vacuum).

However,

m2 = 3µ2

(

α2

9µ2 −
√

3α2

)

. (3.72)

We can make this quantity as large as we want by letting the denominator tend towards zero, which

gives the condition α → 33/4µ. Thus, in this model we can violate the conditions listed in Section

3.3 by fine-tuning the parameters.

Finally, we consider power-law gravitational actions [131]:

f(R) =

(

R

α

)1+δ

. (3.73)

Assuming that δ 6= 1, the static vacuum solution to Eq. (3.27) is R0 = 0. If δ is not an integer,

there will be some derivative that is not defined at R = 0, which causes the Taylor expansion to fail

around that point. In particular, if it is supposed that δ ≪ 1, then at least the second derivative will

be undefined so that the Taylor expansion will fail. For δ = 1 the static vacuum background value

R0 is undetermined. However, if we choose R0 6= 0 then all of the conditions listed in Section 3.3 are

satisfied and we conclude that γ = 1/2 in agreement with Ref. [132]. If δ is an integer greater than

one, then the Taylor expansion around f(R0 = 0) is well-defined, but we cannot drop the terms that

are nonlinear in R1 since the linearized function vanishes. Therefore, this analysis is incapable of

determining whether f(R) = R1+δ gravity with δ 6= 1 conflicts with Solar System tests.

3.5 Characteristics of viable f(R) theories1

In the previous section, we found that some f(R) theories do not permit a Taylor expansion around

their background value and others have large mass scales. Our analysis is not applicable to these

1This section contains previously unpublished work by the author.
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theories and consequently, they may evade Solar System tests. Their interest, however, is limited,

because theories of these types have not been shown to produce late-time cosmic acceleration, which

was the motivation for f(R) gravity. Now we will consider theories that fail the condition specified

by Eq. (3.57), which we will refer to as the linearity condition. This condition bears a strong

resemblance to the “thin-shell” condition of chameleon gravity [133, 134], so it may hold the key

to designing f(R) theories that cause cosmic acceleration and evade Solar System tests. Indeed,

such models do exist [135, 79, 136, 137], and in this section we consider specifically the f(R) form

proposed by Hu and Sawicki [79]:

f(R) = R − m2 c1(R/m2)n

c2(R/m2)n + 1
. (3.74)

In this expression, c1 and c2 are dimensionless constants, n is a positive number, and m2 = 8πGρ0/3,

where ρ0 is the present-day matter density. This theory yields cosmic expansion that mimics a ΛCDM

universe provided that R ≫ m2 [79].

Before we examine how this theory violates the linearity condition and evades Solar System tests,

we will briefly review the chameleon mechanism [133, 134], which provides a conceptual picture of the

underlying physics. In chameleon gravity, there is a scalar field φ with a monotonically decreasing

potential V (φ) that couples to matter and generates a fifth force. This fifth force is suppressed

because the scalar field’s dynamics are governed by an effective potential that is density-dependent:

Veff(φ) = V (φ) + ρ exp

(

βφ

mPl

)

, (3.75)

where β is a coupling parameter between matter and the scalar field, ρ is the density of the envi-

ronment, and m2
Pl = G−1. Since V (φ) is monotonically decreasing, this effective potential has a

minimum if ρ is nonzero, as depicted in Fig. 3.1. The value of φ at that minimum is also density-

dependent, and the curvature of the effective potential around the minimum increases with the

ambient density. Therefore, the scalar field is effectively more massive in a higher-density region,

provided that the scalar field reaches the minimum of the effective potential in that region (φint).

The scalar field reaches this minimum only if the “thin-shell” condition is satisfied:

φext − φint ≪ βmPlΦ, (3.76)

where φext is the value of φ at the minimum of Veff outside the body, and Φ is the Newtonian

gravitational potential of the massive body. In this case, the effects of the fifth force are suppressed

because the scalar field is heavy inside the massive body and cannot propagate outside the body:

this is the essence of the “chameleon mechanism.”

We can already see two indications that an analogous effect could occur in f(R) gravity. In
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Veff(φ, ρext)

Veff(φ, ρint)

ρext exp

(

βφ

mPl

)

ρint exp

(

βφ

mPl

)

V (φ)

φextφint

V

φ

Figure 3.1: The effective potential of chameleon gravity. The effective potential is the sum of
a monotonically decreasing V (φ) (dotted curve) and ρ exp[βφ/mPl] (solid curves). The effective
potential is shown for two values of the density, with ρint > ρext. The short-dashed curve is the
effective potential inside a massive body with ρ = ρint. The minimum of this potential is at φ = φint.
The long-dashed curve is the effective potential outside the massive body, where ρ = ρext, and its
minimum is at φ = φext. Note that the curvature of the effective potential inside the massive body
around φint is greater than the curvture of the effective potential outside the body around φext; this
implies that φ is effectively more massive in the higher-density region, provided that φ ≃ φint there.

Appendix A, we show that f(R) gravity is equivalent to a scalar-tensor theory, and we see that

the effective mass of the scalar field, given by Eq. (3.38), contains a term that depends on the

background density of matter. It therefore seems plausible that an f(R) theory could be designed so

that the scalar field in the equivalent scalar-tensor theory behaves like the scalar field in chameleon

gravity. In fact, such an f(R) theory, with an explicit connection to chameleon gravity, was first

presented in Ref. [135], but this model was found to be indistinguishable from general relativity

with a cosmological constant. Second, we note that the thin-shell condition is a lower bound on Φ,

while our linearity condition is an upper bound on Φ = GM/Rs; it is therefore possible that the two

conditions are related and mutually exclusive. We will see that this is indeed the case.

It is possible for an f(R) gravity theory to give γ ≃ 1 in the Solar System if R ≃ 8πGρ inside the

Sun [79]. However, in Section 3.2 we stressed that this relation is not necessarily true in f(R) gravity.

On the contrary, we found that R ≪ 8πGρ both inside and outside the Sun in 1/R gravity. The
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form of f(R) given by Eq. (3.74) is special because it does permit solutions of the field equation in

which R ≃ 8πGρ for certain values of n, c1 and c2 and certain values of the density inside and outside

the Sun, as demonstrated numerically in Ref. [79]. The connection to the chameleon mechanism

gives insight into what is happening: R ≃ 8πGρ inside the Sun corresponds to φ = φint inside the

massive body. The background value of the Ricci scalar, R = R0, corresponds to φ = φext. If R

can smoothly transition from R0 far from the Sun to R ≃ 8πGρ ≫ R0 inside the Sun, then the

chameleon mechanism hides the deviation from general relativity and γ ≃ 1. However, if the Sun’s

potential is too small to cause R to deviate significantly from R0 inside the Sun, then the linearity

condition given by Eq. (3.57) is satisfied, and γ = 1/2.

Hu and Sawicki [79] define a “thin-shell” condition for their model: R ≃ 8πGρ inside a massive

body only if (fR−fR0) ≪ Φ inside the Sun. Clearly, this condition is identical in form to Eq. (3.76),

which further illustrates the connection between chameleon gravity and this f(R) model. We will

now show how this condition is mutually exclusive with our linearity condition. With the assumption

that R ≫ m2, Eq. (3.74) implies

fR ≃ 1 − n
c1

c2
2

(

m2

R

)n+1

, (3.77)

and since R0 ≪ R is implied by the solution R ≃ 8πGρ, we see that

fR − fR0 ≃ n
c1

c2
2

(

m2

R0

)n+1

. (3.78)

Furthermore, Eq. (3.74), with R0 ≫ m2, implies that

fRR0 ≃ n(n + 1)
c1

c2
2

(

m2

R0

)n+1
1

R0
. (3.79)

As long as n is not much greater than unity, we see that R0fRR0 ∼ (fR − fR0). The thin-shell

condition is therefore equivalent to 1/fRR0 ≫ R0Φ
−1. When we note that fR0 ≃ 1 for R0 ≫ m2,

we see that the thin-shell condition implies fR0/fRR0 ≫ R0Φ
−1, which is the exact opposite of our

linearity condition given by Eq. (3.57).

Our linearity condition provides some insight into the conditions necessary for the Hu-Sawicki

f(R) theory to evade Solar System tests. A key parameter combination in this model is

I0 ≡ n
c1

c2
2

(

1

41

)n+1

, (3.80)

which was called |fR0| in Ref. [79]. In terms of I0, the linearity condition is

I0 ≫
(

R0

41m2

)n+1

Φ. (3.81)
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Thus we see that the nonlinear R ≃ 8πGρ solution will not exist if I0 is too large, and we expect

that the maximum value will increase with increasing n; both of these features are confirmed by the

numerical analysis presented in Ref. [79].

So what value of I0 is required to violate the linearity condition, thus giving this f(R) theory

a chance of evading Solar System tests? We first consider a star surrounded by a background

cosmological density. To match the observed expansion of the Universe, the cosmological background

value of the Ricci scalar must be R0 = 41m2 [79]. The potential of the Sun is Φ ≃ 10−6. With these

values, the linearity condition is I0 ≫ 10−6. Therefore, I0 must be very small if we are to avoid

γ = 1/2. This is not a very realistic description of our Solar System, however; the Sun is surrounded

by interstellar matter, and the density of this matter is much higher than the cosmological average.

If we assume that R0 = 8πGρ, with ρ = 10−24 g cm−3, throughout the Galaxy, then R0/m2 ≃ 106.

The linearity condition is then I0 ≫ 106n/(41n+1), which is much easier to violate. However, this

solution is only valid if the nonlinear R = 8πGρ solution is stable inside the Galaxy. Since the

potential of the Galaxy is also Φ ≃ 10−6, the linearity condition for the Galaxy imbedded in a

background with R = 41m2 is I0 ≫ 10−6. This bound matches the numerical results presented in

Ref. [79]; Hu and Sawicki find that R = 8πGρ in the Galaxy only if I0 ∼< 2 × 10−6.

3.6 Summary and discussion

By analyzing the field equations around a spherically symmetric mass, we have shown that the PPN

parameter γ of general f(R) gravity is γ = 1/2 given the following conditions:

I. The Taylor expansions of f(R) and df/dR about the current background value R = R0, where R0

solves Eq. (3.27), are well-defined and dominated by terms that are linear in deviations away from

R = R0. If R0 is non-zero, then the deviations from R0 are small compared to R0. This condition

may be re-expressed as Eq. (3.57) and is closely related to the third condition stated below.

II. The second derivative of f(R) with respect to R is nonzero when evaluated at the background

value of R = R0.

III. The mass parameter given by Eq. (3.35) respects the condition mr ≪ 1 within the Solar System.

For theories with one extra mass parameter and non-zero R0, as in 1/R gravity, it is reasonable

to assume that fR0/fRR0 ∼ R0. In that case, the latter part of the first condition is always true

and the third condition is satisfied provided that R0r
2 ≪ 1 within the Solar System. However, for

theories with multiple mass parameters, such as the Starobinsky-1/R hybrid presented in this paper,
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it is possible that this condition can be violated.

The latter part of the first condition may also be violated by multiple-parameter f(R) theories. In

these theories, which do not respect Eq. (3.57), the Sun causes the Ricci scalar to deviate significantly

from its background value. Consequently, terms in the field equation that are nonlinear in the

perturbation to R are important. When these terms are included, the effects of the scalar degree of

freedom in f(R) gravity that lead to deviations from general relativity in the Solar System may be

suppressed through the chameleon mechanism [133, 134]. Since these terms were neglected in our

derivation of γ = 1/2, it is possible that these theories could give γ ≃ 1 in the Solar System.

Several f(R) models that explain cosmic acceleration and evade Solar System tests through these

nonlinear effects have been proposed [135, 79, 136, 137]. In this chapter, we examined the Hu-Sawicki

model [79] and showed how this model violates Eq. (3.57) when the parameters are chosen so that

γ ≃ 1 in the Solar System. The other viable f(R) theories exhibit similar features; they all use the

chameleon mechanism to hide the local effects of the light scalar degree of freedom that is responsible

for driving cosmic acceleration.

The three conditions listed above correspond to synonymous conditions in the scalar-tensor

treatment. The linearity conditions established by first condition prevent the scalar potential in

the equivalent scalar-tensor theory from introducing any nonlinear effects. The equivalence between

f(R) and scalar-tensor gravity only holds if the second derivative of f(R) is non-zero. Finally,

γ = 1/2 only if the scalar degree of freedom is light enough to propagate through the Solar System.

Therefore, we have also verified that, contrary to the claim of some authors [73, 74, 75, 76, 77],

calculating the Solar System predictions of f(R) gravity using the equivalent scalar-tensor theory is

a valid technique.
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Chapter 4

The Effects of Chern-Simons Gravity on

Bodies Orbiting the Earth1

4.1 Introduction

The study of modifications of the theory of general relativity has been of interest ever since Einstein

first formulated general relativity in 1915. Particularly interesting are modifications that introduce

terms to the Einstein-Hilbert action that are second order in the curvature, as such modifications

represent high-energy corrections to the Einstein-Hilbert action that might arise in quantum gravity.

Chern-Simons gravity is an example of such a second-order modification of the Einstein-Hilbert

action.

Chern-Simons modifications to gravity were first considered in 2+1 dimensions [139]. Refs. [80,

81] investigated the structure of these theories in 3+1 dimensions and showed how they could arise

as a low-energy consequence of string theory. Ref. [140] considered some early-universe implications

of such theories. Refs. [141, 142] investigated how Chern-Simons terms might participate in lep-

togenesis. Ref. [82] renewed the investigation of Chern-Simons gravity, working out the linearized

equations of the theory and their implications for gravitational waves. Most recently, Refs. [143, 144]

solved the linearized Chern-Simons field equations around a collection of spinning point masses. In

much of the work on Chern-Simons gravity, the Chern-Simons term is coupled to a scalar field (as

detailed below), and this scalar field is assumed to be spatially homogeneous but time varying. This

assumption can be motivated by arguments analogous to those that have been made suggesting that

the quintessence field should be coupled to the Chern-Simons term of electromagnetism [145].

Chern-Simons gravity has thus far eluded constraints from Solar System tests of weak-field gravity

because it is indistinguishable from general relativity for all spacetimes that possess a maximally

symmetric two-dimensional subspace and for all conformally flat spacetimes [80]. Therefore, the

Schwarzschild spacetime as well as the Robertson-Walker spacetime are also solutions of the Chern-

Simons gravitational field equations. Distinguishing Chern-Simons gravity from general relativity

requires considerations of spacetimes that are not spherically symmetric, such as the spacetime

around a spinning body. To this end, Refs. [143, 144] investigated the Chern-Simons modifications to

the motion of bodies around a spinning point mass and found that the motion was indistinguishable

1This chapter was adapted from The effects of Chern-Simons gravity on bodies orbiting the earth, Tristan L. Smith,
Adrienne L. Erickcek, Robert R. Caldwell and Marc Kamionkowski; Phys. Rev. D 77, 024015 (2008). Reproduced
here with permission, copyright (2008) by the American Physical Society.
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from that predicted by general relativity.

In this chapter we take further steps to link Chern-Simons gravity to current and forthcoming

experimental tests of weak-field gravity. We assume, as in other recent work, that the scalar field

coupled to the Chern-Simons term is time varying but spatially homogeneous. We then determine

the spacetime around an extended spinning mass and find that it differs from the spacetime around

a spinning point mass. We determine the orbits of test particles and the precession of gyroscopes

moving in this spacetime and find that the Chern-Simons modification does lead to observable

deviations from the predictions of general relativity. These deviations allow us to evaluate constraints

to the Chern-Simons parameter space from current satellite experiments, as well as those regions to

be probed with forthcoming experiments.

We begin in Section 4.2 by defining Chern-Simons gravity and deriving the gravitational field

equations. In Section 4.3, we consider the linear theory and derive the gravitomagnetic equations

of motion (the Chern-Simons Ampère’s law). The solution for the gravitomagnetic field around a

spinning massive body is presented in Section 4.4. In Section 4.5, we consider the orbital precession

of test bodies in this spacetime, as well as the orbital precession of gyroscopes, and we determine

the regions of the Chern-Simons-gravity parameter space that are probed with the LAGEOS and

Gravity Probe B satellites. We summarize our findings in Section 4.6.

4.2 Chern-Simons gravity

We consider the theory defined by the action

S =

∫

d4x
√−g

[

− 1

2κ2
R +

ℓ

12
θRR̃ − 1

2
(∂θ)2 − V (θ) + Lmat

]

, (4.1)

where Lmat is the Lagrangian density for matter, g ≡ det gµν is the determinant of the metric gµν ,

R is the Ricci scalar (with the convention Rλ
µνκ ≡ Γλ

µν,κ + · · · for the Riemann tensor), and RR̃ is

a contraction of the Riemann tensor and its dual:

RR̃ ≡ Rβ γδ
α R̃α

βγδ, (4.2)

where the dual of the Riemann tensor is defined by

R̃
µ

ναβ ≡ 1

2
ǫσταβRµ στ

ν , (4.3)

where ǫσταβ is the Levi-Civita tensor, including a factor of
√−g. Finally, ℓ is a new length scale,

a parameter of the theory, and κ2 ≡ 8πG, where G is Newton’s constant. Throughout this chapter

we take Greek indices to range from 0 to 3. This action is different from the action considered in
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Ref. [82] in that here θ is a dynamical scalar field with a canonical kinetic term, so the ℓ parameter

is required to make the action dimensionless.

The equation of motion for θ is given by

�θ =
dV

dθ
− 1

12
ℓRR̃. (4.4)

The gravitational field equations take the form

Gµν − 2

3
ℓκ2Cµν = −κ2Tµν , (4.5)

where Gµν is the Einstein tensor, Tµν is the stress-energy tensor for the scalar field and the matter

Lagrangian, and we refer to Cµν as the Cotton-York tensor1,

Cµν =
1

2

[

(∂σθ)
(

ǫσµαβ∇αRν
β + ǫσναβ∇αRµ

β

)

+ ∇τ (∂σθ)
(

R̃τµσν + R̃τνσµ
)]

. (4.6)

Ref. [82] notes that if θ is a non-dynamical field (a Lagrange multiplier), the theory cannot

accommodate a spacetime with a nonzero RR̃ because the Cotton-York tensor would have a non-

zero divergence. However, if θ is a dynamical field, then the theory can indeed accommodate

spacetimes with nonzero RR̃ since we have

−2

3
ℓκ2∇µCµν =

ℓκ2

12
(∂νθ)RR̃ = −κ2∇µT θ

µν , (4.7)

where T θ
µν is the stress-energy tensor for θ. We see that whereas the scalar-field stress-energy and

the Cotton-York tensors are separately conserved when RR̃ = 0, the divergence of the scalar field

stress-energy tensor is precisely balanced by the divergence of the Cotton-York tensor for non-zero

RR̃ due to the novel coupling between the scalar field and gravity.

4.3 The Chern-Simons gravitomagnetic equations

We begin with a perturbation to the flat metric [using signature (− + ++)],

gµν = ηµν + hµν , (4.8)

1We note that this definition differs from the usual expression for the four-dimensional Cotton-York tensor (see
Ref. [82]).
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and compute the linearized Einstein and Cotton-York tensors,

Glinear
µν =

1

2
(�hµν + ∂µ∂νh − ∂µ∂αhα

ν − ∂ν∂αhα
µ − ηµν [�h − ∂α∂βhαβ ]), (4.9)

C linear
µν =

1

8
∂α∂βθ[ηνγǫγβστ (hµσ,ατ −hασ,µτ −hµτ ,ασ +hατ ,µσ)

+ ηµγǫγβστ (hνσ,ατ −hασ,ντ −hντ ,ασ +hατ ,νσ)]

+
1

4
∂βθǫαβστ [ηαµ∂τ

(

�hνσ − ∂ν∂λhλσ

)

+ ηαν∂τ

(

�hµσ − ∂µ∂λhλσ

)

], (4.10)

where � is the flat-space d’Alembertian and the comma denotes partial differentiation. Since we

will require below only the gravitomagnetic fields, we will be primarily interested in the time-space

components of the linearized field equations.

In this chapter, we suppose that the scalar field depends only on cosmic time, θ = θ(t), the

assumption being that θ is either a quintessence field or some other field that somehow echoes the

arrow of time associated with the cosmic expansion. This choice implies that the field equations

are not Lorentz invariant in the Solar System since ∂σθ points in the cosmic time direction and

couples to local gravity through the Cotton-York tensor [Eq. (6)]. We note that a nonzero RR̃ will

source spatial variations in θ through Eq. (4). By restricting θ to be spatially homogenous, we are

effectively treating θ as a non-dynamical field, and we leave a full dynamical treatment to future

work. Finally, we neglect corrections due to the motion of the Earth with respect to the rest frame

of the cosmic microwave background.

We work with the trace-reversed metric perturbation,

h̄µν ≡ hµν − 1

2
ηµνh, (4.11)

and impose the Lorenz-gauge condition, ∂µh̄µν = 0, to obtain the linearized time-space field equa-

tions,

Glinear
0i − 2

3
ℓκ2C linear

0i = −κ2T0i, (4.12)

with

Glinear
0i =

1

2
�h̄0i, (4.13)

C linear
0i =

θ̇

4
ǫ0ijk∂j�h̄k

0, (4.14)

where the dot denotes differentiation with respect to time and Latin indices are purely spatial and

range from 1 to 3. The stress-energy tensor for θ(t) is diagonal, so it does not contribute to the

time-space field equations.
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Let tα be a unit vector in the coordinate time direction, and then define the 4-vector potential

of this linearized theory,

Aµ ≡ −1

4
h̄µνtν = −1

4
h̄µ0. (4.15)

We consider a source with mass density ρ, mass current ~J and negligible pressure, so we can express

the matter stress-energy tensor as

Tµν = 2t(µJν) − ρtµtν , (4.16)

where Jµ ≡ −Tµνtν = (−ρ, ~J). In general relativity, the time-space components of the linearized

field equations take the form

∂µ∂µAi = −4πGJi, (4.17)

which is (nearly) identical to Maxwell’s equations for the vector potential in Lorenz gauge (∂µAµ =

0). Given our definition of Aµ, the Lorenz-gauge condition for Aµ is implied by our earlier gauge

choice for h̄µν .

The classically ‘physical’ fields (i.e., those that enter into the geodesic equation) ~E and ~B are

given by

Ei = ∂iA0 − ∂0Ai, (4.18)

Bi = ǫ0ijk∂jAk, (4.19)

where we have defined ǫ0ijk = 1. Two of the Maxwell equations,

~∇ · ~B = 0, (4.20)

~∇× ~E = −∂ ~B

∂t
, (4.21)

are a direct consequence of the way in which the ~E and ~B fields are defined in terms of the vector

potential, and so these two equations will be the same in Chern-Simons gravity. Gauss’ law, which

follows from the time-time component of the field equation, is now

~∇ · ~E = 4πG(ρ + ρθ), (4.22)

where ρθ is the energy density of the scalar field θ(t) and is uniform throughout the Solar System.

Since ρθ cannot be larger than the mean cosmological energy density, it must be negligible compared

to the density of the source ρ, and we do not consider it further. The only significant modification
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will be to Ampère’s law, which, for Chern-Simons gravity, is now given by

~∇× ~B − ∂ ~E

∂t
− 1

mcs
� ~B = 4πG~J, (4.23)

where we have defined mcs ≡ −3/(ℓκ2θ̇).

Given the metric perturbation represented by the gravitomagnetic potential and neglecting the

time variation of the metric, slowly moving particles travel on geodesics such that a ‘Lorentz force

law’ of the form,

~a = − ~E − 4~v × ~B, (4.24)

is obtained. Therefore, as in electrodynamics, only the physical fields, and not the potentials, have

physical relevance.

We furthermore note that RR̃ can be expressed in terms of gravito-electric and gravitomagnetic

fields as

RR̃ = −16(∂iEj)(∂kBl)(η
ikηjl + ηilηjk). (4.25)

Unlike the case with Maxwell fields [146], it is not sufficient for the fields to have a non-vanishing

~E · ~B in order to have a non-trivial coupling between gravity and the scalar field. The best example

of a gravitational source which produces a non-vanishing RR̃ is a spinning, spherical body.

4.4 Gravitomagnetism due to a spinning sphere in Chern-

Simons gravity

4.4.1 Calculation of the vector potential

In Lorenz gauge (∂µAµ = 0) the Chern-Simons Ampère’s law, Eq. (4.23), can be written as

�

[

~A +
1

mcs

~B

]

= −4πG~J, (4.26)

where we have neglected the time variation in θ̇ in order to place mcs inside the d’Alembertian

operator. We are dealing with a stationary source, and so � = ∇2. We may invert Eq. (4.26) to

obtain

~A +
1

mcs

~∇× ~A = G

∫ ~J

|~r − ~r′|d
3r′. (4.27)

We can write this as
(

I +
1

mcs

~∇×
)

~A = G

∫ ~J

|~r − ~r′|d
3r′, (4.28)
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where I is the identity matrix. Multiplying both sides of the equation by
[

I − (1/mcs)~∇×
]

, we

obtain

~A − 1

m2
cs

~∇× ~∇× ~A = G

(

I − 1

mcs

~∇×
)∫ ~J

|~r − ~r′|d
3r′. (4.29)

Noting that ~∇× ~∇× ~A = −∇2 ~A in Lorenz gauge, we have

∇2 ~A + m2
cs

~A = ~S, (4.30)

where

~S ≡ m2
csG

(

I − 1

mcs

~∇×
)
∫ ~J

|~r − ~r′|d
3r′. (4.31)

We recognize this as the inhomogeneous Helmholtz equation. We consider a homogeneous rotating

sphere, and so the mass current is

~J = ρ [~ω × ~r] Θ(R − r), (4.32)

where R is the radius of the rotating body, ρ is its density, ~ω is its angular velocity, r is the distance

from the origin, and Θ is the Heaviside step function.

The most general Green’s function for the inhomogeneous Helmholtz equation is

G(~r, ~r′) = −cos(mcs|~r − ~r′|) + γ̃ sin(mcs|~r − ~r′|)
4π|~r − ~r′| , (4.33)

where γ̃ is a constant. However, the second term (that is proportional to γ̃) remains constant for

|~r′ − ~r| ≪ m−1
cs , implying that the influence of the source does not decrease with distance (for

distances r ≪ m−1
cs ), which we interpret as unphysical. We therefore set γ̃ = 0. We then use

multipole expansions for the Green’s function,

−cos(mcs|~r − ~r′|)
4π|~r − ~r′| = mcs

∑

ℓ,m

jℓ(mcsr<)yℓ(mcsr>)Y ∗
ℓm(r̂′)Yℓm(r̂), (4.34)

where jℓ(x) and yℓ(x) are, respectively, spherical Bessel function of the first and second kind, Yℓm(r̂)

is a spherical harmonic, and the subscript < (>) means the argument is the lesser (greater) of r or

r′. The solution for ~A is then obtained by integrating,

~A =

∫

d3r′G(~r, ~r′)~S(~r′), (4.35)

where all vectors are expanded in a Cartesian basis.

The resulting expression for ~A may be split into a general-relativistic and a Chern-Simons term,



65

~A = ~AGR + ~ACS, where

~AGR = −4πGρ

3
R3(r̂ × ~ω) ×











r
R

[

1
2 − 3

10

(

r
R

)2
]

, r ≤ R,

R2

5r2 , r ≥ R,

(4.36)

is the gravitomagnetic vector potential in general relativity, and

~ACS = −4πGρR3

mcsR

[

C1(r) ~ω + C2(r) r̂ × ~ω + C3(r) r̂ × (r̂ × ~ω)
]

, (4.37)

with

C1(r) = − r2

5R2
+

1

3
+

2

m2
csR

2
+

2R

r
y2(mcsR)j1(mcsr),

C2(r) =
mcsr

m2
csR

2
+ mcsR y2(mcsR)j1(mcsr),

C3(r) =
r2

5R2
+ mcsR y2(mcsR)j2(mcsr), (4.38)

inside the sphere, and

C1(r) =
2R3

15r3
+

2R

r
j2(mcsR)y1(mcsr),

C2(r) = mcsR j2(mcsR)y1(mcsr),

C3(r) =
R3

5r3
+ mcsR j2(mcsR)y2(mcsr), (4.39)

outside the sphere. We note that this solution for ~A is finite at the origin and continuous across the

boundary of the sphere, so it produces a finite ~B at the origin and a continuous metric.

Thus far, we have not discussed any boundary conditions on the gravitomagnetic field ~B at the

surface of the sphere. The field equations for ~B imply two such boundary conditions, and we will

now prove that the continuity of ~A guarantees that these two boundary conditions are satisfied. The

first boundary condition follows from ~∇ · ~B = 0; as in electromagnetism, this condition implies that

the component of ~B that is perpendicular to the surface must be continuous. The second boundary

condition follows from the Chern-Simons version of Ampère’s law:

~∇× ~B − 1

mcs
∇2 ~B = 4πG~J. (4.40)

Integrating this equation over a surface with vanishing area that is perpendicular to the surface of

the sphere and contains the boundary implies that the components of [ ~B + (1/mcs)~∇× ~B] that are

parallel to the sphere’s surface must be continuous across the boundary.

Generally, the continuity of ~A would not imply continuity of its curl. However, our ~A is a solution
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to Eq. (4.27), which may be rewritten as

~A +
1

mcs

~B = ~AGR. (4.41)

Since ~A and ~AGR are both continuous across the surface of the sphere, this equation implies that

~B is also continuous across the surface of the sphere. Furthermore, taking the curl of this equation

shows that ~∇× ~B is continuous provided that ~B and ~∇× ~AGR are continuous. Taking the curl of

Eq. (4.36) confirms that ~∇× ~AGR is continuous across the surface of the sphere. Therefore, we have

shown that the continuity of ~A implies that both ~B and ~∇× ~B are also continuous, which guarantees

that both boundary conditions on ~B are satisfied by our solution.

4.4.2 The gravitomagnetic field

In the previous section, we found the vector potential by rewriting the field equation, Eq. (4.23),

as an equation for ~A and solving this equation with the conditions that the metric be continuous

everywhere and that the gravitomagnetic field be finite and well-behaved at the origin. We note

that in deriving this solution we have assumed that the time derivative of mcs is negligible. The

gravitomagnetic field is then obtained by taking the curl of ~A and may be written as ~B = ~BGR+ ~BCS,

where

~BGR =
4πGρR2

15
×











(

5 − 3 r2

R2

)

~ω + 3 r2

R2 r̂ × (r̂ × ~ω), r ≤ R,

R3

r3 [2~ω + 3r̂ × (r̂ × ~ω)] , r ≥ R,

(4.42)

is the gravitomagnetic field inside and outside a spinning sphere in general relativity, and

~BCS = 4πGρR2
[

D1(r) ~ω + D2(r) r̂ × ~ω + D3(r) r̂ × (r̂ × ~ω)
]

, (4.43)

is the new contribution in Chern-Simons gravity. Inside the sphere (r ≤ R),

D1(r) =
2

(mcsR)2
+

2R

r
y2(mcsR)j1(mcsr),

D2(r) =
mcsr

(mcsR)2
+ mcsR y2(mcsR)j1(mcsr),

D3(r) = mcsR y2(mcsR)j2(mcsr), (4.44)
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Figure 4.1: The gravitomagnetic field generated by a rotating sphere with radius R in Chern-Simons
gravity. We have chosen the angular momentum of the sphere ~L to point in the ẑ direction and
evaluated the ~B components at θ = π/4. The dashed curves show the components of ~BGR, the
gravitomagnetic field in general relativity. In Chern-Simons gravity, the gravitomagnetic field is the
sum of ~BGR and ~BCS, and the solid curves are the components of ~BCS. In this plot, we set mcsR = 1
so that ~BGR and ~BCS would have similar amplitudes.

and outside the sphere (r ≥ R)

D1(r) =
2R

r
j2(mcsR)y1(mcsr),

D2(r) = mcsR j2(mcsR)y1(mcsr),

D3(r) = mcsR j2(mcsR)y2(mcsr), (4.45)

where jℓ(x) and yℓ(x) are spherical Bessel functions of the first and second kind. The components

of ~BGR and ~BCS in spherical coordinates for ~ω pointing in the ẑ direction are plotted in Fig. 4.1. In

this plot, we set mcsR = 1, and we note that increasing mcsR will decrease the magnitude of ~BCS

while leaving ~BGR unchanged.
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From Eq. (4.43), we see that the Chern-Simons terms alter the components of the gravitomag-

netic field along the rotation axis ~ω and r̂ × (r̂ × ~ω), and they also introduce a new component

perpendicular to the plane defined by ~ω and ~r. This new component of the gravitomagnetic field is

visible in Fig. 4.1; the φ component of ~BGR is zero, but the φ component of ~BCS is nonzero. Thus

we see that, while a toroidal mass current implies a purely poloidal gravitomagnetic field in general

relativity, the parity violation introduced in Chern-Simons gravity introduces a toroidal component

to the gravitomagnetic field. Something similar occurs in Chern-Simons electromagnetism [146], al-

though the detailed fields differ since the ∇2 ~B term in Eq. (4.23) is simply ~B in the electromagnetic

theory.

The Chern-Simons addition to Ampère’s law, Eq. (4.23), changes that equation from a first-order

differential equation for ~B to a second-order differential equation. As a result, the Chern-Simons

modification to the gravitomagnetic field cannot, in general, be obtained by perturbing around the

general-relativistic result, as the solution in Eq. (4.43) shows. In Chern-Simons gravity, the gravito-

magnetic field oscillates with distance outside the source, and we see in Fig. 4.1 that the amplitude

of the oscillating field is not necessarily smaller than the general-relativistic gravitomagnetic field.

Moreover, Fig. 4.1 shows that every component of ~BGR decreases more rapidly with distance than

the corresponding component of ~BCS. If ~ω lies in the ẑ direction, Eq. (4.45) tells us that the radial

component of ~BCS is proportional to 1/r2, while both angular components of ~BCS are proportional

to 1/r. Meanwhile, | ~BGR| ∝ 1/r3, so ~BCS will be the dominant contribution to the gravitomagnetic

field sufficiently far from the source. Still, we expect from Eq. (4.23) that as mcs → ∞, the general-

relativistic solution should be recovered. This occurs since the oscillatory terms vanish as mcs → ∞,

and so the effects on geodesics of these new terms will vanish.

As mentioned above and shown in Fig. 4.1, the Chern-Simons gravitomagnetic field has a nonzero

azimuthal component Bφ if we take ~ω to lie in the ẑ direction. Since Bφ 6= 0, one cannot find a

coordinate transformation that causes both Ar and Aθ to vanish. This is at odds with claims (see,

e.g., Ref. [147]) that a metric for stationary axisymmetric spacetimes in Chern-Simons gravity can

always be found with htθ = htr = 0. In general relativity, one can always find a coordinate system

in which Ar = Aθ = 0 for a stationary axisymmetric spacetime generated by a rotating perfect fluid.

However, the proof of this statement assumes time-reversal invariance of the fundamental equations.

This invariance implies that the metric components possess the same symmetries as the source,

namely invariance under a transformation that takes t → −t and φ → −φ. In that case, Ar and Aθ

must be zero to keep the line element invariant under the same transformation. In Chern-Simons

gravity, time-reversal invariance is explicitly broken by the rolling of the scalar field, θ̇ 6= 0, and it

is straightforward to verify that our solution for ~A implies that Ar and Aθ are both odd under time

reversal. Consequently, the line element has the same symmetry as the source even though Ar and

Aθ are nonzero.
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Inspection of our solution for the vector potential shows that it differs from the solution for

a point-like mass-current dipole (i.e., a gravitomagnetic dipole) obtained by Alexander and Yunes

(AY) [143, 144]. When applied to a single spinning source, the metric given by Refs. [143, 144]

corresponds to a vector potential

~AAY = ~AGR − 4πGρR3

mcsR

[

2R3

15r3
~ω +

R3

5r3
r̂ × (r̂ × ~ω)

]

. (4.46)

This vector potential is an exact solution to Eq. (4.23) outside of a spinning sphere, and we can see

that every term in ~AAY also appears in our solution for ~A. The additional oscillatory terms in our

solution constitute a homogeneous solution to Eq. (4.23), but without these terms, ~A would not be

continuous across the surface of the sphere. Furthermore, only these oscillating terms contribute to

~BCS because ~∇× ~AAY = ~∇× ~AGR. The inclusion of the oscillatory terms results in a Chern-Simons

gravitomagnetic field that differs from general relativity, so we may use observations of the motion

of test bodies in the Earth’s gravitomagnetic field to constrain Chern-Simons gravity.

4.5 Orbital and Gyroscopic precession

4.5.1 Orbital precession

In order to investigate how the Chern-Simons gravitomagnetic field will affect the motion of test

particles around the Earth, we will use what are known as the Gaussian perturbation equations

[148, 149]. Details of how these equations are applied to gravitomagnetic forces are discussed in

Ref. [150]; here we give only a brief introduction. The Gaussian perturbation equations give the

time variation of the Keplerian orbital elements in the presence of a perturbing force. In our case

we take the gravitomagnetic force, −4~v × ~B, as a small perturbing force and approximately solve

the equations given in Ref. [150]. We will concentrate on analyzing the secular (non-periodic) time

variation of the longitude of the ascending node Ω (see Fig. 4.2), but we also note that other Keplerian

elements will also vary due to the terms introduced by Chern-Simons gravity. The time variation

of Ω has been well studied since, in general relativity, it is connected with the Lense-Thirring drag

[151],

Ω̇GR =
2GL

a3(1 − e2)3/2
, (4.47)

where L is the magnitude of the angular momentum of the central body, a is the semi-major axis

of the orbit of the test body, and e is the orbit’s eccentricity. Finally, in order to evaluate the

secular perturbations, we approximate the orbit of the test body as circular (i.e., e = 0, a good

approximation for current measurements), and we average the perturbing force over one orbital
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X̂

Ŷ

Ω

Ẑ

Figure 4.2: An orbital diagram showing the longitude of the ascending node (Ω). The stationary X
and Y axes span the lightly shaded plane. The orbit of the small test body intersects this plane at
two points; the line connecting these points is the line of nodes and is represented as a thick dashed
line in this diagram. The longitude of the ascending node (Ω) is the angle between the X axis and
the line of nodes segment that connects the origin of the coordinate system to the point where the
orbit crosses the XY plane while traveling in the positive Z direction.
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Figure 4.3: The ratio Ω̇CS/Ω̇GR for the LAGEOS satellites orbiting with a semimajor axis of a ≈
12, 000 km. A 10% verification of general relativity [83] (the shaded region) leads to a lower limit
on the Chern-Simons mass of |mcs| & 0.001 km−1. A 1% verification of the Lense-Thirring drag will
improve this bound on mcs by a factor of roughly five.

period to obtain
Ω̇CS

Ω̇GR

= 15
a2

R2
j2(mcsR)y1(mcsa), (4.48)

where Ω̇CS is the precession due to ~BCS. The total precession is Ω̇GR + Ω̇CS. We note that Ω̇CS is

an even function of mcs.

Recent measurements of laser ranging data to the LAGEOS I and LAGEOS II satellites have

measured Ω̇ to within 10% of its value in general relativity [83]. Requiring that the Chern-Simons

contribution does not exceed 10% of the general relativity result, we find that we can place a lower

limit to the Chern-Simons mass, |mcs| & 0.001 km−1, as shown in Fig. 4.3.

The Laser Relativity Satellite (LARES) mission [152] proposes to deploy a new laser ranging

satellite and is predicted to measure Ω̇ to within 1% of its value in general relativity. With this

improvement the bound on mcs is increased by a factor of roughly five.
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4.5.2 Gyroscopic precession

The Earth’s gravitomagnetic field will also cause a precession of gyroscopes moving in the spacetime.

A gyroscope will undergo precession due to two torques. One is known as the geodetic precession

and is independent of the Earth’s gravitomagnetic field. The other torque is due to a coupling to the

gravitomagnetic field and results in a rate of change of the spin of a gyroscope given by [153, 154, 155]

~̇S = 2 ~B × ~S, (4.49)

where ~S is the angular momentum of the gyroscope.

NASA’s Gravity Probe B (GPB) mission is currently attempting to measure this gyroscopic

precession [84]. GPB consists of a satellite, in a polar orbit at an altitude of about 640 km, that

contains four drag-free gyroscopes and a telescope. The gyroscopes are initially oriented such that

their spins are aligned parallel to the optical axis of the telescope, which is pointing within the plane

of the orbit. The telescope points towards a guide star, allowing a measurement of the precession

of the direction of the spins of the gyroscopes. Geodetic precession results in an annual precession

in the North-South direction of about 6600 milliarcseconds (mas) whereas the general relativistic

gravitomagnetic field causes an annual East-West precession of around 42 mas [84].

With the Chern-Simons expression for the gravitomagnetic field, given in Eq. (4.43), it is straight-

forward to calculate the resulting gyroscopic precession for a polar orbit (applicable to GPB). Rel-

ative to the general relativity result, we find

Φ̇CS

Φ̇GR

= 15
a2

R2
j2(mcsR) [y1(mcsa) + mcsay0(mcsa)] , (4.50)

where Φ̇ ≡ | ~̇S|/|~S| = Φ̇GR + Φ̇CS is the rate at which the angle of axis Φ changes in time due to the

gravitomagnetic field. We note that Φ̇CS is an even function of mcs.

It was initially projected that GPB would achieve a percent-level measurement of the gravitomag-

netic contribution to Φ̇GR. However, since its launch in 2004, it has encountered several unexpected

complications that will degrade the precision of the tests of gravity [156], although the extent of

the degradation has yet to be reported. In Fig. 4.4, we plot Eq. (4.50) for a GPB detection of the

gravitomagnetic precession to within 10% of its value in general relativity.

We have idealized the Earth to be a sphere of constant density throughout this work, when

in reality, it is an oblate spheriod with layers that have different mean densities. However, we

expect that the non-spherical corrections would affect both the general relativity and Chern-Simons

calculations similarly and, to the accuracy we require, are negligible when we consider the ratio

between general relativity and Chern-Simons results. Furthermore, it is easy to generalize our results

to spheres with layered density profiles because ~B depends linearly on ρ. We replaced our model
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Figure 4.4: The ratio Φ̇CS/Φ̇GR for Gravity Probe B in a polar orbit at an altitude of approximately
640 km. A 10% verification of general relativity (the shaded region) leads to a lower limit on the
Chern-Simons mass of |mcs| & 0.01 km−1, an order of magnitude improvement over the LAGEOS
result.

of a homogeneous Earth with a model of the core and mantle and we found that the amplitudes of

the oscillations in Ω̇CS and Φ̇CS were not affected. We conclude that our constraints on mcs are not

sensitive to the details of the density profile of the Earth.

4.6 Summary and discussion

The addition of a Chern-Simons term to the action for gravity is of interest as it may arise as a

low-energy limit of string theory. The theory and formalism of this modification of gravity have been

worked out in a number of previous papers, and some of the early-Universe consequences of such a

term have been investigated. However, there has been little work on tests of such modifications in

the present Universe.

In this chapter, we have calculated the linear-theory spacetime around a spinning massive body,

finding new corrections that were overlooked in previous work. The gravitomagnetic field in Chern-

Simons gravity differs from that in general relativity in two ways: (1) there is an oscillating compo-

nent, and (2) there is a toroidal component to the gravitomagnetic field that arises as a consequence
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of the parity-breaking nature of the theory and that has no counterpart in ordinary general relativity.

We then determined the precession of orbits of test particles in this spacetime and also of gyro-

scopes moving in this spacetime. We showed that current constraints from the LAGEOS satellites

restrict the inverse Chern-Simons mass parameter m−1
cs to be less than roughly 1000 km, correspond-

ing to a mass constraint mcs & 2× 10−22 GeV. This bound may be improved by a factor of 5-10 by

future observations.

The mass parameter mcs is related to the more fundamental parameters ℓ and θ̇ of the theory

through mcs = −3/(8πGℓθ̇), where ℓ is a length parameter that enters into the Chern-Simons

Lagrangian, and θ̇ is presumably related to the time variation of the quintessence field. In principle,

a precise constraint to ℓ can be derived once the precise nature of the field (a quintessence field?) θ

and its time evolution are specified. We leave such model building for future work.
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Chapter 5

Superhorizon Perturbations and the

Cosmic Microwave Background1

5.1 Introduction

The finite age of the Universe implies the existence of a cosmological particle horizon beyond which

we cannot observe. Inhomogeneities with wavelengths longer than the horizon are not completely

invisible, however. The generation of large-scale temperature fluctuations in the cosmic microwave

background (CMB) by superhorizon perturbations is known as the Grishchuk-Zel’dovich effect [85].

Through this effect, measurements of the low-multipole moments of the CMB [157, 158] place con-

straints on the amplitudes and wavelengths of superhorizon perturbations.

A well-known application of the Grishchuk-Zel’dovich effect uses CMB observations to place a

lower bound on the size of the nearly homogeneous patch that contains the observable Universe. This

bound was first derived for an Einstein-de Sitter universe [85, 159], and then for an open universe

[160, 161]. Most recently, an analysis of the WMAP first-year data [158] found that our nearly

homogeneous patch of the Universe extends to 3900 times the cosmological horizon [162]. All of

these analyses considered a statistically isotropic distribution of power in superhorizon perturbations

and then asked how large the wavelength of order-unity perturbations needed to be in order to be

consistent with the observed CMB anisotropies.

In this paper, we analyze the CMB anisotropies induced by a single superhorizon adiabatic

perturbation mode rather than an isotropic distribution of superhorizon inhomogeneities. A single-

mode superhorizon perturbation to the gravitational potential would naively be expected to generate

a dipolar CMB anisotropy with an amplitude comparable to the perturbation amplitude across the

observable Universe. This is not the case in an Einstein-de Sitter universe, however, because the

intrinsic dipole in the CMB produced by the perturbation is exactly cancelled by the Doppler dipole

induced by our peculiar motion [85, 159, 163]. We show that the same cancellation occurs for an

adiabatic superhorizon perturbation in a flat universe with a cosmological constant (Λ), cold dark

matter (CDM), and radiation. The strongest constraints to the amplitude and wavelength of a

single superhorizon mode therefore arise from measurements of the CMB quadrupole and octupole.

These constraints are less stringent than those derived for modes in a realization of a random-phase

1This chapter was adapted from Superhorizon perturbations and the cosmic microwave background, Adrienne L.
Erickcek, Sean M. Carroll, and Marc Kamionkowski; Phys. Rev. D 78, 083012 (2008). Reproduced here with
permission, copyright (2008) by the American Physical Society.
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random field because it is possible to choose the phase of a single sinusoidal perturbation in such a

way that there is no resulting quadrupole anisotropy.

Single-mode superhorizon perturbations have received attention recently [164, 165, 166, 167, 168]

because they introduce a special direction in our Universe and could be responsible for observed

deviations from statistical isotropy in the CMB [39, 40, 41, 42, 43, 44, 45, 46, 52] and for the

anomalous bulk velocity detected through the kinetic Sunyaev-Zel’dovich effect [169] and in peculiar

velocity surveys [170]. In the next chapter, we will investigate how a superhorizon perturbation

during slow-roll inflation can generate an anomalous feature of the CMB: the fluctuation amplitude

on large scales (ℓ ∼< 64) is 7% larger on one side of the sky than on the other side [46]. We will

first consider a perturbation to the inflaton field, but we will find that the perturbation required to

generate the observed power asymmetry induces large-scale anisotropies in the CMB that are too

large to be consistent with measurements of the CMB octupole. We will then consider a multi-field

model of inflation in which a subdominant field, called the curvaton, is responsible for generating

primordial perturbations [86, 87, 88, 89]. We will find that a superhorizon perturbation in the

curvaton field can generate the observed power asymmetry without inducing prohibitively large

CMB anisotropies. In this chapter, we will use these findings as an example of how one may apply

the CMB constraints to single-mode superhorizon perturbations derived here.

We begin in Section 5.2 by reviewing the Grishchuk-Zel’dovich effect for adiabatic perturbations.

In Section 5.3, we derive the CMB anisotropy induced by a sinusoidal superhorizon perturbation in

the gravitational potential, as would arise from a sinusoidal inflaton fluctuation. We also show in

Section 5.3 that a superhorizon adiabatic perturbation does not generate a large dipolar anisotropy in

a ΛCDM universe because the leading-order intrinsic dipole anisotropy is cancelled by the anisotropy

induced by the Doppler effect. A sinusoidal curvaton fluctuation generates a potential perturbation

that is not sinusoidal, and we derive the constraints to single-mode perturbations to the curvaton

field in Section 5.4. We summarize our results in Section 5.5. Finally, an analytic demonstration

of the dipole cancellation in a ΛCDM universe is presented in Appendix B.1, and the cancellation

is shown to occur in flat universes containing a single fluid with an arbitrary constant equation of

state in Appendix B.2.

5.2 The Grishchuk-Zel’dovich effect: A brief review

Working in conformal Newtonian gauge, we take the perturbed Friedmann-Robertson-Walker (FRW)

metric to be

ds2 = −(1 + 2Ψ)dt2 + a2(t)δij(1 − 2Φ)dxidxj , (5.1)

where a is normalized to equal one today. In the absence of anisotropic stress, Ψ = Φ. The primary

sources of anisotropic stress are the quadrupole moments of the photon and neutrino distributions.
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Since the perturbations we consider are superhorizon, the distance travelled by photons and neutrinos

arriving at a point is far smaller than the wavelength of the perturbation. Therefore, the quadrupole

moments of the photon and neutrino distributions are much smaller than the monopole moments,

and the anisotropic stress is negligible [171, 172]. We will assume that Ψ = Φ throughout this paper.

On large scales, intrinsic fluctuations in the CMB temperature are generated by metric pertur-

bations through the Sachs-Wolfe effect [173]. The current temperature fluctuation at a particular

point in the sky (specified by n̂) is given by

[

∆T

T
(n̂)

]

SW+ISW

=
∆T

T
(τdec, n̂xdec) + Ψ(τdec, n̂xdec) + 2

∫ τ0

τdec

dΨ

dτ
[τ, n̂(τ0 − τ)]dτ, (5.2)

where xdec is the comoving distance to the surface of last scattering, and τ =
∫

dt/a is the conformal

time: τdec is the conformal time at decoupling and τ0 is the current conformal time. Given that the

early universe was radiation-dominated, the Boltzmann and Einstein equations imply

∆T

T
(τdec) + Ψ(τdec) = Ψ(τdec)

[

2 − 5

3

{ 9
10Ψp

Ψ(τdec)

}]

, (5.3)

where Ψp is the primordial value of Ψ at a = τ = 0. This expression simplifies to the familiar

Ψ(τdec)/3 in the limit that the Universe was matter-dominated at the time of decoupling. We will

refer to this as the Sachs-Wolfe (SW) effect, and the last term in Eq. (5.2) will be referred to as the

integrated Sachs-Wolfe (ISW) effect.

We also observe a temperature fluctuation due to our peculiar motion [174, 175], which we will

refer to as the Doppler effect:

[

∆T

T
(n̂)

]

D

= n̂ · ~vnet(n̂) + v2
net

[

(n̂ · v̂net)
2 − 1

2

]

+ O(v3
net), (5.4)

where ~vnet(n̂) is our current velocity relative to the fluid at the surface of last scattering in a given

direction. If ~v(τ, ~x) is the proper peculiar velocity of an observer at conformal time τ and position

~x in the frame defined by Eq. (5.1), then

~vnet(n̂) = ~v(τ0,~0) − ~v(τdec, n̂xdec). (5.5)

For superhorizon perturbations, there is a direct relationship between the potential perturbation Ψ

and the proper peculiar velocity of an observer falling into the potential well:

~v(τ, ~x) = − 2a2

H0ΩM

H(a)

H0

(

y

4 + 3y

)[

~∇Ψ +
d

d ln a
~∇Ψ

]

. (5.6)

Throughout this paper, y ≡ a(1+zeq), where zeq is the redshift of matter-radiation equality, H(a) ≡
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(1/a)da/dt, and ΩM is the present-day ratio of the matter density to the critical density.

Thus we see that the SW, ISW, and Doppler effects on the CMB are all determined completely

by the evolution of the gravitational potential Ψ. The rest of this Section is devoted to the derivation

of Ψ~k(a) for a single superhorizon adiabatic perturbation mode (k ≪ H0) in a flat ΛCDM Universe

that includes radiation. In this case, the Hubble parameter is given by

H2(a) = H2
0

[

ΩM

a4

(

1

1 + zeq
+ a

)

+ ΩΛ

]

(5.7)

with ΩΛ = 1 − ΩM − ΩM(1 + zeq)
−1.

Since no causal processes can separate the components of the density perturbation, the super-

hozion perturbation may be treated as a perturbation to a single fluid with over-density in the

fluid’s rest frame ∆~k and peculiar velocity ~v~k. These two quantities are related through two coupled

equations [171]: in a flat Universe with no entropy perturbations these equations are

∆̇~k − 3waH∆~k = −(1 + w)kv~k, (5.8)

v̇~k + aHv~k =
4

3

w

(1 + w)2
k∆~k + kΨ~k, (5.9)

where an overdot denotes differentiation with respect to τ , and w ≡ p/ρ is the equation of state

parameter for the perturbed fluid. Since matter and radiation are the only perturbed density

components, w = 1/[3(1 + y)].

Differentiating Eq. (5.8) with respect to τ gives an expression for v̇~k that may be used, along

with Eq. (5.8) itself, to eliminate v~k from Eq. (5.9). If matter and radiation are the only perturbed

density components, the potential Ψ is related to ∆~k through [171]

Ψ~k = −3

4

(

keq

k

)2
1 + y

y2
∆~k, (5.10)

where keq = (1 + zeq)
−1Heq. This expression may be inserted into Eq. (5.8) to obtain Eq. (5.6) for

~v, and it may be used to eliminate Ψ~k from Eq. (5.9). The resulting differential equation for ∆~k is

∆̈~k +
y(5 + 3y)

(4 + 3y)(1 + y)
aH∆̇~k +

[

−Ḣ

H2a(1 + y)
− 8 + 3y

(4 + 3y)(1 + y)

]

a2H2∆~k

+
H2

0

4 + 3y

[

4

3

k2

H2
0

− (4 + 3y)2

4y2

H2
eq

(1 + zeq)2H2
0

]

∆~k = 0, (5.11)

where H2
eq ≃ 2ΩM(1 + zeq)

3H2
0 is the Hubble parameter at the time of matter-radiation equality.

Thus we see that the last term on the second line is always much larger than one, while k/H0 ≪ 1

for a superhorizon mode. Therefore, we will neglect the k2 term in this equation.

Inserting Eq. (5.10) into Eq. (5.11) yields a differential equation for Ψ. It will be more convenient
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Figure 5.1: The evolution of Ψ in a ΛCDM Universe with radiation. In the top panel, the solid
curve is the numerical solution to Eq. (5.12), the squares are the analytic solution for matter and
radiation (MR) only, and the circles are the solution for Λ and matter (ΛM) only. The bottom panel
shows the difference between these two approximate solutions and the numerical solution.

to work with Ψ(a) than Ψ(τ):

Ψ′′
~k
(a) +

1

a

(

2 +
16 + 9y

4 + 3y
+

d lnH

d ln a

)

Ψ′
~k
(a) +

1

a2

(

3 +
4

4 + 3y
− 4 + 3y

4y4

H2
eq

H2
+

d lnH

d ln a

)

Ψ~k = 0,

(5.12)

where a prime denotes differentiation with respect to a. Long before Λ-domination (ΩM/a3 ≫ ΩΛ),

this equation yields the usual expression for Ψ in a Universe with only matter and radiation [176]:

ΨMR(y) =
Ψp

10y3

(

16
√

1 + y + 9y3 + 2y2 − 8y − 16
)

. (5.13)

Long after matter-radiation equality (y ≫ 1), Eq. (5.12) is solved by

ΨΛM(a) =

[ 9
10Ψp

a

]

5

2
ΩMH2

0 H̃(a)

∫ a

0

da′

[H̃(a′)a′]3
, (5.14)

where H̃(a) is the radiation-free (zeq → ∞) limit of H(a).
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We numerically solve Eq. (5.12) to obtain Ψ(a), which is shown in Fig. 5.1. We use WMAP5+BAO

+SN [18] best-fit values ΩM = 0.28, zeq = 3280 and zdec = 1090. We begin the numerical integration

at ai = 10−10; Taylor expansions of Eq. (5.13) and its derivative with respect to a around a = 0 were

used to set initial conditions for Ψ(ai) and Ψ′(ai) in terms of the primordial Ψp. Figure 5.1 also

shows the solutions given by Eqs. (5.13) and (5.14) for comparison. A key feature of the numerical

solution is the value of Ψ at decoupling: Ψ(τdec) = 0.937Ψp, which is larger than the value Ψ attains

during matter-domination [0.9Ψp].

5.3 CMB anisotropies from superhorizon potential pertur-

bations

Since kH−1
0 ≪ 1 for a superhorizon perturbation, it is desirable to expand Ψ(τ, ~x) in powers of

(~k ·~x). We generalize the expansion of a sine wave perturbation Ψ = Ψ~k sin(~k ·~x+̟) by considering

a superhorizon potential perturbation of the form

Ψ(τ, ~x) = Ψ~k(τ)

[

sin ̟0 + cos̟1(~k · ~x) − sin ̟2

2
(~k · ~x)2 − cos̟3

6
(~k · ~x)3 + O(k4x4)

]

. (5.15)

If the potential perturbation is a single sine wave, as would result from a sinusoidal fluctuation in

the inflaton field, then all the ̟i phases are equal and correspond to the phase of the wave ̟. We

use a more general expression here because it will be useful when considering curvaton perturbations

in the next section.

The expansion in powers of (~k · ~x) of the CMB temperature anisotropy due to the SW effect

follows directly from Eqs. (5.3) and (5.15). The corresponding expansion of the ISW effect is a little

more involved. We start by rewriting the ISW term in Eq. (5.2) as

[

∆T

T
(n̂)

]

ISW

= 2

∫ 1

adec

dΨ

da

[

a, H−1
0 {χ0 − χ(a)}n̂

]

da, (5.16)

where

χ(a) ≡ H0[τ(a) − τdec] =

∫ a

adec

da′

(a′)2H(a′)/H0
, (5.17)

and χ0 ≡ χ(a = 1) = H0xdec. We then use Eq. (5.15) to expand the integrand in powers of (~k · ~x).

The resulting expression for the ISW effect is

[∆T/T ]ISW

Ψ~k(τdec)
= I0 sin̟0 + (I0 − I1) cos ̟1(~k · ~xdec)

−(I0 − 2I1 + I2)
sin ̟2

2
(~k · ~xdec)

2 (5.18)

−(I0 − 3I1 + 3I2 − I3)
cos ̟3

6
(~k · ~xdec)

3,
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where ~xdec ≡ n̂xdec and we have defined

In ≡ 2

(H0xdec)n

∫ 1

adec

Ψ′
~k
(a)

Ψ~k(τdec)
χn(a) da. (5.19)

Finally, we need to expand the Doppler effect in powers of (~k · ~x). Recall from Eq. (5.4) that,

to first order in v, [∆T/T ]D = [~v(τ0,~0)− ~v(τdec, ~xdec)] · n̂. Since the time and spatial dependence of

Ψ are separable, as shown in Eq. (5.15), we can isolate the time dependence of ~v(τ, ~x) by defining a

dimensionless quantity

V(τ) ≡ −2a2

xdecH0ΩM

H(a)

H0

(

y

4 + 3y

)[

Ψ~k(a)

Ψ~k(τdec)
+

d

d ln a

Ψ~k(a)

Ψ~k(τdec)

]

. (5.20)

It follows from Eq. (5.6) for ~v(τ, ~x) and Eq. (5.15) for Ψ that

~v(τ, ~x) = xdecV(τ)~∇Ψ(τdec, ~x). (5.21)

Since ~∇Ψ(τdec,~0) = ~kΨ~k(τdec) cos̟1, our current velocity only contributes to the (~k ·~x) term of the

expansion. Meanwhile,

~∇Ψ(τdec, ~xdec) = ~kΨ~k(τdec)
[

cos̟1 − sin ̟2(~k · ~xdec) −
cos̟3

2
(~k · ~xdec)

2
]

, (5.22)

so the velocity of the fluid at the surface of last scattering contributes to all terms in the (~k · ~x)

expansion. The temperature anisotropy due to the Doppler effect is therefore

1

Ψ~k(τdec)

[

∆T

T
(n̂)

]

D

= [V(τ0) − V(τdec)] cos̟1(~k · ~xdec)

+ 2V(τdec)
sin ̟2

2
(~k · ~xdec)

2

+ 3V(τdec)
cos̟3

6
(~k · ~xdec)

3. (5.23)

Combining the SW effect, the ISW effect, and the Doppler effect gives the total CMB temperature

anisotropy produced by a potential perturbation of the form given in Eq. (5.15):

∆T

T
(n̂) = Ψ~k(τdec)

[

µ(kxdec)δ1 cos̟1 − µ2(kxdec)
2δ2

sin̟2

2
− µ3(kxdec)

3δ3
cos̟3

6

]

, (5.24)

where µ ≡ k̂ · n̂. We have discarded the monopolar components of the SW and ISW effects since
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they only shift the mean CMB temperature and are therefore unobservable. The δi are

δ1 = S + (I0 − I1) + [V(τ0) − V(τdec)] (5.25)

δ2 = S + (I0 − 2I1 + I2) − 2V(τdec) (5.26)

δ3 = S + (I0 − 3I1 + 3I2 − I3) − 3V(τdec) (5.27)

where, from Eq. (5.3), we have defined

S ≡ 2 − 5

3

[ 9
10Ψp

Ψ(τdec)

]

(5.28)

to be the SW effect’s contribution to the anisotropy. The contribution of the ISW effect to the δi

coefficients is contained in the In terms and follows from Eq. (5.18). Finally, the V terms are the

contribution from the Doppler effect and follow from Eq. (5.23).

In an Einstein-de Sitter universe, the dipole induced by a superhorizon perturbation through the

SW effect is exactly cancelled by the Doppler dipole [85, 159, 163]; since there is no ISW effect, we

have δ1 = 0 in this case. We find that this cancellation extends to flat universes that contain radiation

and a cosmological constant in addition to matter, provided that the superhorizon perturbation is

adiabatic. Figure 5.2 shows the SW+Doppler and ISW terms in δ1; in the presence of radiation and

Λ, the SW+Doppler term is no longer zero, but it is equal and opposite to the ISW term for all

values of ΩM, zeq, and zdec. Figure 5.2 also shows the contributions to δ1 for a ΛCDM universe with

no radiation; an analytic derivation of δ1 = 0 in the absence of radiation is given in Appendix B.1.

The cancellation of the O(kxdec) temperature anisotropies also occurs if the universe contains

a fluid other than matter or radiation, as shown in Appendix B.2, which leads us to suspect that

δ1 = 0 is a ubiquitous feature of adiabatic perturbations in flat cosmologies. This conclusion is

also supported by going to synchronous gauge, in which galaxies have zero peculiar velocity by

construction. As shown in Ref. [177], any individual observer in a flat spacetime with a superhorizon

adiabatic perturbation can choose Riemann normal coordinates consistent with synchronous gauge

such that the metric in the neighborhood of that observer is described by an unperturbed FRW

metric plus corrections that are O(k2H−2
0 ). Since there are no O(k) perturbations and the observer

has no extragalactic peculiar velocity in this gauge and therefore sees no Doppler effects due to the

superhorizon perturbation, we would not expect the observer to see a temperature anisotropy that is

proportional to O(kxdec). It follows that the O(kxdec) temperature anisotropies in any other gauge

must sum to zero.

Since δ1 = 0, the leading order anisotropy will be the δ2 term, unless sin ̟2 = 0, in which case

the δ3 term will be the leading order contribution. For a flat ΛCDM universe with ΩM = 0.28,

zeq = 3280, and zdec = 1090, δ2 = 0.33 and δ3 = 0.35.
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Figure 5.2: The contributions to δ1, as defined in Eqs. (5.24) and (5.25), from the Sachs-Wolfe (SW)
effect, the Doppler (Dop) effect, and the integrated Sachs-Wolfe (ISW) effect. The solid curves
correspond to a ΛCDM universe with radiation (fiducial parameters ΩM = 0.28, zeq = 3280, and
zdec = 1090). The dashed curves correspond to a ΛCDM universe with no radiation. In all cases,
the SW+Dop effect is exactly cancelled by the ISW effect so that δ1 = 0. An approximate solution
for Ψ(a), accurate to within 0.05%, was used to generate this figure.

As a brief aside, let us consider the v2
net term in Eq. (5.4) for the Doppler effect. Like the δ2

term in Eq. (5.24), this term is proportional to (~k · ~xdec)
2. Since vnet could be near unity if the

gradient of the superhorizon perturbation is large, we may be concerned that this term will produce

a quadrupolar anisotropy that is comparable to, or even larger than, the quadrupole given by the δ2

term in Eq. (5.24). Fortunately, this concern is unfounded because the Doppler shift of the intrinsic

dipole also produces a quadrupole: if there is an intrinsic temperature pattern Tint(n̂) in the CMB,

then an observer moving with velocity ~vnet with respect to the CMB will measure a temperature

pattern Tint(n̂)/[γ(1−~vnet · n̂)]. Taylor expanding in vnet and dropping terms that are isotropic gives
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the observed temperature fluctuation if the CMB has an intrinsic anisotropy:

Tobs

T
(n̂) =

[

1 +
∆Tint(n̂)

T

]

[

1 + ~vnet · n̂ + v2
net(v̂net · n̂)2

]

,

= 1 + (~k · ~xdec)δ1Ψ~k(τdec) cos̟1 + . . . +

(~k · ~xdec)
2δ1[V(τ0) − V(τdec)]Ψ

2
~k
(τdec) cos2 ̟1,

where the second line follows from ∆Tint(n̂)/T ≃ (~k · ~xdec)Ψ~k(τdec) cos̟1[S + I0 − I1] and the

ellipses contain the linear quadrupolar and octupolar anisotropies given in Eq. (5.24). Given that

δ1 = 0, we see that the Doppler quadrupole is exactly cancelled by the Doppler-shifted intrinsic

dipole. Of course, this Doppler quadrupole is nonlinear in Ψ, so it is questionable to analyze it using

linear theory. Nevertheless, this argument shows that this term is no more alarming than any other

higher-order term in Ψ.

To compare the CMB anisotropy given by Eq. (5.24) to observations, we must decompose this

anisotropy into multipole moments:

∆T

T
(n̂) =

∑

ℓ,m

aℓmYℓm(n̂). (5.29)

Given the addition theorem of spherical harmonics,

Pℓ(µ) =
4π

2ℓ + 1

ℓ
∑

m=−ℓ

Y ∗
ℓm(k̂)Yℓm(n̂), (5.30)

the values of a1m, a2m and a3m are easily obtained from Eq. (5.24). It is also clear that each aℓm

is proportional to Y ∗
ℓm(k̂). Consequently, if k̂ is chosen to lie on the z axis, then the only nonzero

moments are a10, a20 and a30. In this case, with δ1 = 0,

a10 = −
√

4π

3
(kxdec)

3δ3
cos̟3

10
Ψ~k(τdec), (5.31)

a20 = −
√

4π

5
(kxdec)

2δ2
sin̟2

3
Ψ~k(τdec), (5.32)

a30 = −
√

4π

7
(kxdec)

3δ3
cos̟3

15
Ψ~k(τdec). (5.33)

Thus we see that even though δ1 = 0, a superhorizon potential perturbation still induces a dipolar

anisotropy in the CMB. However, this anisotropy is suppressed by a factor of (kxdec)
3. Moreover,

it is comparable in magnitude to the induced octupolar anisotropy. Since measurements of |a10|
are contaminated by our peculiar velocity, the upper bound on |a10| (|a10| ∼< 10−3) is much higher

than the upper bound on |a30|. Therefore, the most restrictive constraints on Ψ~k(τdec) come from
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Eqs. (5.32) and (5.33):

(kxdec)
2 |Ψk(τdec) sin ̟2| . 5.8 Q (5.34)

(kxdec)
3 |Ψk(τdec) cos̟3| . 32O (5.35)

where Q and O are upper bounds on |a20| and |a30|, respectively, in a coordinate system aligned

with the superhorizon perturbation (k̂ = ẑ).

Since other primordial perturbations, including smaller-scale modes, may also contribute to the

measured values of |a20| and |a30| in a way that suppresses the perturbation from the single super-

horizon mode we have been considering, the |a20| and |a30| values from the superhorizon mode may

be as large as the largest values of |a20| and |a30| that are consistent with the measured variance in

these moments. We take Q = 3
√

C2 . 1.8 × 10−5 and O = 3
√

C3 . 2.7 × 10−5, three times the

measured rms values of the quadrupole and octupole [178], as 3σ upper limits.

When a superhorizon potential perturbation is invoked to generate a power asymmetry in the

CMB, as in Chapter 6, it is the variation of Ψ across the surface of last scattering,

∆Ψ(τdec) ≃ |Ψk(τdec)(kxdec) cos̟1|, (5.36)

that is the relevant quantity. For a given ∆Ψ(τdec), the induced CMB quadrupole and octupole can

be made arbitrarily small by decreasing (kxdec). However, if the superhorizon perturbation is a single

mode of the form Ψ = Ψ~k sin(~k · ~x + ̟), then demanding that Ψ ∼< 1 everywhere, even outside our

Hubble volume, leads to an additional constraint: Ψ~k(τdec) ∼< 1 implies that (kxdec) ∼> ∆Ψ/ cos̟.

Moreover, since ̟2 = ̟3 = ̟ in this case, the bounds given by Eqs. (5.34) and (5.35) imply that

∆Ψ(τdec)(kxdec) |tan ̟| . 5.8 Q (5.37)

∆Ψ(τdec)(kxdec)
2 . 32O. (5.38)

Since the octupole constraint on ∆Ψ(τdec) is independent of ̟ while the quadrupole constraint

vanishes if ̟ = 0, the maximum allowed value for ∆Ψ(τdec) is obtained when ̟ = 0. In this case,

we have

∆Ψ(τdec) ∼< Min

[

(kxdec),
32O

(kxdec)2

]

, (5.39)

where the first bound follows from Ψ~k(τdec) ∼< 1 and the second follows from Eq. (5.38). Conse-

quently, the maximum value for ∆Ψ(τdec) is obtained when ∆Ψ(τdec) ≃ [32O]1/3 ≃ 0.095. In this

case, ∆Ψ(τdec) ≃ (kxdec), which implies that the wavelength of the superhorizon mode is 65 times

larger than the particle horizon. This is much smaller than the lower bound on the wavelength of

order-unity perturbations found in Ref. [162] because we have placed ourselves at the node (̟ = 0)
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of a single-mode perturbation, thus eliminating the induced quadrupolar anisotropy that would

have otherwise provided a much more stringent constraint. Nevertheless, the octupole constraint

alone is sufficient to rule out an inflaton perturbation large enough to generate the observed power

asymmetry in the CMB, as we will see in Chapter 6.

5.4 Application to curvaton perturbations

The constraints given by Eqs. (5.34) and (5.35) may also be applied to superhorizon perturbations

that are not describable by a single sine wave fluctuation in Ψ. In this section, we will show how

these constraints limit the amplitude of a superhorizon fluctuation in a curvaton field. Superhorizon

curvaton fluctuations may be a generic feature of the curvaton model of inflation [179], and in Chapter

6, we will see that a superhorizon curvaton fluctuation is capable of generating the observed power

asymmetry in the CMB.

In the curvaton model [86, 87, 88, 89], there are two fields present during inflation: the inflaton

dominates the energy density of the Universe and drives inflation while the curvaton (σ) generates

some or all of the primordial perturbations. The curvaton potential is assumed to be V (σ) =

(1/2)m2
σσ2, with mσ ≪ Hinf , where Hinf is the value of the Hubble parameter during inflation.

Consequently, the curvaton is effectively massless during inflation and remains frozen at its initial

value. After inflation ends and mσ ≃ H , the curvaton will oscillate about its minimum, behaving

like a cold gas of σ particles. The curvaton is then assumed to decay into radiation prior to neutrino

decoupling, generating a gauge-invariant curvature perturbation [180, 181] ζ ≃ (R/3)δρσ/ρσ, where

R ≡ 0.75(ρσ/ρtot) is the fraction of the total energy density in the curvaton field just prior to its

decay.

During radiation domination, a curvature perturbation ζ corresponds to a potential perturbation

Ψ = −(2/3)ζ. We assume that the curvaton decay occurred early enough that Ψp ≃ −(2R/9)δρσ/ρσ

(see Chapter 6 for more details). In this case, a perturbation in the curvaton field induces a potential

perturbation at decoupling given by

Ψ(τdec) ≃ −R

5

[

Ψ(τdec)
9
10Ψp

]

[

2

(

δσ

σ̄

)

+

(

δσ

σ̄

)2
]

, (5.40)

where σ̄ is the spatially homogeneous background value of the curvaton field and σ(~x) = σ̄ + δσ(~x).

We consider a superhorizon sinusoidal perturbation to the curvaton field δσ = σ~k sin(~k · ~x + ̟σ).

Since adding π to ̟σ changes the sign of δσ, we may assume that σ~k/σ̄ > 0 without loss of generality.

The potential perturbation induced by δσ may be expanded in powers of (~k · ~x) and the resulting
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expression is Eq. (5.15) with

sin ̟0 = sin̟σ +
(σ~k

2σ̄

)

sin2 ̟σ, (5.41)

cos̟1 = cos̟σ +
(σ~k

2σ̄

)

sin 2̟σ, (5.42)

sin ̟2 = sin̟σ −
(σ~k

σ̄

)

cos 2̟σ, (5.43)

cos̟3 = cos̟σ + 2
(σ~k

σ̄

)

sin 2̟σ. (5.44)

Since a20 ∝ sin ̟2, we can see that it will not be possible to choose a phase ̟σ such that the CMB

quadrupole vanishes for all values of σ~k. For specific values of σ~k, however, there will be values of

̟σ for which sin̟2 = 0.

The constraint from the CMB quadrupole [Eq. (5.34)] implies

R

∣

∣

∣

∣

∆σ

σ̄

∣

∣

∣

∣

∣

∣

∣

∣

tan ̟σ − ∆σ

σ̄(kxdec)

cos 2̟σ

cos2 ̟σ

∣

∣

∣

∣
∼<

5

2

(

5.8 Q

kxdec

)[ 9
10Ψp

Ψ(τdec)

]

, (5.45)

where ∆σ = σ~k(kxdec) cos̟σ is the variation in the curvaton field across the surface of last scat-

tering. If ̟σ = 0, then the CMB quadrupole anisotropy is sourced exclusively by the term in

Eq. (5.40) that is proportional to (δσ)2, and the resulting constraint is independent of kxdec. In this

case, Eq. (5.45) reduces to

R

(

∆σ

σ̄

)2

∼<
5

2
(5.6 Q) for ̟σ = 0, (5.46)

where we have used Ψ(τdec) = 0.937Ψp, as derived in Section 5.2.

If ̟σ is nonzero, then the quadrupole constraint given by Eq. (5.45) will depend on kxdec. For

instance, if ̟σ = π/4, Eq. (5.45) reduces to

R

∣

∣

∣

∣

∆σ

σ̄

∣

∣

∣

∣
∼<

5

2

(

5.6 Q

kxdec

)

for ̟σ =
π

4
. (5.47)

This upper bound may be made arbitrarily large by decreasing kxdec. However, the condition that

δσ ∼< σ̄ leads to a lower bound on kxdec: kxdec ∼> ∆σ/(σ̄ cos̟σ). We now set kxdec = ∆σ/(σ̄ cos̟σ)

(or equivalently σ~k = σ̄) and consider how the quadrupole constraint depends on the phase of the

curvaton wave. Figure 5.3 shows the quadrupole bound on R as a function of ̟σ for |∆σ/σ̄| = 0.2.

As mentioned earlier, there are some values of ̟σ for which there is no induced CMB quadrupole;

in Fig. 5.3 we see that setting σ~k = σ̄ implies that the quadrupole constraint is lifted if ̟σ = π/6

or 5π/6. We also note that setting σ~k = σ̄ implies an additional constraint on ∆σ/σ̄: the curvaton

perturbation is superhorizon only if |∆σ/σ̄| < | cos̟σ|.
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ππ/ ππ/

σ

Figure 5.3: The upper bounds on R (the fraction of the energy density in the curvaton field just

prior to its decay) for a superhorizon curvaton fluctuation with δσ = σ̄ sin(~k · ~x + ̟σ). In this plot,
|∆σ/σ̄| = (kxdec)| cos̟σ| = 0.2 and the shaded regions are excluded. The solid curve is the bound
placed by the CMB quadrupole, and it vanishes for ̟σ = π/6 and ̟σ = 5π/6. The long-dashed
curve is the bound from the CMB octupole. The shaded areas enclosed by the short-dashed lines
around ̟σ = π/2 and ̟σ = 3π/2 are not allowed because (kxdec) > 1 in these regions.

The CMB octupole constraint implied by Eq. (5.35) for a curvaton perturbation is

R

∣

∣

∣

∣

∆σ

σ̄

∣

∣

∣

∣

∣

∣

∣

∣

1 + 2
∆σ

σ̄(kxdec)

sin 2̟σ

cos2 ̟σ

∣

∣

∣

∣
∼<

5

2

[

32O
(kxdec)2

] [ 9
10Ψp

Ψ(τdec)

]

, (5.48)

and the resulting upper bound on R for σ~k = σ̄ and |∆σ/σ̄| = 0.2 is shown in Fig. 5.3. Since the

CMB octupole generated by a superhorizon perturbation is suppressed by a factor of kxdec relative

to the CMB quadrupole, the octupole constraint is weaker than quadrupole constraint for most

values of ̟σ. The only exceptions are ̟σ = π/6 or 5π/6 since the quadrupole constraint is lifted

for these phases if σ~k = σ̄. In this case, Eq. (5.48) implies

R

∣

∣

∣

∣

∆σ

σ̄

∣

∣

∣

∣

3

∼<
5

8
(31O) for ̟σ =

{

π

6
or

5π

6

}

and σ~k = σ̄, (5.49)

and we see in Fig. 5.3 that this bound on R is far less restrictive than the quadrupole bound for

other values of ̟σ.

In the next chapter, we will see that the CMB power asymmetry induced by a superhorizon cur-

vaton fluctuation is proportional to (∆σ/σ̄). Consequently, the quadrupole and octupole constraints

establish upper bounds on R for a given power asymmetry, as shown in Fig. 5.4. This upper bound

increases as the required power asymmetry decreases. There is also a lower bound on R that arises

from limits to non-Gaussianity in the CMB, but there is a small range of R values for which it is

possible to generate the observed CMB power asymmetry with a superhorizon curvaton fluctuation

even if the induced CMB quadrupole does not vanish, as we will see in Chapter 6.
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∆σ/σ

σ = 0

σ = π/

σ = 0

Figure 5.4: The R-∆σ/σ̄ parameter space for a superhorizon curvaton fluctuation with δσ = σ̄ sin(~k ·
~x + ̟σ); the shaded regions are excluded. ∆σ/σ̄ is the variation of the curvaton field across the
surface of last scattering divided by the background value of the curvaton and R is the same as
in Fig. 5.3. The solid curve is the bound from the CMB quadrupole, and the long-dashed curves
are bounds from the CMB octupole. The bounds are plotted for two values of ̟σ; there is no
quadrupole bound if ̟σ = π/6.

5.5 Summary and discussion

Superhorizon perturbations generate large-scale anisotropies in the CMB through the Grishchuk-

Zel’dovich effect [85]. In this chapter, we have derived the constraints to single-mode adiabatic

superhorizon perturbations that arise from measurements of the CMB quadrupole and octupole.

These constraints differ from those previously derived for an isotropic distribution of superhorizon

perturbations [85, 159, 160, 161, 162] because the CMB anisotropies generated by a single-mode

perturbation depend on the perturbation’s phase.

We started by considering a sinusoidal superhorizon gravitational potential perturbation with

wavenumber k ≪ H0. Since the leading-order term in the potential perturbation is proportional

to (~k · ~x), it would be expected to generate a dipolar anisotropy of comparable amplitude in the

CMB through the Sachs-Wolfe effect. However, the superhorizon perturbation also gives us a velocity

with respect to the CMB, and the resulting Doppler dipole exactly cancels the leading-order intrinsic

anisotropy generated by the SW and ISW effects, provided that the perturbation is adiabatic. This

cancellation was known to occur in an Einstein-de Sitter universe [85, 159, 163], but we found that

it also applies to flat ΛCDM universes with and without radiation, as well as in more exotic flat

cosmological models.

Due to this cancellation of the CMB dipole, the leading-order constraints on adiabatic super-

horizon fluctuations arise from measurements of the CMB quadrupole and octupole. If the potential

perturbation is sinusoidal, as would be created by a sinusoidal fluctuation in the inflaton, then
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putting ourselves at the node of the sine wave maximizes the difference in potential across the

Universe while also eliminating the induced quadrupole anisotropy in the CMB. In this case, the

CMB octupole provides the strongest constraint on the amplitude of the superhorizon perturbation:

∆Ψ ∼< 0.095, where ∆Ψ is the variation of the potential Ψ across the surface of last scattering.

A fluctuation in a field that contains only a small fraction of the energy density of the Universe

generates a smaller potential perturbation and, consequently, smaller CMB anisotropies. We con-

sider a multi-field model of inflation in which a subdominant curvaton field generates primordial

perturbations [86, 87, 88, 89]. For a given superhorizon fluctuation in the curvaton field, the mea-

sured values of the CMB quadrupole and octupole place upper bounds on the fraction of the total

energy density contained in the curvaton field prior to its decay. Since a sinusoidal perturbation in

the curvaton field generates a potential perturbation that is not sinusoidal, there is no value for the

phase of the curvaton fluctuation that eliminates the induced CMB quadrupole for any superhorizon

curvaton fluctuation. However, once the amplitude of the curvaton perturbation is specified, it is

possible to choose a phase for which the induced CMB quadrupole vanishes. In this case, measure-

ments of the CMB octupole still place an upper bound on the curvaton energy density, but this

bound is significantly weaker than the bound from the CMB quadrupole that applies to curvaton

fluctuations with different phases.

Superhorizon perturbations have generated interest recently because they are a simple way to

introduce a preferred direction in the Universe and may generate the deviations from statistical

isotropy that have been observed in the CMB. In particular, in Chapter 6, we will show that a

superhorizon perturbation to an inflationary field can generate the hemispherical power asymmetry

found in the WMAP data [42, 43, 44, 45, 46]. In this chapter, we have demonstrated how the CMB

constrains such superhorizon perturbations: the octupole constraint on ∆Ψ is sufficient to rule out

an inflaton perturbation as the source of the observed power asymmetry, but it is possible to generate

the observed power asymmetry with a superhorizon curvaton perturbation. These constraints may

also be applied to other scenarios that invoke superhorizon perturbations. For instance, order-unity

superhorizon fluctuations in the mean value of the curvaton may be a generic feature of the curvaton

model [179].
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Chapter 6

A Hemispherical Power Asymmetry from

Inflation1

6.1 Introduction

The cosmic microwave background (CMB) [17, 18] and the distribution of galaxies [19, 20] tell

us that the early Universe was homogeneous on superhorizon scales, spatially flat, and contained

a nearly scale-invariant spectrum of adiabatic fluctuations. These features of the early Universe

provide compelling evidence for inflation [1, 2, 3]. In the standard inflation scenario, the Universe

underwent a very long inflationary expansion before the comoving observable Universe exited the

horizon during inflation. Thus, any remnants of the pre-inflationary Universe were inflated away

before there could be observable consequences. This accounts for the smoothness of the primordial

Universe as well as its flatness. It also suggests that the primordial density perturbations should

show no preferred direction.

There are indications, however, that the Universe is not perfectly isotropic [39, 40, 41, 42, 43,

44, 45, 46, 47, 48, 49, 50, 51, 52] . In this chapter, we will focus our attention on one of these

anomalies: the rms temperature fluctuation in the CMB on one side of the sky is larger than on

the other side [42, 43, 44, 45, 46]. This hemispherical power asymmetry can be parametrized as a

dipolar modulation of the temperature anisotropy field [44, 46]; the temperature fluctuation in the

n̂ direction is
δT

T
(n̂) = s(n̂) [1 + A(n̂ · p̂)] , (6.1)

where s(n̂) is an isotropic Gaussian random field. The magnitude of the asymmetry is given by A and

its direction is specified by p̂; the most recent analysis, using WMAP5 data, found A = 0.072±0.022

for ℓ ∼< 64 with p̂ pointing at (ℓ, b) = (224◦,−22◦)±24◦ [46]. The hemispherical power asymmetry is

unrelated to the “axis of evil” [39, 40, 41], an apparent alignment of the lowest multipole moments,

and has received considerably less theoretical attention (although see [165, 166]).

A superhorizon perturbation would introduce a preferred direction in the Universe and has been

considered as a possible origin of the “axis of evil” [164]. In this chapter, we investigate how the

hemispherical power asymmetry could result from a superhorizon perturbation during inflation, as

1The first two sections of this chapter were adapted from A hemispherical power asymmetry from inflation,
Adrienne L. Erickcek, Marc Kamionkowski, and Sean Carroll; Phys. Rev. D 78, 123520 (2008). Reproduced here
with permission, copyright (2008) by the American Physical Society. The subsequent sections were adapted from an
article that is currently in preparation by Adrienne L. Erickcek, Christopher M. Hirata, and Marc Kamionkowski.
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depicted in Fig. 6.1. Since the amplitude of the primordial fluctuations depends on the background

value of the fluctuating inflationary field, a large-amplitude superhorizon fluctuation would generate

a power asymmetry by varying the background value of the field across the observable Universe.

Of course, the superhorizon fluctuation would make the Universe inhomogeneous, and the near-

uniformity of the CMB constrains such departures from homogeneity, as described in Chapter 5.

We first consider how a superhorizon fluctuation could generate a scale-invariant power asym-

metry. We begin by showing in Section 6.2.1 that the power asymmetry cannot be reconciled with

single-field slow-roll inflation without violating the constraints derived in Chaper 5. We then consider

an alternative inflationary theory, the curvaton model [86, 87, 88, 89], which has been suggested as a

possible source of a power asymmetry [165]. In the curvaton model, the inflaton field dominates the

Universe’s energy density during inflation and drives the inflationary expansion, but the primordial

fluctuations arise from quantum fluctuations in a subdominant scalar field called the curvaton. In

Section 6.2.2, we demonstrate that a superhorizon fluctuation in the curvaton field can generate

the observed asymmetry without violating the homogeneity constraints imposed by the CMB. The

required superhorizon fluctuation in the curvaton field may occur, for example, as a remnant of

the pre-inflationary epoch or as a signature of superhorizon curvaton-web structures [179]. The

proposed model predicts several signatures, which may soon be tested, in the CMB, and we discuss

these signatures at the end of Section 6.2.2.

Of course, a key prediction of the model discussed in Section 6.2.2 is that the magnitude and

direction of the power asymmetry are scale-invariant. There are indications, however, that the

asymmetry in the CMB temperature fluctuations does not extend to ℓ ∼> 600 [182, 45]. Furthermore,

an analysis of quasar number counts reveals that any asymmetry in the direction (ℓ, b) = (225◦,−27◦)

in the rms amplitude of primordial density fluctuations on scales that form quasars (k ≃ 1.3h−1.8h

Mpc−1) must have A ∼< 0.012 at the 95% confidence level [90]. In light of these findings, we

H
-1

0

ΔTCMB

φ, σ

Figure 6.1: Measurements of temperature fluctuations in the cosmic microwave background (CMB)
show that the rms temperature-fluctuation amplitude is larger in one side of the sky than in the
other. We investigate here whether this may arise as a consequence of a large-scale fluctuation in
the inflaton field φ or the curvaton field σ.
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consider how a superhorizon fluctuation in the curvaton field could produce a scale-dependent power

asymmetry that is more pronounced on large scales than on small scales.

It is possible to dilute the power asymmetry on smaller scales by introducing discontinuities

in the inflaton potential and its derivative that change relative contributions of the curvaton and

inflaton field to the primordial perturbations [165]. We examine this proposal in Appendix C and

find that the discontinuity in the inflaton potential required to satisfy the quasar constraint on the

asymmetry violates constraints from ringing in the power spectrum [183, 184]. In Appendix C we

also find that it is not possible to sufficiently dilute the asymmetry on small scales by smoothly

changing the relative contributions of the curvaton and inflaton fluctuations to the primordial power

spectrum.

We then consider the dark-matter isocurvature perturbations generated by some curvaton sce-

narios [89, 185, 186, 187, 188, 189, 190]. In the presence of a superhorizon fluctuation in the curvaton

field, the power in these isocurvature perturbations will be asymmetric. Since isocurvature pertur-

bations decay once they enter the horizon, they will contribute more to the large-scale (ℓ ∼< 100)

CMB anisotropies than to the smaller scales probed by quasars. Consequently, the desired scale-

dependence of the asymmetry is a natural feature of isocurvature perturbations.

We review how isocurvature perturbations are generated in the curvaton scenario in Section 6.3.1,

and we review the CMB signatures of isocurvature perturbations in Section 6.3.2. In Section 6.4, we

examine how a hemispherical power asymmetry could be created by a superhorizon fluctuation in the

curvaton field in two limiting cases of the curvaton scenario. We find in Section 6.4.1 that it is not

possible to generate the observed hemispherical power asymmetry if the curvaton decay created the

dark matter because the necessary superhorizon isocurvature fluctuation induces an unacceptably

large dipolar anisotropy in the CMB. In Section 6.4.2, we show that the observed asymmetry can be

generated by a superhorizon curvaton fluctuation if the curvaton’s contribution to the dark matter

is negligible. Our model predicts that the asymmetry will have a specific spectrum and that the

current bounds on the contribution of isocurvature perturbations to the CMB power spectrum are

nearly saturated. We summarize our findings and discuss these future tests of our model in Section

6.5.

6.2 A scale-invariant power asymmetry

6.2.1 Single-field models

Inflation postulates that the energy density in the early Universe was dominated by a scalar field

φ, the inflaton. The energy density of the inflaton field contains kinetic energy, (1/2)φ̇2, plus

some potential energy V (φ). If the slow-roll parameters, ǫV ≡ (m2
Pl/16π)(V ′/V )2 and ηV ≡

(m2
Pl/8π)(V ′′/V ), are small, then the field rolls slowly. The energy density is then dominated
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by the potential energy, the pressure is negative, and the expansion of the Universe is inflationary.

Quantum fluctuations in the inflaton give rise to primordial density perturbations characterized

by a gravitational-potential power spectrum PΨ(k) ∝ V/ǫV , where V and ǫV are evaluated at

the value the inflaton took when the comoving wavenumber k exited the horizon during inflation.

Differentiation of the expression for PΨ(k) suggests that the power spectrum can be approximated

as PΨ(k) ∝ kns−1, where the scalar spectral index ns = 1 − 6ǫV + 2ηV is close to unity, consistent

with current measurements [18, 191].

The power spectrum PΨ(k) may vary with k because different values of k sample the quantity

V/ǫ at different values of the inflaton φ. This suggests that the power asymmetry might be explained

by a large-amplitude mode of φ with a comoving wavelength that is long compared with the current

Hubble distance (k ≪ H0). Then one side of the CMB sky would reflect the imprint of a different

value of φ than the other side. From PΨ(k) ∝ V/ǫV , we infer a fractional power asymmetry,

∆PΨ

PΨ
= −2

√

π

ǫ
(1 − ns)

∆φ

mPl
, (6.2)

where ∆φ is the change in the inflaton field across the observable Universe and m2
Pl = G−1 in

natural units. The observed 7.2% variation in the amplitude of the CMB temperature fluctuations

[46] corresponds to a power asymmetry ∆PΨ/PΨ ≃ 2A= 0.144, where A is defined by Eq. (6.1).

The gravitational-potential perturbation Ψ during matter domination is related to the inflaton

perturbation δφ through Ψ = (6/5)
√

π/ǫ(δφ/mPl). Thus, a long-wavelength perturbation δφ ∝
sin[~k · ~x+ ̟], with kxdec ≪ 1 (where xdec is the distance to the surface of last scatter), introduces a

gravitational-potential perturbation with the same spatial dependence. It follows from Eq. (6.2) that

∆Ψ = 6A/[5(ns−1)]. An immediate concern, therefore, is whether this large-amplitude perturbation

is consistent with the isotropy of the CMB.

Gravitational-potential perturbations give rise to temperature fluctuations in the CMB through

the Sachs-Wolfe effect [173] (δT/T ≃ Ψ/3). A large-scale potential perturbation might thus be

expected to produce a CMB temperature dipole of similar magnitude. However, for the Einstein-de

Sitter universe, the potential perturbation induces a peculiar velocity whose Doppler shift cancels

the intrinsic temperature dipole [85, 159]. The same is true for a flat universe with a cosmological

constant, as we saw in Chapter 5.

Although the dipole vanishes, measurements of the CMB temperature quadrupole and octupole

constrain the cosmological potential gradient [85, 159, 162]. Here we will briefly review how these

constraints are derived before applying them to the superhorizon mode necessary to create the

observed power asymmetry; the full calculation is presented in Chapter 5. Since kxdec ≪ 1, we first

expand the sinusoidal dependence Ψ(~x) = Ψ~k sin(~k · ~x + ̟) in powers of ~k · ~x as in Eq. 5.15. The
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terms that contribute to the CMB quadrupole and octupole are

Ψ(~x) = −Ψ~k

{

(~k · ~x)2

2
sin ̟ +

(~k · ~x)3

6
cos̟

}

. (6.3)

The CMB temperature anisotropy produced by the potential in Eq. (6.3) is

∆T

T
(n̂) = −Ψ~k

[

µ2

2
(kxdec)

2δ2 sin ̟ +
µ3

6
(kxdec)

3δ3 cos̟

]

, (6.4)

where µ ≡ k̂ · n̂ and Ψ~k is evaluated at the time of decoupling (τdec). As described in Section 5.3,

the δ2 and δ3 coefficients account for the Sachs-Wolfe (including integrated) effect and the Doppler

effect induced by Ψ~k; for a ΛCDM Universe with ΩM = 0.28, matter-radiation equality redshift

zeq = 3280, and decoupling redshift zdec = 1090, we find that δ2 = 0.33 and δ3 = 0.35. Choosing

k̂ = ẑ, Eq. (6.4) gives nonzero values for the spherical-harmonic coefficients a20 and a30. The relevant

observational constraints are therefore given by Eqs. (5.34) and (5.35):

(kxdec)
2
∣

∣Ψ~k(τdec) sin ̟
∣

∣ ∼< 5.8 Q (6.5)

(kxdec)
3
∣

∣Ψ~k(τdec) cos̟
∣

∣ ∼< 32O (6.6)

where Q and O are upper bounds on |a20| and |a30|, respectively, in a coordinate system aligned

with the power asymmetry.

As in Section 5.3, we take Q = 3
√

C2 ∼< 1.8 × 10−5 and O = 3
√

C3 ∼< 2.7 × 10−5, three times

the measured rms values of the quadrupole and octupole [178], as 3σ upper limits; this accounts

for cosmic variance in the quadrupole and octupole due to smaller-scale modes. The temperature

quadrupole and octupole induced by the superhorizon mode can be made arbitrarily small for fixed

∆Ψ ≃ Ψ~k(kxdec) cos̟ by choosing k to be sufficiently small. However, we also demand that Ψ~k ∼< 1

everywhere, and this sets a lower bound on (kxdec).

We now return to the power asymmetry generated by an inflaton perturbation. The largest value

of ∆Ψ is obtained if ̟ = 0, in which case the perturbation produces no quadrupole. The octupole

constraint [Eq. (6.6)] combined with (kxdec) ∼> |∆Ψ| [i.e., the requirement Ψ~k ∼< 1] implies that

|∆Ψ| ∼< (32O)1/3. Given that (1−ns) ∼< 0.06, we see that the maximum possible power asymmetry

obtainable with a single superhorizon mode is Amax ≃ 0.05(32O)1/3 ≃ 0.0048. This is too small,

by more than an order of magnitude, to account for the observed asymmetry (A = 0.072 ± 0.022).

The limit can be circumvented if a number of Fourier modes conspire to make the density gradient

across the observable Universe smoother. This would require, however, that we live in a very special

place in a very unusual density distribution.
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6.2.2 The curvaton model

We thus turn our attention to the curvaton model of inflation. In the curvaton scenario [86, 87, 88,

89], there are two light scalar fields during inflation. The inflaton dominates the energy density of the

Universe and drives the inflationary expansion. The curvaton (σ) is a spectator field during inflation;

it remains fixed at its initial value σ∗ and its energy is given by its potential V (σ) = (1/2)m2
σσ2, with

mσ ≪ Hinf , where Hinf is the Hubble parameter during inflation. When H ≃ mσ after inflation, the

curvaton field begins to oscillate in its potential well, and it behaves like a pressureless fluid until it

decays. We will assume that the curvaton field is non-interacting prior to its decay.

During inflation, quantum fluctuations in the curvaton field [(δσ)rms = Hinf/(2π)] generate a

nearly scale-invariant spectrum of isocurvature fluctuations. After the inflaton decays into radiation,

the growth of the curvaton energy density relative to the radiation density creates adiabatic pertur-

bations from these isocurvature fluctuations. If the curvaton decays before any particle species de-

couples from radiation, then the isocurvature fluctuation is erased after the curvaton decays because

isocurvature fluctuations between interacting fluids in thermal equilibrium decay quickly [192, 190].

If the curvaton decays after a particle species decouples from the radiation, however, there is a

lasting isocurvature fluctuation between that species and the radiation in addition to the adiabatic

perturbation generated by the growth of Ωσ after inflation [89, 185, 186, 187, 188, 189, 190].

In this section, we will assume that the curvaton decayed prior to the decoupling of any particles

from the radiation so that the fluctuations in the curvaton field produce only adiabatic fluctuations.

The resulting power spectrum of gravitational-potential perturbations during matter domination is

PΨ,σ ∝ R2

〈

[

δV

V (σ̄∗)

]2
〉

∼ R2

(

Hinf

πσ̄∗

)2

, (6.7)

provided that σ̄∗ ≫ Hinf [193]. Here R ≃ (3/4)(ρσ/ρtot) is 3/4 times the energy density of the

curvaton field just prior to its decay divided by the total energy density of the Universe at that

time.

We hypothesize that the density due to curvaton decay is small compared with the density due

to inflaton decay; i.e., R ≪ 1. In this case, the perturbation in the total energy density, and thus

the potential perturbation Ψ, due to a fluctuation in ρσ will be suppressed, making it possible to

satisfy the homogeneity conditions set by the CMB [Eqs. (6.5) and (6.6)], even if ρσ has order-unity

variations. We then hypothesize that the power asymmetry comes from a variation ∆σ̄∗ in the initial

value of the mean curvaton field across the observable Universe.

For R ≪ 1, the Universe is radiation-dominated between the end of inflation and the decay of

the curvaton, and

R = π

(

σ̄∗

mPl

)2√
1.4 mσ

Γσ
, (6.8)
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where Γσ is the curvaton decay rate [88]. Since R ∝ σ̄2
∗, the power spectrum for gravitational-

potential perturbations produced by the curvaton is proportional to σ̄2
∗ . A variation ∆σ̄ in the

value of the mean curvaton field across the observable Universe therefore induces a fractional power

asymmetry ∆PΨ,σ/PΨ,σ ≃ 2(∆σ̄∗/σ̄∗). For superhorizon fluctuations, δσ and σ̄ obey the same

evolution equation, so the ratio δσ/σ̄ is conserved [187]. We will therefore omit the “*” subscript

from future expressions in this section.

First we must ensure that this inhomogeneity does not violate Eqs. (6.5) and (6.6). The potential

fluctuation at the time of decoupling produced by a fluctuation δσ in the curvaton field is given by

Eq. (5.40):

Ψ(τdec) ≃ −R

5

[

Ψ(τdec)
9
10Ψp

]

[

2

(

δσ

σ̄

)

+

(

δσ

σ̄

)2
]

, (6.9)

where Ψp is the potential fluctuation in the radiation-dominated era [Ψ(τdec) = 0.937Ψp from Section

5.2]. In Section 5.4, we examined how this potential fluctuation induces large-scale anisotropies in

the CMB, and we now briefly review how δσ is constrained by the CMB quadrupole. Consider a

superhorizon sinusoidal perturbation to the curvaton field δσ̄ = σk sin(~k · ~x + ̟). If we ignored the

term in Eq. (6.9) quadratic in δσ, then the upper bound to δσ̄ would be obtained by setting ̟ = 0.

As with the inflaton, the constraint would then then arise from the CMB octupole. However, the

term in Eq. (6.9) that is quadratic in δσ gives rise to a term in Ψ that is quadratic in (~k · ~x)—i.e.,

Ψquad = −(R/5)[Ψ(τdec)/(0.9Ψp)](σk/σ̄)2(~k · ~x)2 for ̟ = 0. Noting that (∆σ̄/σ̄) = (σk/σ̄)(~k · ~xdec),

the quadrupole bound in Eq. (6.5) yields an upper limit,

R

(

∆σ̄

σ̄

)2

∼<
5

2
(5.6 Q), (6.10)

just as in Eq. (5.46). While this bound was derived for ̟ = 0, most other values for ̟ yield similar

constraints, as shown in Section 5.4.

Most generally, the primordial power will be some combination of that due to the inflaton and

curvaton [194], PΨ = PΨ,φ + PΨ,σ ≃ 10−9, with a fraction ξ ≡ PΨ,σ/PΨ due to the curvaton. Since

the fluctuations in Ψ from the inflaton field are not affected by the superhorizon fluctuation in the

curvaton field, the power asymmetry will be diluted by the inflaton’s contribution to the power

spectrum. The total power asymmetry is therefore ∆PΨ,σ/PΨ ≃ 2ξ(∆σ̄/σ̄) ≃ 2A. This asymmetry

can be obtained without violating Eq. (6.10) by choosing R ∼< 14 Qξ2/A2, as shown in Fig. 6.2.

The only remaining issue is the Gaussianity of primordial perturbations. The curvaton fluctu-

ation δσ is a Gaussian random variable. Since the curvaton-induced density perturbation has a

contribution that is quadratic in δσ, it implies a non-Gaussian contribution to the density fluctua-

tion. The departure from Gaussianity can be estimated from the parameter fNL [195, 196], which

for the curvaton model is fNL ≃ 5ξ2/(4R) [186, 197, 198]. The current upper limit, fNL ∼< 100
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[199, 59, 18, 61, 62], leads to the lower limit to R shown in Fig. 6.2.

Figure 6.2 shows that there are values of R and ξ that lead to a power asymmetry A = 0.072

and are consistent with measurements of the CMB quadrupole and fNL. For any value of A, the

allowed region of R-ξ parameter space is

5

4 fNL,max
∼<

R

ξ2 ∼< 14
Q

A2
, (6.11)

where fNL,max is the largest allowed value for fNL. Thus we see that measurements of the CMB

Figure 6.2: The R-ξ parameter space for the curvaton model that produces a power asymmetry
A = 0.072 (top) and Ap = 0.050 (bottom). The observed asymmetry is A = 0.072±0.022 [46]. Here
R is 3/4 times the fraction of the cosmological density due to curvaton decay, and ξ is the fraction
of the power due to the curvaton. The shaded regions in this plot are excluded. The upper limit to
R comes from the CMB-quadrupole constraint. The lower bound comes from fNL ≤ 100. The lower
limit to ξ comes from the requirement that the fractional change in the curvaton field across the
observable Universe be less than one. If A is lowered, the lower bound to R remains unchanged, but
the upper bound increases, proportional to A−2. The lower limit to ξ also decreases as A decreases,
proportional to A.
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quadrupole and fNL place an upper bound,

A ∼<
√

(14 Q)

(

4fNL,max

5

)

, (6.12)

on the power asymmetry that may be generated by a superhorizon curvaton fluctuation. Given that

fNL ∼< 100 and Q = 1.8 × 10−5, we have A ∼< 0.14, which is about twice the observed value.

The allowed region of R-ξ parameter space disappears if fNL,max is too small, so Eq. (6.11) also

implies a lower bound on fNL:

fNL ∼>
5

4

(

A2

14 Q

)

. (6.13)

For Q = 1.8 × 10−5, we predict (for A = 0.072) fNL ∼> 26, much larger than the fNL predicted by

standard slow-roll inflation (fNL ≪ 1) [53]. Values as small as fNL ≃ 5 should be accessible to the

forthcoming Planck satellite [196, 200, 201], and so there should be a clear non-Gaussian signature

in Planck if the power asymmetry was generated by a curvaton perturbation and A = 0.072.

If (δσ/σ̄) ≪ 1, the power due to the curvaton is PΨ,σ ≃ (2R/5)2
〈

(δσ/σ̄)2
〉

, and the power

required from the curvaton fixes R(δσ/σ̄)rms ≃ 8 × 10−5 ξ1/2. It follows that (δσ/σ̄)rms ∼< 0.33 for

the allowed parameter space in Fig. 6.2 for A = 0.072, thus verifying that this parameter is small.

We find from (∆σ̄/σ̄) = A/ξ ∼< 1 that the required cross-horizon variation ∆σ̄/σ̄ in the curvaton

is large compared with the characteristic quantum-mechanical curvaton fluctuation (δσ/σ̄)rms; the

required ∆σ̄ is at least a ∼ 3σ fluctuation. While such a large quantum fluctuation is unlikely, we

note that the observed asymmetry is a 3.3σ deviation from an isotropic primordial power spectrum;

it is therefore equally unlikely that the asymmetry is a statistical fluke. The superhorizon fluctuation

in the curvaton field could also be a superhorizon inhomogeneity not completely erased by inflation.

Another possibility is that positive- and negative-value cells of σ̄ created during inflation may be large

enough to encompass the observable Universe; if so, we would observe an order-unity fluctuation in

σ̄ near the σ̄ = 0 wall that divides two cells [179].

We have considered the specific asymmetry A ≃ 0.072 reported by Ref. [46], but our results can

be scaled for different values of A, should the measured value for the asymmetry change in the future.

In particular, the fNL constraint (the lower bound to R) in Fig. 6.2 remains the same, but the upper

bound (from the quadrupole) increases as A is decreased. The lower limit to ξ also decreases as A

is decreased. Here we have also considered a general model in which primordial perturbations come

from some combination of the inflaton and curvaton. Although it may seem unnatural to expect the

two field decays to produce comparable fluctuation amplitudes, our mechanism works even if ξ = 1

(the fluctuations are due entirely to the curvaton). Thus, the coincidence is not a requirement of

the model.

If the power asymmetry can indeed be attributed to a superhorizon curvaton mode, then the
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workings of inflation are more subtle than the simplest models would suggest. Fortunately, the

theory makes a number of predictions that can be pursued with future experiments. To begin, the

modulated power should produce signatures in the CMB polarization and temperature-polarization

correlations [202, 203]. The curvaton model predicts non-Gaussianity, of amplitude fNL ∼> 26 for

A ≃ 0.072, which will soon be experimentally accessible. However, the theory also predicts that the

small-scale non-Gaussianity will be modulated across the sky by the variation in σ̄ (and thus in ξ

and R). The presence of curvaton fluctuations also changes other features of the CMB [198]. The

ratio of tensor and scalar perturbations (r) is reduced by a factor of (1 − ξ) and the scalar spectral

index is ns = 1−2ǫV − (1− ξ)(4ǫV −2ηV ). The tensor spectral index (nT ), however, is unaltered by

the presence of the curvaton, and so this model alters the inflationary consistency relation between

nT and r and possibly the prospects for testing it [204].

6.3 Review of isocurvature perturbations

Shortly after we proposed that the observed hemispherical power asymmetry could be a signature of a

superhorizon fluctuation in the curvaton field, it was discovered that the asymmetry does not extend

to smaller scales, as discussed in Section 6.1. If the curvaton creates only adiabatic perturbations,

as assumed in the previous section, then A = ξ(∆σ̄/σ̄). Clearly, the only way to break the scale

invariance of the asymmetry to make ξ depend on scale; since the inflaton field is unaffected by the

superhorizon fluctuation in the curvaton field, the fluctuations in the inflaton field are symmetric,

and the magnitude of the asymmetry will be diluted on small scales if the inflaton’s contribution

to the total power is larger on these scales. This approach is studied in Appendix C and is found

to be incompatible with current constraints on the running of the scalar spectral index and the

smoothness of the primordial power spectrum.

In Section 6.1, we introduced an alternate explanation for the scale-dependence of the power

asymmetry: the asymmetry could be partly attributable to isocurvature perturbations. We devote

the remainder of this chapter to an analysis of this proposal. We will restrict our attention to sce-

narios in which the curvaton decays after dark matter freeze-out, but prior to the decoupling of any

other particle species. In this case, an isocurvature fluctuation between dark matter and radiation

is created [89, 185, 186, 187, 188, 189, 190]. (We will neglect baryon isocurvature modes, which may

arise due to the annihilations of baryons and antibaryons created during curvaton decay [205]). We

will now review how the dark-matter isocurvature fluctuation relates to the initial curvaton per-

turbation and how isocurvature fluctuations impact the CMB before considering power asymmetry

production in the next section.
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6.3.1 Isocurvature perturbations in the curvaton scenario

We continue to work in conformal Newtonian gauge; as in Chapter 5, we take the perturbed

Friedmann-Robertson-Walker (FRW) metric to be

ds2 = −(1 + 2Ψ)dt2 + a2(t)δij(1 − 2Φ)dxidxj , (6.14)

where a is normalized to equal one today. We define

ζi ≡ −Ψ − H
δρi

ρ̇i
(6.15)

to be the curvature perturbation on surfaces of uniform i-fluid density, and

ζ ≡ −Ψ − H
δρ

ρ̇
=
∑

i

ρ̇i

ρ̇
ζi (6.16)

is the curvature perturbation on surfaces of uniform total density. Throughout this paper, a dot

refers to differentiation with respect to proper time t. We use the notation Siγ ≡ 3(ζi − ζγ), where a

subscript γ refers to radiation, to describe isocurvature fluctuations. For any non-interacting fluid,

ζi is conserved on superhorizon scales. In the absence of isocurvature perturbations, ζ is constant on

superhorizon scales, but if there is an isocurvature perturbation, then ζ evolves due to the changing

value of ρ̇i/ρ̇.

Immediately after inflation, there are superhorizon adiabatic fluctuations from inhomogeneities

in the inflaton field ζ(i) ≃ ζ
(i)
γ and superhorizon isocurvature fluctuations in the curvaton field given

by Sσγ . After curvaton decay, there are superhorizon adiabatic perturbations ζ(f) and superhorizon

dark-matter isocurvature perturbations Smγ . These perturbations are related through a transfer

matrix:




ζ(f)

Smγ



 =





1 TζS

0 TSS









ζ(i)

Sσγ



 . (6.17)

This transfer matrix is completely general and applicable to the evolution of any mixture of isocur-

vature and adiabatic perturbations. The left column indicates that superhorizon adiabatic pertur-

bations do not evolve in the absence of isocurvature fluctuations and that they are incapable of

generating isocurvature fluctuations. The expressions for TζS and TSS are model dependent.

In the limit of instantaneous curvaton decay, the total curvature perturbation cannot change

during the decay of the curvaton. We can therefore obtain TζS by equating ζ(f), which is evaluated

just after curvaton decay, to ζ(bd), which is evaluated just prior to curvaton decay. From Eq. (6.16)

we have

ζ(f) = ζ(i) +

[

R

3
+

(

Ωcdm

4Ωγ + 3Ωσ + 3Ωcdm

)(bd)

Tfr

]

Sσγ , (6.18)
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where

R ≡
[

3Ωσ

4Ωγ + 3Ωσ + 3Ωcdm

](bd)

. (6.19)

All quantities with a “bd” superscript are evaluated just prior to curvaton decay. We will see below

that ζ
(bd)
cdm is not equal to its initial value ζ

(i)
cdm = ζ(i), and we have defined Tfr through

ζ
(bd)
cdm = ζ

(i)
cdm +

Tfr

3
Sσγ . (6.20)

As in the previous section, we will assume that R ≪ 1, so that the curvaton never dominates the

energy density of the Universe. Since the Universe must be radiation-dominated after curvaton

decay, the assumption that R ≪ 1 also implies that Ω
(bd)
cdm ≪ 1. Furthermore, we will see that

Tfr ≪ R if R ≪ 1. With these assumptions,

TζS ≃ R

3
≃ 1

4
Ω(bd)

σ , (6.21)

and we see that R ≃ (3/4)ρσ/ρ just prior to curvaton decay, as defined earlier. Numerical studies of

curvaton decay in the absence of dark matter and perturbations from the inflaton [ζ(i) = 0] indicate

that this instant-decay expression for TζS is accurate to within 10% provided that R is evaluated

when H = Γσ/1.4, where Γσ is the rate of curvaton decay [193].

If the dark matter freezes out prior to curvaton decay, then a dark-matter isocurvature perturba-

tion is created in two stages. The first stage occurs at dark-matter freeze-out [187]. The abundance

of dark matter after freeze-out is determined by the expansion rate at freeze-out, so immediately

after freeze-out, the hypersurface of constant dark-matter density coincides with the hypersurface of

constant total density. In the presence of the curvaton field, this hypersurface is not a hypersurface

of constant radiation density and a dark-matter isocurvature perturbation is created. The change

in ζcdm during freeze-out is given by ∆ζcdm = (Tfr/3)Sσγ where

Tfr =
(α − 3)Ω

(fr)
σ

2(α − 2) + Ω
(fr)
σ

. (6.22)

In this expression, α ≡ d ln Γcdm

d ln T

∣

∣

(fr)
gives the dependence of the rate for dark matter annihilations

Γcdm on temperature T for s-wave annihilations (α ≃ 21 for neutralino dark matter). All quantities

with an “(fr)” superscript are to be evaluated when the dark matter freezes out. Since we assume

that the Universe does not cease to be radiation dominated prior to curvaton decay,

Ω(fr)
σ = Ω(bd)

σ

√

H(bd)

H(fr)
≃ 4

3
R

√

Γσ

1.4Γ
(fr)
cdm

. (6.23)

Between freeze-out and curvaton decay, the dark matter is non-interacting and ζcdm is conserved;
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Eq. (6.20) therefore relates ζcdm just prior to curvaton decay to its initial value. In the case that

R ≪ 1, Tfr ≪ (2/3)R since Γσ ≪ Γ
(fr)
cdm (dark matter freezes out prior to curvaton decay).

The second stage of dark-matter isocurvature creation occurs at curvaton decay. Let Bm ≡
Γσ→m/Γσ be the fraction of the curvaton energy that is turned into dark matter when the curvaton

decays. In that case, the change in ζcdm during curvaton decay is given by [190]

ζ
(f)
cdm − ζ

(bd)
cdm =

BmΩ
(bd)
σ

Ω
(bd)
cdm + BmΩ

(bd)
σ

[

ζ(bd)
σ − ζ

(bd)
cdm

]

. (6.24)

This expression differs slightly from the expression in Ref. [190], but the two expressions are equiv-

alent because Ω
(fr)
σ /Ω

(bd)
σ = Ω

(fr)
cdm/Ω

(bd)
cdm . We can relate Smγ to Sσγ by combining Eq. (6.18) for

ζ(f) ≃ ζ
(f)
γ and Eqs. (6.20) and (6.24) for ζ

(f)
cdm. We find that

TSS =
TfrΩ

(bd)
cdm

Ω
(bd)
cdm + BmΩ

(bd)
σ

+
BmΩ

(bd)
σ

Ω
(bd)
cdm + BmΩ

(bd)
σ

− R. (6.25)

The derivation of this expression for TSS neglected the possibility that the injection of dark matter

particles at curvaton decay could raise the dark matter particle number density to the point that dark

matter particles begin to self-annihilate again. If dark matter annihilations resume after curvaton

decay, then the final value of Smγ is suppressed. It is possible to approximate the effect of a second

stage of dark matter self-annihilation by multiplying TSS by a factor of 1/(1+Υ), where Υ ≡ Γcdm/H

evaluated just after curvaton decay [190]. Since we are most interested in curvaton models in which

the curvaton produces very little dark matter, we will assume that Υ ≪ 1. We note, however, that

our results can be easily adapted to cases where the self-annihation of the dark matter after curvaton

decay is significant.

It will be useful to make the R dependence of TSS explicit by defining B̃R ≡ BmΩ
(bd)
σ /Ω

(bd)
cdm

to be the dark matter density from curvaton decay divided by the dark matter density prior to

curvaton decay. We will also define λ̃ ≡ (4/3)
√

H(bd)/H(fr) so that Ω
(fr)
σ = λ̃R. In this notation,

TSS =

[

(α − 3)λ̃R

2(α − 2) + λ̃R

]

(

1

1 + B̃R

)

+

(

B̃R

1 + B̃R

)

− R. (6.26)

In our analysis, we will consider two limiting cases: B̃R ≫ 1 (i.e., the curvaton creates nearly all the

dark matter), and B̃R ≪ 1 (i.e., the curvaton creates an insignificant fraction of the dark matter).

In both cases, we will still assume that R ≪ 1.

If the curvaton creates nearly all the dark matter so that B̃R ≫ 1, then

lim
B̃R≫1

TSS =

[

(α − 3)λ̃R

2(α − 2) + λ̃R

]

(

1

B̃R

)

+ 1 − R. (6.27)
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When we recall that λ̃ < 1 is required to make the dark matter freeze-out prior to curvaton decay,

we see that the first term in Eq. (6.27) is proportional to λ̃/B̃, which is much smaller than R if

B̃R ≫ 1. The first term is therefore negligible, and we are left with

lim
B̃R≫1

TSS = 1 − R. (6.28)

In the opposite limit, in which the curvaton’s contribution to the dark matter density is negligible,

we have

lim
B̃R≪1

TSS =

[

(α − 3)λ̃

2(α − 2)
+ B̃ − 1

]

R ≡ κR. (6.29)

The first two terms in Eq. (6.29) are positive by definition, so κ ∼> −1. The first term is always less

than 0.5 since λ̃ < 1, but B̃ = (4/3)Bm/Ω
(bd)
cdm could be much larger than unity since Ω

(bd)
cdm ≪ 1.

The only upper limit on κ is given by B̃R ≪ 1 which implies that κ ≪ 1/R.

6.3.2 Isocurvature modes in the cosmic microwave background

Now that we have defined TζS and TSS in Eq. (6.17), we can relate the early-time perturbations in

the matter-radiation fluid to the inflaton and curvaton perturbations created during inflation. The

power spectra of the early-time perturbations in the matter-radiation fluid (ζ(f) and Smγ) are the

spectra that we will use as initial conditions to calculate the CMB power spectrum.

Following Ref. [206], we define

Pζ(k) ≡ k3

2π2
〈ζ(f)(~k)ζ(f)∗(~k)〉, (6.30)

PS(k) ≡ k3

2π2
〈Smγ(~k)S∗

mγ(~k)〉, (6.31)

CζS(k) ≡ k3

2π2
〈ζ(f)(~k)S∗

mγ(~k)〉. (6.32)

We will use a similar convention for the perturbations from inflation:

A2

(

k

k0

)nφ−1

≡ k3

2π2
〈ζ(i)(~k)ζ(i)∗(~k)〉, (6.33)

B2

(

k

k0

)nσ−1

≡ k3

2π2
〈Sσγ(~k)S∗

σγ(~k)〉. (6.34)

Both spectra produced during inflation are nearly flat (e.g., [88]), and we will assume that nφ ≃
nσ ≃ 1. The initial curvature fluctuations are created by the inflaton; the standard slow-roll power

spectrum is

A2 =
GH2

inf

πǫH
, (6.35)

where ǫH ≡ −Ḣinf/H2
inf ≃ ǫV is a slow-roll parameter. When both the radiation from curvaton decay
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and the curvaton field are perturbed, Sσγ ≃ 2δσ∗/σ̄∗, where δσ∗ and σ̄∗ are evaluated at horizon

exit [194]. However, as mentioned in Section 6.2.2, the ratio δσ/σ̄ is conserved for superhorizon

perturbations [187]. Given that Pδσ = [Hinf/(2π)]2, we have

B2 =
H2

inf

π2σ̄2
∗

. (6.36)

Since ζ(i) is determined by the inflaton fluctuation and Sσγ is determined by the curvaton fluctuation,

Sσγ and ζ(i) are uncorrelated. From Eq. (6.17), we see that

Pζ(k) = A2 + T 2
ζSB2, (6.37)

PS(k) = T 2
SSB2, (6.38)

CζS(k) = TζSTSSB2. (6.39)

The CMB power spectrum may be divided into contributions from adiabatic and isocurvature

perturbations [206]:

Cℓ =
(

A2 + T 2
ζSB2

)

Ĉad
ℓ + T 2

SSB2Ĉ iso
ℓ + TζSTSSB2Ĉcor

ℓ . (6.40)

In this decomposition, Ĉad
ℓ is the CMB power spectrum derived from a flat spectrum of adiabatic

fluctuations with Pζ(k) = 1, and Ĉ iso
ℓ is the CMB power spectrum derived from a flat spectrum

of dark-matter isocurvature perturbations with PS(k) = 1. If both isocurvature and adiabatic

perturbations are present, with Pζ(k) = PS(k) = CζS(k) = 1, then the CMB power spectrum is

Ĉad
ℓ + Ĉ iso

ℓ + Ĉcor
ℓ . Figure 6.3 shows these three component spectra, as calculated by CMBFast [207]

with WMAP5 best-fit cosmological parameters [18]: Ωb = 0.0462, Ωcdm = 0.233, ΩΛ = 0.721 and

H0 = 70.1 km/s/Mpc.

Figure 6.3 clearly shows that isocurvature perturbations leave a distinctive imprint on the CMB

power spectrum. It is therefore possible to constrain the properties of Pζ(k) and PS(k) using

CMB data. These constraints are often reported as bounds on the isocurvature fraction α and the

correlation parameter γ:

α ≡ T 2
SSB2

A2 + T 2
ζSB2 + T 2

SSB2
, (6.41)

γ ≡ sign(TζSTSS)
T 2

ζSB2

A2 + T 2
ζSB2

. (6.42)

We will find it useful to continue to define ξ as the fraction of adiabatic power from the curvaton:

ξ ≡
T 2

ζSB2

A2 + T 2
ζSB2

, (6.43)
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Figure 6.3: CMB power spectra for unit-amplitude initial perturbations. The solid curve is Ĉad
ℓ :

the power spectrum derived from Pζ(k) = 1. The long-dashed curve is Ĉ iso
ℓ : the power spectrum

derived from PS(k) = 1. The short-dashed curve is Ĉcor
ℓ : the difference between the power spectrum

derived from Pζ(k) = PS(k) = CζS(k) = 1 and Ĉad
ℓ + Ĉ iso

ℓ .

with TζS = R/3. We then see that

α =
9(ξ/R2)T 2

SS

1 + 9(ξ/R2)T 2
SS

(6.44)

γ = sign(TSS)ξ. (6.45)

Ideally, we would like to use constraints for α and γ that were derived assuming only that

nad ≃ niso ≃ 1, where nad and niso are the spectral indices for Pζ(k) and PS(k) respectively.

Unfortunately, such an analysis does not exist. The most general analyses [206, 208, 209] make no

assumptions regarding niso and conclude that models with niso ≃ 2 provide the best fit to the data.

Since their bounds on α and γ are marginalized over a range of niso values that are unreachable in

the curvaton scenario, these constraints are not applicable to our model.

There are analyses that specifically target the curvaton scenario, but they assume that the

curvaton generates all of the primordial fluctuations (i. e., A2 ≪ T 2
ζSB2) [208, 18]. In this case,
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ξ = 1, and the isocurvature and adiabatic fluctuations are completely correlated or anti-correlated,

depending on the sign of TSS . Furthermore, Eq. (6.44) shows that α ∼> 0.9 if ξ = 1 and T 2
SS ∼> R2.

Since this high value for α is thoroughly ruled out, these analyses of isocurvature perturbations in

the curvaton scenario disregard the possibility that B̃R ≪ 1 and assume that most of the dark

matter is created by curvaton decay. In this case, TSS is given by Eq. (6.28) and the derived upper

bound on α (α < 0.0041 from Ref. [18]) implies that R > 0.98. Since we require R ≪ 1, we can

conclude that we will be restricted to mixed-perturbation scenarios in which both the curvaton and

the inflaton contribute to the adiabatic perturbation spectrum and ξ < 1.

Finally, some analyses constrain completely uncorrelated (γ = 0) isocurvature and adiabatic

perturbations (a.k.a. axion-type isocurvature) with niso = 1 [210, 18]. These constraints are relevant

to our models, however, because we will see that ξ = |γ| must be small to create an asymmetry

that vanishes on small scales. (The discussion in the previous paragraph also foreshadows the fact

that ξ ≪ 1 will be necessary to obtain R ≪ 1.) We will therefore use the bound on α derived for

uncorrelated adiabatic and isocurvature in our analysis. WMAP5 data alone constrains α < 0.16 at

95% confidence, but the upper bound on α is significantly reduced if BAO and SN data are used to

break a degeneracy between α and nad [18]. With the combined WMAP5+BAO+SN dataset, the

95% C.L. upper bound on α is

α < 0.072, (6.46)

with a best-fit value of nad ≃ 1. Ref. [210] found a similar bound: α < 0.08 at 95% C.L.

The other observable effect of isocurvature fluctuations that we must consider is non-Gaussianity.

Following Ref. [211], we define f
(iso)
NL through

Smγ = η + f
(iso)
NL

(

η2 − 〈η2〉
)

, (6.47)

where η is drawn from a Gaussian probability spectrum. This is analogous to the definition of fNL

for adiabatic perturbations [196]. For isocurvature perturbations from the curvaton,

Smγ = TSSSσγ = TSS

[

2
δσ∗

σ̄∗
+

(

δσ∗

σ̄∗

)2
]

, (6.48)

and we can set η = 2TSSδσ∗/σ̄∗. Thus we see that

f
(iso)
NL =

1

4TSS
(6.49)

for the curvaton model. Given the current upper bound on α, f
(iso)
NL ≃ 104 produces a CMB

bispectrum that is equal in magnitude to the CMB bispectrum if fNL ≃ 20 for purely adiabatic

perturbations [211]. Since the current upper limit on fNL from the CMB is fNL ∼< 100 [199, 59,
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18, 61, 62], we see that the non-Gaussianity of the isocurvature fluctuations is undetectable for

TSS ∼> 10−5. Recall from Section 6.2.2 that the curvaton also introduces non-Gaussianity in the

adiabatic perturbations; fNL for mixed perturbations from the inflaton and curvaton is given by

[186, 198]

fNL =
5ξ2

4R
. (6.50)

6.4 A power asymmetry from curvaton isocurvature

In Section 6.2.2 we proposed that the hemispherical power asymmetry in the CMB could result from

a large-amplitude superhorizon fluctuation in the initial value of the curvaton field σ∗, as depicted

in Fig. 6.4. The difference between σ̄∗ on one side of the surface of last scatter and its average

value in the observable Universe, ∆σ̄∗, will introduce a power asymmetry ∆Cℓ in the CMB through

Eq. (6.40). The CMB power spectrum depends on σ̄∗ through B2, as given by Eq. (6.36), and

through TζS and TSS , which are functions of R and depend on σ̄∗ through Eq. (6.8). Differentiating

Eq. (6.40) with respect to σ∗ gives

∆Cℓ = 2
∆σ̄∗

σ̄∗
B2

[

R2

9
Ĉad

ℓ −
(

T 2
SS − 2TSSR

dTSS

dR

)

Ĉ iso
ℓ +

R2

3

dTSS

dR
Ĉcor

ℓ

]

, (6.51)

where we have used TζS = R/3 for the curvaton scenario.

If the curvaton also generates isocurvature perturbations, the power asymmetry will be scale-

dependent due to the differences between Ĉad
ℓ , Ĉ iso

ℓ , and Ĉcor
ℓ shown in Fig. 6.3. We extract this

scale-dependence by defining Kℓ through

∣

∣

∣

∣

∆Cℓ

Cℓ

∣

∣

∣

∣

≡ 2
∆σ̄∗

σ̄∗
Kℓ. (6.52)

H
-1

0

ΔTCMB

σ

Δσ

*

*

Figure 6.4: Measurements of temperature fluctuations in the CMB show that the rms temperature-
fluctuation amplitude is larger in one side of the sky than in the other. We propose that this
asymmetry is generated by a large-amplitude fluctuation in the initial value of the curvaton field σ∗.
The fluctuation in σ∗ across the observable Universe is ∆σ̄∗.
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The dipolar modulation parameter A used by Refs. [44, 46] and defined in Eq. (6.1) describes

the asymmetry in the amplitude of temperature fluctuations, so for small A, A ≃ (1/2)(∆Cℓ/Cℓ).

The modulation is assumed to be scale-invariant and is measured for ℓ ≤ ℓmax. To relate the

scale-dependent power asymmetry described by Kℓ to A, we assume that, for all ℓ between 2 and

ℓmax, each of the 2ℓ + 1 modes contributes equally to the measured asymmetry. Since there are

(ℓmax − 1)(ℓmax + 3) modes in total,

A =
∆σ̄∗

σ̄∗

ℓmax
∑

ℓ=2

2ℓ + 1

(ℓmax − 1)(ℓmax + 3)
Kℓ ≡

∆σ̄∗

σ̄∗
Ã. (6.53)

We note that Ã does not depend on the amplitude of the superhorizon fluctuation; it is determined

by TSS , R, and ξ. Since ∆σ̄∗ cannot be larger than σ̄∗, Ã is the largest asymmetry that can be

produced by a particular curvaton scenario. Unless otherwise noted, we set ℓmax = 64 to match Ref.

[46]. As mentioned previously, Ref. [46] found that A = 0.072 ± 0.022 for ℓ ∼< 64, yet the isotropic

distribution of quasars constrains A ∼< 0.012 for k ≃ 1.3h − 1.8h Mpc−1 [90].

In the following subsections we will examine Kℓ for the two limiting cases discussed in Section

6.3.1. First, we will consider scenarios in which most of the dark matter is created during curvaton

decay and TSS ≃ 1 − R. Then we will consider scenarios in which the curvaton’s contribution to

the dark matter is negligible and TSS = κR with −1 ∼< κ ∼< 1/R. In both cases, we will see that Kℓ

decreases rapidly when ℓ ∼> 10. We will also find that the superhorizon curvaton fluctuation required

to generate the observed asymmetry must have a large amplitude: ∆σ̄∗/σ̄∗ ∼> 1/2. We therefore

must consider how this large-amplitude superhorizon fluctuation will create large-scale anisotropies

in the CMB through the Grishchuk-Zel’dovich effect [85].

We saw in Chapter 5 that a superhorizon adiabatic fluctuation does not induce a dipolar

anisotropy in the CMB due to a cancellation between the intrinsic dipole and the Doppler dipole, but

this is not the case for superhorizon isocurvature fluctuations [212, 213]. After matter-domination,

the evolution of the potential Ψ and the fluid velocity’s dependence on Ψ are the same for adi-

abatic and isocurvature initial conditions [171]. Therefore, the induced Doppler dipole and the

anisotropy from the integrated Sachs-Wolfe effect will be the same for adiabatic and isocurvature

fluctuations if the surface of last scatter is taken to be in the matter-dominated era. The only dif-

ference between the CMB dipole induced by an adiabatic perturbation and the CMB dipole induced

by an isocurvature perturbation arises from the Sachs-Wolfe anisotropy; for adiabatic perturbations

(∆T/T )SW = Ψdec/3, while (∆T/T )SW = 2Ψdec for isocurvature perturbations, where Ψdec is eval-

uated at the time of decoupling. Since we know that the integrated Sachs-Wolfe effect and the

Doppler dipole exactly cancel the Sachs-Wolfe anisotropy for adiabatic perturbations, the residual

dipolar anisotropy for isocurvature fluctuations must be 5Ψdec/3.

If S0 is the initial matter isocurvature fluctuation set deep in the radiation-dominated era, then
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Ψdec = −S0/5 [171]. We are considering dark-matter isocurvature fluctuations, so we have S0 =

SmγΩcdm/(Ωcdm + Ωb), where Smγ is given by Eq. (6.48). We treat the superhorizon fluctuation in

the curvaton field as a sine wave: δσ∗ = σ~k sin(~k · ~x), where k ≪ H0. By choosing this form for

δσ, we have placed ourselves at the node of the sine wave, but the constraints we derive on δσ are

not strongly dependent on this choice, as we saw in Section 5.4. To lowest order in kxdec, where

xdec is the comoving distance to the last scattering surface, the dipolar moment generated by the

superhorizon curvaton fluctuation is

|a10| =
1

3

√

4π

3
(kxdec)

Ωcdm

Ωcdm + Ωb

(

2TSS

σ~k

σ̄∗

)

, (6.54)

where we have chosen axes that are aligned with the asymmetry (ẑ = k̂). The variation in σ across

the surface of last scattering is ∆σ̄∗ = σ~k(kxdec), and it is constrained by the dipolar anisotropy:

TSS

(

∆σ̄∗

σ̄∗

)

∼< 0.9D, (6.55)

where D is the largest value of |a10| that is consistent with observations of the CMB dipole. The

observed dipolar anisotropy has amplitude ∆T/T ≃ 10−3 [214], but it is not aligned with the

asymmetry, and at least a portion of it is attributable to our proper motion [215, 216]. We therefore

take D = 10−4 to generate a conservative upper bound.

The superhorizon fluctuation in the curvaton field will also generate a quadrupolar anisotropy

in the CMB. The induced quadrupole is higher-order in ∆σ̄∗/σ̄∗ because it originates from the

quadratic term in Sσγ (see Eq. 6.48). Nevertheless, the upper bound on ∆σ̄∗/σ̄∗ from the CMB

quadrupole is similar to the bound from the dipole because observations of the CMB quadrupole are

not contaminated by our proper motion. The CMB quadrupole is the sum of contributions from the

superhorizon isocurvature perturbation and the superhorizon adiabatic perturbation (ζ = TζSSσγ

during radiation domination) generated by the curvaton field. In the coordinate system defined by

the asymmetry,

|a20| =
1

3

√

4π

5
(kxdec)

2

(

σ~k

σ̄∗

)2 [

δad
2

(

2R

5

)

+ δiso
2

Ωcdm

Ωcdm + Ωb

(

2TSS

5

)]

, (6.56)

where δad
2 is derived by analyzing the Sachs-Wolfe effect, the integrated Sachs-Wolfe effect, and

the fluid velocity at the surface of last scatter generated by a superhorizon adiabatic perturbation

(see Chapter 5). In the limit that decoupling occurs after matter-domination, δad
2 = 0.338, and

δiso
2 = 5/3 + δad

2 since only the contribution from the Sachs-Wolfe effect is different for isocurvature
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initial conditions. It follows that the upper-bound on ∆σ̄∗/σ̄∗ from the CMB quadrupole is

(0.34 R + 1.7 TSS)

(

∆σ̄∗

σ̄∗

)2

∼< 4.7 Q, (6.57)

where Q is the largest value of |a20| that is consistent with observations of the CMB quadrupole.

As in Chapter 5, we take Q = 3
√

C2 ∼< 1.8 × 10−5 as a 3σ upper limit.

6.4.1 Case 1: The curvaton creates most of the dark matter.

If most of the dark matter is created when the curvaton decays, then TSS ≃ 1−R, as in Eq. (6.28).

In this case, Eqs. (6.40) and (6.51) imply

∆Cℓ

Cℓ
≃ 2

∆σ̄∗

σ̄∗

(B2R2

9

)





Ĉad
ℓ − 9

R2 Ĉ iso
ℓ − 3Ĉcor

ℓ
(

A2 + B2R2

9

)

Ĉad
ℓ + B2R2

9

(

9
R2 Ĉ iso

ℓ + 3
R Ĉcor

ℓ

)



 ,

≃ 2
∆σ̄∗

σ̄∗
ξ





Ĉad
ℓ − 9

R2 Ĉ iso
ℓ − 3Ĉcor

ℓ

Ĉad
ℓ + ξ

(

9
R2 Ĉ iso

ℓ + 3
R Ĉcor

ℓ

)



 (6.58)

where we have kept only the leading-order term in R in the coefficients of Ĉ iso
ℓ and Ĉcor

ℓ . We can

also assume that RĈcor
ℓ ≪ Ĉ iso

ℓ since Fig. 6.3 shows that Ĉ iso
ℓ ≃ Ĉcor

ℓ . Finally, if R ∼< 0.01, then

R2Ĉad
ℓ ≪ Ĉ iso

ℓ for ℓ ∼< 1500, and we may neglect Ĉad
ℓ in the numerator. With these simplifications,

we have ∆Cℓ/Cℓ = −2(∆σ̄∗/σ̄)Kℓ where

Kℓ ≃
9ξ
R2 Ĉ iso

ℓ

Ĉad
ℓ + 9ξ

R2 Ĉ iso
ℓ

. (6.59)

This approximate expression for Kℓ is useful because it only depends on ξ/R2. It is accurate to

within 1% for ℓ ≤ 1500 if R ≤ 0.01 and accurate to within 0.1% if R ≤ 0.001. However, it does

not have the appropriate limit for ℓ → ∞; since Ĉ iso
ℓ /Ĉad

ℓ → 0 in this limit, Eq. (6.58) shows that

Kℓ → ξ, but the approximate form goes to zero.

Figure 6.5 shows the approximate form of Kℓ, given by Eq. (6.59), for four values of ξ/R2:

0.005, 0.006, 0.007, and 0.0086. We see that Kℓ increases on large scales as ξ/R2 increases. On

smaller scales, we see that Kℓ is not very sensitive to changes in ξ/R2. Thus, to obtain the desired

asymmetry on large scales and nearly no asymmetry on small scales, we just need to increase ξ/R2!

Unfortunately, the upper bound on α places an upper bound on ξ/R2:

α < 0.072 =⇒ ξ

R2
< 0.0086. (6.60)

The solid curve in Fig. 6.5 corresponds to ξ/R2 = 0.0086 and is therefore the maximal Kℓ curve that
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Figure 6.5: Kℓ for scenarios in which most of the dark matter comes from curvaton decay. The power
asymmetry is given by ∆Cℓ/Cℓ = −2(∆σ̄∗/σ̄)Kℓ. The solid curve corresponds to ξ/R2 = 0.0086,
which saturates the current bound on power from isocurvature perturbations. The lower curves
have ξ/R2 = 0.007 (long-dashed), 0.006 (short-dashed) and 0.005 (dotted). For descending values
of ξ/R2, these curves correspond to asymmetry amplitudes Ã = 0.055, 0.045, 0.039, and 0.033.

is consistent with the current limits on the isocurvature contribution to the CMB power spectrum.

We also note that satisfying the upper bound on α requires ξ to be much smaller than R, and we

have assumed that R ≪ 1. The adiabatic and isocurvature fluctuations are therefore uncorrelated.

Figure 6.5 also shows that Kℓ peaks for ℓ ≃ 10 and decreases rapidly as ℓ increases from 10

to 100. Furthermore, the asymmetry nearly vanishes for larger ℓ, so it will be easy to satisfy the

quasar constraint. The desired scale-dependence comes at a cost though; the smaller values of Kℓ

at ℓ ∼> 20 dilute the scale-averaged asymmetry A. For ξ/R2 = 0.0086, the maximal asymmetry is

given by Ã = 0.055. Thus we see that saturating the upper bound on isocurvature power (α) and

setting ∆σ̄∗ = σ̄∗ leads to an asymmetry that is almost 1σ below the observed value. Moreover,

the curvaton creates most of the dark matter in this scenario; since ∆σ̄∗/σ̄ ≃ 1 is required to

generate sufficient asymmetry, this model requires that the dark matter density varies by a factor

of unity across the observable Universe! Unsurprisingly, such a large isocurvature fluctuation is not

consistent with the large-scale homogeneity of the CMB. Since TSS ≃ 1 in this scenario, the CMB
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dipole constrains ∆σ̄∗/σ̄∗ ∼< 10−4 from Eq. (6.55). We conclude that the curvaton cannot generate

the observed power asymmetry if the dark matter is created during curvaton decay.

6.4.2 Case 2: The curvaton’s contribution to the dark matter is

negligible

We now turn our attention to the opposite scenario, in which the curvaton’s contribution to the dark

matter density is insignificant. In this case, Eq. (6.29) tells us that TSS ≃ κR, with −1 ∼< κ ∼< 1/R.

We will see, however, that this model can generate the observed asymmetry only if κ ∼< 1.4. Thus,

we will be considering scenarios in which the curvaton generates adiabatic and isocurvature fluctu-

ations that are equal in magnitude (T 2
SS ≃ T 2

ζS), in stark contrast to the scenarios considered in the

previous section. We anticipate that generating comparable adiabatic and isocurvature fluctuations

from the curvaton will be advantageous for two reasons. First, the asymmetry can be partially con-

tained in the adiabatic perturbations, which will make it easier to generate the observed asymmetry

without violating the current bounds on isocurvature power. Second, the superhorizon isocurvature

perturbation generated by ∆σ̄∗ will be proportional to R and can therefore be reduced by decreasing

R. The downside is that it will be difficult to make the asymmetry sufficiently scale-dependent to

satisfy the quasar bound because the adiabatic perturbations are asymmetric as well.

For TSS = κR, the power asymmetry generated by the superhorizon curvaton perturbation is

given by ∆Cℓ/Cℓ = 2(∆σ̄∗/σ̄∗)Kℓ where, from Eqs. (6.40) and (6.51), we have

Kℓ = ξ





Ĉad
ℓ + 9κ2Ĉ iso

ℓ + 3κĈcor
ℓ

Ĉad
ℓ + ξ

(

9κ2Ĉ iso
ℓ + 3κĈcor

ℓ

)



 . (6.61)

We see that Kℓ → ξ as ℓ → ∞ as expected; on small scales, the only source of asymmetry is the

adiabatic power from the curvaton. We can therefore anticipate that the quasar constraint will place

an upper bound on ξ. We also see that all the isocurvature contributions to the power asymmetry

are proportional to κ or κ2, and this implies that the necessary scale-dependence of Kℓ will place a

lower limit on |κ|.
Differentiating Kℓ with respect to ξ and |κ| reveals that increasing ξ or |κ| increases Kℓ, unless

−0.2 ∼< κ ∼< 0, in which case the Ĉ iso
ℓ and Ĉcor

ℓ terms partially cancel on large scales, leaving Kℓ

nearly scale-invariant. Unfortunately, the upper limit in isocurvature power places an upper limit

on |κ| and ξ:

α < 0.072 =⇒ κ2ξ < 0.0086. (6.62)

If we differentiate Kℓ with respect to |κ| while keeping κ2ξ fixed, we find that increasing |κ| decreases

Kℓ for κ > −0.3 and increases Kℓ for κ < −0.3. Furthermore, the |κ| → ∞ limit of Kℓ, with fixed
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Figure 6.6: Kℓ for scenarios in which the cuvaton’s contribution to the dark matter density is
negligible and TSS = κR. The power asymmetry is given by ∆Cℓ/Cℓ = 2(∆σ̄∗/σ̄)Kℓ. All of the
curves have κ2ξ = 0.0086, which saturates the upper limit on isocurvature power. The top three
curves have κ = 0.6 (top, solid), κ = 1 (long-dashed), and κ = 3 (short-dashed). The maximal
scale-averaged asymmetries possible for these curves are Ã = 0.11, Ã = 0.081, and Ã = 0.062. The
dotted curve is the limit as κ → ∞, and it has Ã = 0.055. The bottom solid curve has κ = −1 and
Ã = 0.043.

κ2ξ, is

lim
|κ|→∞; fixed κ2ξ

Kℓ =
9
(

κ2ξ
)

Ĉ iso
ℓ

Ĉad
ℓ + 9 (κ2ξ) Ĉ iso

ℓ

. (6.63)

Figure 6.6 shows Kℓ with κ2ξ = 0.0086 for various values of κ. We see that as κ increases from zero,

the curves rapidly approach the dotted curve, which is Eq (6.63). If we could decrease κ toward

−∞, the curves would approach this limit from below, but in Section 6.3.1 we found that κ ∼> −1,

which corresponds the lower solid curve.

The observed asymmetry is A = 0.072 ± 0.022 for ℓ ∼< 64, which requires Kℓ ∼> 0.08 on average

over this ℓ range. Comparing Figs. 6.5 and 6.6 reveals that it is much easier to generate the required

asymmetry if the curvaton’s contribution to the dark matter is insignificant because the peak in Kℓ

is higher for TSS ≃ R than for TSS ≃ 1. If we saturate the upper bound on isocurvature power by

setting κ2ξ = 0.0086, then Ã ∼> 0.08 if 0 < κ ≤ 1, and any positive value of κ has Ã ≥ 0.055, which
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Figure 6.7: The ratio Ã/ξ, with ℓmax = 64, as a function of ξ for four values of κ2ξ: κ2ξ = 0.0086
(solid), 0.007 (long-dashed), 0.006 (short-dashed), and 0.005 (dotted). Since Kℓ → ξ as ℓ → ∞, this
ratio illustrates the fractional enhancement in the asymmetry on large scales (ℓ ≤ 64) compared to
small scales. Since we require the asymmetry to be about 6 times larger on large scales than on
small scales, we see that we require ξ ∼< 0.016.

is less than 1σ below the observed value if ∆σ̄∗/σ̄∗ ≃ 1. Negative values of κ are less promising;

κ = −1 maximizes Kℓ for negative κ, and it gives Ã = 0.043 for ℓmax = 64. We will therefore only

consider positive values for κ for the rest of the analysis.

Figure 6.6 also illustrates how ξ determines the small-scale value of Kℓ. As ξ decreases and κ2

increases, Kℓ decreases on small scales, and we see that κ = −1 and κ = 1 give the same small-scale

value for Kℓ. Furthermore, the ratio of Kℓ on large scales to Kℓ on small scales decreases with

increasing ξ. We want the asymmetry to go from A ≃ 0.072 on large scales (ℓmax = 64 in the

CMB) to A ∼< 0.012 on small scales (k ≃ 1.3h−1.8h Mpc−1). As mentioned above, the isocurvature

perturbations’ contribution to the total power is negligible on small scales, and any asymmetry is

due solely to adiabatic perturbations from the curvaton, which implies that A = ξ(∆σ̄∗/σ̄∗) on

these scales. A reduction in A from 0.072 on large scales to less than 0.012 on small scales therefore

requires that Ã/ξ ∼> 6. This requirement places an upper bound on ξ, as shown in Fig. 6.7. For

κ2ξ = 0.0086, which saturates the upper bound on isocurvature power, we see that the required
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Figure 6.8: The ξ − κ parameter space for models in which the curvaton does not contribute sig-
nificantly to the dark matter density. The shaded region in the upper-right corner is excluded by
the upper bound on isocurvature power (α < 0.072), and the left shaded region is excluded by the
scale-invariance of the resulting asymmetry (Ã/ξ < 6). The dotted curves show where the maxi-
mal possible asymmetry Ã equals the observed asymmetry ±1σ; the bottom shaded region cannot
produce an asymmetry within 1σ of the observed value.

enhancement on large scale is attained only if ξ ∼< 0.016, and the upper bound on ξ decreases with

decreasing α. This upper limit implies that the curvaton contributes only a small fraction of the

adiabatic power (although it is a much bigger fraction than in the TSS ≃ 1 case). The adiabatic and

isocurvature fluctuations are therefore nearly uncorrelated.

We now see that the required scale-dependence of the asymmetry limits its magnitude: for fixed α,

the asymmetry is maximized if ξ is large and κ is small, but increasing ξ makes the asymmetry more

scale-invariant. Figure 6.8 summarizes the constraints on κ and ξ. We see that only a limited region

of the κ-ξ plane can produce asymmetries with A ≥ 0.072 while also satisfying the upper bound on

isocurvature power (α < 0.072) and the quasar constraint (Ã/ξ > 6). If future observations reveal

that A ∼< 0.055, however, then the allowed range of κ values has no upper bound. The minimum

values of α in the Ã ≥ 0.072 and Ã ≥ 0.050 allowed regions are 0.054 and 0.037, respectively. A

moderate improvement in the bound on isocurvature power will therefore rule out this proposed

origin of the power asymmetry.

The maximum value for Ã is obtained when both the upper bound on α and the upper bound on ξ

are saturated; as shown in Fig. 6.8, Ã = 0.094 for ξ = 0.016 and κ = 0.74. Since A = (∆σ̄∗/σ̄∗)Ã, we
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see that A ∼> 0.05, which is 1σ below the observed value, can only be obtained if (∆σ̄∗/σ̄∗) ∼> 1/2.

With this lower bound on (∆σ̄∗/σ̄∗), the CMB dipole and quadrupole constraints given by Eqs.

(6.55) and (6.57) become upper bounds on R that are inversely proportional to κ. These two

bounds are similar in the allowed region with Ã ≥ 0.072, shown in Fig. 6.8 (0.6 ∼< κ ∼< 1.4). For

κ ≃ 1.4, R ∼< 0.0001 is required to satisfy the CMB constraints. Since Kℓ does not depend on R if

TSS = κR, it will be possible to evade these constraints without changing the asymmetry. (Even

though ξ depends on R, we can treat ξ and R as independent variables because ξ also depends on

ǫH and R does not.)

The upper limit on R does have consequences for the non-Gaussianity parameters, however. From

Eq. (6.50) for fNL we see that the upper bound on R and the constraint fNL ∼< 100 implies that

ξ ∼< 0.1. Since this upper bound is much larger than the ξ values required to generate the necessary

suppression of the power asymmetry on small scales, non-Gaussianity in the adiabatic perturbations

is not a concern. The non-Gaussianity from the isocurvature perturbations is bounded from below

by the CMB dipole constraint; Eq. (6.55) implies an upper bound on TSS that leads directly to a

lower bound on f iso
NL through Eq. (6.49). Thus the CMB dipole constraint implies that f iso

NL ∼> 1390,

independent of κ. Fortunately, this lower limit is well below current observational constraints [211].

6.5 Summary and discussion

A superhorizon perturbation in an inflationary field would introduce a preferred direction in the

Universe, and in this chapter, we have investigated how such a perturbation could generate the

hemispherical power asymmetry that has been observed in the CMB [42, 43, 44, 45, 46]. We found

that the required superhorizon fluctuation in the inflaton field has too large an amplitude to be

consistent with measurements of the CMB octupole. A superhorizon fluctuation in a subdominant

scalar field, however, is a viable alternative. We determined that a superhorizon curvaton perturba-

tion can generate the observed power asymmetry without introducing unacceptable anisotropy and

non-Gaussianity in the CMB, provided that the curvaton is always a subdominant component of the

Universe’s energy density.

If the curvaton decays while all particle species are still in thermal equilibrium with radiation,

then the fluctuations in the curvaton field create only adiabatic perturbations, and the resulting

asymmetry is scale-invariant. Recent studies have revealed that the asymmetry is not scale-invariant;

while ∆Cℓ/Cℓ ≃ 0.14 for ℓ ∼< 64 [46], there are indications that this asymmetry does not extend

to ℓ ∼> 600 [182, 45], and an analysis of quasar number counts found ∆P (k)/P (k) ∼< 0.024 for

k ≃ 1.3h− 1.8h Mpc−1 [90].

With the aim of explaining this scale-dependence, we have considered how the asymmetry pro-

duced by a large-amplitude curvaton fluctuation changes if the curvaton decays after dark matter
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freezes-out. In this scenario, the curvaton produces dark-mattter isocurvature perturbations in ad-

dition to adiabatic perturbations, and both types of perturbations have asymmetric power. Since

isocurvature fluctuations decay after entering the horizon, their contribution to the CMB power

spectrum is much greater on large scales (ℓ ∼< 100) than on smaller scales, and the magnitude of

the asymmetry on small scales will decrease accordingly. (Alternatively, the power asymmetry from

the superhorizon fluctuation in the curvaton field can be reduced on smaller scales by making the

mixture of curvaton and inflaton perturbations scale-dependent, with the inflaton making a larger

contribution to small-scale power. We investigate this possibility in Appendix C, and we find that

it is not possible to suppress the asymmetry on small scales sufficiently to satisfy the quasar con-

straint without violating the upper bound on the running of the scalar spectral index or introducing

unacceptable oscillations in the primordial power spectrum.)

There are two limiting cases if the curvaton decays after dark matter freezes out: the majority

of the dark matter can be created when the curvaton decays, or the curvaton’s contribution to

the dark matter density may be insignificant. In the first scenario, the isocurvature fluctuations

from the curvaton are much larger than the adiabatic perturbations from the curvaton, and all of

the adiabatic power comes from inflaton fluctuations. Since only the isocurvature fluctuations are

asymmetric, it is very difficult to generate the observed asymmetry without violating the current

bound on power from isocurvature modes. It is necessary to introduce an order-unity variation in

the curvaton density across the observable Universe, and since the curvaton creates the dark matter

in this model, this would have profound observational consequences. For instance, the resulting

large-amplitude isocurvature perturbation induces a dipolar anisotropy in the CMB that is far too

large to be consistent with observations. We conclude that it is not possible to generate the observed

asymmetry with a superhorizon curvaton fluctuation if the curvaton creates the dark matter.

The second scenario, in which the curvaton’s contribution to the dark matter density is negligible,

is far more promising. In this scenario, the curvaton produces adiabatic and isocurvature fluctuations

of roughly equal amplitude. It is therefore slightly easier to generate the observed asymmetry, but the

requirement that the asymmetry magnitude decrease by a factor of six between large and small scales

limits the curvaton’s contribution to the total adiabatic power to less than 1.6%. Consequently, the

variation in the curvaton field across the observable Universe must be greater than 50% to generate

the observed asymmetry. Fortunately, the amplitude of both the isocurvature mode and the adiabatic

mode generated by this superhorizon variation in the curvaton is proportional to the fraction of the

total energy contained in the curvaton at the moment of its decay (R). We can therefore suppress

any observational signature of the superhorizon curvaton fluctuation in the CMB without altering

the asymmetry by decreasing the energy density of the curvaton. Decreasing R does increase the

non-Gaussianity of the fluctuations created by the curvaton, but the resulting non-Gaussianity is

well within the current observational bounds.
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We conclude that a superhorizon fluctuation in the curvaton field is capable of generating the

observed asymmetry in the CMB while satisfying the upper bound on asymmetry in the quasar

population if the curvaton’s contribution to the dark matter is negligible. Our model has two free

parameters: ξ is the fraction of the adiabatic power that comes from the curvaton field, and κ

determines the strength of the isocurvature perturbation created by the curvaton through Smγ =

κRSσγ . Both ξ and κ depend on other features of the curvaton model: ξ depends on the slow-roll

parameter ǫH , R, and the initial value of the curvaton field, while κ depends on the fraction of

curvaton energy that is converted to dark matter and the dark matter density at curvaton decay.

The asymmetry parameter A for the ILC WMAP5 CMB map is 0.072 ± 0.022. We find that a

very narrow region of the κ-ξ is capable of generating an asymmetry with A ∼> 0.072, as shown

in Fig. 6.8, so our model requires a fair amount of fine-tuning. If future observations reveal that

A ≃ 0.05, however, then the allowed region opens up considerably and includes ξ ≃ 0 with κ ≫ 1.

Finally, we note that this method of generating a scale-dependent power asymmetry through

isocurvature perturbations produces an asymmetry with a specific spectrum. The magnitude of the

resulting asymmetry peaks at ℓ ≃ 10, rapidly decreases for ℓ = 10 − 100, and is nearly gone for

ℓ ∼> 100. Thoughout this paper we have considered the scale-averaged asymmetry parameter A with

ℓmax = 64; the observed value for this ℓ range in V -band is A = 0.080 ± 0.021 [46]. To probe the

scale-dependence of the asymmetry, Ref. [46] also considered two other values of ℓmax in V -band

and found that A = 0.119 ± 0.034 for ℓmax = 40 and A = 0.070 ± 0.019 for ℓmax = 80. Despite

the rapid fall-off of the asymmetry generated by our model for ℓ ∼> 10, it is consistent with these

nearly scale-invariant results. For instance, if κ = 0.75 and ξ = 0.013 (a point near the middle of

the allowed region in Fig. 6.8), then A = 0.113(∆σ̄∗/σ̄∗) for ℓmax = 40, A = 0.080(∆σ̄∗/σ̄∗) for

ℓmax = 64, and A = 0.065(∆σ̄∗/σ̄∗) for ℓmax = 80.

There are also indications that the asymmetry is present, at least to some extent, out to ℓ ≃ 600

[45]. Unfortunately, the asymmetry parameterization employed in Ref. [45] cannot be directly related

to the A parameter, so it is difficult to interpret these results. An analysis analogous to Refs. [44, 46]

out to higher ℓ values is required to determine whether the scale-dependence of A predicted by our

model is consistent with observations. Our model also predicts that at least 5.4% (3.7%) of the

primordial power comes from isocurvature fluctuations if A ∼> 0.072 (0.05). Future searches for

isocurvature fluctuations will therefore provide an additional test of our proposed origin of the CMB

hemispherical power asymmetry. Finally, the asymmetry in the primordial power should produce

anisotropic signatures in the CMB polarization and temperature-polarization correlations that may

be observed by future CMB satellites [202, 203].
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Appendix A

A review of f(R) gravity’s equivalence to

scalar-tensor gravity1

The action for the scalar-tensor theory that is equivalent to f(R) gravity is

S =
1

2κ

∫

d4x
√−g [f(φ) + fφ(φ)(R − φ)] + Sm, (A.1)

where fφ(φ) ≡ df/dφ and Sm is the matter action. The field equation for φ is φ = R if d2f/dφ2 6= 0.

Since the relation between φ and R is purely algebraic, it can be resubstituted into the action to

reproduce the action for f(R) gravity given by Eq. (3.25). After the conformal transformation

gE
µν ≡ fφ(φ)gµν , the action becomes that of general relativity with a minimally coupled scalar field:

S =
1

2κ

∫

d4x
√−gE

(

RE − 3

2fφ(φ)2
gµν

E [∇Eµfφ(φ)][∇Eνfφ(φ)] − 1

fφ(φ)2
[φfφ(φ) − f(φ)]

)

+ Sm.

(A.2)

Introducing a canonical scalar field ϕ such that fφ(φ) = exp(ϕ
√

2κ/3), Eq. (A.2) can be rewritten

as

S =

∫

d4x
√−gE

(

1

2κ
RE − 1

2
(∇Eϕ)2 − V (ϕ)

)

+ Sm,

where the potential is defined by

V (ϕ) ≡ φ(ϕ)fφ[φ(ϕ)] − f [φ(ϕ)]

2κfφ[φ(ϕ)]2
. (A.3)

The absence of the kinetic term in Eq. (A.1) implies the Brans-Dicke parameter of f(R) gravity

theories is ω = 0 [115]. From an analysis of Brans-Dicke gravity, if the scalar degree of freedom can

propagate on scales much larger than the Solar System, we can conclude that γ = (1+ω)/(2+ω) =

1/2 [115].

In the frame where ϕ is canonical (the Einstein frame) ϕ has the equation of motion

�Eϕ =
dV

dϕ
+

√

κ

6
f ′(φ)−2T M, (A.4)

where the prime denotes differentiation with respect to φ. When we re-express Eq. (A.4) in terms of

1This appendix was published in Solar System constraints to general f(R) gravity, Takeshi Chiba, Tristan L.
Smith, and Adrienne L. Erickcek; Phys. Rev. D 75, 124014 (2007). Reproduced here with permission, copyright
(2007) by the American Physical Society.
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f ′(φ) and the usual metric gµν , we recover Eq. (3.31). Therefore, we stress that this reformulation

contains no new dynamics compared to the expressions used in this paper. The two formulations

are entirely equivalent.

In order to derive the mass mϕ, we let ϕ = ϕ0(t)+ϕ1(r) and T M = T cos+T s so that ϕ0(t) satisfies

Eq. (A.4) with T cos. We then expand to linear order in the perturbation ϕ1, writing Eq. (A.4) in

terms of the physical metric gµν . We find

�ϕ1 = f ′(φ0)

(

d2V

dϕ2

∣

∣

∣

∣

ϕ0

− 2

3
κ

T cos

[f ′(φ0)]2

)

ϕ1 +

√

κ

6

T s

f ′(φ0)
, (A.5)

where φ0 denotes the background field value for the φ field. Using Eq. (A.3) to evaluate d2V/dϕ2,

we have

m2
ϕ =

f ′(φ0)

3

[

1

f ′′(φ0)
+

φ0

f ′(φ0)
− 4f(φ0)

[f ′(φ0)]2
− 2κ

T cos

[f ′(φ0)]2

]

. (A.6)

Finally, we may rewrite m2
ϕ as Eq. (3.38) since φ0 = R0. We conclude that if m2

ϕr2 ≪ 1 then

γ = 1/2 as discussed in Ref. [72].
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Appendix B

The Cancellation of the CMB

Temperature Dipole1

B.1 Dipole cancellation in a ΛCDM Universe

In this appendix, we show how the intrinsic CMB dipole induced by a superhorizon adiabatic pertur-

bation is exactly cancelled by the dipole arising from the Doppler effect in a ΛCDM Universe with

negligible radiation. Specifically, we will assume that decoupling occurred long after matter-radiation

equality so that the evolution of the gravitational potential is given by Eq. (5.14).

First, we derive an alternate expression for the dipole produced by the ISW effect. For a super-

horizon mode with Ψ(τ, ~x) ≃ Ψ~k(τ)[~k · ~x], the dipolar component of the ISW anisotropy is given

by

[

∆T

T
(n̂)

]

ISW

= 2

∫ τ0

τdec

dΨ~k

dτ
~k · n̂ [τ0 − τ ] dτ, (B.1)

=
(

~k · n̂xdec

)

Ψ~k(τdec)

[

−2 +
2

xdec

∫ τ0

τdec

Ψ~k(τ)

Ψ~k(τdec)
dτ

]

,

where we integrated by parts to obtain the second line. In subsequent expressions, we will omit the

factor of (~k · n̂xdec)Ψ~k(τdec) ≃ Ψ(τdec, n̂xdec).

Transforming the integral over τ into an integral over a and using Eq. (5.14) for Ψ~k(a) gives

[

∆T

T

]

ISW

= −2 +

[ 9
10Ψp

Ψ~k(τdec)

]

5ΩM

H0xdec

∫ 1

adec

G(a)

a3
da, (B.2)

where G(a) is defined by

G(a) ≡ H3
0

∫ a

0

da′

[a′H(a′)]3
=

∫ a

0

da′

[

a′
√

ΩM(a′)−3 + ΩΛ

]3 . (B.3)

Integrating Eq. (B.2) by parts yields

[

∆T

T

]

ISW

= −2 +

[ 9
10Ψp

Ψ~k(τdec)

]

5ΩM

H0xdec

[

G(adec)

2a2
dec

− G0

2
+

1

2

∫ 1

adec

H3
0 da

a5H3(a)

]

, (B.4)

1This appendix was published in Superhorizon perturbations and the cosmic microwave background, Adrienne
L. Erickcek, Sean M. Carroll, and Marc Kamionkowski; Phys. Rev. D 78, 083012 (2008). Reproduced here with
permission, copyright (2008) by the American Physical Society.
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where G0 ≡ G(a = 1). Since decoupling occurs long before matter-Λ equality, Ψ~k(τdec) ≃ [9/10]Ψp.

However, we wish to show that the dipole cancellation applies more generally, and so we do not

assume that the Universe is matter-dominated at decoupling.

The next step is crucial for the upcoming cancellation, and it relies on a special feature of G(a).

Focusing on the last term of Eq. (B.4), we see that

∫ 1

adec

H3
0 da

a5H3(a)
=

∫ 1

adec

da

a5 [ΩMa−3 + ΩΛ]
3/2

,

=
2

3ΩM

∫ 1

adec

1

a

d

da

[

1√
ΩMa−3 + ΩΛ

]

da,

=
2

3ΩM

[

1 − 1

adec

H0

H(adec)
+ H0xdec

]

.

Using this result to eliminate the integral in Eq. (B.4) gives

[

∆T

T

]

ISW

= −2 +
5

3

[ 9
10Ψp

Ψ~k(τdec)

]

+
1

H0xdec

[ 9
10Ψp

Ψ~k(τdec)

] [

H0D(adec)

H(adec)a2
dec

− D0 +
5

3
− 5H0

3adecH(adec)

]

, (B.5)

where D(a) ≡ (5/2)ΩM[H(a)/H0]G(a) so that Ψ(a) = [9/10]ΨpD(a)/a in Eq. (5.14), and D0 ≡
D(a = 1). The first two terms in this expression are exactly cancelled by the anisotropy produced

by the SW effect, which was given in Eq. (5.3). We will now show that the last term in the ISW

anisotropy will be cancelled by the Doppler effect.

The Doppler dipole is

[

∆T

T
(n̂)

]

Doppler

=
(

~k · n̂xdec

)

Ψk(τdec) [V(τ0) − V(τdec)] . (B.6)

Long after matter-radiation equality (y → ∞), with Ψ(a) = [9/10]ΨpD(a)/a, Eq. (5.20) for V(τ)

becomes

V(τ) = −
[ 9

10Ψp

Ψ~k(τdec)

]

2a(τ)2

3ΩMH0xdec

[

H(τ)

H0

]

dD

da

∣

∣

∣

∣

a(τ)

. (B.7)

From
dD

da
= −3ΩM

2a3

[

H2
0

H2(a)

] [

D(a)

a
− 5

3

]

(B.8)

it follows that

V(τ0) − V(τdec) =
1

H0xdec

[ 9
10Ψp

Ψ~k(τdec)

] [

D0 −
5

3
− H0D(adec)

H(adec)a2
dec

+
5H0

3adecH(adec)

]

. (B.9)

As promised, this contribution to the anisotropy cancels the last term in Eq. (B.5). Thus we see

that the CMB temperature anisotropy terms proportional to k̂ · n̂xdec arising from the SW, ISW
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and Doppler effects sum to zero in a ΛCDM universe. Consequently, the CMB temperature dipole

is comparable in magnitude to the temperature octupole since both are primarily sourced by the

component of the temperature anisotropy that is proportional to (k̂ · n̂xdec)
3.

The analytical calculation presented in this Appendix does not apply if there is a significant

amount of radiation at decoupling. The presence of radiation would change the evolution of Ψ,

preventing us from relating the integral in Eq. (B.2) to xdec. However, a numerical calculation

confirms that the same dipole cancellation occurs when radiation is present, as discussed in Section

5.3 and illustrated in Fig. 5.2.

B.2 Dipole cancellation in a universe with an exotic fluid

To demonstrate that the CMB dipole cancellation is not a special feature of universes containing

only matter and radiation, we calculate δ1 for adiabatic superhorizon perturbations in a flat universe

that contains an X fluid with constant equation of state w = pX/ρX and a cosmological constant.

In this two-component universe, the Hubble parameter is

H2(a) = H2
0

[

ΩX

a3(1+w)
+ ΩΛ

]

, (B.10)

where ΩX is the present day ratio of ρX and the critical density and ΩΛ = 1 − ΩX . Of course, the

existence of the CMB in this universe implies that there is some radiation that we have not included

in Eq. (B.10). To justify this omission, we will only consider values of w that are greater than 1/3 so

that the X-fluid energy density is always greater than the radiation density, even in the very early

universe.

We now consider an adiabatic superhorizon perturbation in this universe. The perturbed fluid,

which contained matter and radiation in Section 5.2, is now dominated by a single component: the

X fluid. The overdensity of the X fluid in its rest frame is therefore related to its peculiar motion

through Eqs. (5.8) and (5.9), with w being the equation of state parameter of the X fluid. The

potential perturbation in a flat universe is directly related to the density perturbation [171]:

Ψ~k =
−4πG

k2
a2ρ∆~k, (B.11)

where ρ is the density of the perturbed fluid. Setting ρ equal to the sum of the matter and radiation

densities yields Eq. (5.10), but in this case the only component of the perturbed fluid is the X

fluid, so ρ = ρX = ΩX [3H2
0/(8πG)]a−3(1+w). We can use Eqs. (5.8), (5.9), and (B.11) to derive an
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equation for containing only Ψ~k(a), just as we did in Section 5.2. The resulting equation is

0 = Ψ′′
~k
(a) +

1

a

[

5 + 3w +
d lnH

d ln a

]

Ψ′
~k
(a) (B.12)

+
1

a2

[

3(1 + w) +
d lnH

d ln a
− 3(1 + w)

2

{

ΩX

a3(1+w)

}

H2
0

H2

]

Ψ~k.

We may also use Eq. (B.11) to eliminate ∆~k from Eq. (5.8), which yields an equation for ~v:

~v(τ, ~x) = − 2a3w+2

3(1 + w)

1

H0ΩX

H(a)

H0

[

~∇Ψ +
d

d ln a
~∇Ψ

]

. (B.13)

In the very early universe, the X fluid’s energy density is much greater than the vacuum energy,

and we may neglect ΩΛ in Eq. (B.10) for the Hubble parameter. In that case, the terms proportional

to Ψ~k in Eq. (B.12) sum to zero, and we are left with

Ψ′′
~k
(a) +

1

a

(

7

2
+

3

2
w

)

Ψ′
~k
(a) = 0. (B.14)

A constant value of Ψ~k is the only non-decaying solution to this equation. Therefore, Ψ is constant

in the early universe, and we may set Ψ′ equal to zero as an initial condition when numerically

solving Eq. (B.12). Moreover, Ψ~k is always constant if ΩX = 1.

Now that we have expressions for Ψ(a) and ~v, the only remaining component of the dipole

anisotropy is the SW effect. Eq. (5.3) only applies to universes that were initially radiation-

dominated, so we need to derive the analogous expression for a universe that is initially X-dominated.

Given that the perturbations are adiabatic, the perturbation to the radiation density will be pro-

portional to the density perturbation in the X fluid:

∆T

T
=

1

4
δγ =

1

3(1 + w)
δX , (B.15)

where δγ and δX are the fractional density perturbations in the radiation and the X fluid, respec-

tively, in conformal Newtonian gauge. The superhorizon limit (k → 0) of the temporal Einstein

equation, with Ψ̇ = 0, implies that δX = −2Ψp at very early times. We can then use the adiabatic

condition to obtain the primordial temperature anisotropy:

∆T

T
(τp) = − 2

3(1 + w)
Ψp. (B.16)

The Boltzmann equations for superhorizon perturbations still imply that ∆T/T = Ψ(τ) plus a

constant, and that constant is determined by Eq. (B.16). The final expression for the SW effect is

∆T

T
(τdec) + Ψ(τdec) = Ψ(τdec)

[

2 − 5 + 3w

3(1 + w)

Ψp

Ψ(τdec)

]

, (B.17)
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which is equivalent to Eq. (5.3) if the X fluid is radiation (w = 1/3).

We now have all the components necessary to numerically evaluate the observed CMB temper-

ature anisotropy following the same procedure as described in Section 5.3. The SW anisotropy S
is given by Eq. (B.17). The ISW anisotropy may be obtained by numerically solving Eq. (B.12)

and using that solution to evaluate I0 − I1. Finally, Eq. (B.13) gives the Doppler anisotropy

[V(τ0) − V(τdec)]. Combining these terms, we find that δ1 = 0 for any value of w ≥ 1/3 and any

value of ΩX .

In the case that ΩX = 1, the dipole cancellation is easy to see analytically. Since Ψ is constant,

there is no ISW effect. The Doppler anisotropy is given by

V(τ0) − V(τdec) =
2

3(1 + w)H0xdec

[

−1 +
H(adec)

H0
a3w+2
dec

]

. (B.18)

Since the X-fluid is the only energy in the universe, the Hubble parameter is simply H(a) =

H0a
−3(1+w)/2, and the comoving distance to the surface of last scattering is

H0xdec =
2

1 + 3w

[

1 − a
(1+3w)/2
dec

]

. (B.19)

Inserting these expressions into Eq. (B.18) yields

V(τ0) − V(τdec) = − 1 + 3w

3(1 + w)
, (B.20)

which exactly cancels the SW anisotropy given by Eq. (B.17) with Ψp = Ψ(τdec).
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Appendix C

Attempts to Generate a Scale-Dependent

Asymmetry without Isocurvature1

In this appendix, we will attempt to make the power asymmetry generated by a superhorizon

curvaton fluctuation scale-dependent without introducing isocurvature perturbations. As in Section

6.2, we define ξ to be the fraction of the total power that comes from the curvaton (σ):

ξ(k) =
Pζ,σ(k)

Pζ,σ(k) + Pζ,φ(k)
, (C.1)

where φ refers to the inflaton and ζ is the curvature of uniform-density hypersurfaces defined by

Eq. (6.16). The adiabatic power asymmetry amplitude is ∆P (k)/P (k) = 2ξ(∆σ̄/σ̄). Since σ̄ has no

scale dependence, the only way to make ∆P (k)/P (k) dependent on k is to make ξ dependent on k.

We need ∆P (k)/P (k) to go from 2A = 0.144 on large CMB scales (ℓ ∼< 64) [46] to less than 0.024

on quasar scales (k ≃ 1.5h Mpc−1) [90].

We recall that the power from curvaton fluctuations is

Pζ,σ(k) =

(

R

3

)2
H2

inf

π2σ̄2
, (C.2)

where Hinf is the Hubble parameter during inflation and R is three-fourths times the fraction of

energy in the curvaton just prior to its decay. The power from inflaton fluctuations is

Pζ,φ(k) =
GH2

inf

πǫH
, (C.3)

where ǫH is related to the inflaton potential V (φ) through ǫH ≃ ǫV ≡ (m2
Pl/16π)[V ′(φ)/V (φ)]2.

Inserting these expressions into Eq. (C.1) gives

ξ(k) =

[

1 +
9π

R2ǫH(k)

(

σ̄

mPl

)2
]−1

, (C.4)

where mPl = G−1. It will be useful to define

ǫ̃(k) ≡ 1

9π

(

σ̄

mPl

)−2

R2ǫH(k) (C.5)

1This appendix contains previously unpublished work by the author.
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because then ξ has a simple form:

ξ(k) =
ǫ̃

ǫ̃ + 1
. (C.6)

Note that even though R ≪ 1 and ǫH ≪ 1, ǫ̃ may have any value: ǫ̃ ≫ 1 is possible if σ̄ ≪ mPl,

while ǫ̃ ≪ 1 can be obtained by decreasing R or ǫH .

There are two ways that we can give ξ the scale-dependence necessary to generate the observed

asymmetry in the CMB and still satisfy the quasar constraint on small-scale asymmetry: we can

make ξ discontinuous by inserting a kink into V ′(φ), or we can choose the spectral indices of Pζ,σ(k)

and Pζ,φ(k) in such a way that ξ(k) decreases smoothly as k increases. We will consider both

approaches in this appendix.

C.1 A discontinuity in ξ(k)?

First, we suppose that ξ is a step function: ξ = ξmax for k < k∗ and ξ = ξmin for k > k∗ where

both ξmax and ξmin are constants. To achieve the necessary suppression of the asymmetry on small

scales, we require that ξmin/ξmax ∼< 1/6 and k∗ be located somewhere between large CMB scales

(k ≃ 0.0033h Mpc−1) and quasar scales (k ≃ 1.5h Mpc−1) [90]. A step function in ξ requires a step

function in ǫ̃, which requires a step function in ǫH . From ξmin/ξmax = 1/6 and Eq. (C.6), we see

that
ǫ̃min

ǫ̃max
=

ǫH,min

ǫH,max
=

1

6 + 5ǫ̃max
. (C.7)

Thus we see that the size of the necessary discontinuity in ǫH is determined by ξmax. If the curvaton

dominates on large scales (ξ ≃ 1 and ǫ̃ ≫ 1) then the drop in ǫH necessary to make the inflaton

dominant on small scales is large. This drop is minimized if ξmax is minimized, but ξmax ∼> 0.07 is

required to generate the observed asymmetry.

Now we have to worry about the shape of the power spectrum. Inserting a downward step

in ǫH leaves the curvaton perturbation spectrum unaltered but it gives the inflaton perturbation

spectrum an upward step. Therefore, we would expect that the total power on large scales would

be smaller than the total power on small scales. In contrast, the primordial Pζ(k) that fits CMB

and large-scale-structure observations is nearly flat on all scales from k = 0.0001 Mpc−1 to k = 0.2

Mpc−1 [191]. Furthermore, the value for σ8, the fluctuation amplitude at 8h Mpc−1, derived from

the CMB is consistent with the measurements from weak lensing observations [217], so there can no

major change in the primordial power spectrum between the scales probed by the CMB and those

probed by weak lensing. We conclude that the total primordial power spectrum must be nearly

scale-invariant.
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The total primordial power spectrum may be expressed in terms of ξ and the curvaton power:

Pζ(k) =
1

ξ(k)

(

R

3

)2
H2

inf

π2σ̄2
. (C.8)

The ratio of power on large scales (kCMB < k∗) to the power on small scales (kQ > k∗) is

Pζ(kCMB)

Pζ(kQ)
=

[

H2
inf(kCMB)

H2
inf(kQ)

](

ξmin

ξmax

)

. (C.9)

To compensate for the injection of inflaton power on scales smaller than k∗, we must introduce a

discontinuity in V (φ) at the same φ value as the discontinuity in V ′(φ). Since H2
inf ∝ V (φ), we see

that
V (φCMB)

V (φQ)
=

ξmax

ξmin
∼> 6, (C.10)

where kCMB,Q = aHinf(φCMB,Q), is required to keep the primordial power spectrum scale-invariant.

Thus we see that it is possible to hide the kick that the power spectrum gets when the inflaton

takes over on small scales by introducing a drop in the inflationary energy scale that leads to a total

reduction in power in both the curvaton and inflaton fluctuations. As the inflaton rolls across the

discontinuity in the power spectrum, the value of V (φ) must drop by at least a factor of 6, and the

potential on the lower side must be significantly flatter than the potential on the upper side; from

ǫ ∝ (V ′(φ)/V )2 and Eq. (C.7), we conclude that

V ′(φQ)

V ′(φCMB)
=

1

6

√

1

6 + 5ǫ̃max
(C.11)

for ξmin/ξmax = 1/6. Note that there is no lower bound on ǫH on either side of the potential break;

V (φ) can be as flat as we want it to be on large scales provided that it is even flatter on small

scales. Therefore, we don’t have to worry about constraints from the tensor-scalar ratio or the

scalar spectral index.

There is another concern, however. Even though the discontinuities in V (φ) and V ′(φ) conspire

to preserve the flatness of the total power spectrum, the momentary interruption of slow-roll inflation

that occurs as the inflaton field crosses the break could induce oscillations in the power spectrum

localized around k∗. Ref. [183] analyzes the effects of a step in the mass m of a quadratic V = m2φ2/2

potential, and Ref. [184] generalizes this analysis to steps in other inflaton potentials. They restrict

their analyses to breaks in the potential with ∆V/V̄ ≤ 0.2 because they do not want the inflaton’s

kinetic energy to exceed its potential energy after the inflaton crosses the break. Even with this

constraint, the smoothness of the observed power spectrum is very restrictive; CMB and large-scale-

structure observations constrain ∆V/V̄ ∼< 10−3 at 99% confidence for k∗ ∼< 0.1 Mpc−1 [184].

The models considered in Refs. [183, 184] include a small change in the perturbation amplitude
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across the step and do not include perturbations from a curvaton field, but their findings are still

very discouraging for our proposal. They find that the amplitude of the oscillations far exceeds

the change in Pζ(k) across the break, so it is reasonable to expect that any break in the potential

will induce large oscillations, even if Pζ(k) is unaffected. Furthermore, the oscillations reach their

maximum on scales that leave the horizon after φ crosses the break. On these scales, the inflaton

must dominate the power spectrum to suppress the asymmetry, so there is no hope of masking

the oscillations in the inflaton spectrum with the curvaton spectrum. We could hope to hide the

oscillations induced by our model by setting k∗ ∼> 0.1 Mpc−1, but the potential change required

by our model is so large that inflation may not resume after the inflaton crosses the break. We

therefore conclude that the discontinuity in V (φ) that is required by our model is highly unlikely to

be consistent with observations.

C.2 A smooth transition?

Next we consider the possibility that ξ, and therefore ǫH , smoothly decrease as k increases. Given

the difference k between large CMB scales and quasar scales, we would need

d ln ξ

d ln k
≃ ∆ln ξ

∆ln k
≃ −1.8

6.1
= −0.29 (C.12)

if (d ln ξ/d ln k) is to be roughly constant over the scales of interest (0.0033h Mpc−1 ∼< k ∼< 1.5h Mpc−1).

The spectral index for ξ is related to the spectral indices of the power spectrum for inflaton and

curvaton fluctuations [88]:

d ln ξ

d ln k
=

d lnPζ,σ

d ln k
− ξ

d lnPζ,σ

d ln k
− (1 − ξ)

d lnPζ,φ

d ln k
(C.13)

= −2ǫH − ξ(−2ǫH) − (1 − ξ)(−4ǫH + 2ηH) (C.14)

= −(1 − ξ)(2ηH − 2ǫH) (C.15)

where ηH is the slow-roll parameter

ηH ≡ − φ̈

φ̇H
, (C.16)

and we note that ηH ≃ ηV − ǫH [218]. Meanwhile, the spectral index for the total power spectrum

is

ns − 1 ≡ d ln[Pζ,σ + Pζ,φ]

d ln k
, (C.17)

= −2ǫH − (1 − ξ)(2ǫH − 2ηH), (C.18)
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Figure C.1: The upper bounds on −d ln ξ/d ln k. The dashed curve is the upper bound from
Eq. (C.20) with ns − 1 ≤ 0.002 and r ≤ 0.3. The solid curve follows from Eqs. (C.25) and (C.26)
with αs ≤ 0.047 and r = 0.3.

and the tensor-scalar ratio is

r = 16ǫH(1 − ξ). (C.19)

Therefore, the spectral index for ξ depends only on ξ and observable parameters:

−d ln ξ

d ln k
= ns − 1 +

r

8(1 − ξ)
. (C.20)

The 3σ upper bound on ns − 1 is 0.002 on most scales, although the upper bound is somewhat

higher on very large scales (k ∼< 0.001 Mpc−1) [191, 18]. The upper bound on r is ∼ 0.3 on large

scales (k ≃ 0.002 Mpc−1) [18]. These two constraints place an upper bound on the right-hand-side

of Eq. (C.20), which is the dashed curve in Fig. C.1. Thus we see that ξ is going to have to be close

to one if −d ln ξ/d ln k is going to be 0.29. However, we can make |d ln ξ/d ln k| as large as we want if

we are willing to set ξ ≃ 1 on large scales. Setting ξ ≃ 1 on large scales comes at a cost though. To

get a factor of six reduction in ∆P (k)/P (k), we’ll need the curvaton to go from contributing nearly

all of the primordial power to contributing less than 17% of the primordial power. To compensate,

we have given a strong blue tilt to the inflaton perturbation spectrum so that ns remains close to

one on all scales.
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Unfortunately, the transition from having the curvaton contribute all of the power to contributing

only 17% leads to a significant running of the spectral index. To evaluate

αs ≡ dns

d ln k
, (C.21)

we will need the running of the slow-roll parameters

d ln ǫH

d ln k
= 2(ǫH − ηH), (C.22)

d ln ηH

d ln k
= ǫH − ξ2

H

ηH
, (C.23)

where

ξH ≡ 4π

m2
Pl

√

H ′(φ)H ′′′(φ)

H2
(C.24)

is a higher-order slow-roll parameter. From Eq. (C.18), it follows that

αs =
d ln ξ

d ln k

[

ξ

1 − ξ
(1 − ns) −

r

4

1

(1 − ξ)2

]

+
r

8

(

ηH − ξ2
H

ǫH

)

. (C.25)

The 3σ upper limit on αs from WMAP5 is 0.05, and this puts another upper bound on −d ln ξ/d lnk,

as shown by the solid curve in Fig. C.1. In this figure, we set

ηH − ξ2
H

ǫH
= 0.1. (C.26)

Decreasing the value of this combination of slow-roll parameters does not significantly change the

upper bound on −d ln ξ/d lnk, but increasing it beyond 0.1 leads to a more restrictive constraint.

The most permissive choice is to make this combination negative, but it needs to be less than -0.5

to noticeably shift the bound. Unfortunately, the upper bound on −d ln ξ/d lnk from αs decreases

as ξ increases. When combined with the upper bound from Eq. (C.20) as in Fig. C.1, we see that it

is not possible to have −d ln ξ/d lnk = 0.29 for any range of ξ values.

It appears that it will not be possible to suppress the asymmetry on small scales by having ξ

smoothly decrease as k increases. It is worth noting, however, that the dashed curve in Fig. C.1

follows from r ≤ 0.3, and that this constraint only applies on large scales. On scales that were

subhorizon at the surface of last scattering, the tensor perturbations are suppressed relative to their

primordial values. In that case, the only constraint on r follows from the slow-roll condition ǫH ≪ 1.

Instead of the dashed curve in Fig. C.1, we have

−d ln ξ

d ln k
≪ 2 + (ns − 1). (C.27)

So while a scale-invariant d ln ξ/d lnk = −0.29 is not allowed, we could get sufficiently negative
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values of d ln ξ/d lnk for ℓ ∼> 100 and ξ ∼< 0.3.

To investigate this possibility, we derive a differential equation for ξ(k). We start with

−d ln ξ

d ln k
= ns(k) − 1 + 2ǫH(k). (C.28)

This equation is simply Eq. (C.20), but with ǫH instead of r. From Eq. (C.6) it follows that

ǫH(k) = ǫ0
ξ(k)

1 − ξ(k)
, (C.29)

where is ǫ0 ≡ ǫH(k)/ǫ̃(k) and is therefore independent of k and can take any value. Since there are

measurements of ns and its running, we will use these values for ns(k). The resulting differential

equation for ξ(k) is

−d ln ξ

d ln k
= ns(k0) − 1 + αs ln

(

k

k0

)

+ 2ǫ0
ξ(k)

1 − ξ(k)
. (C.30)

To maximize the variation in ξ, we use the upper bounds on αs and ns(k0) mentioned above:

ns(k0) − 1 = 0.002 and αs = 0.047 for k0 = 0.002 Mpc−1.

The only free parameters that remain are ǫ0 and the “initial” value of ξs ≡ ξ(ks), where ks is

the smallest k value of interest and the starting point of the numerical integration of Eq. (C.30).

Together, ǫ0 and ξs determine ǫH(ks). From Eq. (C.29), we see that ǫH decreases as ξ(k) decreases;

since ξ(k) is monotonically decreasing for all (k > k0), ǫH(ks) is the maximum value that ǫH will

attain in the scale range of interest. Since we wish to maximize −d ln ξ/d lnk, we want to choose

the largest possible value for ǫ0. There are two upper bounds to consider. First, ǫH ≪ 1 is required

by the slow-roll approximation. If we insist that ǫH ≤ 1/2, then the maximum possible value for ǫ0

is

ǫ0 = 0.5
1 − ξs

ξs
. (C.31)

There is, however, an additional constraint. Since ǫH(k) is a monotonically decreasing function of

k for k ≥ k0, the value of ǫH(ks ≥ k0) sets a lower bound on the value of ǫH(k0), provided that ǫH

is continuous. There is an upper bound on ǫH(k0) that follows from the measured upper bound on

the tensor-to-scalar ratio r. This upper bound implies that the maximum value of ǫ0 should be

ǫ0 =
0.019

ξs
, (C.32)

which is lower than Eq. (C.31) for ξs ∼< 0.9.

We integrate Eq. (C.30) to obtain ξ(k) for different values of ξs with ǫ0 given by both Eqs. (C.31)

and (C.32). We set ks = 0.002 Mpc−1, and for each value of ǫ0, we find the value of ξs that gives

the smallest value of ξmin/ξmax = ξ(1.5h Mpc−1)/ξ(0.0033h Mpc−1) with h = 0.7. We find that it

is possible to obtain ξmin/ξmax ∼< 1/6 only if we relax the condition that r ≤ 0.3. In that case,
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ξmin/ξmax ∼< 1/6 if ξs ∼< 0.8 and ǫ0 is given by Eq. (C.31). It is encouraging that this range includes

values for ξs that are greater that 0.07 because this means that ξ on large scales can be large enough

to generate the observed asymmetry. The downside is that this model has ǫH ≃ 0.5 on large scales;

given that ξs ≤ 0.8, this means that r ∼> 1.6 on the largest scales for which this model applies. Since

ǫH is monotonically decreasing for k ≥ k0, and we set ks = k0, it is not possible to make ǫH small

enough to satisfy r ∼< 0.3 on the scales for which that bound applies (k ≃ k0) and then have it

smoothly increase to the value necessary to give sufficient variation in ξ.

In summary, it is possible for ξ to be greater than 0.07 on large CMB scales and then smoothly

decrease by a factor of six between large CMB scales and quasar scales in a way that keeps the total

power spectrum flat enough to be consistent with observations. However, the required values of ξ

and ǫH on the largest scales are inconsistent with the upper bound on the tensor-scalar ratio on

these scales. In order to satisfy this bound, we would have to discontinuously change the values of

ξ and ǫH to suppress the tensor-scalar ratio on large scales, and we saw in the previous section that

such discontinuities are problematic.
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