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Abstract

We present a measurement of the branching fractions of tbleistxe radiative penguin pro-
cesse® — Kzzy inasample of 232 millioete~ — BB decays recorded by th@BAR de-
tector at the PEP-Il asymmetric-energy storage ring. Wensicuct four final states{ Tz ~z 7y,
Ktz ~z%, K& —zty,andKz*t7z%  whereK? — 77—, inthe rangen,, < 1.8 GeVc?.
We measure the branching fractidh@B™ — Ktz ~z1y) = (2.954+0.13(stat)+0.19(syst)) x
1075, B(B® — Ktz ~79%) = (4.07+0.22(stat)+0.31(syst))x 107>, B(B® — KOztz—y) =
(1.85+ 0.21(stat) & 0.12(syst)) x 107>, andB(BT — K% *7z%y) = (4.56+ 0.42(stat) +

0.30(syst)) x 107°. We also measure the distributionrog. .
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1 Introduction

In the standard model (SM), the radiative penguin transtie> sy proceeds via a weak ampli-
tude. This process underlies decd/s»> Xsy, whereXs is a hadronic final state with strangeness
S= +1 for Btor B® decays S = —1 for B~ or B® decays. Measurements of the-> sy process
can differ from the predictions of the SM weak interactiorttie presence of beyond-SM physics,
such as supersymmetry.

Radiative penguin decays & mesons have previously been observed in reconstructeg
and Kz y exclusive states, as well is in inclusive analyses in whiwh hhadronic state is not
reconstructed or is partially reconstructed. Among kher y final states, two of the six possible
charge combinationsK *z~z*y and K°z*z~y (in the channeK® — K2 — z*z~), have
previously been observed.

In this analysis, we present new, more precise measureroénte branching fractions of
the two previously observed decays. We also present a fisstradtion of the decayB? —
K+tz~z%,andB* — K% *tz% and measure these branching fractions, in the chakfel
Kg — #tx~. In all four charge modes, we measure the invariant masshdigsons my, of the
hadronic system. We use in our measuremdé@hisesons produced iefe- — Y(4S) — BB

reactions by the PEP-II collider and reconstructed byBhBAR detector.



In this analysis, we reconstruct four charge modes oBhe Kz rzy process. These are,
e Ktr=zmty

e Ktz 0y

e KOz zty, KO- K8 — ntz-

e KOztz%2y, KO = Kg > ratr.

Throughout this analysis charge conjugate modes are ichplide do not reconstruct the isospin-
related final states with twe? particles,K *z°z% andK2z°z°% . We also do not reconstruit?
final states or decays &2 other than tor +z ~.

We reconstrucB — Kz y candidate samples by combining charged tracks and nelusal ¢
ters detected in data events or Monte Carlo (MC) simulateditsv We choose tracks and clusters
that satisfy the electric charge and kinematic propertfethe final states we seek to reconstruct.

For each reconstructdd candidate, we compute the kinematic variables

AE = EE - E;eam
Mes = vV Eggam_ pEZ )

whereEf andpg are the energy and momentum of Beandidate in the center of mass (CM) frame
of theete™ system, andE;,,,is the CM energy of each beam. We expect correctly recoristiuc
candidates to satisfAE =~ 0 within measurement precision. We usgs instead of the invariant
mass of the reconstructdisince the beam energy is better measured than the energy Bf #mnd
becausangs and AE are nearly uncorrelated. For correctly reconstructed idates, we expect
Mes &~ Mg, with the precision dominated by the uncertainty in the beaergy.

Our sample of reconstructdsi candidates will contain backgrounds from various sourtés.

largest of these consists of combinations of tracks frommtiguark continuum events. The largest
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contribution fromBB events is fromb — sy processes, including a significant component of mis-
reconstructedB — Kz rzy decays. We impose selection criteria on the sample of réembed

B candidates designed to remove misreconstructed and miiiele particle candidates and to re-
ject events inconsistent witBB production processes. We also restrict our consideraticthe
rangenk., < 1.8 GeVc?, since we expect background processes to dominate our satipigher
masses. We optimize the selection criteria to maximizexpeaed precision of our branching frac-

tion measurements, based on MC models and prior expedaifmignal and background yields.

We measure the branching fraction by fitting the candidadestibution in mgs and AE to
a probability density function that includes signal andKgsound components. The shapes of
signal components are determined from MC samples. The bawkd components consist of con-
tributions from continuum backgrounth, — sy processes, and oth& decays. We fit all four
reconstructed modes simultaneously, as this allows astensihandling of correctly reconstructed

and misreconstructed candidates fr8m> Kz zy decays.

We extract thar,, distribution of correctly reconstructeé®l — Kz 7y candidates in our data
sample using a statistical technique for disentanglingdiktribution of one variable in a single
signal component of a maximum-likelihood fit with signal amatkground components to another

set of variables.

In this analysis, we choose to present measurements afithsspectrum for all decays we
reconstruct in each charge mode, which is largely free ofehodcertainty (though we do rely on
models of inclusive and exclusile— sy decays to model backgrounds), instead of attempting to
determine branching fractior® — Kxy for specificKx resonances. Disentangling the resonance
structure would require careful modeling of amplitudes egldtive phases of multiple interfering
processes, which is beyond the statistical power of oureatiidataset. A correct model must also

include proper treatment the decays of the cohekeptresonances, not all of which are well-
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measured. We expect that largBrfactory datasets available in the future will enable a Ralit
analysis of the resonance structure as well as measureffnthiet ghoton polarization.

We used a blind methodology, in which we formulate the silacand fit procedures using
MC simulations of our signal and background processes, atadabntrol samples distinct from the
data that contains our signal candidates. Only when we hagéiziéd and validated our analysis
procedure (except, in a few instances, the procedurestioramg systematic uncertainties) do we
examine candidates passing our signal selectin critedgpemduce our results. The blind method-

ology is intended to reduce inadvertent bias in the choicgetaction criteria and fit procedure.



2 Background

2.1 Theoretical motivation

In the SM, couplings of quarks of different families are nadd by the weak interaction. The
SM weak interaction does not predict tree-level flavor cl@gngeutral current processes, such as
decays ob quarks tos quarks. However, such reactions can occur in one-loop &ampk, such as
radiative penguirdecays ob quarks,b — sy, in which aW boson is emitted and reabsorbed by
the quark line. Inside the loop, c, andt quarks can contribute; the latter is the dominant term.
These radiative penguin decays can provide sensitivedégie SM (see, for example, [1]), as new
particles can contribute loop diagrams at the same ordeertfifpation theory as the lowest-order
SM process.

In the decay of &8 meson, thes quark produced in this process, combined with the spectator
quark, produces a hadronic system of one or more particles.d€cay may proceed through reso-
nant or non-resonant amplitudes are possible. The hadsgsiem recoiling against the real photon
must satisfyJ > 0, which excludes the decd — Ky . Decays through higher kaon resonances
are possible. The six lowest-lyingg > 0 kaon resonances and their principle decays are listed in

the table below.



Resonance JP Mass ( Me\/cz) Width ( MeV/cZ) Decay Branching frac.
B 891664 0.26 (K*+)  |5084 0.9 (K**)
K*(892) I K ~ 100%
89610+ 0.27 (K*9) 50.7 & 0.6 (K *0)
Kq(1270 1t 1273+ 7 90+20 Kp (424 6)%
Kg (14307 (28+ 4%
K*z (16+5%
Ko 11+ 2%
Kq(1400 1t 1402+ 7 174+ 13 K*z (94 6)%
Kp B+£3)%
K*(1410 1~ 1414+ 15 232421 K*z > 40%
Kr (6.6+1.3)%
Kp < 7%
14256 + 1.5 (KT 985+ 2.7 (KiT
K3(1430 2* (K27 (K27
14324+ 1.3 (K30 109+ 5 (K30
Kr (499 + 1.2)%
K*x (247 £ 1.5%
K*rm (134+2.2)%
Kp (8.7+£0.8)%
K*(1680 1~ 1717+ 27 332+ 110 Kr (387 +2.5%
Kp (314751
K*x (29.9722)%

TABLE 1. Properties and principle decays of the six lowest-lying 0
resonances [2]. Limits are at 90% confidence level.

The branching fractions of decay Bfmesons tK xy exclusive final states are not well predicted,

and are the subject of ongoing theoretical investigationsekection of theoretical predictions of

B — Kyxy branching fractions is shown in the table below.

Source

B—> K*y

B — K1(1270y

B — K1(1400y

B — K}(1430)

Cheng and Chua (2004) [3]

Ebert et al. [4]
Safir [5]
Veseli and Olsson [6]

B/ £0.74
H+15
581+ 2.27
99+ 381

0.02t0 0.84
045+ 0.15
067+0.27
144+ 0.53

0.003 to 0.80
078+0.18
030£0.13
070+ 0.30

48+ 0.30
17+06
167+ 0.67
207+ 0.97

TABLE 2. Selected predictions ¢f(B — Kyy ) in units of 10°°, drawn
from [3]. The predictions of Cheng and Chua depend on thecehafi the
K1(1270 — K1(1400 mixing angle.
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In SM b — sy decays, the parity-violating coupling of th& produces ars quark that is
approximately left-handed, up ©(ms/my), so the recoiling photon is also approximately left-
handed. Ib — Sy, the photon is approximately right-handed. Measuremenh@fphoton po-
larization would be a strong test of the SM, since non-SM g@sees can introduce diagrams with
different polarization to the decay.

The polarization of the photon cannot be measured directly,can it be inferred from a re-
coiling Kz hadronic system. Gronau et al. have shown that the phot@mipation can, however,
be measured i — K*z~z% andB — K2z*z% decays [7]. In these decays, interference
betweenkK *°z % andK ** 7z ~ processes or betwedd* 7% andK*°z + processes can produce decay
distributions sensitive to the photon polarization. Therall decay rate does not depend on the
photon polarization, but the decay rate variation wifhthe angle between the normal to tKe =
decay plane and the photon direction in e = center of mass frame, is related to the polarization.

In this analysis, we undertake to observe the previoushbseiwed decayB — K*z 70
andB — K2z *z%, as well as to produce improved measurements of the bramétaations of
B —» K*tz~z*y andB — K2z ~z*y. Observation of the twa *z° modes is the first step to
measuring the photon polarizationkw 7 y decays. In addition, we measure the,, distributions

in these decays, which provide information about the rescmatructure.



2.2 Previous measurements

Radiative penguirB decays have been observed in exclusive two-body final statesre X is
K*+z~ [8, 9] or K2z° [10], in decaysB — K*y. The rates and kinematics of these decays are
governed not only by the weak interaction, but also by the Q@Gissics by which the quark and

the spectator quark hadronize to form tKgsystem. In the case of decaysKa y final states, the
hadronic part can decay through resonances. In additi@-te K*y decays, th&K 7y final state
has been observed in decays of #1430 resonance as well [11, 12]. The most recBABAR

measurements of these branching fractions are,

B(B* — K*(892"y)

(3.87+0.28+0.26) x 10°°

B(B® — K*(892%) = (3.9240.20+0.24) x 1075

B(BT — K;(14307y) = (1.454+0.40+0.15) x 10

B(B® — K3(1430%) = (1.22+0.25+0.10) x 10°°,

where the first uncertainty in each measurement is statigtitd the second is systematic.
Decays to two exclusive three-body final statBs;> K+*z~z+y andB — K2z ~z*y have

also been observed [13], by the Belle Collaboration. Thesmeal branching fractions are,

BBt - K*ztz7y) = (250+0.184+0.22) x 10°°

B(B° - K%z*tz7y) = (24+04+0.3) x 107,

where the first uncertainty is statistical and the secongigtematic. The second process was mea-
sured usingK® — K2 — z*z~ decays. Decays t&zzy can also display interesting hadronic
structure. There are five kaon resonances with spin of at tgesthat decay t&K 7z and con-
tribute in the mass range below 1.8 Ge¥ The decays of these resonances themselves exhibit

resonance structure, iK*z, Kp, andK;(1430xz combinations. By selecting specific secondary
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resonance decays, Belle claims measurements or uppes tifitanching fractions to specifi€y

resonances:

B(BT —» Ki(1270%y) = (434+094+0.9) x 10
B(B° - K;(1270%) < 58x107°
B(BT — K.(1400Ty) < 15x107°

B(B® — K;(1400%) < 1.2x 1075,

where the upper limits are at a 90% confidence level. Thessuneraents are based on the model
assumption about thKy decays, in particular that interference among processesyitey to the
same final state can be neglected.

The radiative penguin process has also been observed bigivelmeasurements, in which the
hadronic partXs is not reconstructed or is partially constructed. The tat#ehnique is known as
thesemi-inclusiveanalysis, in which as many exclusivg final states as possible are reconstructed
and combined to approximate an inclusive measurement. (finert world average [2] branching

fraction of the inclusive process is,

B(b— sy)=(33+0.4) x 10°*.

Interpretation of the results of a semi-inclusive measemndepends on understanding the exclu-

sive decaydB — Xsy, which this analysis aims to improve.
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3 PEP-Il and thé8ABAR Detector

In this chapter, we present a brief descro[topm of the PEBHider and of the construction and

performance of théABAR detector components used in this analysis.

3.1 PEP-II

PEP-II [14] is an asymmetric-energy e~ collider at the Stanford Linear Accelerator Center de-
signed for high-luminosity production d@B pairs in a moving center of mass frame. It consists
of two storage rings, theigh-energy ringHER) storing 9 GeV electrons, and tlwv energy ring
(LER) storing 3.1 GeV positrons, each with a circumferen€200 m. The storage rings are
hexagonal, with a single interaction region occupied byBhBAR detector. Particles are injected
into both from the preexisting 3 km linear accelerator. Tlyeire below shows a schematic of

PEP-II.

PEP Il
Low Ener

th? é-ie‘v."]

North Damping
[1. 1% Gav]

&-gun
- PR

200 MaV Linac

Paositron Return Line Positron Source
| 1

[ FEF Il High Ensrgy Bypass (HEB)
Iinjector

Sector-10 PEF I
1.15 GV PEP | gy By [g
[ 1 EP Il Low Energy Bypass (LEB) ng I:HE {
Sactor-4 FEF I
et injeclor
- A km -

FIGURE 1. Schematic illustration of the PEP-II storage ring andlithear
accelerator that injects it. The HER and its injection line shown in blue. The
LER and its injection line are shown in red.

The two beam energies are chosen to produce a center of mdsif€rgy of,/s = 10.58 GeV,
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the nominal mass of th& (4S) resonance. At this energy, ti® cross section is approximately
1.05 nb, while the cross section for light-quark continuumdoiction (10, dd, s5, andcg, collec-
tively known asudsq is about 3.4 nb; 0.94 nb fart z ~ production; 1.16 nb for* x~ production;
and about 40 nb foe"e™ elastic (Bhabha) scattering [15]. The collider is run atumMeV below
the Y (4S) resonance for a fraction of data taking, to produce data Esmpithoutbb events for

background studies.

The Y(4S) decays to BB pair, with available momenturp = 335MeVc in the CM frame.
Due to the asymmetry of the beam energies in PEP-lletles system is boosted withy = 0.56
in the lab frame. The boost is chosen to increase the typistrite between thB decay vertices
to Sy ct ~ 250 um, which can be measured BABAR’s silicon tracking detector.

The following table lists PEP-II parameters as of June 2064, the end of the period in which

data used in this analysis were obtained.

Parameter LER HER TaBLE 3. Typical
operating
energy 3.1 GeV 9.0 GeV
parameters of the
number of bunches 1588 1588 .
. . PEP-II storage ring
horizontal beam sizex 170 um 170um
i ) as of June 2004.
vertical beam sizey 7.2um 7.2um
bunch lengthr, 13 mm 13 mm
horizontal beta at Iy 32cm 32cm
vertical beta at I8y 10.55 mm 10.5 mm
tune shiftéx /&y 0.053/0.064 0.055/0.046
current 245A 155A
crossing angle 0 mrad
luminosity 921 x 1033/cné/s

In the period up to summer of 2004, in which the data used snahalysis were recorded, the record
PEP-II luminosity was 21 x 10°3/cn?/sec. The record daily integrated luminosity collected by
the BABAR experiment (incorporating data taking efficiency) was.68pb L. The following figure
shows the cumulative integrated luminosity delivered by?REand recorded byABAR over this

data-taking period.
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3.2 TheBABAR detector

The BABAR detector [17] is a general purpose particle physics datatdtalled at the PEP-II. It was
designed primarily to measuf&P violation in the decays oB mesons and perform high-precision
tests of the Standard Model weak mixing matrix, but is capalbl wide range of measurements in
B, charm, and physics.

The BABAR detector, from the inside out, consists of a silicon vertegker (SVT) for measure-
ment of track angles and precise location of decay vertedsift chamber (DCH) for measurement
of charged track momenta, a detector of internally-refile@derenkov light (DIRC) for identify-
ing charged patrticles; a Csl(Tl) crystal calorimeter (EM&@)measuring the energy of photons and
other neutral particles; a 1.5 T superconducting solerasid;an instrumented steel flux return inter-

spersed with resistive plate chambers for detecting mundsther weakly interacting long-lived
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particles, such ak?.

The origin of theBABAR coordinate system is the nominal interaction point. Elexis lies
along the beam line, with electrons traveling in the positiv forward direction. The positive
axis is horizontal and points out of the PEP-II storage rifige positivey axis points upwards. The
origin is at the geometric center of the detector inxh plane but offset irz; the offset is chosen

to improve the acceptance in the CM frame.

The following figures show elevation diagrams of B&BAR detector.

detector ¢
| | | | |
I
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1149 4050 1149 / ELECTROMAG)
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TRACKER
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IFR
CHERENKOV —\ ENDCAP
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_
T
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FIGURE 3. Elevation of theBABAR detector in section parallel to the beam line.
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FIGURE 4. Elevation of theBABAR detector in section perpendicular to the beam
line.
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3.3 The silicon vertex tracker

The SVT is constructed of five layers of double-sided siliooigrostrip sensors. On one side of
each sensor, strips oriented parallel to the beam medsuwvhile on the other side, strips oriented
transversely to the beam measard he sensors are 3Qm thick; strip pitch varies from 5@m to

210 um. Position resolution is improved by interpolating amongrgy deposits on adjacent strips.

The innermost three layers, at radii of 32 mm, 40 mm, and 54 ram the beam, are composed
of six circumferential segments. The segments are pitclgutly to provide overlapping coverage
at their ends. The outermost two layers are arranged eachktaggered pair of layers with slightly
different radii. The radius of the outermost layer is 144 mfhe following figure illustrates the

configuration of the five SVT layers.

Beam Pipe 27.8mm radius FIGURE 5.

Layer 5a Schematic end

/ . .
/ ~ view diagram of
Layer 5b

-
/ / \\ . tSh\(j _Il_ialyers of the
/ // py \\g

The inner layers are barrel-shaped, while the outer layertileed in at the ends to produce an arch
shape irz. Each layer provides polar angle coverage down to 350 mrtekiforward direction and
520 mrad in the backward direction; smaller angles are obistd by permanent dipole magnets

mounted around the interaction point. A side cross-sedfdhe SVT is shown in the figure below.



16

Bkwd.
support
cone

Fwd. support3°0 mrad

e ———— \ cone
B V Front end J B et
electronics B
» —\mﬂr

Beam Pipe

FIGURE 6. Side elevation diagram of the top half-section of the SVT.

The inner strips provide precise measurements of a trackjieand impact parameter. The outer
layers improve pattern recognition and provide additiaferge deposition measurements for de-
terminingdE/dx.

The sensors are read out from both ends by front-end eléctromunted just outside the ac-
tive region. These electronics sample the charge colldotéiae strips at 30 MHz into a circular
buffer. When a trigger arrives, hits in the appropriate twirdow are extracted from the buffer,
multiplexed, and transferred to data acquisition eledoutside the detector.

Helical tracks reconstructed in the two tracking chambeespmrameterized by five values:
impact parameter in the-y plane,dy; impact parameter along the beam liag, azimuthal angle
at the point of closest approach to the interaction pgigittani, wherel is the pitch angle of the
helix; andk, the curvature of the track. For most tracks, the SVT domem#ie measurement of the

first four of these parameters, with average precision,
* o4, =23 um
* 0z, =29um
* 04, = 0.43 mrad

° (7"[an/"L = 053 X 10_3
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3.4 The drift chamber

The DCH is a 40-layer, 7104-cell drift chamber with axial @tereo layers. It measures the helical
trajectory of a charged particle traversing a magnetic feehdl also provides energy loss and precise
timing information.

The inner radius of the DCH is 23.6 cm and the outer radius i@ 8. In the 1.5 T magnetic
field, charged patrticles with transverse momentoyn> 180 MeV/c reach the outer radius. Moti-
vated by the asymmetry of the beam energy, the DCH is positi@symmetrically irz, extending
174.9 cm forward and 101.5 cm backward from the nominal autéwn point.

The DCH is arranged in 10 superlayers, each composed of #slajehexagonal drift cells.
The innermost and every third superlayer is axial, with siparallel to thez axis. The remaining
stereo superlayers are arranged at small angles todhes, to providez coordinate measurements
of tracks. The stereo angles vary between 45 mrad and 76 amddlternate in sign between stereo
superlayers.

The DCH is filled with a gas mixture of 80% helium and 20% isalmgt Charged particles
passing through the DCH ionize the gas; ionization elesttane accelerated toward high-voltage
sense wires, producing an avalanche of secondary ionigasilong the way. The time of arrival of
the ionization electrons at the sense wire determines 8tardie of closest approach of the track
to the wire; a pattern matching algorithm uses this and tts#tipa of each wire to determine the
track’s trajectory. The integrated charge of the ionizatectrons deposited in successive cells is
used to measuréE/dx. The DCH was operated with voltage on the sense wires of 19aad/
1960 V during Run 1, and of 1930 V subsequently.

The sense wires are read out by front-end electronics mowumtéhe rear endplate of the drift
chamber, which digitize the arrival time and integratedrghaof wire hits. This data is transfered

to readout and trigger electronics. The DCH provides tragkind event timing information used



18

to trigger the other detector subsystems.
The DCH dominates the precision of the momentum measurefoentiost tracks. The preci-

sion of the transverse momentum is parameterized by,

apr/pr = (0.13+0.0)% - pr + (0.45+ 0.03)%.

In addition, the average resolution®E/dx measured in the DCH is 7%.

3.5 The Cherenkov detector
The DIRC is a particle identification system consisting adiq bars surrounding the DCH. Charged
particles traversing the active elements produce Chexerddiation, which is captured by inter-
nal reflection and exits through the back of the detector amdmaging region instrumented with
photomultiplier tubes (PMTs). Using geometric and timinfprmation, the detected radiation is
associated with charged tracks. The particle’s velocitythns its mass and species is inferred from
the angle of the radiation relative to the particle’s trigeg

The active elements of the DIRC consist of 144 synthetic tquaars, 17x 35 mm in cross
section and 4.9 m long, arranged around the DCH and runniradlglato the beam axis. Radiation
produced inside the bars, which have an index of refragtien 1.473, is reflected by the finished
surfaces and bounces forward or backward to the ends of tise btrrors affixed to the forward
ends of the bars reflect radiation back toward the rear of étectbr. The backward ends of the
quartz bars open into a large, water-filled standoff boxqugh which radiation is projected onto an
array of PMTSs.

The conical radiation pattern of Cherenkov light emittedchyrged particles in the DIRC is
focused onto one or several rings or segments of rings oniedPray. Reconstruction algorithms

use the geometric and timing information to associate PM& ith charged tracks reconstructed



in the tracking detectors and projected into the DIRC voluaral determine the Cherenkov angle

Oc. A particle withp = 1 at normal incidence in the center of the bar is producesoappately 23

photoelectrons in the PMTs.

A schematic of one azimuthal segment of the DIRC is shownerfigure below.

PMT + Base
10,752 PMT's

Purified Water

17.25 mm Thickness

(35.00 mm Width)
/— Bar Box 7
Track
Trajectory Wedge
i \ .
Vr Mirror ‘*/ i
~|——49m /, ‘ 1.17m ‘
{ 4 x 1.225m Bars } ‘ ‘
glued end-to-end

8-2000
8524A6

FIGURE 7. Schematic cross-section of one azimuthal segment of RED

showing the trajectory of radiation emitted by a hypottadtmarticle.

The resolution of the reconstructed Cherenkov angle is anedsn ™ u~ events to be 2.5 mrad.

The kaon efficiency and pion misidentification rates deteenifromD® — K~z * reconstructed

in D* decays are shown in the figure below.
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The DIRC provides poor identification efficiency for partisiwith momenta below about 0.7 Gey

for thesed E/dx measured in the tracking detectors is used for identifinatio

3.6 The calorimeter

The EMC consists of 6580 thallium-doped Csl crystals, @dithto a barrel-shaped central region

surrounding the DIRC, and a forward endcap extending dowtbt® from the beam line. The

individual crystals, which are angled to point toward thieraction point, have a typical front area

of 4.7 x 4.7 cm, while the depth varies from 29.6 to 32.4 cm (16.0 to 1&dation lengths). The

figure below illustrates the arrangements of the crystaleerEMC.
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Each crystal is wrapped on the front and sides with a thinatfke coating, and instrumented
on the back face with two silicon photodiodes. The photoeiodre connected to preamplifiers
mounted directly behind them, which are wired in turn to gtmdcs mounted at the ends of the
EMC support structure. These electronics further amphgy signals from the individual crystals,
convert them to digital signals, and multiplex them for sf&m to data acquisition hardware.

The crystals are calibrated with a radioactive source aimfjuBhabha scattering events. In
calibration runs, the EMC is irradiated with 6.13 MeV gamrags produced by an activated liquid
(flourinert) circulated over the EMC face. Bhabha scattpeine™ — ete™ events collected during
normal data taking produce 3t0 9 GeV clusters and are uséitflorenergy calibration. In addition,
we apply corrections to the energies of reconstructed phoandidates to compensate for shower
leakage into cracks between detector segments and frondgseand back of the detector.

Neutral clusters are reconstructed from sets of contigeoystals in which energy deposits are
measured in an event. The reconstruction algorithm seafoh#ocal minima, obumpsin the clus-
ter and attempts to distinguish merged clusters from sipgtécle showers. Tracks reconstructed
in the tracking chamber are matched to EMC bumps to distitgneutral particles.

The energy resolution achieved by the EMC is parameteriged a

2.32+ 0.30)%
oe _ (2324+030% (1.85+ 0.12)% .

E JE(GeV)
The angular resolution of reconstructed clusters is patenized as

(3.87i 0.07
oy = = ——
TP T\ JE(GeY)

+0.00+ 0.04) mrad.
3.7 Triggers and data acquisition
The trigger system is divided into two stages, a hardwaeeel 1trigger and a softwaréevel 3

trigger.
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The Level 1 trigger is implemented in hardware and receipsts from the readout electronics
of the DCH and EMC. The DCH trigger (DCT) constructs trackmsegts from hits in individual
layers, and assembles track segments within azimuthal esggnto form 2D tracks. The EMC
trigger (EMT) groups crystals into sectors and searcheadtwvity in these sectors consistent with
a minimum ionizing particle or particle shower. The Levelifyger combines objects constructed
in the EMT and DCT to produce a trigger decision as the digjanof several preset criteria. A
Level 1 accept can be triggered by DCT objects only, EMT dbjealy, or a combination of the
two. The typical output rate of the Level 1 trigger is 1 kHz.

A Level 1 accept decision is propagated to the readout elgics of all the detector compo-
nents, and triggers readout of detector channels into tteeatmuisition system. The data acqui-
sition system is implemented as a combination of specigtgme electronics and a farm of UNIX
workstations. One workstation node is assigned to eachl lesecept, and collects the contribu-
tions from the detector subsystems into a complete event.

The Level 3 trigger is implemented in software and runs onstrae workstation farm as the
software component of the data acquisition system. Thgdrigerforms more detailed processing
of event data, reconstructing 3D tracks and localized EMSStels using look-up tables. As with
the Level 1 trigger, objects reconstructed in the DCH or mEBMC, or a combination of the two
produce a Level 3 trigger. The Level 3 output rate is limitedl20 Hz, which includes physics
triggers, prescaled Bhabha events, random triggers, agthaktic triggers.

The combined Level 1 and Level 3 trigger efficiency is greéttan 99.9% forBB events and
greater than 95% for light-quark continuum events.

The Level 3 trigger is hosted on the workstation farm nodeshieyOnline Event Processing
(OEP) system, which manages the storage and forwardingnopleted events. OEP also hosts a

real-time data quality monitoring system, which accunesgadtatistical distributions of measured
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guantities both for real-time monitoring of graphical dégfs by physicists operating the detector,
and for automated comparison against reference diswitsitiCompleted events are forwarded from
the workstation nodes to a staging area, where they are bksimto complete runs and sent to a
tape storage system for archiving. The data are subsegymntessed by full event reconstruction
programs in preparation for physics analysis; these progralso perform additional data quality

checks and offline calibrations.

3.8 Particle selection criteria

The BABAR experiment has defined standard selection criteria fok$rand particle candidates.
The performance of these criteria has been well-studied effitiency is understood in data and
MC. We describe here the standard selection criteria ustdsranalysis. Criteria are provided for

“very loose,” “loose,” “tight,” and “very tight” selection

3.8.1 (HARGED TRACKS GoodTracksLoose

We use the standar@oodTracksLoosselection for charged tracks. These tracks are required to

satisfy,

at least 12 hits in the DCH,

impact parameter in the — y planed, < 1.5 cm,

distance of closest approachatio the nominal interaction poirgy < 10 cm,

momentump < 10 GeVc, and

transverse momentumy > 100 MeV/c.

The figure below shows the efficiency of tB@odTracksLoosselection as a function of transverse

momentum, angles, and the track multiplicity in the everticiencies are shown for a segment of
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the data sample in which the DCH was operated at 1930 V, aral¥t€ sample simulated with the

same conditions.
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Standard efficiency corrections have been measured to cwmaieefor the difference between data

and MC, and we weight the candidates in MC samples accoxdiige average correction is 0.992.

3.8.2 MoToNs GoodPhotonLoose
We use the standai@oodPhotonLooseelection for photons. This selection applies to EMC clus-

ters that are not matched to a charged track, and requires

e energy in the lab frame of at least 100 MeV,

 atleast 4 EMC crystals in the cluster, and

* alateral moment less than 0.8.
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3.8.3 (HARGED KAON AND PION IDENTIFICATION

A charged track is identified as a kaon or pion candidate udigyaix information from the SVT
and DCH for low-momentumg < 0.7 GeV/c) tracks, and DIRC information for high-momentum
(p > 0.6GeVc) tracks. For each particle hypothesis (pion, kaon, electrouon, or proton),
a likelihood is constructed using the expected distrim#iof dE/dx in the SVT and DCH, and

number of detected photons and reconstructed Cherenkde iarttpe DIRC.

The PID selection criteria are cuts on the likelihood rabiesveen pairs of particle hypothesis.
In this analysis, we use thBghtKaonMicroSelectiorfor charged kaons. The efficiency for this

selection is shown in the following figure, followed by thestiaig rate for charged pions.
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FIGURE 11. Efficiency ofTightKaonMicroSelectioPID selection criteria for
K+ (red) andK ~ (blue) as a function of momentum. Filled points are Run 4 data
and empty points are MC; the right plot shows the ratio of dafslC efficiency.
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FIGURE 12. Charged pion mistag dightKaonMicroSelectiofID selection
criteria forz * (red) andr ~ (blue) as a function of momentum. Filled points are

Run 4 data and empty points are MC; the right plot shows the odthe mistag
rate in data to MC.
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We use theLooselLHPionMicroSelectiofior charged pions. The efficiency for this selection is

shown in the following figure.
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FiIGure 13. Efficiency ofLooseLHPionMicroSelectioRID selection criteria for
7 (red) andz ~ (blue) as a function of momentum. Filled points are Run 4 data
and empty points are MC; the right plot shows the ratio of datslC efficiency.

Standard efficiency corrections have been measured to cwafeefor the difference between data

and MC in charged PID selection efficiency; we weight the aates in MC samples accordingly.

The average correction is 0.999 for pions and 0.987 for kaons
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4 Samples

In this chapter, we describe the data and MC samples usediarthlysis

4.1 Data samples

We use theBABAR dataset current as of early 2005, which consists of 21064 data taken on
the Y (4S) resonancedn-resonance and 21.6 fb* of data taken approximately 20 MeV below
the Y (4S) resonancedff-resonanck Off-resonance data samples contain light-quark conotimu
events comparable to those in the on-resonance data, buitdoeciude BB events. The data are
divided into four runs: Run 1 taken in 1999-2000, Run 2 take2001 and early 2002, Run 3
taken in late 2002 and 2003, and Run 4 taken in 2004. The nuoibef4S) — BB decays in the

on-resonance data samplg2818 + 1.5) x 10P.

4.2 Monte Carlo samples
We also use Monte Carlo (MC) simulated data samples in thelolgment of this analysis and
to estimate efficiencies and background rates. The pramuetnd decay processes are simulated
with the EvtGen[18] event generator, which incorporates the current wstdeding of the decays
of B mesons and their decay products. Decays of light quarksrardaged with theJETSET[19]
fragmentation model.

These simulated decays are processed in a detailed moded BABAR detector, implemented
using Geant4[20]. The detector simulation produces output similar tat tbf the detector’s data
acquisition system, and the simulated data is processad ti® same event reconstruction code as

real data. Information about the simulated physics proabssMC “truth” information, is retained
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in simulated events, and objects reconstructed in the etere associated with information about
the underlying generated particles. This allows us to ddter on an event-by-event basis whether
our hypothesis about candidates reconstructed in MC sanapéecorrect, which is known &4C

truth matching

MC samples are generated using historical detector coatigus, conditions, and background
data. As with the data sample, MC samples are divided into fflons, and we scale the effec-
tive luminosity of each MC sample to the on-resonance datanosity of the corresponding run.
Throughout this analysis, distributions and yields deatifrem MC samples are normalized to the
equivalent integrated luminosity of the on-resonance dataple using world-average branching
fractions [2], except where noted. Efficiency studies haweouered residual discrepancies be-
tween the simulated and actual detector response; we applgctions, which are standardized
for most BABAR analyses, to the simulated data to reduce the discreparidiese corrections are

described in Chapter 5.

4.2.1 3GNAL MODEL

We model our signal processes with a cocktail of exclusive $a@ples listed in the table below.
Each sample is scaled according to the listed branchingidresc We use separate simulated sam-

ples forBT B~ decays and foB° B® decays.

Mode Assumed3 Source TABLE 4.
Branching factions
assumed for
radiative decays to
Kx resonances.

B— Ky(1270y 4.28x 107° Belle measurement

B — K1(1400y 0.80x 10~ ansatz

B— K*(1410y 0.80x 107> ansatz

B— K;(1430y 1.34x 10>  average oBABAR measurements
B— K*(1680y 0.20x107° ansatz

The branching fraction foB — K(1270 y is measured by the Belle Collaboration [13], while
the B — K3 (1430 y branching fraction is measured IBABAR in K;(1430 — Kx [11]. The

other branching fractions have not been measured; we claossdz values. Belle has published
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a limit B(B — K1(1400 y) < 1.5 x 10°>; for this mode we use.8 x 107, a value typical of

theoretical estimates [6, 3], (excluding those estimdtaspredict a larger rate ¢€,(1400 y than
K1(1270 y). Lacking better information, we use the same rate36B — K*(1410 y). For
B(B — K*(1680 y ), theoretical estimates suggest a smaller branching drathtian for the lower-
lying resonances, so we us@6 107°.

The following table lists the branching fractions we usedPKy resonances t&z = via Kp

andK*z.
resonance assumé&i— Kp) assumed3(— K*x) TABLE 5.
K1(1270 420 44% Branching fractions
K 1(1400 3% 94% assumed for decays
K *(1410 79 86% of Ky resonances.
K3(1430 9% 25%
K *(1680 31% 30%

For the purposes of normalizing our signal MC samples, wee hagluded theK,(1270 —
K3 (1430 = fraction in theK;(1270 — K*z component. FoK* (1410, the measured branching
fractions areé3(K*(1410 — Kz) = 7% andB(K* (1410 — Kp) < 7%; we have taken the upper
limit as the branching fraction fdK p, and assumed the fraction not accounted foklby andK p
decays always t&*z .

These simulated samples are implemented irEt&enevent generator as sequential incoher-
ent decays, in which each intermediate resonance is ohaftelthere is no interference among
channels that produce identical final states. Helicity @onhds are carried for each particle, but
amplitudes and phases are not computed for the entire degyiristead, the rate of a decay tree is
computed from the branching fractions of the individualaleprocesses. This is known to produce

results that are incorrect for our signal model in severspeets:

1. Interference among variols — Kyy decays is not simulated. Note that the relative phases

for these processes are not known.
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2. Interference among decays if resonances are not simulated, for instance betw&enr>

K**z0andK*+ — K% *, or betweerK}; — K*%z*+ andK*® — K°z°.

3. Breit-Wigner line shapes, irrespective of the productwocess, are used for intermediate
resonances, both the primakk resonance and secondary resonances, suétasnd p.
This is known to be inaccurate, especially in the cask@fl270 — pK, which is close to

threshold.

4. The simulation cannot accommodate the del€agl270 — K;(1430 7, which is below

threshold for the nominal value of th&; (1430 mass.

In addition, our signal model does not include a non-resbBan> Kz zy component. It has not
been established whether there is a non-resonant compiorteese decays.
Our analysis, however, does not depend strongly on defaitesignal model or on the signal

branching fractions we assume in the model. Our dependantteeanodel is as follows:

» We use the model to optimize our selection procedure. Ifitbdel is incorrect, our selection

may be suboptimal.

* We use the model to estimate efficiencies for reconstrgaiignal events. We have established

that these efficiencies do not depend on the distributian@f in our signal model.

* We use the model to estimate backgrounds from misrecanstt® — Kz zy decays. We
have performed studies to estimate the uncertainty of @ultsedue to modeling of these

backgrounds.

4.2.2B— Ky

The inclusiveb — sy event generator used in tiBaBAR MC simulation does not reproduce the

correct distribution oB — Kz y events for lowmy,, so we use exclusive MC samples to model
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these decays. In the kinematic region we consi@er—»> Kzy is dominated by thekK* (892
resonance, with a smaller contribution frd€j (1430. We use a cocktail of exclusiv€*(892) and

K3 (1430 MC samples to estimate backgrounds frém-> Kz y.

4.2.3 INCLUSIVE b — sy

To evaluate backgrounds fron— sy processes other thdah — Kzy andB — Kzzy, we use
inclusiveb — sy MC samples. These simulaBe— Xs,y andB — Xgqy decays using the model

of Kagan and Neubert [21] with thie quark mass set to, = 4.80 GeVc?. The Xg, and Xgg,
diquark states with strangeneSs= —1, are decayed byETSETusing a generic fragmentation
model. To assess the model dependence of the MC predictiobackgrounds fronb — sy
processes, we also stubdly—» sy MC samples generated with the same Kagan and Neubert model

with m, = 4.65 GeVc?.

BABAR has measured [22] the inclusii® — sy branching fraction by a method in which
many exclusive final states are reconstructed and comhimedsemi-inclusive” technique. In this
analysis, it was found that the fragmentation model usetenriclusiveb — sy simulation does
not accurately reproduce the multiplicity distributiondata. The semi-inclusive analysis measured
ratios of data to MC yields for most low-multiplicity (five dewer particles) final states. We re-

weight the inclusivéo — sy MC sample by these ratios.

4.2.4 EXCLUSIVE BACKGROUND PROCESSES

We study specifi® decays which can potentially produce background candidatth kinematic
properties similar to those of our signal. We use exclusiveé $admples shown in the table below.
The middle column shows the signal mode in which we expecetonstruct these processes as

“peaking” background.
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Process Signal mode TABLE 6. MC
samples used for
B - D pt, D~ — Kz~ Kz~ zty P .
_ 0.— RO h 3o 4 studies of peaking
B™— D", D" = K™r KTzr~xnTy B decavs
B~ — D%, DO— k20 KO 7+ 70y ys.

B? — po 0, DO 5 K—7tz0 K+z—z0 y
B0 - D%9 DO K(S)ﬂ+7l'_ Kg nxty

BO - DOI’], DO K zt20 Ktz 20 y
BO - DOI’], (DI K(S)ﬂ+7l'_ Kg nxty

Bt —» K*0p+ K*0 5 Ktz= Ktz zt
BT —» K*0pt K*0 5 K970 KO 7t 20
Bt - K*tp0 K*t 5 Ktz0  Ktz—zt
BO - K*tp~ K*t —» K+tz0  Ktz= 70
BO - K*tp~ K*t - K&zt KOzt
BO — K*0,0 K*0 5 K70 KO 7+ 20

4.2.5 O'THER GENERIC PROCESSES

The largest background processes in this analysis arencomti production ofiti, dd, ss, andct
quark pairs. We study these backgrounds using geneticand c€ MC samples, as well as in
off-resonance data.

We also use generiB®B° and BtB~ samples to evaluate backgrounds fr@rdecays. We

removeb — sy events from these samples using MC truth information.

4.2.6 Dn* CONTROL SAMPLE

We study the accuracy of the MC simulation of our hadroniec#&n and event shape variables
using a control sample @ — Dz, D —» Kzr decays. We compare candidates reconstructed

in these modes in on-resonance data to MC samples. The saanplésted below.

Process Signal mode TABLE 7. MC
samples used for
comparison to the
B— DrT,

D —» Kz control
sample.

BO D zt, D > Ktz n~ K+7r_7z+y
BT — 507r+, DO & Ktz 0 K+z— 79 y
Bt —» D%, DY - KOz+tr~ K(S) r—aty
BO 5 D zt, D~ - K% =0 Kg xt 70 y
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5 Candidate Selection

Event selection proceeds in two steps. First, we procesiatiaeand MC samples, constrick z y
candidates, and apply a simple set of losaenple selectiomequirements that are close to 100%
efficient for reconstructed signal candidates. Procesfirgdata and MC samples is time- and
computationally-intensive; creating a preselected samoplcandidates allows us to develop our
selection procedure more efficiently. Our candidate cantbn and sample selection process op-
erates on a standard skimmed subset of the entire data and/&m€samples; this is described in
section 5.1. We reconstruct candidates, and preselect filveimclusion in our candidate sample
according to sample selection cuts described in sectian 5.2

We then apply an optimized set céindidate selectioauts to the candidates in these samples.
The cuts are described in section 5.3. We determine optiotalatues to maximize the figure of
merit S°/(S+ B), whereSis the yield in truth-matched signal MC arlis the yield in theudsc
MC, both evaluated in a small region around the signal peakdgand AE. The optimization is
described in section 5.4. We also restrict candidates tatarrgular region ilmgg and AE, thefit
region Optimization of the fit region is deferred to section 5.5tekfimposing the optimized can-
didate selection, we find that many signal events contairtiphellcandidates. Section 5.6 describes
our choice from among alternative techniquesrfaritiple candidate selectiofMCS).

The final set ofall cutsconsists of sample selection, candidate selection, anfit tfegion cut,

followed by MCS.
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5.1 Skim
We use the standai8aBAR BtoXGammakim when running over data and MC samples. This skim
requires than an event is accepted by eitherBiFMultiHadron or BGFNeutralHadronback-
ground filters, and that the CM energy of the highest-enetgytgn candidate in the event falls
between 1.5 and 3.5 GeV. THGFMultiHadronfilter requires that the event contains three or
more charged tracks, and th&§" < 0.98, whereRS" is the ratio of second to zeroth Fox-Wolfram
moments computed from the momenta of charged tracks. Tbimderequirement reduces the rate
of Bhabha events accepted by the filter. B@®FNeutralHadronfilter accepts events with fewer
than three tracks, but only neutral particles are detectetia event. The filters are designed to
acceptB physics events while reducing the rate of Bhabha eventdjncmm events, and beam

backgrounds.

5.2 Sample selection

We reconstrucB candidates by the following procedure.

* High-energy photons are selected from neutral clusteisigag the GoodPhotonLooseri-
teria (section 3.8.2). We further require that the photardaiate has a CM energy of at least

1GeV.

« K* candidates are selected from tracks satisfying KhéiVeryLoosePID selection (sec-

tion 3.8.3).

+ K2 — 7%z~ candidates are selected from pairs of oppositely-changetg with invariant
mass within 25 MeYc? of Myg. The mass is calculated from track momenta evaluated at the

K2 vertex, which is determined from a geometric fit of the twaks

« 7+ candidates are selected from charged tracks satisfyinGdloel TracksLooseriteria (sec-
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tion 3.8.1).

« 79 — yy candidates are selected from pairs of photons with invaness between 100 and

160 MeVc? and with total energy of at least 200 MeV.

We reconstrucB candidates in all four modes from right-sign combinatiohs 6, z°%, K=, andK?
candidates. We exclude candidates in which a charged trac&utral cluster is used in more than
one particle of the final state, but we do allow multiple oapgding candidates in the same event.

Our sample selection consists of thé&seandidates satisfying, in addition,
* mes > 5.2GeVc?,
e |AE| < 0.5GeV, and

* Mkrr < 2.2GEVC.

5.3 Cuts
This section describes the selection requirements we ienpo8 candidates. The cut values we
use are presented with each cut, but the description of theptimization procedure is deferred to

the end.

5.3.1 HGH-ENERGY PHOTON SELECTION

We require the high-energy photon to pass the following irequents.

* We require that none of the crystals making up the photostetyor associated electronics, is

marked as dead or hot in the detector’s running conditiotiseatime the event was collected.

* We require—0.74 < cosf, < 0.93, wherg), is the angle between thraxis and the direction
of EMC cluster centroid in the lab frame. This selects phstiatliing in the fiducial region of

the EMC.
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* We requireM, < 0.002, whereM; is the geometric second moment of the crystalg-ip
coordinates, weighted by energy. This removes clustetsamtblong shape in the transverse

plane, which are associated with merged decays of higlggnetand, mesons.

* We require that the three-dimensional distance betweecehtroid of the EMC cluster and
the centroid of the nearest other bump be greater than 25 dnis iJolation requirement

removes many photons fronf andy decays.

These cuts are identical to the high-energy photon setecsed in mosBABAR radiative penguin
analyses, and have been validated thoroughly. We therbfare not further optimized the values

of these cuts for the present analysis.
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5.3.2 Kz w MASS RANGE

Given prior expectations of thKz = resonance structure, we did not expect the regipp, >
1.8 GeV/c? to contain large number of signal events. Continuum baakuis, however, increase
as a function ofng,,, as shown in the figures below. We therefore restrict ouridenstion to the
regionmy,, < 1.8GeV/c2. This cut also removes background candidates fByaecays in which

the hadronic part of the final state is produced by the debBays Kz z, as well as a great deal of

other backgrounds frorB decays.
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5.3.3 7% AND # VETOES

Asymmetricz ® andy decays are a large source of high-energy photon candideties continuum.
We reduce this background by vetoing any photon candidatehwn combination with another

photon in the event, is consistent with the decay ofar 7.

To veto photons fromz® decays, we combine our photon candidate with other photbas o
least 50 MeV in the event, and select combinations with at|2&0 MeV total energy. We reject
our photon candidate if we find a combination with invariamssiwithin 25 Meyc? of thez ® mass.

The distribution of the invariant mass of the combinatiarsekt to ther © mass the is shown below.
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FIGURE 15. Distribution ofm,, for they y veto pair closest to the® mass in
truth-matched signal MC (points) andiscMC (shaded; scaled arbitrarily). The
dashed blue lines indicate cuts. The second photon in tledvetquired to have
E, > 50 MeV/c?. All other candidate selection cuts have been applied.

To veto photons fromy — y y decays, we combine our photon candidate with other photbat o
least 250 MeV. We reject our photon candidate if we find a coiaimn with invariant mass within
40 MeV of theny mass. The distribution of the invariant mass of the commnatiosest to they

mass is shown below.
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5.3.4 K* PARTICLE ID
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FIGURE 16.
Distribution ofm,,
for they y veto

pair closest to the
mass in
truth-matched
signal MC (points)
andudscMC
(shaded; scaled
arbitrarily). The
dashed blue lines
indicate cuts. The
second photon in
the veto is required
to have

E, > 250 MeV/c?,
and all other
candidate selection
cuts have been
applied.

We requireK = candidates to satisfy thEghtKaonMicroSelectiofPID selector (section 3.8.3) and

the GoodTracksLoostrack selection (section 3.8.1).

5.3.5 7% PARTICLE ID

We requirer * candidates to satisfy tHeooseLHPionMicroSelectioRID selector (section 3.8.3).

Our sample selection also requires that tracks satisfy theGoodTracksLoosaelection (sec-

tion 3.8.1).

5.3.6 K2 SELECTION

We use theTreeFitter [23] fitting algorithm to perform a geometric fit using the” andz ~ tracks

from aK? candidate. The fit determines the decay vertex, with which we can evaluate #g

four-momentum and trajectory. We evaluate K& mass usingr * track momenta projected from
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this vertex. To determine the trajectory, we also requireeasarement of this 0 production vertex,
i.e., theB decay vertex. We obtain this using a global fit to the enticemnstructed final state, which

is described in section 5.3.8.

The displaced decay of th€? is useful for rejecting background. We compute the decagtten
significanceng/o (ng), the ratio of the three-dimensional length of tK€ trajectory, and the
error on that quantity obtained from the vertex fit. We alsmpatedignt, the angle between the

K trajectory and its momentum vector.
We impose the following cuts o2 candidates:
* IMgz- —myol < 11 Me\V/c?
* COSBiight > 0.995
We do not explicitly cut on the goodness-of-fit of théx ~ vertex fit, but the mass and decay length

significance cuts implicitly remove candidates with faitedooor fits. The distributions of the three

variables used foK ¢ selection are shown below.

entries / 0.0005 Ge'd? KTy entries /0.0005 Ge? Kty
i ih i | t |
20.0- i i | 10.0- | il i
! Py ! R
1 + + 1 1 ¥ 1
10.0- PoosoL 5.0- b
o P e

O'O_I Jme‘ | = | | 0'0_| LI = | = | |

0.475 0.487 0500 0512 0.525 0.475 0.487 0500 0512 0.525
Ks My (GeVE?) Ks M- (GeVied)

FIGURE 17. Distribution of reconstructeﬁg massm, +,- in truth-matched
signal MC (points) andidscMC (shaded; scaled arbitrarily). The dashed blue
lines indicate cuts. All other candidate selection cuteHasen applied.
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FIGURE 18. Distribution ong costight in truth-matched signal MC (points)
andudscMC (shaded; scaled arbitrarily). The dashed blue line<atdicuts. All
other candidate selection cuts have been applied.
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FIGURE 19. Distribution ofk 2 flight distance divided by uncertainty on that
guantity in truth-matched signal MC (points) andscMC (shaded; scaled
arbitrarily). The dashed blue lines indicate cuts. All atbendidate selection cuts
have been applied.

entries / 0.0025 KTy entries /0.0025 Kg iy
5.00- |
1.00-
b

1.00- wm e it et ot G

0.50- it i i f A PR T

Muw *M i WH*W W 0- HMH WH ] TH WW

0'10_I 1 1 1 1 1 1 1 1 1

0.000 0.062 0.125 0.188 0.250 0.000 0.062 0.125 0.188 0.250
K vertex probability K vertex probability

FIGURE 20. Distribution ofK 2 vertex probability in truth-matched signal MC
(points) andudscMC (shaded; scaled arbitrarily). All candidate selectiaisc
have been applied.

Standard corrections that tune the efficiency of tH€$selection cuts in MC to match the efficiency

in data have been calculated. We re-weight MC samples watbetlefficiency corrections.
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5.3.7 #9 SELECTION

We require that the invariant masssof candidates fall within 16 Me\¢? of the nominalz ® mass.

The invariant mass distribution is shown below.
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FIGURE 21. Distribution ofm,, for z° candidates in truth-matched signal MC
(points) andudscMC (shaded; scaled arbitrarily). The dashed blue lineatdi
cuts. All other candidate selection cuts have been applied.

In addition, we place cuts on the energy of thtand its constituent photons. We require that the
energies of the two photons are at least 50 MeV in the lab frame that ther© candidate energy

is at least 450 MeV in the CM frame. Distributions of the pho#mdz © energies are shown below.
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FIGURE 22. Distribution of the energy in the lab frame of the loweergy
photon inz° candidates, in truth-matched signal MC (points) ad$cMC
(shaded; scaled arbitrarily). The dashed blue lines inelicats. All other
candidate selection cuts have been applied.
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FIGURE 23. Distribution of the energy in the CM frame of the energy:8f
candidates, in truth-matched signal MC (points) addcMC (shaded; scaled
arbitrarily). The dashed blue lines indicate cuts. All stbandidate selection cuts

have been applied.

Standard corrections have been calculated that tune to@atfy of thez ° reconstruction in MC to

match the efficiency in data. We re-weight MC samples witlsehefficiency corrections.
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5.3.8 VERTEX SELECTION

We perform a geometric fit to the final state particles in oonorstructedB candidates, both charged
and neutral, using th&reeFitter[23] fitting algorithm. This is a global fit to the entii& decay tree.
For final states including K¢ candidate, the fit uses the previously-fittéd decay vertex. We cut
on the fit probability of theB decay vertexP,« to reduce combinatoric backgrounds. We have found
in our optimization procedure that selecting candidateh aivertex probability strictly greater than
zero was optimal. Since this is sensitive to floating-poirgcfsion, we select candidates with a
probability Pty > 1074, Vertex probability distributions are shown below; note thgarithmic

vertical scale.
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5.3.9 HSHER DISCRIMINANT

We construct a Fisher discriminant[24] to distinguish e#wBB andudscevents. We compute
separately for each mode a Fisher discriminant traineddiinduish candidates in the signal MC

sample from candidates in tlhielscMC. The component variables of the Fisher discriminant are:

* | costgl|, wheredy is the polar angle in the CM frame of tHg, i.e., the angle between the

direction of theB candidate and theaxis;
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| coSOinrusd, Whereburustis the angle between the thrust axis of Bieandidate and the thrust

axis of the rest of the event;

e L,/Lo, WwhereL,, is thenth Legendre moment around tBethrust axis of the rest of the event.

The Legendre moment is defined as,
Lo= D 151 lcost|",
i

where the sum is over all charged and neutral particles ietkat excluding those that com-
prise the reconstructeB candidate,p* is the CM momentum, and cés is the CM polar

angle.

In udscevents, the momenta of the two lighter recoiling quarks terlae large, and thus particles
from the fragmentation of these quark pairs tend to produeehtack-to-back jets, while BB
events, bottB mesons are approximately at rest in the CM frame, and theaydproducts tend to
produce spherical energy distributions. In jet-likdscevents, the thrust axes of tfi&candidate
and the rest of the event tend to be antiparallel, whil@B events, the directions of the thrust
axes are uncorrelated. The valuelgf/Lq is larger inudscevents, which deviate from a spherical
energy distribution.

We use a definition of the Fisher discriminant slightly diéfiet from that conventionally used.

The Fisher discriminant is given by,
FX) = X" 27 s — fip)

where X is a dispersion matrix ands and up, are the positions of the centroids of the two classes
(i.e. signal and background). The Fisher discriminant mesuthe dispersion matrices for the two
classes are equaks = X, = X, even though this is not generally the case. Conventignally

the weighted sum okg and Xy, is used as the combined dispersion matixor the two classes
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are combined into one for computation Bf When calculating our Fisher discriminants, we have

instead used the unweighted stin= X5 + Xp. Since the MC statistics of our signal MC sample

are much larger than the statistics of audscMC sample, this in effect weights the dispersion

of the signal sample more heavily than in the conventionatpuatation. We find that this method

of constructing the Fisher discriminant produces a sulisthnbetter value ofS?/(S+ B) when

we impose the optimal cut. We believe this is due to the faat the optimal cut is in tail of

the Fisher discriminant distribution for background egebit in the heart of the distribution for

signal events. We scale and shift the Fisher discriminanhabits distribution in the signal MC

events has a centroid of zero and a root-mean-squared ofTdredistributions of the quantities

used to compute the Fisher discriminants are shown beldawied by distributions of the Fisher

discriminants themselves.
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other selection cuts
except for the
Fisher discriminant
cut have been
applied.
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FIGURE 27.
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5.4 Cut optimization

We optimize the cuts listed in the previous subsection byimiing the figure of meri&?/(S+ B),
where Sis yield in truth-matched signal MC, ard is the yield inudscMC. We useudscMC

because these processes are expected to be the major sSoackgyound.

We are primarily interested in optimizing the cuts to maxenthe signal relative to the back-
ground in the region ofmgs and AE close to the signal peak; the branching fraction measurtsmen
we obtain from our fit procedure are not very sensitive to thmiper of background candidates

outside this region. Therefore, we couhiind B only inside an elliptical region given by,

Mgs — Mg ? AE 2
Mes = Mo +(—) <3
O'mES O AE

whereamES ando Ae are the widths of the signal distributions in the respectagables determined

in fits to truth-matched signal MC events (see section 8. rEgion contains approximately 87%

of signal MC events in all modes.

We optimize between six and thirteen continuous paramétetsncluding coefficients of the
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Fisher discriminant), depending on the mode. These are,

* The size of them,, window for thez® veto, and the minimum energy cut on the second

photon used in the veto.

* The size of then,, window for they veto, and the minimum energy cut on the second photon

used in the veto.

¢ The size of then,+,- window for Kg candidates.

* Minimum K¢ costiignt.

+ Minimum K flight distance.

 Minimum K vertex probability.

* The size of the symmetrim,, window for z° candidates.

« The minimum energy in the lab frame of the photons composgihgandidates.

+ The minimum CM energy o# ° candidates.

« Minimum B vertex probability.

e Minimum value of the Fisher discriminant.
Simultaneous optimization of these cuts requires us tomiaa the (negative of the) figure of merit
in a very high-dimensional space, a task that is challenfpngninimization algorithms. Note that
we did not optimize quality cuts on the high energy photordidate.

In our experiments with the widely-usadinuit minimizer, we found that it was not able reliably
to find a global maximum of the figure of merit, and would cogeéson a local maximum or wander

slowly among several local maxima. Experiments with iigeasequential optimization of single

cut parameters also produced discouraging results.
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We instead used a simple implementation of minimizationtifef negative figure of merit) by
simulated annealing25]. We give an outline of the algorithm to find the poithat minimizes a

function f here.

1. Setinitial values for a small step sigand “temperatureT.

2. Initialize a starting poink in the parameter space.

3. Choose a stefix of sizes in a randomly-chosen direction, and evaluéte= f (X + 6X) —

f(%).

4. If 6f < 0, updatex < X + JX.

5. If of > 0, updatex « X + 60X with probability P = e=°"/T, Otherwise, leav& unchanged.

6. Decreasd slightly according to a presennealing schedule

7. If no step has been accepted in the Mdties, decreass.

8. If s has achieved the target minimization scale, stop. Otherwéturn to step 3.

We choose as our annealing schedlile- 0.999x T at each step, and = 20 as the threshold for
reducing the step size. The initial valuefis chosen to be about 10% of the maximum variation
of f by step sizes around the initial point.

We ran five tries of the simulated annealing minimizer, with same parameters and starting
values but different random number sequences, for eacimizption, and verified that all obtained
the same minimum.

Simulated annealing produced more stable minimization thian the other techniques we tried,
but we still had difficulty verifying that the results repeesed global minima in the full multi-

dimensional cut space. We therefore optimized the paramstweral at a time, in this sequence:
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1. We computed the Fisher discriminant with only the photelection criteria applied (but still

restricted to the elliptical region imgs—AE space).

2. We fixed the values of the minimum photon energy for the sédeg of thez © andy veto

cuts at reasonable values determined in previous atterhpts aptimization.

3. We performed simulated annealing minimization of eacliden@arying the locations of all
cuts. We minimized the figure of merit computed with the phaelection criteria and the
charged PID selection applied (see below), and restricteldet elliptical region imegs—AE

space.

4. We determined that the optimized mass windows forthands, veto were nearly the same
in all modes, by examining the differential distributiorfsttre figure of merit in these param-
eters. We similarly determined that the minimum photon gyeuts on the second leg were

close to optimal.

5. We fixed ther? and# veto mass windows and the minimum distance to the closestetu
and re-optimized, varying the remaining parameters. Froenrésults, we determined the

optimal cuts onz° candidates.

6. We fixed the cuts on the® candidates as well, and minimized once again to determime th

remaining parameters.

In most cases, we were able to adjust cuts to be uniform aanosies without substantial loss in
the figure of merit. Where possible, we also rounded cut galo@umbers typically used BABAR
analyses.

We chose PID selection criteria fé¢* andz* candidates by computing the figures of merit

for several choices. (The figures of merit were computed aifbrevious version of the other
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candidate selection cuts.) Below are the figures of merinpate for different choices of standard

BABAR K* PID selectors. Th&Micro selectors impose progressively tighter cutsi&ridx and the

DIRC angle; theKkNNTightselector combines these quantities in a neural neKthéTight selector

uses likelihood ratios of these quantities. All candidateation cuts except* PID selection are

applied.
K* PIDselector Ktz zty Ktz z9%
KMicroLoose 32974 17973
KMicroTight 34623 19472
KMicroVeryTight 33961 18968
KNNTight 33704 18380
KLHTight 33752 18638

TABLE 8.
S?/(S+ B) for
choices ofK *
particle ID,
computed from
signal andudsc
MC. All other
candidate selection
cuts have been
applied.

Likewise, below are the figures of merit per mode for différeimoices ofr * PID selectors. Inr *

7~ modes, the selection was applied to both charged pions.nAggirevious optimization of the

other candidate selection cuts was used, @rathid B were computed over the entire rangenafs

and AE in our n-tuples.

7+ PID selector Ktz=zty K+7r_7r0y Kgn_n"'y K+7r_7r0y
piLHVeryLoose 34240 19036 9999 2400
piLHLoose 34623 19472 10218 2454
piLHTight 33782 19268 9890 2433

We choose th&MicroTight selector for charged kaons

pions.

TABLE 9.
S?/(S+ B) for
choices ofr *
particle ID,
computed from
signal andudsc
MC. All other
candidate selection
cuts have been
applied.

and tphikHLooseselector for charged
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5.5 Fitregion
The fit region is the rectangular regionrm:s and AE in which we perform the fit to extract the sig-
nal yield. We impose the fit region selection after the caaigidelection cuts, but before performing
MCS.

The choice of the fit region affects the fit sensitivity notyohi/ determining the domain of the
fit distributions, but also by changing the efficiency of MG®d thus the signal and background
yields. These effects are potentially competing—by tighite the fit region, we may either improve
or worsen the fit, increase the signal yield by improving M@QJecrease the signal yield by cutting
out signal events.

We determine the optimal choice of the fit region with a toy MGds*. We consider a three-
dimensional parameter space: the fit region is determinethdyninimum cut ormgs, and the
minimum and maximum cuts oAE. The toy MC runs sample this parameter space on a grid,

using all possible combinations of
« minimummegs cut of 5.20, 5.22, and 5.24 G@&Y,
¢ minimum AE cut of —0.50 to —0.10 GeV in increments of 0.05 GeV, and

* maximumAE cut of 0.15 to 0.50 GeV in increments of 0.05 GeV.

The procedure for the toy MC study is as follows:

» We perform an unbinned maximum likelihood fit of a paramietst analytic function to the
truth-matched signal MC over the futies and AE range, with no MCS applied, to determine

signal shape parameters. The fit function is described below

» We fit theudscMC to determine continuum shape parameters (see secti@).8.1

IThis study was performed with a previous, slightly differeersion of the candidate selection cuts.
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* We measure the distribution of feed-up, crossfeed, and-des/n backgrounds (see sec-

tion 6.1) over thangs and AE range as a two-dimensional histogram.

e For each fit region, we perform 1,000 toy MC experiments:

1. We compute the yields including analysis cuts, restnictd the fit region, and MCS for

truth-matched signal and the various background processes

2. For each of the signal and background processes, we ¢ermesample of events ac-
cording to the analytic fit or binned distributions, and riestd to the fit region irmgg
and AE. The number of events in each sample is generated from a i@awkstribution
with a mean at the yield measured in step 1, and standardtidevat the square root of

the yield (to simulate counting statistics).

3. We fit the combined sample as we would fit the data. The flpgiarameters are the
signal andudscyields and the twaidscshape parameters. The signal shape parameters
are fixed. We use the binned distributions for ie> Kz zy and remainind — sy

components and fixed the normalizations.

» For each fit region, we compute the mean and standard deviawier the ensemble of toy MC

fits to estimate the fit bias and precision.

We parameterize the shape of the signal MC sample using agrofitwo Crystal Ball [26] func-
tions, one ilMgs and one iNAE. The parameterization iAE is augmented with a double Gaussian

core along with the usual power-law tail, given by,

o—ao)2
0P em{%}ﬂl—/}) exp{—%]
((u1=x)/o1+n/a—a)" X < p1—aoy

=

n
a

CBa(X; B, u1, 01, pt2, 02, a,N) =

x—uq\2 X— 2
g[ﬂe%(%)ﬂl—ﬁ)e%(#)} X > u1—aos,
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wheref is the fraction of the peak ascribed to the Gaussian withrpatersy;, o1, and(1 — f)

is the fraction of the peak ascribed to the Gaussian withrparersu,, o,. The tail is a power-law
function with exponeni, joined to the core ato; below the peak. We fix,, as allowing it to float
produces unstable fits without improving the likelihood af éits. For themgs factor, we use an
ordinary Crystal Ball shape with a single Gaussian coreivatgnt to setting? = 1.

Our studies show that the fit precision does not depend dyramgthe choice of the fit region.
We choose tight cuts oAE for our fit region, in order to suppress background fromlihe> sy

processes. Our fit region is,
* Mes > 5.20GeVc?

* —0.15 < AE < 0.15GeV

We blinded the fit region in on-resonance data until the aisiyethodology had been finalized. We
define twoAE sideband regions for control sample studies. These are bixe 0.50 < AE < —0.15 GeV

and 015 < AE < 0.50GeV.

5.6 Multiple candidate selection
In this section, we describe our choice of techniques fagctiglg a single candidate from events
in which more than one candidate is reconstructed and passsgion criteria. We only consider
candidates that have passed the candidate selection sutto@el earlier in this chapter, and that fall
inside the fit region. We consider each mode independentty,caunt candidate multiplicity only
within each mode. We make no requirement among multipleidates reconstructed in different
modes from the same event.

The following tables show the distribution of candidate tplitity (the number of candidates

reconstructed in an event) in the signal MC sample. The fatsietincludes all events in which
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one or more candidates are reconstructed; the second ahlgl@s events in which truth-matched

candidates have been reconstructed.

Multiplicity Ktz—zty K+7t_7toy Kgn'_n""y Kgn+7toy

1 987 617 314 186
2 183 126 57 49
3 28 22 9 12
4 7 7 2 4
>5 3 3 1 3

TaBLE 10. Candidate multiplicity distribution (the number of at®ewith each
candidate multiplicity) scaled to analysis luminosity; ignal MC events in
which at least one or more candidates were reconstructédeksiction cuts and

the fit region cut have been applied.

Multiplicity K*tz—zty K+7t_7toy Kgn_n+y Kgn+7toy
1 623 381 192 93
2 124 79 38 27
3 18 14 6
4 4 4 1
>5 2 2 0 1

TABLE 11. Candidate multiplicity distribution (the number of aet®with each
candidate multiplicity) scaled to analysis luminosity; foose signal MC events
with in which truth-matched candidates were reconstrucédicselection cuts and

the fit region cut have been applied.

Here and below, we consider each mode independently. Onbjidates reconstructed in the same

mode are counted in the multiplicity. We do not seek to elaterthe possibility that candidates are

reconstructed in two or more different modes in the sameteven
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The following table summarizes the strategies we consilse selecting a single candidate

from each event.

Name Modes Criterion Tie-breaker
random all random

deltae all min |AE]|

vtx prob allbutkz+70%  maxRx random
vtx_prob+pi0_.mass 7% modes maxPyx min [m,, —m_of
vtx_prob+ks mass K modes maxPytx min |m_+,- — ng|
vitx prob+ksvtxprob K2 modes maxPyix max K2 Ryx
pi0_mass Kz +tz0 min |m,, —m_o| random
pi0_mass+ksvtxprob KOz 70y min |m,, —m_o| maxK? Rx

TABLE 12. Descriptions of alternative MCS techniques.

We expect MCS using ¢ or z° invariant mass oK ? vertex probability to work well if misre-
constructed candidates tend to include fak@ or z° candidates. MCS usingE or B vertex
probability would fare better than these at removing wroogbinations of correctly-identified
particles, for instance &2z ~z*+y candidate which includes a re? from the otherB in the
event. Inspection of MC tables truth for signal events iaths that most wrong combinations in-
volve correctly-identified candidates from the otliein the event.

In evaluating MCS techniques, the important figure of meréfficiency on signal events—how
well the technique picks the true candidate over the wrotegradtives. The MCS efficiency is the
yield of truth-matched signal MC candidates after all ottendidate selection cuts, the fit region
cut, and MCS, divided by the number of signal M@entsin which the truth-matched candidate
(along with zero or more other candidates) passes all otlisr Signal events in which the cor-
rect Kz 7y combination is not reconstructed do not enter into the efiicy at all, nor do other
background processes, since for these we do not care whididege is chosen.

The efficiency of any MCS technique depends on the candidatgplicity; the more incorrect
combinations are removed before MCS, the better it willguent We therefore firstimpose all other

candidate selection cuts and also restrict candidatesetéittregion inmgs and AE. We evaluate
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MCS techniques for various choices of thgs and AE region by computing the efficiency for
signal MC events as a function of the minimumngs cut and minimum and maximumE cuts. The
table below shows the MCS efficiency for each technique ®filh mgs—AE region and illustrative

loose and tight fit regions.

MCS efficiency for:
mgs > 520 mgg> 520 mgg> 5.20

Mode MCS Technique |AE| < 0.5 |AE| <03 |AE|<0.15
Ktz—z%ty random 78.8% 84.0% 90.4%
deltae 93.1% 93.2% 93.7%
vitx_prob 82.9% 87.4% 92.4%
K+tz—z%  random 80.2% 84.5% 90.1%
deltae 92.4% 92.5% 92.9%
vitx_prob 82.1% 86.3% 91.0%
vix_prob+pi0_mass 84.5% 88.2% 92.4%
Kgn—n+y random 76.9% 82.6% 89.1%
deltae 92.3% 92.4% 92.9%
vitx_prob 81.7% 86.3% 91.6%
vtx_prob+ks.mass 81.7% 86.3% 91.6%
vitx_prob+ks vtx_prob 81.7% 86.4% 91.6%
K8n+n0y random 70.7% 76.2% 84.1%
deltae 87.7% 87.8% 88.4%
pi0O_mass 72.5% 77.8% 85.5%
pi0_mass+ksvtx_prob 72.3% 78.3% 85.9%

TABLE 13. Efficiencies of MCS techniques for full, loose, and tigégions in
mes and AE. MCS efficiency is the fraction of signal MC events containian
truth-matched candidate, after selections cuts and thegfibm cut have been
applied, in which the MCS procedure chooses the true cataditibote that these
results were generated with a previous and slightly diffeversion of the
candidate selection cuts imposed.
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We conclude that

MCS usingAE is most effective,

random MCS is least effective,

MCS based orB vertex probability performs acceptably,

in z° modesm,, improves MCS, and

in K2 modes, neithem, - nor theK? vertex probability improves MCS.

Because we fit thé\E distribution to extract the yield of signal events, howewee are sensitive
to any distortion created by our selection procedure. #etpthe best candidate based jaxE|
produces such a distortion, so we exclude this MCS methodchtvesevtx probin theK+z ~z *y
andK 2z ~z*y modesytx prob+pi0_massn the K *z =z % mode, angi0_massin the K2z *z %
mode. The efficiency of MCS depends on the choice of the fibregivhich is imposed before MCS

is performed.

5.7 Efficiency

This table lists the last-cut efficiency—the efficiency otleacut after all the other listed cuts
have been applied—of the candidate selection cuts in t#tched signal MC. The efficiencies
are computed for events passing sample selection in themrégiC for mgs > 5.20 GeVc?,

|AE| < 0.5GeV, andrk,, < 1.8GeVc?.
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Cut Ktz—zty K+7t_n'0y Kegr—zty Ksn_n'oy TABLE 14.

Fisher 580% 583% 520% 583% Last-cut efficiency
B vertex probability ~ 94% 970% 930% 968% of candidate
second moment 99% 993% 992% 992% selection cuts in
cosd, 98.3% 987% 986% 990% truth-matched
bump distance 8% 980% 976% 983% signal MC.

79 veto 940% 942% 942% 945% Uncertainties are
1 veto 967% 969% 967% 965% due to MC

K= PID 850% 852% statistics.

K mass 97.5% 974%

K decay length 95% 97.9%

K3 costiight 98.9% 924%

7+ PID for 71 98.9% 990% 988% 989%

7+ PID for 7o 98.7% 988%

79 mass 929% 927%

70 E, 95.6% 956%

O E;, 83.3% 826%

The selection criteria of th8toXGammaskim are more than 99.9% efficient for truth-matched
candidates reconstructed in signal MC samples in all matlesherefore neglect the skim selection
in our efficiency calculations.

Efficiencies in signal MC for the fit region requirement, adhas for MCS (which is applied
after the fit region only), are summarized below. The first limeach table is the fraction of signal
events generated in each mode in which we reconstruct adatadhat passes our sample selection
and is truth-matched; this includes the aggregate reaaisin efficiency for all final state particles,
the implicit geometrical acceptance, and the loose sanghetion cuts described in section 5.2.
The truth match requirement is always imposed after allratbkection requirements. The first table
lists the efficiency of each cut relative to the previous. $heond lists cumulative efficiencies of
cuts as applied in the stated order; the bottom line show®wenall selection efficiency in truth-

matched signal MC.
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Cut Ktz—zty K+n'_7toy Kgr—zty Ksn_n'oy
reconstruction (4@5+0.08)% (2934+0.07)% (3934+0.14)% (2453+0.11)%
candidate selection (38 +0.12)% (2590+ 0.12)% (3631+ 0.22)% (2424 + 0.23)%

fit region
MCS

(9022 + 0.12)%
(9251 + 0.12)%

(8869 + 0.18)%
(9085 + 0.17)%

(9059 + 0.22)%
(9153 + 0.22)%

(8851 + 0.34)%
(8638 + 0.39)%

TABLE 15. Efficiency in truth-matched signal MC. The efficiency athk cut is
relative to the sample accepted by the previous. Uncekaiatre due to MC

statistics.
Cut Ktz—zty K+7r_7r0y Kgr—zty Ksn'_noy
reconstruction (4@5+0.08)% (2934+0.07)% (3934+0.14)% (2453+0.11)%
candidate selection (1BL+ 0.06)% ( 760+ 0.04)% (1429+ 0.10)% ( 595+ 0.06)%
fit region (1418+0.06)% ( 674+ 0.04)% (1294+0.10)% ( 526+ 0.06)%
MCS (1312+0.06)% ( 6124+ 0.04)% (1185+0.09)% ( 455+ 0.05)%

TABLE 16. Cumulative efficiencies in truth-matched signal MC. eitainties
are due to MC statistics.

The following tables present the efficiency after all setectriteria, broken down by the generated

resonance, and by the run conditions of the signal MC sample.

resonance Ktz—zty K+7r_7r0y Kgr—zty Ksn_noy

K1(1270 (1323+0.13)% (613+0.08)% (1176+0.21)% (4664 0.11)%
K1(1400 (1316+0.12)% (605+0.08)% (1207 + 0.20)% (4454 0.12)%
K*(1410 (1328+0.12)% (610+0.07)% (1180+0.19)% (453+0.11)%
K5(1430 (1271+025)% (587+0.15)% (1164+0.40)% (431+0.22)%
K*(1680 (1294+0.17)% (637+0.10)% (1201+0.29)% (475+0.14)%

TaBLE 17. Overall efficiency by generated resonance in signal MC.
Uncertainties are due to MC statistics.

run Ktz—zty K+7r_71'0y Kgr—zty Ksn'_n'oy

Runl (1275+0.27)% (620+0.17)% (1153+0.43)% (4494 0.24)%
Run2 (1364+0.18)% (625+0.11)% (1185+0.28)% (4754 0.16)%
Run3 (1384+0.25)% (633+0.15)% (1263+0.41)% (459+ 0.22)%
Run4 (1277+0.12)% (591+0.08)% (1157+0.20)% (453+ 0.11)%

TABLE 18. Overall efficiency by run in signal MC.
statistics.

Uncertainties dre to MC



The following figures show the overall signal efficiency k@drinm, .
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FIGURE 29. Overall efficiency in signal MC as a functiono,,. The dashed

blue line shows the average efficiency.
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5.8 Resolution
We estimate the resolution ak,, by comparing the reconstructed value to the value genelsted

the MC generator. The figure below shows the distributionhef difference between the recon-

structed and generated value for truth matched signal M@idates.

entries / 0.001 Ge¢? S_'gég’g%’ entries / 0.001 Ge? sif(:g_nogz FIGURE 30.
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4 .
40 o 10.0- Hﬁ*ﬁ”*ﬂw difference between
- 4
- 50- A ", the reconstructed
20- N * ° +# Yy
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0 - - - - 0.0-; - - - ' values ofimg.,in
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20.0- P e w | e and MCS have
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We take the RMS values of these distributions asnthg, resolutions. For each of the four modes,

the mean of the distribution is much smaller than the RMS.
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6 Background Processes

We consider three categories of background processes:

1. Theb — sy processes that include our signal modes are also a majaresofibackground
candidates, due to the presence of a high-energy photos. phleiton combines with tracks
from the fragmentation of the hadronic part of the decay petal and/or tracks from the

decay of the otheB in the event to form background candidates.

2. While we do not expect the total yield of background evdrim B decays to be large,
potentially peaking background processes are of particedacern. These are processes
in which the decay products of a sing® can be misreconstructed as a signal candidate,
without the addition of tracks from the othBrin the event. These are of concern, since their
distributions inmgs and AE are similar to those of signal events, and thus may congibut

spuriously to signal yields in the fit.

3. Combinatoric backgrounds are candidates formed fromamncombinations of tracks and
photons fromudscpair production orBB decays. These processes contribute the largest
number of background candidates to the analysis, primadin udsc However, these can-
didates can be separated in the fit because their distnibirtimes and AE is not shaped like

the distribution of signal candidates.

Studies of these background processes are presented wiltverig sections.
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6.1 b — sy background
Radiative pengui — sy processes not only include the signal modes in this analysisare a
source of background as well. The rarest component of timagige of our signal is the high-energy
photon; kaons and pions are plentiful Bxdecays. Radiative penguin processes are a dangerous
background because they are a source of high-energy photons

We can divide these background processes into three gr&inss,. our analysis can misrecon-
struct events produced B — Kz y decays, by replacing one or more kaon or pion in the final
state with candidates from the other side of the event. Thasdidates are callecfossfeeccan-
didates. A crossfeed candidate may be reconstructed irathe snode in which it was produced,
or a different mode. In the former case, it is calkadf-crossfeedSecondB — Kz y processes,
specificallyB — K*(892y andB — K;(1430y, can produce background candidates in which
an additional track from the decay of the othi@is included; this is calledeed-up Finally, other
b — sy processes with higher-multiplicity final states can pradbackground candidates; these
are calledieed-down

The effects of MCS are different on background candidates fthese three processes. In a
B — Kzzy event in which our analysis reconstructs multiple candislaif which one is the
true B — Kzrzy candidate, it is MCS that determines whether this event isignal event” or
“background event,” depending on whether it selects thed¢andidate or another candidate. Thus,
the choice of MCS affects the — Kz y self-crossfeed background rate.blr> sy events other
thanB — Kz xy containing background candidates, however, all candidate background, and
it is not a concern which one MCS chooses—we are always I¢ftevie background candidate per

event.
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6.1.1 YiELDS

We estimate the background yields from the three diffebent sy components separately:

* We estimate the background froBi — Kz y using a cocktail ofB — K*(892y and

B — K3;(1430y MC samples. The distributions are shown in Figure 31.

* We estimate the background froBi— Kz y from the exclusive signal MC cocktail, with

signal candidates vetoed by MC truth. The distributionsséi@vn in Figure 32.

* We use the inclusive — sy MC sample to estimate rates of remainmg> sy backgrounds.
We have removed from this sample 8l Kzy andB — Kzzy events, based on MC

truth information. The distributions are shown in Figure 33
Systematic uncertainties in the choice of modelstfor> sy backgrounds are discussed in sec-
tion 10.4.

The table below lists total background yields frim— sy processes after all cuts, including

the fit region cut and MCS.

Mode B—> Krzy B— Kzzy otherb— sy
Ktz—zty 2137+23 3836434 3087+112
Ktz=z0y 830+14 2827429 2190+ 85
Kz~ zty 645+12 1334420 1152+ 68
Kz*tz0, 392410 1216+19 1079+ 6.1

TABLE 19. Yields in the fit region scaled to data luminosity from thiee

categories ob — sy background processes. Candidate selection, the fit region
cut, MCS, and MC truth veto have been applied.
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We also separate thB — Kzzy background candidates by the process with which the back-
ground event was generated. Those for which the productmreps is the same as the reconstructed
mode—nbut not correctly reconstructed, since an MC trutb i@applied—are self-crossfeed can-

didates. The table below breaks down yields frBm> Kz 7y based on the generation process.

Generation mode Ktz—zty K+7t_7t0y Kgn'_n""y K87I+7t0y
Ktz=zty 1801+23  437+1.1 57+04  03+01
K+z =z 1778+ 23 1877+24 26+0.3 38+0.3
Kgr—xty 5.5+ 0.4 04+01 612+13 238408
Kgr 9 1.04+0.2 46+04 576+13 729+15
K+z970y 44404 333409 00+0.0 04401
K g 979y 0.1+0.0 05+0.1 17402 162407
KLz~ zty 107+ 0.6 11+0.2 34403 04+0.1
KLz~ 70 1.14+0.2 85+ 0.5 03+0.1 21402
K700 0.0+0.0 03+0.1 00+0.0 01400

Kst~zty, Kg— 7020 26+0.3 30403 08+0.1 12402
Ksr 7%, Kg— 7970 02401 44+04 00+0.0 12402

Ksr%70, Kg— 700 0.0+0.0 01+0.0 00+ 0.0 00+ 0.0
Ksr 7Ty, Kg —other 00+ 0.0 00£00  00+£00  00+00
Ksr ~79%, Kg —other 00+ 0.0 00+00 00+00  00+00
Ksr%79 , Kg —other 00+ 0.0 00+ 0.0 00+0.0 00+0.0
Total 3836+ 34 2877+29 1333+20 1224+19

TABLE 20. Yields in truth-vetoed signal MC scaled to luminositphken down
by MC generation mode. Candidate selection cuts, the fibregiit, and MCS
have been applied.
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The following figures show thengs and AE distributions of the three — sy background compo-

nents.
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6.2 Backgrounds frolB — Kzzz°%andB — Kzzy
We have studied several additional exclusB/decays that are potentially sources of peaking back-
grounds. These aB decays withKz 7 z° or Kz 7  final states, in which the® or 5 is misre-
constructed as a photon. While we explicitly veto photomsnfiz® and 4 decays, some of these
will nevertheless slip past the vetoes. This can occur ifttvee EMC clusters fromz® — yy or
n — yy merge, or if one photon is not detected. However, becauserokinematic selection

requirements, a high-energy’ or  must be produced.

When studying these modes, we pay special attention to datedi in which the kaon, both
pions, and photon all were produced from the s@nas determined from MC truth. We present
distributions and yields for these “peaking” candidateswell as distributions for all candidates
from these samples. Only the former are of concern, sincessenae the latter can be included

with other generidB decays.

In the distributions shown below for these processes, wer she total background contribu-
tions in gray, with backgrounds from candidates recongtifrom a singléB drawn as black points
with error bars. Candidate selection and the fit region caiggplied, except for cuts (indicated in

blue) on the quantity shown in each plot.

6.2.1 B® - D%%AND B? — D%

The most dangerous processes in this categoryares D°z° andB® — DY, because of their
relatively large branching fractions, respectivel@Px 1074 and 22 x 107*. Thez° or  from
the two-body decay of thB can easily produce a photon candidate in the energy rangaeddy
this analysis. ThéD undergoes a three-body decay, eitEér — K%z ~, reconstructed in the

K%z ~z*y signal mode, oD® — K*z~z°, reconstructed a*z ~z%y.

In the Kz ~z% signal mode, we find 5.6 peaking background candidates ifitthegion,
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after candidate selection and MCS, contributedBYy— D°z° and 2.9 fromB® — D%. The

distributions peak slightly below zero iE, as shown below.
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FIGURE 35.
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peaking
background
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In the K8z ~z*y signal mode, we find 1.6 peaking background events in thedione after

analysis and MCS, contributed B? — D% ° and 1.1 fromB® — D°;. The distributions peak

slightly below zero inAE, as shown below.
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6.2.2B—> Dp,D— K=z

We consider also the decafgs— D p, which have large branching fractions. For these processes
to produce backgrounds in our analysis, however?drom the secondary decay of either tBe
or p must fake our high-energy photon. TBe— D p processes and their branching fractions are

listed below.

Process B Secondary decay Secondd®y Signal mode
Bt — DY%™* 134% D0— K*tz— 3.80% Ktz—zty
D% — KOz0 2.30% K3rtz0y
BO 5D pt 77x103 D™ — K%~ 2.82% K~z ty
BO - D%0% 29x10% D% KOO 2.30% Kl zty

TABLE 21. Branching fractiong of B — D p modes. For each, the secondary
decays and the signal modes to which they contribute baokgeoare listed.

We do not study the last of thesB® — D°p°, because of its small branching fraction.

We find that the procesB* — D™ contributes 3.1 peaking background events in the fit
region, after candidate selection and MCS, initfer *7z % mode. Distributions ofmgs, AE, and

invariant masses are shown below. We find fewer than one baakd event in the other modes.
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6.2.3 B — K*p

The rare decay8 — K*p have recently been measured ByBAR in three charge combinations.
The branching fractions and longitudinal polarizationctians for these measurements are listed
below. The deca® — K*°p° has not been observed; the current upper limit on the bragchi
fraction is 34x 10°% at 90% C.L. We use an ansatz branching fraction ok1B ¢ and assume

50% longitudinal polarization for this mode.

Process B fL Secondary decay  Signal mode

Bt - K*0pT 170x108 079 KO0 Ktz— Ktz zty
K*0 5 K020 K2 zt70,
Bt - K*tp0 106x108 096 K*t > Ktz0 Ktz—zty
BO » K*tp~ 118x106 027 K*t* 5 K*tz0 Ktz x99y
K*t > KOzt KQz—zty

BO - K*0,0  (15x107% (050) K*0— KO%O0 KQz—xty

TABLE 22. Branching fractior8 and longitudinal polarization fractiofy of

B — K*p modes. For each, the secondary decays and the signal mogbgto
they contribute backgrounds are listed. The branchindifra@nd polarization
fraction for K*°p° are ansatz values.
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Inthe Ktz ~x*y signal mode, we find a background estimate of 1.7 events ifittregion, after
candidate selection and MCS, froBn —» K*p. Kinematic distributions are shown below. We

expect fewer than one background event from this proce$®inther three signal modes.
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6.2.4 GOMBINED YIELDS

Yields per signal mode for the exclusi®&decay processes described above are summarized in the
table below. The first table summarizes background yieldshi® samples described above. The

second table breaks out the yields from candidates recatett from a singld3.

Process Ktz—zty Ktz—z% Kgn'_n""y Kgn"'noy

B— Dxz0 54406 56+06 16402 09402

B— Dy 4.7+03 32+03 11+0.1 07+01
B— Dp 58+ 12 54+09 35+07 32+06
B— K*p 35+01 10+£01 05+0.0 05+0.0
total 193+ 14 152+11 6.7+ 0.8 52+ 0.6

TABLE 23. Background yields frolB — Kzzz°%andB — Kz x5 scaled to
data luminosity. Uncertainties are from MC statistics only



77

Process Ktz—zty K+n'_n'0y Kgn_n+y Kgn+7r0y

B— D0 01+£01 04+0.2 0.0+ 0.0 0.0+ 0.0
B— Dy 0.0£0.0 01+0.0 0.0+ 0.0 0.0+ 0.0
B— Dp 0.2£0.2 0.0+ 0.0 0.0+ 0.0 08+0.3
B— K*p 12+0.1 01+0.0 01+0.0 0.0+ 0.0
total 144+0.2 05+0.2 02+0.0 0.8+0.3

TABLE 24. Background yields frol8 — Kzzz%andB — Kz scaled to
data luminosity. Only candidates decaying from a siri§ji@re included.
Uncertainties are from MC statistics only.

6.3 Generic backgrounds

We consider two sources of combinatoric backgroungisccontinuum processes and genediB
decays. To study combinatoric backgrounds, we renfove sy processes from the genef&B
MC sample, based on MC truth information. These are all evgaherated aB — Xgy, where
Xs is either anXs, or Xsq (@ MC pseudoparticle specifying generic fragmentatiotuitiog ans
quark), or a kaon resonance. We refer to backgrounds froBBbrocesses other than— sy as
genericB B backgrounds.

Yields fromudscand from generid3B processes are summarized below. For the latter, the

yields of candidates with all tracks coming from the sanare indicated.

Process Ktz—zty K+n'_7toy Kgn_n+y Kgn+7toy

udsc 69718 +£ 704 438154552 20549+ 385 16939+ 343

genericB 3402+ 89 2357+ 7.3 1015+ 4.8 876+ 45
(from sameB) 117+ 17 110+ 16 6.1+ 13 16+ 0.6

TABLE 25. Background yields frormdscand BB (with b — sy decays
removed) MC samples, scaled to the analysis luminosityd©arte selection, the
fit region cut, and MCS have been applied.
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The following two figures show themgs and AE distributions for these two MC samples.
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FIGURE41. Joint
and marginal
distributions of
Mesand AE in
background
candidates from
BB MC, with

b — sy decays
removed.
Candidate selection
excluding MCS
have been applied.
Backgrounds from
candidates
reconstructed from
a singleB are
shown in red. The
fit region is shown
in blue.
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These plots show the distributions g, in theudscand generid B MC samples.
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We have examined MC truth information for background caatdid reconstructed from a singse
that remain in the generiB B MC sample afteb — sy and the exclusive8 peaking modes have
been removed. They are produced by a wide varietl ofecay processes; the most prominent of

these are,

* B— Dp,D— Kz and otherB — Kz zzz°processes,

*« B— D*p,and
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*+ B> KqpandB — K*z° wheren/z° — 7y, one photon converts, and a conversion

electron is mis-identified as a pion.

We find no indication that these peak near zera i, and do not study them further.

6.4 Total backgrounds
The table below summarizes the total expected signal arldjbaund yields. The figures following
show themgsand AE distributions from the various MC samples we use to estirBatackgrounds.

Backgrounds fronudscMC, which are much larger, are not shown.

Ktz—zty K+7t_n'0y Kgn_n+y Kgn+7r0y
signal 7146+ 45 4331+ 3.7 2208+ 25 1112+ 1.9
Ky 2137+ 23 830+ 14 645+ 1.2 392+ 1.0
Krxy 3836+ 34 2827+ 29 1334+ 2.0 1216+ 1.9

otherb — sy 3087+ 112 2190+ 85 1152+ 6.8 1079+ 6.1
other B decays 313+ 86 2206+ 7.0 963+ 4.7 821+ 4.4
udsc 69718 £ 704 43815+£552 20549+385 16939+ 343

TABLE 26. Expected yields in the data sample for signal and badkgrafter all
selection cuts, the fit region cut, and MCS. Uncertaintiesdare to MC statistics.
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FIGURE 44. Stackedngsand AE distributions of background contributions in
MC from B decays, after all selection criteria. Top to bottom:

« truth-matched signal MC, in white.

b — sy feed-down,

B — Kz ry crossfeed,

B —» Kry feed-up,

genericB decays,

The background contribution froondscprocesses is not shown.
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7 Control Samples

In this section we describe three control sample studidempeed to assess the accuracy of our
MC samples in predicting the shapes and yields of backgimdeal data. First, we examine
off-resonance data, and compare it totittess cMC cocktail. Second, we examine tiide sidebands
below and above the fit region in on-resonance data, and cemyeh a mixture of off-resonance
data andB MC samples. Third, we reconstruBt— D z*, D — Kz z in on-resonance data and
compare with corresponding MC samples, to study the effigiai particle quality, event shape,

and vertex cuts.

7.1 Off-resonance data
We process off-resonance data with the sample selectioarastiter samples. Candidate selection
is identical as well, except we adjusis by the difference between the nominal on-resonance beam
energy and the actual off-resonance beam energy for each run

We compare the off-resonance data withscMC samples. The MC samples are scaled to the

integrated luminosity of the off-resonance data. The gigite compared below.

Mode udscMC off-resonance data ratio
Ktz=zty 7180472 8800 + 29.7 (816 + 2.9)%
Ktz=z0y 4512457 4870+ 221 (927 + 4.4)%
Kdz—zty 2116440 2440 + 15.6 (867 & 5.8)%
KQz+7z0, 1744135 1880 + 13.7 (928 & 7.0)%

TABLE 27. Yields in scaledidscMC compared to off-resonance data. Candidate
selection, the fit region cut, and MCS have been applied. ttmiodes are
statistical only.
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These plots compare tmass and AE distributions.
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These plots compare thma,, distributions.
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We conclude that thedscMC is in fair agreement with the off-resonance data regargields of
background events, and in excellent agreement regardétgiditions. The discrepancy in the total
background yield from thedscMC samples is probably due to incorrect modeling of the light
quark fragmentation. In our fit to on-resonance data, we doetp on MC samples to determine
the yield of the background component frardscprocesses; the normalization of this component
is allowed to float. Further, we parameterize thgs and AE shapes of this component and allow
the shape parameters to float in the fit. This control samptéygives us confidence that the shape

parameterization, which is validated usindscMC, is reasonable.
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7.2 AE sidebands
The AE sideband samples are the region in on-resonance data atmbbelaw the fit region in\E.
The low sidebandconsists of candidates in the rang€.50 < AE < —0.15GeV, and théigh
sidebandconsists of candidates in the rangé® < AE < 0.50 GeV. We expect these regions to
contain only a small number of signal events, but to contaialde contributions from background
processes. We studied this sideband before unblindingttregfon to assess our understanding of
these backgrounds.

We compare the yields and distributions in these controlgasrio a cocktail composed of,
* MC estimates of the peaking decay modes studied in section 6.2,

» MC estimates background components fr@m—» Kzy, B - Kzxy, and otheb — sy

processes,

background estimates from the geneBiB MC, with b — sy processes removed, plus

« the off-resonance data in the samg& region, scaled by the ratio of the luminosities of the

on-resonance to off-resonance data samples.
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Yields in theAE sidebands in on-resonance data, along with yields in thesponding comparison

cocktail samples, are given in the tables below.

Mode On-resyield Cocktail yield Ratio

Ktz=zty 21764 22112 (108 £ 2.0)%
Ktz=z0y 12759 12597 ( 99 + 2.5)%
Kg r—xty 6414 6307 (98 +35)%
Kg atz0y 4917 4820 (98 £ 4.0)%

TABLE 28. Yields in the lowAE sideband after candidate selection in
on-resonance data and comparison cocktail sample.

Mode On-resyield Cocktail yield Ratio

Ktz=zty 9454 9446 ( 99 +3.2)%
K+z= 70y 5667 5572 ( 98+ 4.1)%
Kz~ zty 2750 2749 (10® =+ 5.9)%
KO 7+ 70y 2156 2390 (110 =+ 7.0)%

TABLE 29. Yields in the highAE sideband after candidate selection in
on-resonance data and comparison cocktail sample.

The following figure compares distributions in the IMg sideband sample for tt® — Ktz 7"y
mode to the off-resonance data and simulation sample.ilistns in the other three modes and
in the highAE sideband are similar. Low statistics of the off-resonaraa@e limits the precision

of the comparison.
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7.3 Dr¥* control samples
We study the efficiencies of our candidate selection cat@mi samples o — Dz*, D —
Kz candidates reconstructed in on-resonance data. For eaohr gfignal modes, there is a
correspondingd = * control sample in which the high-energy photon’s analogutaé promptr *
from the B decay. Since the decdy™ — K*z~z " is doubly Cabbibo-suppressed, we instead
use the Cabbibo-allowed dec&®yt — K~z *z* as the analogue of otz ~z*y mode. The

branching fractions of the four control sample processedisted below.

Process Secondary decay Signal mode

BO 5 Dzt 276x10°3 D- - Ktz z~ 92% Ktz zt,
D~ - Ko%= 20  97% KJztz0,

Bt —» D%t 498x103 D9 Ktz z0 13.0% Ktz z0y
DO —» KOz tz~ 6.0% Kg Tty

TABLE 30. Branching fractions d8 — Dz *, D — Kz x processes
reconstructed in th® z* control samples.

We measure the momentum of the reconstru@ed these control samples more precisely than in
our signal modes, because the EMC cluster from the highggr@toton is replaced with a better-
measured charged track from the prompt. For correctly reconstructed candidates, the value of
Mk IS equal to theD mass, up to detector resolution. We therefore expect to led@isolate very
pure samples of these decays with tight cuts on kinematiahlas. It is important to note, however,
that the kinematic distribution in these control samplasosquite the same as the distributions in
our signal candidates, since tllemass lies just above the upper limit ok, we reconstruct for
signal candidates, 1.8 G&7.

We reconstrucD = * candidates in on-resonance data. We use the same sampt@sgbeoce-
dure that we use to reconstruct signal candidates, excapivithselect charged tracks satisfying the
GoodTracksLoosé&rack selection instead of high-energy photons. We usedheedoose sample

selection cuts omgs and AE that we use when reconstructing signal candidates, andedsire
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thatmk,, fall within 50 MeV/c? of the D mass.

We perform a geometric fit to the reconstructedo produce a vertex probability, on which we
place a candidate selection cut. A fit to the reconstru@eeconstructed a8 — Dz * would
not be analogous to the vertex fit h— K=z zy signal candidates, since the track of the prompt
7+ introduces additional geometric information not presergignal candidates. Additionally, we
expect theD decay vertex in the control sample to be displaced fromBluecay vertex, which is
not the case in events fromsignal processes. Thereforeydelrthe vertex probability in the control
samples, we vertex only the kaon and two pions that compresBt

We selectD = * candidates with these cuts.

+ hadronic selection cuts d&*, 7%, K2, z° as for signal modes,

Fisher discriminant cuts as for signal modes,

B vertex probability cut applied t® vertex probability,

|AE| < 25MeV, and

* |Mkzze — Mp| < 10MeV/c? inthez 7~ modes

IMkzz — Mp| < 20 MeV/c? in thez t7° modes.

We do not cut ormgs; instead, we fit thengs distribution to determine the yield dd 7+ candi-
dates. However, when plotting distributions, we imposetsb@i76 < mgs < 5.284 GeVc?. The

distributions ofmgs, AE, andmk,,in the D z* control samples are shown below.
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FIGURE 48.
Distribution of mgsg
in Dz * control
samples from
on-resonance data.
Hadronic quality,
Fisher,AE, and
Mk, CUtS have been
applied. Thangs
cuts are indicated
in blue.

FIGURE 49.
Distribution of AE
in Dz * control
samples from
on-resonance data.
Hadronic quality,
Fisher,mgs, and
Mk, CUtS have been
applied. TheAE
cuts are indicated
in blue.
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We study the efficiency of the hadronic selection cuts, Figiscriminant cut, and vertex cut by
imposing all of them on th® = * control sample and then relaxing one cut at a time. We determi
the number of signal candidates in the sample with all cugosed, and for each cut divide this by
the number of candidates with the cut relaxed. We compagetéfficiencies computed in thier *
on-resonance control samples to corresponding® MC samples, and to signal MC samples.

Because these cuts still admit some amount of backgrounkeircantrol sample, we deter-
mine the number of signaDz* candidates in each sample (with all cuts imposed, or one cut
relaxed) from an unbinned maximum likelihood fit to thes distribution, after applying th\E
andmy,, cuts. We use a Crystal Ball shape for the signal componemdme shape we use for the
mgs distribution of our signal candidates. We use an Argus fondor the background component.
Parameterizations of signal and background shapes aretdmbi section 8.1.

In the D z* MC, we simply count truth-matched candidates passing ttevwhien we compute
efficiencies. InKzzy signal MC, we count truth-matched candidates passing tts we do not
apply themgs, AE, or my,, cuts.

The plots on the following pages show distributions of thealdes on which we impose cuts,
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in the D z* on-resonance control samplez = MC, and signal MC. Distributions of the three vari-
ables comprising the Fisher discriminant are also showghtTduts ornmgs have been imposed in
these distributions, but the control samples in on-resomaata contain background contributions.
From themgs fits, we estimate that the background component is appragiy;n@5% in the worst

case: when the Fisher cut is relaxed in #&r ~z %z * control sample.
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FIGURE 51. Distributions in thekK ~z *z *z ~ on-resonance control sample
(points) and corresponding MC (shaded). The cuts desciibia text have been
applied, except for the cut on the variable shown in the miott{e Fisher cut, for
plots of Fisher input variables). Distributions for truttatchedK z 7 y signal MC
are shown in red for comparison. All three distributions iageependently
normalized to unit area.
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FIGURE 52. Distributions in the *z ~z %z + on-resonance control sample
(points) and corresponding MC (shaded). Quality cutsrapg AE, and

Mk CUtS have been applied, except for the cut on the variablersirothe plot
(or the Fisher cut, for plots of Fisher input variables). tBisitions for

truth-matchedK z 7 y signal MC are shown in red for comparison. All three
distributions are normalized to unit area.
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FIGURE 53. Distributions in theK2z ~z +z * on-resonance control sample
(points) and corresponding MC (shaded). Quality cutsrapg AE, and

Mk CUts have been applied, except for the cut on the variabl@rsirothe plot
(or the Fisher cut, for plots of Fisher input variables). tBlsitions for

truth-matchedK z 7 y signal MC

are shown in red for comparison. All three

distributions are normalized to unit area.
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FIGURE 54. Distributions in theK 8z ~z°z * on-resonance control sample
(points) and corresponding MC (shaded). Quality cutsrapgl AE, and

Mk CUtS have been applied, except for the cut on the variabl@rsirothe plot
(or the Fisher cut, for plots of Fisher input variables). tBlsitions for

truth-matchedK z 7 y signal MC are shown in red for comparison. All three
distributions are normalized to unit area.
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These plots show that the kinematic distributions of Byes Dz*, D — Kz z decays in our
D 7 * control sample do not match those of our sigal 7 processes in all cases. Discrepancies
are particularly wide in the distributions of c@s and of thex © CM energy. This is not surprising,
since the underlying physics process is different.

The following table lists last-cut efficiencies in tlBer * control sample and corresponding MC
samples. The threK? quality cuts are treated individually—the efficiency foickds computed
with the other two cuts imposed; likewise for the thee®quality cuts. Efficiencies are also pre-

sented forK? cuts and for ther © cuts taken pairwise.



Cut(s) Dz data Dz* MC Signal MC
K=ztzt)z~ Ktz—zty
Fisher (528 05)% (5394 0.2)% (564 + 0.1)%
K* PID (868+0.4)% (826+0.1)% (834 +0.1)%
£ PID for 7y (987+0.1)% (975+0.1)% (9794 0.1)%
7% PID for (982+0.2)% (975+0.1)% (977 +0.1)%
B vertex probability 982+ 02)% (974+01)% (940+0.1)%
(K+7l'_7l'o)7l'+ K+n'_n'0y
Fisher (537 £05)% (543+0.2)% (566 =+ 0.2)%
K% PID (860+05)% (819+0.2)% (836 +0.2)%
O E;, (689+05)% (654+0.2)% (833 +0.2)%
z%E, (944+03)% (9324+0.1)% (955+ 0.1)%
79 mass (98 +£0.2)% (953+0.1)% (930 =+ 0.1)%
zE PID for g (991+0.1)% (977+0.1)% (9814 0.1)%
B vertex probability OB+02)% (979+0.1)% (969+0.1)%
79 E, andz® E}, (616+05)% (571+0.2)% (781+0.2)%
7% mass ana© E}, (639+05)% (592+0.2)% (766 =+ 0.2)%
7%mass and:° E, (90.4+0.4)% (8694 0.2)% (8854 0.2)%
(Kgr—zH)zt Kegr—zty
Fisher (5% +0.8)% (552+0.3)% (573 +0.3)%
K2 costiight (97.7+03)% (974+0.1)% (9884 0.1)%
K2 decay length (98 +0.3)% (983+0.1)% (976 =+ 0.1)%
K? mass (98+02)% (991+0.1)% (975+ 0.1)%
=E PID forzy (994+02)% (975+0.1)% (9764 0.1)%
7% PID for (984+0.3)% (979+0.1)% (979 + 0.1)%
B vertex probability 98+ 05% (963+0.1)% (930+0.2)%
K costhight andKQ decay length (83 +0.6)%  (932+0.2)% (944 £ 0.2)%
K2 mass an Q costhigh (962+0.4)% (965+0.1)% (963 =+ 0.1)%
K2 mass and ? decay length (98 +0.4)% (973+0.1)% (950 + 0.1)%
(Ksn_no)n+ Ksn'_n'oy
Fisher (514+1.4)% (535+0.5)% (563 + 0.4)%
K3 costhignt (881+11)% (874+0.4)% (9224 0.3)%
K2 decay length (9% +0.4)% (992+0.1)% (979 + 0.1)%
K2 mass (98+0.7)% (981+0.2)% (973 +0.2)%
70 Ex, (715+1.4)% (764+05)% (8244 0.3)%
z°E, (949+0.8)% (935+0.3)% (957 + 0.2)%
79 mass (9B +£06)% (953+0.3)% (929 -+ 0.2)%
zE PID forzy (97.8+0.6)% (975+0.2)% (9804 0.1)%
B vertex probability (977 £ 0.6)% (978 +0.2)% (967 £ 0.2)%
KQ costhight andKQ decay length (75 £1.4)% (831+05)% (861 0.3)%
K2 mass ank $ costhight (853+1.2)% (855+0.5)% (895 0.3)%
K2 mass an 2 decay length (93 £0.8)% (973+02)% (951+0.2)%
7% E, andz0 E}, (652+15)% (686+05)% (775 0.4)%
7% mass ana:? E}, (67.0+15)% (705+05)% (758=+ 0.4)%
7% mass and:? E, (914+1.0)% (876=+0.4)% (885+ 0.3)%
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TABLE 31.
Efficiencies for
each cut with all
other cuts applied
intheDz*
on-resonance
control samples
(left column).
Efficiencies in

D z* MC (middle)
and in
truth-matched
Kzzy signal MC
(right) are shown
for comparison.
Among the three
K2 cuts and among
the threer 9 cuts,
efficiencies are
shown for relaxing
the cuts pairwise as
well. Uncertainties
are computed
assuming a
binomial process
with known
number of trials.
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In the preceding table, we have computed the uncertaintgdoh measured efficiency assuming
a binomial random process with a known number of trials. H@mein the D z* on-resonance
control sample, we have determined both the number of ffilaésnumber of candidates with the
cut relaxed) and the number of successes (the number ofdzdadiwith the cut imposed) from fits
to themgs distributions. We expect the fit uncertainties in these twbe strongly correlated, and
therefore substantially to cancel in the efficiency undetya Based on toy MC studies we have
performed with similar fits, we estimate that the uncertagbn the efficiencies measured in the
Dz * data sample are several tenths of a percent larger thad statee table.

The table also lists efficiencies for relaxing tié cuts andz ° cuts pairwise. In a few cases, this
results in a significantly lower efficiency in tHez* control sample than i 7 * MC. We expect
this is due to nor® 7 * backgrounds in the control sample. The effect is partityllaronounced
when theK ? decay angle and decay length cuts are both relaxed; thememg i mass cut is quite
loose, and admits significant combinatoric background.

As illustrated in the preceding plots, kinematic differeadetweerD z* decays and signal
Kzzy decays prevent direct comparison between efficiencieseiidth* control sample and in
signal MC. We therefore compare the control sample With® MC samples, not with signal MC
samples, when we estimate systematic uncertainties daetction efficiency.

We also expect thé® z* MC simulation to exhibit differences from the data in modéiseo
than(K*z ~z ~)z *, due to incomplete knowledge of the resonance substrucfihese decays. In
particular, differences in the® energy distributions, and thus in the efficiencies of the cntthese
variables, are not surprising given the incomplete knogéethcorporated in the event generator's
D decay model.

Systematic uncertainties for th€? andz ° selection cuts are provided by standard recipes. We
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conclude that the discrepancies betw&n* data and MC shown in Table 31 are acceptable within
these uncertainties. For the Fisher discriminant, vertekability, and charged PID cuts, we assign
uncertainties based on the discrepancies measured irotitidcsample. Systematic uncertainties
are described in Chapter 10.

The Dz * control sample also provides a measurement of the shift msomedmgs due to un-
certainty in the beam energy. The table below shows the saltithe Crystal Ball mean parameter
u fitted to theD 7+ samples with all cuts imposed. The difference between thiisevand theB

mass for each mode is the inferred shifigs.

Mode 1 W —mg

(K~ ztz+t)r~ 52801 000065
(Ktz—z%z* 52796 000054
(Kst~zt)zt 52797 000062
(Kgr~z%zt 52800 000062

TABLE 32. Values of mean parameterof Crystal Ball signal components fitted
to mes distributions ofD 7 * control samples after all cuts, and differences
between parameter value aBdnass.
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8 Fits

To extract the signal yield, we perform a bivariate unbinneakimum likelihood fit inmgs and
AE to determine the branching fractions of our fd8ir— Kzzy modes. We fit all four modes
simultaneously, since the four signal processes eachilooterto crossfeed background for all four
final states. We use thdinuit minimization program to perform the fit.

The likelihood function we use contains terms for the foilogvcomponents:

1. Correctly-constructed signal candidates.

2. Crossfeed, which consists of misreconstructed sigreaitey

3. Feed-up backgrounds froBi— Kz y events.

4. Feed-down backgrounds from higher-multiplidity»> sy events.

5. Combined backgrounds from continuwdscevents and3 B events other thah — sy .

Each term is a product of a candidate yield for that compoaadta two-dimensional probability
density function (PDF) describing the joimgs — AE distribution of these candidates. In each
mode, one piece of the crossfeed component consists ofdzadimisreconstructed from events
that are produced in the same mode; thesesaliecrossfeedandidates. For example, Bt~ —
K*+z~z*y event may be misreconstructed if the wrang, produced in the decay of tHg™, is
chosen. The yields both of correctly reconstrudBed— KTz ~z Ty signal candidates and of such
misreconstructed candidates are proportional to the saaneling fractiot3(B* — K*z~z*y).
We write them as separate terms in the fit, but conceptuadly #re a single contribution. By
writing them as separate fit components, we can use diffef@otencies and PDFs for the two.

This allows us to separate tma,, distribution for correctly reconstructed signal events,vee
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will discuss below; therny,, distribution of self-crossfeed candidates does not atelyreeflect the
mass spectrum of the underlying physics process. Howewemranching fraction effectively is

determined in the fit by both the signal and crossfeed yields.

The correctness of this aspect of the fit procedure dependarambility to model the crossfeed
components correctly (as, in fact, it depends on our alititpnodel the signal as well). However,
the other alternative would be to fix the crossfeed backgitaomponent in the fit and subtract it

from them,, spectrum, which also depends on correct modeling.

Section 8.1 describes the fit functions we use for the compgenef our fit: the signal and
crossfeed components, the continuumisc background component, and tl — Kzzy and
otherb — sy components. In the section 8.2, we describe the formulatfahe combined fit to

the data. In section 8.3, we describe the method for extrgtiemy ., spectrum.

8.1 Fit functions

In this section, we describe the fit functions we use for themonents of our fit. We use ana-
lytic parameterizations for the signal and crossfeed camapts, which we fit to MC samples to
determine shape parameters. We also use analytic par&agters for the shape of backgrounds
from continuum and generiBB decays. We rely on binned distributions measured from MC for
the distributions of feed-up backgrounds fradn— Kz y and for feed-down backgrounds from

higher-multiplicity b — sy decays.

We use maximum likelihood fits on MC samples to determine slpgpameters. The unbinned
fit procedure cannot accommodate samples of candidatesliffighent weights. When we perform
a fit to determine shape parameters, we unweight the sampleidf@ an acceptance-rejection

method, where the weight for each candidate is computedobuge the correct efficiency for the
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MC sample and the correct luminosity relative to other MC glas (so that MC samples generated
with each of Run 1 through Run 4 conditions are representemblirect proportion). Since we
only extract shape parameters from these fits, we do not iaethe total MC sample size to the

analysis luminosity.

8.1.1 SGNAL

Signal candidates af® — Kz zy events that are correctly reconstructed. Our fit to detegrtfie

B — Kzzy branching fractions treats signal and crossfeed on eqoéhtp so we do not have
to distinguish the two. However, to extract the,, spectrum, we must be able to separate signal
from crossfeed, at least on a statistical basis. We camdiggh signal candidates from crossfeed
candidates in MC samples by looking at MC truth informatiém.data samples, we rely on their
differing mgs and AE distributions to distinguish them on a statistical basis.

We use the signal MC cocktail to determine the shapedgand AE for the signal candidates.
We apply the full analysis cuts to the MC sample, includingttie fit region cut, and perform MCS,
and then use a MC truth match to select correctly reconsimucandidates. In the final fit to the
data, we fix the signal shape parameters to the values otithiom the fits to MC samples, and
float only the sizes of the signal components to extract iagcractions.

We model the signal shape by a product of a Crystal Ball foncf26] in mgs and a Crystal
Ball function in AE. The Crystal Ball shape is a Gaussian shape with an exteadeazhtthe low
side. This tail accommodates mismeasureg and AE values, primarily due to energy leakage in
the EMC of the high-energy photon. The expression for thedsted Crystal Ball function is given
below.

% (n)n exp(a2/2!

«) jornja—ay X <H Q0

CBi(X; u,0,a,n) =

%exp[% (X%")z] X>u—ooc
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The parameterg ando describe a Gaussian, which is truncated on the low sige -atas and
joined continuously to a power function with exponantl/a is a normalization constant.
We find that the value of the mean paramaeiein the mgs Crystal Ball function determined
from signal MC is compatible witing, within fit errors, in all modes. We fix this parametemig
in the fit. We allow the parameter in the AE shape to float. We also find that large values @f
the AE shape describe the distributions adequately, so we fixinfinity in the AE shape, which
is equivalent to replacing the power-law tail of the Cry&all shape with an exponential tail.
Projection plots and parameters from the shape fits to matehed signal MC samples are

presented below.
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Parameter Ktz—zty K+7t_7t0y Kgn'_n""y Kgn"'noy
Mgso 0.0030+ 0.0000 00032+ 0.0000 000304+ 0.0000 00032+ 0.0001
Mes o 1.22224 0.0251 11996+ 0.0309 12505+ 0.0476 111014 0.0481
mgs N 20,0000+ 0.7281 200000+ 2.7765 200000+ 2.8312 200000+ 3.2139
AE 0.0028+ 0.0010  —0.0014+0.0016 Q0061+ 0.0017  —0.00064 0.0029
AE o 0.0536+ 0.0008 00637+ 0.0013 00524+ 0.0013 00619+ 0.0023
AE a 0.7616+ 0.0310 Q77624 0.0520 07513+ 0.0509 075434 0.0937

TABLE 33. Shape parameters obtained froms—AE fit to truth-matched signal
MC candidates. Candidate selection cuts, the fit regionacut, MCS have been
applied to the candidates.
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8.1.2 (ROSSFEED

Crossfeed candidates are backgrounds producBd-n Kz 7y decays and misreconstructed. The
charge mode of the production process is not necessarilgatine as the charge mode in which the
candidate is reconstructed. A charged pion is often reglagea neutral pion from the decay of the
other B in the event, or vice versa. The replacement ¢f afor a K2 or vice versa is much less
common. Examination of MC truth information of crossfeeddidates in signal MC indicate that
the correct high-energy photon is reconstructed.

We include under the heading “crossfeed” all backgroundlickates produced iB — Kz y
decays. These include background candidates produceddagses that we do not reconstruct in
this analysis. Such processes are the two remaining chasdesiB — Kz°z%; B — Klzxy
decays; andB — Klzzy decays where th&? decays tor°z° or another final state. For the
purposes of our fit, it is convenient to combine all of thespsses into four crossfeed background
categories, based on the production branching fractiangiihgerns the yield in the category. To do

this, we use the following relations:

» We can relateB(B — Kz°%)to B(B — Kz*tz~y) orto B(B — Kz*z%), using

model-dependent production ratios. We choB$B — Kz *z~y).

The production ratio oK 7°z% to Kz+z~y is model-dependent. The ratio is 0.19 in our
signal MC cocktail and 0.24 in the inclusie— sy MC. We use the former to model the
crossfeed backgrounds, and substitute the inclusive sy MC in studies of systematic

uncertainty due to model dependence.
» We relateB(B — K%z y)toB(B — K2z xy) using known branching fractions.

» We relateB(B — K2zzy) whereK? decays to other tharn* 7~ to the corresponding

K% — z*x~ process using known branching fractions.
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Note that the rate of crossfeed backgrounds produced ingrtbdewe do not reconstruct is a small
part of our total crossfeed background, so our choice ofrtreat of these does not greatly affect
our results.

The processes that we include in the four crossfeed backdrcategories are listed in the table
below. When we determine the crossfeed efficiencies andespagameters for use in the fit, we
combine together all the processes in each category usingMCinformation, and treat each as a

single production mode.

Category 1 Category 2 Category 3 Category 4
Ktz—zty K+n'_n'0y Kgn_n+y Kgn+7r0y
K+n'0n'0y Kgnonoy

K8n+7t_y KE)n_n'Oy

Kgn'on'oy

Kgﬂ"'n'_y,Kg — 7070 Kgn'_noy,Kg — 7970

Kgnonoy ,Kg — 7970
Kz tz—y K2 — other Kz~ 7% K2 other
K970%20y K2 - other

TaBLE 34. Production processes included in the four crossfeekibagnd
categories.

For crossfeed candidates, we use the same parameteriratigg that we use for signal candidates.
In AE, we find that the crossfeed shape does not peak appreciadlyye@use a linear function to

parameterize the distribution, written in the form
. 1
Lin(x) = 5(1 + C1X)

wherea is a normalization constant.

We determine shape parameters for crossfeed backgrourmstliie signal MC sample from
which correctly reconstructed candidates have been reinwith a veto on MC truth information.
The fit parameters and plots of the projections of the creslséhape fits to signal MC are shown
below. Note that in our implementation of the Crystal Balhdtion, a value of the parameter

above 100 is used to indicate an infinite value, which prosiua® exponential tail to the shape
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function. Because of the way that the fits are specified, gabdia slightly above 100 may appear

in the results, but these are equivalent; the fit uncertsinin these values are meaningless.
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FIGURE 56. Projections ofgsand AE of fits to truth-vetoed candidates in
signal MC produced in category 1 and reconstructed in eatfedour modes.

Param. Ktz—zty K+7t_7toy Kgn_n+y Kgn+7r0y

Mgso 0.0051+ 0.0002 00047+ 0.0002 00055+ 0.0010 00010 0.0020
Mgs o 0.3023+ 0.0402 00885+ 0.0063 01033+ 0.0348 00066+ 5.0189
Mgsn 1.9570+ 0.4830 1000321+ 0.1238 1002232+ 73.0874 00000 0.1105
AE ¢ —2.0636+ 0.2462 —0.2008+ 0.3108 —4.2195+ 1.1346 —0.8861+ 2.8941

TABLE 35. Shape parameters obtained froms—AE fits to truth-vetoed
candidates in signal MC produced in category 1 and recartstiun each of the

four modes.
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FIGURE 57. Projections ofmgs and AE of fits to truth-vetoed crossfeed
candidates from the signal MC sample produced in categond2econstructed

in each of the four modes.

Param. Ktz—zty K+7t_7toy Kgn_n'"'y Kgn+7toy

Mgso 0.0051+ 0.0002 00043+ 0.0001 00039+ 0.0013 00051+ 0.0010
Mgs o 0.1649+ 0.0157 05876+ 0.0505 00780+ 0.0834 01185+ 0.0321
Mgsn 9.4627+ 8.8236 11575+ 0.1072 32347+ 181531 1000384+ 0.0727
AEc —21680+0.2449 —-1.0497+0.2326 —-2.1477+ 1.8589 —2.1740+ 1.2899

TABLE 36. Shape parameters obtained froms—AE fits to truth-vetoed
candidates in signal MC produced in category 2 and recartstiun each of the

four modes.
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FIGURE 58. Projections ofmgsand AE of fits to truth-vetoed crossfeed
candidates from the signal MC sample produced in categond3econstructed
in each of the four modes.
Param. Ktz—zty K+7t_7toy Kgn_n+y Kgn+7r0y
Mes o 0.0048+ 0.0006 00052+ 0.0009 000464+ 0.0002 00051+ 0.0003
MEs @ 0.0546+ 0.0134 02622+ 0.3620 030764+ 0.0500 01052+ 0.0092
mesn 1001480+ 2.3005 05784+ 0.7230 20151+ 0.5567 1005922+ 71.1335
AE ¢ —4.07134+ 0.6335 —3.2679+ 1.1756 —2.1848+0.3698  —0.3178+ 0.4028

TABLE 37. Shape parameters obtained froms—AE fits to truth-vetoed
candidates in signal MC produced in category 3 and recartstiun each of the
four modes.
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FIGURE 59. Projections ofmgs and AE of fits to truth-vetoed crossfeed
candidates from the signal MC sample produced in categond4econstructed
in each of the four modes.
Param. Ktz=zty K+7r_7roy Kgn'_n""y Kgn"'n'oy
Mgso 0.0061+ 0.0016 000454+ 0.0005 000524+ 0.0003 Q0044+ 0.0002
Mesa 0.0716+ 0.0401 005744+ 0.0112 013574+ 0.0095 04313+ 0.0639
mgsn 1008403+ 50.5633 1000031+ 0.0350 1005768+ 1.0648 14465+ 0.2659
AE ¢ —3.4739+ 1.6277 —3.2373+ 0.5697 —2.1660+ 0.3781 —0.4841+ 0.3329

TABLE 38. Shape parameters obtained frogs—AE fits to truth-vetoed
candidates in signal MC produced in category 4 and recartstiuin each of the

four modes.
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8.1.3 (ONTINUUM AND GENERIC B

In our data fit, we do not fix from MC the shape of continuughscand generid3 B background.
Instead, we allow the shape parameters of our continuunmictiton to float, along with the overall
normalization. We do, however, fit the MC samples of thesegsses to verify that our parameter-
ization is adequate.

The shapes of distributions imgs and AE of backgrounds from both continuuodscand
genericBB processes are each well-parameterized by the product efsfegd exponential func-
tions, albeit with different parameter values. Howeveg,lrge background rate frondscswamps
the genericBB background, and distinguishing the two components in theifitout fixing both
their shapes is not possible.

We model the distribution of these backgrounds as a produam érgus function [27] inmgg
and an exponential function iRE. The Argus function, with which we model timass distribution,
is given by

1
Argus(x; &, Bp) = — X /1 x2/E2 e V1B

The parametef is the Argus shape parameter, the cuteffis at the nominal beam energy, and
1/a is a factor to normalize the integral of the distribution tuity over the fit region. TheAE

parameterization is given simply by
1
Ex(x;s) = = e°*.
X9 =~

The parametes determines the exponential shape, apd it a normalization constant.
We studied three methods of including tB&8 background contribution in the it For each
technique, we generated 500 toy MC samples thrown from trebkand background distributions

determined from MC samples, performed fits to each, and exahthe mean and RMS over the

2This study was performed with a previous, slightly differeersion of the candidate selection cuts.
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ensemble of toy samples of the resulting fit parameters. laded in the toy MC samples con-
tributions fromb — sy background processes. The fit functions included signaldgefixed terms

for b — sy background processes, and one or two additional terms sasiloled below.

1. We used separatedscand BB terms in the fit function. The Argus and exponential shape

parameters of both were allowed to vary in the fit along witkithormalizations.

2. We included a separa®B contribution, but fixed the Argus and exponential shaperpara
eters to values obtained from a separate fit toBBeMC sample. The normalization of the
BB component, and the normalization and shape parameterg afitccontribution were

allowed to vary in the fit.

3. We did not include a separaBB fit contribution, forcing theBB background events to be

absorbed into theadsccontribution.

The first method produced wildly unreliable fit results, asr¢éhare not sufficient statistics in our
samples to determine ti&B andudscshape parameters simultaneously in the fit.

The second method overestimated B background contribution by a factor of two to three,
at the expense of thedscbackground contribution. The fit, however, determined tma &f the
BB andudscbackground yields correctly. The fitted values of the sigeld showed a negative
bias, especially in th&* modes, where thB B background contributions are larger. The results of

these toy MC studies are shown below.
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Ktz—zty K+7t_n'0y Kgn_n+y Kgn+7toy
input signal yield 659.9 365.7 190.2 70.5
inputudscyield 6738.5 3644.8 1873.7 1544.4
input BB yield 270.9 165.7 87.3 69.2
fit signal yield 6524 + 393 3576+ 319 1874+ 218 683+ 174
fit udscyield 63057 £3711 35131+2212 16806+ 1655 13978 + 1598
fit BB yield 7176 +£3743  3065+2228 2287+ 1692 2213+ 1596

signal yield bias -75+ 12 -81+ 10 -28+ 0.7 —22+ 06

TaBLE 39. Input and resulting fit yields for 1,000 toy MC fit studid$e shape
parameters of th& B background component were fixed. The shape parameters
of theudsccomponent were allowed to float.

The third method produced reasonable fits to the data, amelatlyrdetermined the sum of tHgB
andudscbackground yields. The signal yields showed a smaller bialy,in theK* modes, at the

limit of statistical significance. The results of these toZ igtudies are shown below.

Ktz=zty K+z—z0% Kgn_n""y Kgn'"'n'oy
input signal yield 659.9 365.7 190.2 70.5
inputudscyield 6738.5 3644.8 1873.7 1544.4
input BB yield 270.9 165.7 87.3 69.2
fit signal yield 6568+ 412 3623+ 316 1920+ 208 703+ 172
fit udscyield 70153+ 886 38187+ 674 19636+ 473 16171+ 437
signal yield bias -31+ 13 -34+ 10 18+ 0.7 -02+ 05

TABLE 40. Input and resulting fit yields for 1,000 toy MC fit studi®&o separate
BB component was included in the fB;B background events were absorbed into
theudsccomponent.

Based on these studies, we choose to combine backgroundscénatinuumudscprocesses and
genericB decays. The generiB background component includes Blldecay processesceptfor
those fromb — sy decays, which we handle separately. The projection pladdiaparameters of

validation fits to combineddscand generid3 B MC samples are below.
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FIGURE 60. Projections ofmgs and AE of fits to events fromudscMC and
genericBB MC (with b — sy and peaking decays removed).

Parameter Ktz—zty K+n'_n'0y Kgn'_n""y Kgn"'n'oy

Mmgg Argus¢é 4.756+ 1.733 3859+ 2.161 9618+ 3.139 2906+ 3.077
AE exponentias  —1.105+0.178 —-1.260+0.222 —-1.366+ 0.326 —1.260+ 0.316
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TABLE 41. Shape parameters obtained frogs—AE fits to events fronudsc

MC and generi3B MC (with b — sy and peaking decays removed).
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8.2 Combined fit
Using the shape functions described in the previous seoternperform a simultaneous fit in all
four modes to determine the four signal branching fractiormur data sample. The data sample is
divided by run and mode into sixteen subsamples, to accouefficiency differences among runs,

but all are fitted simultaneously.

8.2.1 LUKELIHOOD FUNCTION

We write the likelihood function as a sum of five pieces, namel
1. correctly reconstructed signal,
2. crossfeed background,
3. combinedudscand BB background,
4. background fronrB — Kz y, and
5. background from othdy — sy decays.

The likelihood function for a candidate in runreconstructed in mode with measuredngs and
AE is,

1
L(m,r, mgs, AE) = Ngg‘z‘é (Bm B3 e 1" (Mmes, AE) + ZBQ B3 3™ £3M(mes, AE) )+
g

+ LMo f"(mgs, AE; ™M, ™) + Z ng fo'(Mes, AE)
b

where

. N{BB is the BB event count for rum, the factor of 2 accounts for twB mesons in each event,

and 1/2 is the branching fraction both af (4S) — B°B? andY'(4S) —» B*B~;

* BMistheB — Kz zy branching fraction for mode, which floats in the fit;
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B3 is the secondary branching fraction for madeo the final states we reconstruct, which

includesz® — yy andK? — z*z~ branching fractions, fixed to world average values;

e is the efficiency for a signal MC candidate produced in modand runr to be recon-

structed correctly;
f{" is the PDF for correctly reconstructed signal candidatesodem;
the indexg is the crossfeed background category, as defined in sectiaz; 8

ex™, the crossfeed efficiency matrix, is the efficiency for a alghlC event produced in

categoryg with runr conditions to be misreconstructed in madg

X" is the PDF for crossfeed backgrounds from mgde modem, whose shape parameters

are determined from fits from MC;
L' is the integrated luminosity of runin fb™?,

o™ is the number ofidscand BB background events in moda and runr per fbt of

integrated luminosity, which floats in the fit;
f"is the PDF forudscandB B background events;

EM ands™ are the Argus and exponential shape parameters, respgctoreudscand BB

background events in moahe, which float in the fit;

the indexb runs over the remaining background categories: feed-up Bo—~ Kz y decays

and feed-down fronb — sy decays;

np"" is the number of background events in categoiy modem and runr, fixed from MC;

and

fy"is the PDF for background categdsyn modem, determined as a binned distribution from

MC.
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The first term in the likelihood, in parentheses, accountssignal and crossfeed. The second
term accounts for thedscand BB backgrounds. The third term sums over the remaining two
background contributions. Note that the signal comporteetf(rst term in the parentheses) and the
self-crossfeed term (thg = m term in the first sum) are both multiplied by the same floaticejes
factor B™, and can together be regarded as a single term in the likeliho

Twenty-eight parameters float in the fit: the four branchiragtions we seek to measuie;
16 scale factors foudscand BB backgroundsg™"; and eight shape parameters of tiiscand
BB background distributiong™ ands™.

The combined likelihood is the product of likelihoods ovendidates in the sample, times a
Poisson factoe k" /n! for each runr and modem, wheren is the number of candidates in the
sample and is the integral off. We perform a maximum likelihood fit usinginuit to determine

the parameter values.

8.2.2 HRECISION AND BIAS

We study the precision and bias of this fit procedure usingt@ysamples. Each toy MC sample is a
set of fngs, AE, Mk, ); we do not use they,, values for fit studies, but for studying our procedure
for determining them,, distribution described later in this chapter. The candis@cluded in each

toy sample are as follows,

« candidates sampled from signal MC, chosen by acceptajeetion using luminosity and

efficiency weights;

* mes and AE thrown from distributions fitted taidscMC, and k., thrown from a binned

distribution obtained fronmdscMC;

* mes and AE thrown from distributions fitted to generiBB MC, and mk,,thrown from a

binned distribution obtained frolB MC; and
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» feed-up and feed-down background candidates sampled Kam and inclusiveb — sy
MC samples, respectively, chosen by acceptance-rejeasorg luminosity and efficiency

weights.

By sampling signal, crossfeed, feed-up, and feed-downidates from MC samples, we preserve
correlations among these variables that may be present. oWmtdfind substantial correlations
among them irudscor genericBB samples; in these samples, we do not have large MC statistics
from which to draw toy samples, so we generate values frotistital distributions. We normalize

the size of each component to the data luminosity, varyiagitimber of candidates within counting
uncertainty. The mean total size of each toy MC sample in esmtte is the total expected yield for
signal and background (see table 26): 8908 candidat&s m—z "y, 5920 inK+z ~z% , 2685 in

Ko ~z*y,and 2116 iz +7 % .
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We generate 500 such toy samples. The subsets candidates fdven MC in the toy samples
are largely but not entirely independent; the statistycathallest MC samples we use represent
about 22 times the analysis luminosity. We fit each toy sarmpieg the fit procedure described
above. The following figure illustrates one of the toy fits.

K*mm'y Kty FIGURE61.
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The table below summarizes the results of these fits. For pacimeter, the table gives the mean

fit value and the square root of the sample variance over thédyOsamples.

Parameter K¥tz—z7Ty K+7r_7r0y Kgﬂ_n"'y Kgn"'n'oy

B x 10° 24134+ 111 2950+ 2.06 2447+ 1.86 2893+ 4.63
n% 35.89+ 1.55 2110+ 1.13 1037+ 0.81 701+ 0.76
ng 3539+ 0.71 2254+ 0.80 1033+ 0.46 859+ 0.42
ng 3470+ 0.99 2107+ 0.92 973+ 0.67 850+ 0.63
né‘ 3367+ 0.67 2183+ 0.60 998+ 0.38 844 4+ 0.37
¢ 171+153 351+ 170 379+ 240 251+ 261
S -108+017 -1254+022 -131+£023 -—-1134+0.27

TABLE 42. Mean and square RMS of parameters from combined fits tady00
MC samples. All parameters in all modes are fit simultangoUsie parameters
ng are the number aidscand BB events in rurr.

The table below shows estimates of the bias on the fit valugseobranching fractions in each
mode. The bias is the difference between the mean fit valueeobtanching fraction over the
500 toy MC samples minus the branching fraction value useshvgenerating the toy MC sample.
The stated uncertainty is the precision on the estimateeofrtban: the square root of the sample

variance divided by the square root of the number of toy sampl

Mode Bbiasx10®  Uncertaintyx 10°
B— Ktz=zTy 0.390 Q056
B— Ktz 7% —-0.383 Q093
B K&~ nty 0.297 0094
B— K&tz 1.103 Q179

TABLE 43. Estimates of bias on branching fractions values fromidi0 toy
MC samples. The uncertainty in each mode is the statistioadmainty on the
estimate of the mean value over the toy fits.

8.3 Mk, distribution
We use the sPlot method [28] to measure the distributiomgf, in our signal events. The sPlot
method assigns to each candidate a weight computed fromdtigations of measured variables

(mgsandAE) in the categories of events in the sample. The categoresigmal, the four crossfeed
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componentsudscé& generic BB, feed-up, and feed-down. Using these weights, it is possibl
extract the distribution of another measured variabig ) for a single category.

This method poses an important advantage in our analysikeua subtraction scheme, it
does not require prior knowledge of the background distidims of the variable we seek to mea-
sure in the signal. In particular, thmc,, distribution of crossfeed candidate depends on the signal
Mk distribution (albeit loosely, since a crossfeed candidate signal candidate with one track
replaced by another from the othBrin the event). To subtract the crossfagd,, distribution from
our sample would require us to know the distribution that weksto measure. In addition, the
hadronic mass spectrum in other— sy processes is not precisely known, which limits our un-
derstanding the,, distribution in feed-up and feed-down background candislat/sing the sPlot
technique, we do not need to know these distributions.

To make an sPlot, we assign a weight to each candidate foroaaeforyi given by,

2. Vi fj(mes, AE)
Zj nj fj(mEs, AE)

wi(Mgs, AE) =

where the index ovej ranges over the categorief, is the jointmes—AE PDF for categoryj, and

n; is the number of events in categoyy The covariance matri¥ is given by,

! > Nk f(MEg, AE®)

e

wherei, j, andk are category indiceg indexes the candidates in the sample, aiid and AE® are
the measured values for candidate

We construct histograms of tha,, distributions for the candidates in our sample, using the
weight for each candidate computed by the sPlot formula @bdhhe statistical uncertainty on
each bin is the RMS of weights of candidates in that bin. THievidng figure shows the sPlot

distributions from one toy MC sample.
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FIGURE 62. Distributions ofn,,in a toy MC sample (points). Error bars show
statistical uncertainty from the sPlot only. The shadetbgimm shows the
distribution for truth-matched candidates in the signal MiCktail sample. The
red line shows the generator-level distribution in the aidiC sample.

To test the validity of the sPlot procedure, we apply it to 506 toy MC samples we used to study
the fit procedure. We can construtk,, distributions not only for the signal component, but for
other components as well, and compare them to the MC disitilgiwe used to generate the toy
samples. From each sample, we constructtie sPlot for each component in each mode, adding
together the distributions from four runs.

The following figure showsn,, plots for the signal component, with the bin values averaged
over the 500 toy samples. The error bars show the statistica@rtainty on the mean over the top

samples.
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FIGURE 63. Distribution averaged over 500 toy MC samplesgf, weighted
with sPlot weights of the signal component (points). Therbars show the
square root of the sample variance. The shaded histogrammstek MC-truth
distributions ofimy,, events for truth-matched signal MC candidates passing all
cuts. The generator-level distributions for the entirsalgC samples, scaled by

signal efficiencies, is shown in red.

The following two figures show the sPlai,, distributions using the weights for thedsc+BB
background category, and for the—» sy feed-down background category. The sPlot distributions

are compared to the,, distributions from the corresponding MC samples.



entries / 0.01 Ge\t? Kty

150-
100-
50-

0_I 1 1 1 1 1

0.80 1.00 120 140 160 1.80
My (GeVie?)
; Kgrr mty
entries / 0.01 Ge\¢? S

40-
20-
0-
I I I I I I
080 100 120 140 1.60 1.80
My o7 (GeVie?)

entries / 0.01 Ge\¢?

125

80 -
60 -
40 -
20-
0 i | | | | |
0.80 1.00 120 140 160 1.80
My (GeVic?)
entries / 0.01 Ge? Kgr iy

40 -
30-
20-
10-
-0-
I I I I I I
080 1.00 120 140 160 1.80
My 7 (GeVie?)

FIGURE 64. Distribution averaged over 500 toy MC samplesgf, weighted

with sPlot weights of theidsc+B B component (points). The error bars show the
square root of the sample variance. The shaded histogramsteh MC-truth
distributions ofimk ., events for candidatasdscand generid B MC passing all
cuts.
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FIGURE 65. Distribution averaged over 500 toy MC samplesgf, weighted
with sPlot weights of thé — sy feed-down component (points). The error bars
show the square root of the sample variance. The shadedtziste show the
MC-truth distributions ofr,, events for feed-dowb — sy MC candidates
passing all cuts.
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The following plot shows they,, bias: the difference between the mean value in each toy Mdt sPI

for the signal category, and thmea,, distribution for truth-matched signal events passing ati$ c
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FIGURE 66. Difference between mean of sPint,, distributions from 500 toy
MC samples and generateg,, distribution of signal MC samples. Error bars
show the uncertainty on the bias, namely the square rooeddmple variance
divided by the square root of the number of toy MC samples.
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9 Results

This chapter presents the results of applying the seleetiaifit procedures described in previ-
ous chapters to the on-resonance data sample. We unblisdytiad region only after finalizing the

selection and fit procedures.

9.1 Branching fraction fit
The table below lists parameter values obtained from thelsimeous fit to all modes of the on-
resonance data sample. Uncertainties are obtained frofit.tiEhe parabolic errors computed by

default inmiNuIT do not differ substantially from those computed with theios algorithm.)

Parameter Ktz—zty K+n'_7toy Kgn_n+y Kgn+7r0y

Bx10° 29487+ 1.258 40737+ 2.201 18503+ 2.055 45600+ 4.196
n% 41525+ 1.554 23178+ 1.178 12296+ 0.841 7653+ 0.673
n(2: 43214+ 0.899 23481+ 0.672 12002+ 0.476 8674+ 0.403
n(3: 40.653+ 1.206 24509+ 0.950 12638+ 0.674 9151+ 0.578
né 40.459+ 0.687 24141+ 0.541 10986+ 0.363 8614+ 0.322
mgg Argus¢ 0.019+ 0.001 4872+ 1.950 1807+ 2.634 0029+ 0.002
AE exponentiak —-1189+0.131 —-1.132+0.174 —-1.2444+0.248 —0.875+0.289

TABLE 44. Parameters obtained from the combined fit to the on-sesEndata
sample.

We estimate the goodness of fit using a log likelihood ratdigtic on the binnedngs—AE distri-
butions, assuming bin contents to be Poisson distributkd.statistic is given by,

ceH M g
—log/l = —IogH'_—ﬂr']_/I ,
Hl e_nI nl I/n|!
where the products run over all bins in thigs—AE distributions for the four modes and four runs,
u; is the integral of the likelihood function over binandn; is the observed number of candidates

in bini. Using 100 bins iimmgs and 30 bins inAE, we find for our fit— log A = 18284.

For sufficiently large values afi, this statistic isy? distributed. Our yields, however, are not
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large enough to assure this. We therefore estimate thébdisdbn of —log 4 using a toy MC. We
generate 5000 toy MC samples distributed according to ttesl fiikelihood function, in which the
number of samples per mode and run is identical to the yielddérdata sample. The distribution of

—log 4 over these toy MC samples is shown below. Based on thisllisitvn, we estimate the fit

probability to beP = 10%.

entries / 10 |
++ |
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o+ +
100- +* e
Ut and RSSO
e | e -
0 - 1 1 1 1 1
17900 18050 18200 18350 18500

likelihood ratio statistic

FIGURE 67. Distribution of the likelihood ratio statistie log A in 5000 toy MC
samples generated according to the likelihood functionltieg from the fit. Each
toy sample contains the same number of events as the datéesdrhp value of
the statistic obtained for the data fit is indicated by thaetbted line.
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Distributions inmgs and AE of the data sample and fit projections are shown below.
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The table below shows the normalizations of the compondritedit. These numbers estimate the

yields for signal and each background category in the daitglea

Fit component Ktz—zty K+7t_7toy Kgn'_n""y Kgn+7r0y

signal 8990+ 383 5719+ 309 1757+ 195 1644+151
crossfeed category 1 2%+ 100 1003+ 4.3 77+ 03 09+ 0.0
crossfeed category 2 24+ 133 2543+ 137 36+ 0.2 53+ 03
crossfeed category 3 B+ 18 40+ 04 540+ 6.0 329+ 37
crossfeed category 4 M+ 04 288+ 26 887+ 82 1175+ 1038
feed-up 213+ 00 830+ 0.0 645+ 0.0 392+ 0.0
feed-down 30+ 0.0 2189+ 00 1152+ 00 1079+ 0.0
udscandBB 87274 +£ 1909 50440 + 1473 24560 + 1024 18186 + 87.7
total 106485 + 1954 630524+ 1512 29653+ 1047 22866 + 89.7

TABLE 45. Yields of components of the fit to on-resonance data ctedpiiom
fitted parameters. The feed-down and feed-up componenixeden the fit to
values determined from MC. Uncertainties are calculatethferrors obtained
from the fit.
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9.2 Mk, distributions
The figure below shows tha,, sPlot distributions in the on-resonance data sample. Thi&nb
of each bin has been converted to a branching fraction byngctile fraction of the total yield to

the total measured branching fraction in that mode.
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FIGURE 69. Distributions ofn,,in the on-resonance data sample. Error bars
show statistical uncertainty from the sPlot only.
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10 Systematic Uncertainties

This chapter describes our estimates of systematic uird@taon the branching fraction and

mass spectrum measurements.

10.1 Branching fraction
In this section, we list the systematic uncertainties thatestimate for our measurements of the

B — Kzzy branching fractions.

10.1.1 BB COUNT UNCERTAINTY

The official BB count for the Run 1-4 dataset has an uncertainty of 0.6%. \&/¢his value as the

systematic uncertainty oNgg.

10.1.2 NPUT BRANCHING FRACTION UNCERTAINTY

In our fit, we assumd3(Y(4S) — BtB~) = B(Y(4S) — B°BY% = 0.5. A recentBABAR
measurement [29] has fourg{ Y (4S) — B B®) = 0.487+ 0.010 (stat.}+ 0.008 (sys.). Since the
measured value is statistically compatible with one ha#f,ocombine the statistical and systematic
error on this measurement and convert it to a relative eorobtain a 2.4% uncertainty.

The branching fractioB(K°® — K2 — z*z7) is well measured. We assign no systematic

uncertainty due to this.

10.1.3 TRACK RECONSTRUCTION EFFICIENCY

We have applied standard tracking efficiency correctiond@samples, determined by examining
tracks reconstructed by the SVT. These corrections areesuty) a 0.8% systematic uncertainty

per K* andz* candidate in our reconstructed final states (not includifigused to construck?
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candidates).

10.1.4 RMOTON RECONSTRUCTION EFFICIENCY

The efficiency forz ° reconstruction in the EMC in MC samples has been studiedyubiratio of
7 — pvtor — zv yields. This study also validates the single photon recaasbn efficiency in
MC. Based on the results of this study, we assign a 1.8% sgs$iteancertainty to the reconstruction

efficiency of the high-energy photon in our reconstrudBdandidates.

10.1.5 KXIm

The BtoXGammaskim selection criteria are very close to 100% efficient, soassume there is no

significant systematic uncertainty.

10.1.6 FMOTON SELECTION

Systematic uncertainties in the efficiencies of photoncsiele cuts have been studied as part of
the B —» K*y analysis [8] by embedding photon clusters in hadronic evand studying the
distributions of selection variables. Our photon selecitots are identical to those used in this
analysis, except that we use a slightly more restrictifeveto: a wider veto window, 25 Me\¢?
around ther® mass. We adopt the systematic uncertainties determineldisranalysis for our
photon selection criteria: a 2% uncertainty on the efficyeotcthe bump distance cut, and a 1%

efficiency uncertainty due to the” andy vetoes.

10.1.7 K* AND z* PID

We estimate the systematic uncertainties on he efficieneytahe hadronic quality cuts, Fisher
cuts, and vertex probability cuts from the efficiency difieces betweeB = * control samples and
Dz * MC, listed in table 31. We take the average discrepancy letireer = efficiency intheD z*

control sample and the efficiency Dz * MC as the systematic uncertainty on that cut. Likewise,
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we take the average discrepancy betwkeénselection efficiencies as the systematic uncertainty.

10.1.8 K2 SELECTION

We have applied standarg? efficiency corrections to MC samples, which are obtainednfia
study ofB® — ¢K2andB® — z*+D~,D~ — K2z~ decays. The systematic uncertainty to the
corrections determined in this study, which are paranmgdrby transverse momentum and polar
angle, translates to 1.3% in th&z ~z Ty mode and 1.6% in th&2z *z% mode. We assign the
larger value, 1.6%, as the systematic uncertainty forkiselection efficiency in both modes. The
efficiencies of thek? cuts measured in oud = * control sample are in agreement with efficiencies

in Dz * MC within this uncertainty.

10.1.9 79 SELECTION

The efficiency forz © reconstruction using the EMC in MC samples has been studieg the ratio

of t — pvtor — nv yields. We have applied standard efficiency corrections to MC samples
based on this study, for which the corresponding systernatiertainty is 3%. The efficiencies of
the z° mass and photon energy cuts measured inuf control sample are in agreement with

efficiencies inD z* MC within this uncertainty.

10.1.10 KSHER DISCRIMINANT CUT

The efficiencies of the Fisher discriminant cuts agree wetivieen theD 7 * control samples and
D z* MC. The absolute value of the difference between them aeerager all four modes is 1.0%,

which we assign as the systematic uncertainty on the Fishefiiciency.

10.1.11 ERTEX PROBABILITY CUT

For the vertex probability cut, we also see good agreememiees the efficiencies in thBz*

control sample data and in the corresponding MC. As with tisbd¥ discriminant cut, we assign
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the average of the absolute value of the difference, 0.7%easystematic uncertainty.

10.2 Fit bias

We assign systematic uncertainties due to fit bias basededoyiMC study presented in section 8.2.
In this study, we generated toy MC samples by choosing sigmdlbackground events from MC
samples. The table below shows the fitted branching frextameraged over 500 toy MC samples,
and the difference between the average fitted values andpl¢ branching fractions. The signal
and background components of the toy MC samples are sampledtifie same MC samples with

which we model the signal and background components of our fit

Mode Average BFx10f  BF biasx 108
Ktz —zty 2378+ 1.25 039+ 0.06
Ktz —z0 2988+209  —0.38+ 0.09
Kdr—zty 2369+ 2.10 030+ 0.09
Kz +x0y 31364+ 4.01 110+0.18

TABLE 46. Ensemble average and RMS of fit parameters over 500 fits to
independent toy MC samples, and difference from the ingutadibranching
fractions. The toy MC is generated according to out fit model.

In each mode, we assign the bias of the fitted branching émactivided by the input branching

fraction as the systematic uncertainty due to fit bias.

For themy,., measurement, we take the difference in each bin betweendhage reconstructed
Mk distribution and the generator-levek,, distribution in our signal MC sample as the systematic
uncertainty. The figures below illustrate this systematicastainty; the distributions show the
generator-levehy,, distributions, and the error bars show the bin-by-bin systiéic uncertainty

due to bias computed in this way.
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10.3 Signal and crossfeed shape systematics

To assess the uncertainty of the measured branching fnadfiee to uncertainties in the signal and

crossfeed shape parameters, we refit the data sample, ydihgrshape parameters. We perform

250 such toy fits, varying all the shape parameters simutasig according to normal distributions

with the mean and RMS values determined from the shape fitidae8.1). The following table

shows the mean branching fractions fitted in these toy fit$ tla difference between these means

and the branching fractions obtained in the main fit.

Mode Average BFx10f 5 BF x10P
Ktz—zty 2952+ 0.20 003
Ktz =70 4192+ 1.39 119
Kdr—xty 18,66+ 0.23 016
Kz +z0y 4569+ 0.71 009

TABLE 47. Mean and RMS values of branching fractions extractea 260 toy
fits to the on-resonance data sample with signal and craksfespe parameters
varied according to their uncertainties. The right colurnoves the difference
between the mean value and the value from the actual data fit.



137

We assign a systematic uncertainty in each mode due to sigdatrossfeed shape uncertainty
equal to the relative difference between the mean value fhase toy fits and the value obtained

from the on-resonance data fit.

The Crystal Ball mean parameterof themgs shape used for signal and crossfeed distributions
is not determined from MC; instead, we fix it tog in each mode. We have measured the shift of
this parameter in th® 7 * control sample (section 7.3). The shift averaged over ak and modes
is 4+0.65MeV/c?. To assess the systematic uncertainty due to the shificig we repeat the fit to
the on-resonance data sample with thparameter for signal and crossfeed distributions shifted b

0.65MeVc?. The table below shows the results of this fit.

Mode Fitted BFx10f 5 BF x10°
Ktz—zTty 2920+61264444  —0.29
Ktz—z% 4055+ 61223615 —0.19
Kdr—zty 1879+ 61309627 029
Kdr+tz0y  4533+61208159  —0.27

TABLE 48. Branching fractions extracted from fit to on-resonareta dample

with Crystal Ball parameterg for signal and crossfeed shape distributions shifted
by 0.65MeVc?. The right column shows the difference between the fittedeval
and the value from the actual data fit.

We assign a systematic uncertainty in each mode due tongkeshift equal to the relative dif-
ference between the branching fraction extracted fromfihéd the branching fraction from the

on-resonance data fit.

10.4 b — sy model uncertainty

Ouir fit includes components to account for backgrounds foom sy processes. We divide these
into three categories: feed-up frow y , crossfeed from misreconstruct&drz = y , and feed-down
from higher-multiplicityb — sy processes. We model ther y background with exclusiv® —

K*(892y andB — K;(1430y MC samples. We model thi€ 7z y background with the same
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cocktail of inclusive MC samples that we use as our signalehdatfe model the remaining — sy
processes with inclusive MC.

There is considerable uncertainty in the accuracy of the Mi@pes we use for these back-
grounds. In this section, we assess the impact on our fingltsesf variations in our procedure for

modelingb — sy backgrounds.

10.4.1 Kzwy MODEL

For B - Krrzy processes, we use our signal MC sample to study crossfeddjrbaads by

imposing a veto on MC truth, which selects crossfeed catelidanly. Our cocktail of exclusive
signal MC modes is produced with very different physics ttie@K z =y component of the inclu-
siveb — sy MC. The former is composed entirely of explicitly-specifipdmary and secondary
resonances. The latter is produced by a fragmentation mwtieth does not include the full com-

plement of kaon resonances, and also produces events iresonant decays.
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The figures below compare the generator-level distribstiofmy,,in our signal MC to those

from theKz 7y component of the generlc— sy MC.
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FIGURE 71. Generator-level distributions oi,,of events in the signal MC
cocktail (shaded) and 7z y events in the KN480 inclusivie — sy MC (curves).
Both samples are weighted to the analysis luminosity, aaghfientation
corrections have been applied to the latter. Integrals¢hvimclude overflow bins
(not shown), are noted on the plots.

The following tables show the predicted yield of crossfeadkground predicted by the exclusive

signhal MC cocktail and by the inclusile— sy MC. The first shows the yields of the two samples
normalized independently to the integrated luminosityhef tlata sample. The second shows the
same results with thB — Kz z y yield in each mode in the inclusiie— sy MC normalized to

that of the exclusive signal MC cocktail.
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Generation mode Ktz —zty K+7t_7toy Kgn'_n""y Kgn+7r0y

Ktz—zty 180 287 44 68 6 9 0 0
Ktz =70 178 375 183 301 3 4 4 8
Kdz—zty 6 11 0 1 61 104 24 28
K9z tz0 1 3 5 9 58 106 72 124

TABLE 49. Comparison of crossfeed background yields estimated &ignal
MC and fromKz zy events in inclusivdo — sy MC. For each generation and
reconstruction mode, the table shows the crossfeed yitidated from signal
MC (left) and from theKz z y component of inclusiveé — sy MC. Analysis
cuts, MCS, and MC truth veto have been applied. Yields armatized to the

analysis luminosity.

Generation mode Ktz —zty K+7t_7toy Kgn_n+y Kgn+7r0y

Ktz—zty 180 207 44 49 6 7 0 0
Ktz =70 178 216 183 173 3 2 4 5
KO —mty 6 8 0 1 61 75 24 20
K9z tz0y 1 2 5 5 58 61 72 71

TABLE 50. Identical to table 49, except that the> sy MC sample has been
renormalized to the same number of events in ééelxr y mode with
Mk < 1.8 GeV/c? at generator level as the exclusive signal MC.

The Kz zy component of the inclusive — sy predicts a substantially larger rate of crossfeed
background. Our fit procedure, however, is not sensitivenéodverall normalization oKz 7 y
production in our model. In our fit function, crossfeed backomd components are scaled by the
same floating branching fraction parameters as the sigmaponents. In effect, we measure the
Kzzy branching fractions simultaneously in the signal and d¢esss background components.
However, model uncertainty in the,, shape can affect the rate of crossfeed background because
of the cut we place on this variable. This uncertainty is §né plots on the following pages
show that there is little contribution of crossfeed cantiddromK z 7y processes with generated
Mk.x > 1.8 GeV/c?. We estimate a systematic uncertainty to account for tiesef

The following plots show thengs, AE, and reconstructedy,, distributions for theKz z y

crossfeed background, as predicted by the exclusive shj@atocktail and by inclusivédd — sy

MC. For the latter, the estimates from both from the Kagan ldadbert MC model withmg =
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4.65 GeVc? (KN465) and the from the model witing = 4.80 GeVc? (KN480) are shown, with

the fragmentation corrections measured by the semi-iivellis— sy analysis applied to both.
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FIGURE 72. Distributions oimgsin crossfeed background estimated from
exclusive signal MC (shaded), KN4&80— sy MC (solid), and KN46% — sy

MC (dotted). Generated and reconstructed modes are iedigathe upper-right
of each plot. Crossfeed betwett andK? modes are small and not shown. The
b — sy MC samples have been normalized to the exclusive signal Mipka
Candidate selection cuts, the fit region cut, and MC trutb Weive been applied.
The binned chi-square comparing the KN488» sy MC and exclusive signal
MC distributions are indicated on each plot.
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K*mmly - K*m 'y
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exclusive signal MC (shaded), KN4&0— sy MC (solid), and KN46% — sy

MC (dotted). Generated and reconstructed modes are iadigathe upper-right
of each plot. Crossfeed betwe¥ andK2 modes are small and not shown. The
b — sy MC samples have been normalized to the exclusive signal Mtplea
Candidate selection cuts, the fit region cut, and MC trutb heive been applied.
The binned chi-square comparing the KN488» sy MC and exclusive signal
MC distributions are indicated on each plot.
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Ky - Kty
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FIGURE 74. Distributions ofmg,,in crossfeed background estimated from
exclusive signal MC (shaded), KN4&0— sy MC (solid), and KN46% — sy

MC (dotted). Generated and reconstructed modes are indigathe upper-right
of each plot. Crossfeed betwett andK2 modes are small and not shown. The
b — sy MC samples have been normalized to the exclusive signal Mtplea
Candidate selection cuts, the fit region cut, except fonthg cut, and MC truth
veto have been applied.

Themk,, self-crossfeed distributions for modes containinglastimated from the signal MC cock-
tail show a peak near 1270 G&Y. Based on manual examination of MC truth listings, we aiteb
the peak toB — K;(1270y candidates which are reconstructed correctly except feraijrthe

photons from the decay of the”. In some events, the mistaken photon is chosen from elsewher
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in the event. In other events, the photon from #ifecandidate converts in the detector, and the
reconstructed photon is truth-matched to a conversiortrelec In both cases, the reconstructed
kinematic quantities can be close to the correct values fmreectly reconstructed candidate, but
MC truth matching indicates the candidate is misrecongtycso it is classified as self-crossfeed.
The following plots show the correlation between generated reconstructet,, for cross-
feed backgrounds, in the exclusive signal MC cocktail anthan KN480b — sy MC. These
plots indicate that both the inclusive and exclusive mogeédict little crossfeed fronK z 7y
events with truemk,, > 1.8 GeV/c? in our sample. We conclude that the model dependence of the

Mk < 1.8 GeVc? selection does not produce a large systematic uncertainty.
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FIGURE 75. Distributions of generatatk,, vs.reconstructedry,, in crossfeed
background estimated from exclusive signal MC. Generated@constructed
modes are indicated in the upper-right of each plot. Cressketweerk* and
Kg modes are small and not shown. Candidate selection cutg tlgifin cut,
except for themy,, cut (indicated in blue), and MC truth veto have been applied.
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FIGURE 76. Distributions of generatetl,, vs.reconstructedry,, in crossfeed
background estimated frolm— sy MC. Generated and reconstructed modes are
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are small and not shown. Candidate selection cuts and tlegitrr cut, except for
the my, cut (indicated in blue), and MC truth vetox have been applied
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We use the KN480 inclusive — sy MC sample, withKzy andKz zy events removed, to esti-

mate feed-down backgrounds. The following plots compageghample with the KN465 inclusive

MC sample.
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FIGURE 77. Distributions ofmgs and AE in feed-down background candidates

from KN480 inclusiveb — sy MC (solid) and KN465 inclusivéd — sy MC

(dashed), scaled to analysis luminosity. Candidate sefectits, the fit region cut,
and MCS have been applied. Total yields are noted or\thglots.
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FIGURE 78. Distributions ofn,,in feed-down background candidates from
KN480 inclusiveb — sy MC (solid) and KN465 inclusivéd — sy MC (dashed),
scaled to analysis luminosity. Candidate selection cutsst for themy,, cut
(indicated in blue), have been applied.

10.4.3 MODEL VARIATION

We have performed toy MC studies to assess the impact ofngathieb — sy background model
on our fit parameters. We start with the toy MC study used ini@ed0.2. We then vary the
MC samples from which we sample background processes iyhI€ samples, but keep the fit
procedure and fit components the same. The change in the moitesfitted branching fractions
indicate how sensitive the fit procedure is to the choick % sy background models.
The table below shows the result of repeating the original $ti@ly, with the feed-ugKz y

background component for generategt, > 1.1 GeV/c® sampled from theK 7y component of
inclusiveb — sy MC (instead of from exclusiv8 — K;(1430y). The components of the fit

function are unchanged.
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Mode Average BFx10° ¢ BF x10°

Ktz—zty 2378+ 125  —0.01+0.08
Ktz —x0y 29.97 4+ 2.08 010+ 0.13
Kdzr—xzty 23824223 013+0.14
Kz+z0y 3156+ 4.27 020+ 0.26

TaBLE 51. Fitted mean and RMS branching fractions for 500 toy Mdist!

with Kz y feed-up background fangk, > 1.1 GeV/c? sampled from inclusive

b — sy MC. The last column shows the difference from the branchiagtfons

in table 46.
The table below shows the result of repeating the original $i@ely, with the signal component
sampled from inclusivdd — sy MC (instead of from the exclusive signal MC cocktail). The
b — sy MC is normalized in each mode to yield the same number of dates as the signal MC

cocktail. The crossfeed background component is still $adnfsom the signal MC cocktail. The

components of the fit function are unchanged.

Mode Average BFx10° ¢ BF x10°

Ktz—zty 23804+ 1.19 002+ 0.08
K+z 70 2973+197  -014+0.13
Kdz—xty 2341+213  -028+0.13
K9z +z0y 3156+ 3.93 020+ 0.25

TaBLE 52. Fitted mean and RMS branching fractions for 500 toy Mdist!
with the signal component sampled from normalized inckibiv> sy MC. The
last column shows the difference from the branching fractio table 46.

The table below shows the result of repeating the original $ti@@ly, with the crossfeel{z z y
background component sampled from includive> sy MC (instead of from the exclusive signal
MC cocktail). TheKzzy component from inclusive — sy MC is normalized to the generator-
level Kz y yield, without cuts, of exclusive signal MC cocktail. Thesal component is still

sampled from the signal MC cocktail. The components of thiaifittion are unchanged.
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Mode Average BFx10° ¢ BF x10°

Ktz—zty 2407+ 1.17 029+ 0.08
Ktz —x0y 29.94 4 2.05 006+ 0.13
Kdr—xzty 2392+ 211 023+0.13
Kztz0y 3128+403  —0.08+0.26

TaBLE 53. Fitted mean and RMS branching fractions for 500 toy Mdist
with Kz 7y crossfeed background sampled from renormalized inclusive sy
MC. The last column shows the difference from the branchiagtions in
table 46.
The table below shows the result of repeating the original $ildly, with the feed-dowb — sy
background component sampled from KN465 includive> sy MC (instead of from KN480

b — sy MC). The fragmentation corrections measured in the samlediveb — sy analysis are

applied to both. The components of the fit function are unghen

Mode Average BFx10° ¢ BF x10°

Ktz—zty 2392+ 1.28 013+ 0.08
Ktz —x0y 20874+219  —0.00+0.14
Kdz—xty 2287+197  -0.82+0.13
K9z +z0y 3160+ 4.26 023+ 0.26

TAaBLE 54. Fitted mean and RMS branching fractions for 500 toy Mdist
with feed-down background sampled from KN465 includive> sy MC. The last
column shows the difference from the branching fractiornslle 46.

The table below shows the result of repeating the original $1€ly, with the feed-dowb — sy
background component increased by 12%, the world averaggrtamty on thd — sy branching
fraction. The feed-down component is still sampled from BN4nclusive MC. The components

of the fit function are unchanged.

Mode Average BFx10f & BF x10°

Ktz—azty 2381+ 1.19 003+ 0.08
Ktz—z0% 3011+ 2.05 023+ 0.13
Kdr—zty 2397+216 028+ 0.13
K9z +z0y 3122+442  —015+027

TABLE 55. Fitted mean and RMS branching fractions for 500 toy Mdist!
with feed-down background sampled with a 12% increased! yighe last column
shows the difference from the branching fractions in talsle 4



151
10.4.4 MODEL SYSTEMATIC UNCERTAINTIES

For each of the toy MC studies described in the previous @gctve take the difference between
the average fitted branching fraction in each mode (table§%)1 and subtract from it the average
fitted branching fraction in the same mode in the original M@ study (table 46). We add these
differences in quadrature to obtain systematic uncemtaimtue tdo — sy background models.

We perform a similar procedure for uncertainties in the, measurements. We take the dif-
ference between the average sPlot distributions in the fraddioy MC studies, and subtract the
average sPlot distributions in the original toy MC study. sl in quadrature the differences in
each bin to arrive at a systematic uncertainty in each bintollbe— sy background models. We
exclude from this calculation the toy MC sample in which wepéed the signal component from
b — sy MC, since the generatatk,, spectrum is different.

The figures below illustrate this systematic uncertainiyg distributions show the generator-
level mk,, distributions, and the error bars show the bin-by-bin gysiiic uncertainty due to bias

computed in this way.
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The systematic uncertainty in thmac,, distribution due tdo — sy model variation is small com-

pared to the statistical uncertainty in our data sample. Weetore neglect this systematic uncer-
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tainty when presenting the distribution.

10.5 Peaking backgrounds

Table 24 lists the candidate yields in peaking backgrourahichls we have studied in which the
entire final state is produced by a sin@e The largest contribution is 1.4 candidates expected in the
K+z -7ty mode. We assign the expected number of peaking events ateenayis uncertainty to
the yield measured in each mode. We expect that candidatestfrese decay processes with one
or more tracks in the final state taken from the other sideeétlent are modeled adequately by the

genericB MC.
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10.6 Combined systematics

The following table is a summary of systematic uncertaintie the measured branching fraction in

each mode.
Source Ktz—zty K+n'_n'0y Kgn_n+y Kgn+7r0y
BB count 0.6% 0.6% 0.6% 0.6%
Y (4S) branching fraction 2.4% 2.4% 2.4% 2.4%
photon efficiency 1.8% 1.8% 1.8% 1.8%
photon selection efficiency 2.0% 2.0% 2.0% 2.0%
79 andy veto efficiency 1.0% 1.0% 1.0% 1.0%
tracking efficiency 1.4% 1.1% 1.1% 0.8%
7= PID efficiency 1.4% 1.0% 1.4% 1.0%
K= PID efficiency 4.2% 4.2%
Kg selection efficiency 1.6% 1.6%
70 selection efficiency 3.0% 3.0%
Fisher cut efficiency 1.0% 1.0% 1.0% 1.0%
vertex probability cut efficiency 0.7% 0.7% 0.7% 0.7%
fit bias 1.6% 1.3% 1.3% 3.5%
b — sy background model 1.4% 1.0% 4.0% 1.3%
peaking backgrounds 0.2% 0.1% 0.0% 0.6%
mgs shift 1.0% 0.5% 1.6% 0.6%
shape parameters 0.1% 2.9% 0.9% 0.2%
total 6.6% 7.5% 6.5% 6.6%

TABLE 56. Summary of systematic uncertainties to the fitted briawgcaction
in each mode.
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11 Conclusions

In this analysis, we have measured the branching fractibtieegadiative penguin decady —

Kz zy infour charged modes. The results are,

B(BT = Ktz~zty) (2.95+ 0.13(stat) & 0.19(syst)) x 107°

B(B® - Ktz z%) = (4.07+0.22(stat) + 0.31(syst)) x 107>
B(B® —» K%z*z7y) = (1.85+ 0.21(stat) + 0.12(syst)) x 107>

BBt - K%z *z%) = (4564 0.42(stat) & 0.30(syst)) x 107> .

The branching fractions we measure in thezr ~ modes are in agreement with previous measure-
ments. The twor *z° modes were previously unobserved. The large branchingjdrecwe have
established for these and substantial candidate yieldsawe dbtained in our data sample provide
encouragement that measurements of the photon polarizatithese modes will be possible in

larger futureB factory data samples.
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We have also measured the spectrum ofkher invariant mass in these decays, shown below.

BFx106/0.02 GeVe2 B -K'm'y  BEx106/0.02 GeVe2 BO-K*mnly
0 f o (LI
1.00- } H%ﬁﬂ +++ 20° " fitt H ot
10,00~ e “‘wi‘“ﬁ T fi B oo gty : i 4 i
| * | | | | _2'0_| | | | |
080 1.04 130 156 1.80 0.80 1.04 130 156 1.80
Mgz SPlot (GeVi?) My SPlot (GeVi?)
BFx106/0.02 GeVe2 BO-KOmm'y  BEx106/0.02 GeViE B* - Koy
10.0-
2.00- ! |
5.0-
TOR—— S 1“ S—— i wﬁﬁﬂ” %T
. . 2 ¥ ¥ s
-1.00- t
080 104 130 156 180 080 104 130 156 180
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FiIGUure 80. Distributions ofn,,in the on-resonance data sample. Error bars
show statistical uncertainty from the sPlot only; these iharte the systematic
uncertainties due tb — sy models.
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