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Abstract

The term “granular material flow” is applied in the literature to particulate flows
such as the flow of coal down an inclined chute, the discharge of grains from a hopper
or the motion of debris in a landslide. In these flows, the material has an overall
bulk motion; however, individual particles may collide, roll or slide against each
other, and may interact with the bounding surfaces. Hence, the individual particle
motions are composed of a mean velocity component and a fluctuating, or random,
velocity component. An analogy is drawn between this random motion and the
random motion of molecules. As a result, much of the theoretical analysis of these
flows has developed from concepts derived from dense-gas kinetic theory. Although
this random velocity component is a key property in analytical studies, there have
been few attempts to measure its magnitude in experimental studies. In the current
work, measurements were made of two components of the average and fluctuating
velocities in the flow of granular material in a vertical chute for flows with different
particle and boundary properties. The fluctuation velocities were highly anisotropic,
with the streamwise components being 2 to 2.5 times the magnitude of the transverse
components. Increasing the surface roughness of the particles reduced the fluctuation
velocities significantly.

Another area of considerable industrial interest is particle mixing in monodisperse
and polydisperse particle flows. Because of the random component of particle motion,
the particles can exhibit a diffusive motion similar to that found in gases and liquids.
In the second part of this work, local self diffusion coefficients were measured in the
granular flow using image processing techniques to track individual particles. The

influence of flow shear rates and fluctuation velocities on the self diffusion coefficients
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was investigated. The self-diffusion coeffecients were found to increase with the shear
rate and the fluctuation velocity, with the coefficients in the streamwise direction
being an order-of-magnitude higher than those for the transverse direction. The
surface roughness of the particles led to a decrease in the self-diffusion coefficients.

The effect of shearing on the convective heat transfer from a heater immersed in a
granular flow was investigated experimentally. Comparisons were made with previous
experiments and with results obtained for unsheared plug flows. The results indicated
that the medium density close to the wall played a critical role in determining the
overall heat transfer.

Finally, theoretical solutions, based on a combination of the dense-gas kinetic
theory and an empirical friction model, were generated to study and compare exper-
imental and theoretical results for velocity profiles and heat transfer characteristics
in vertical, fully developed granular flows. The results indicated good agreement
between theoretical and experimentally measured mean velocity proflies but the fluc-
tuation velocity magnitudes were usually underpredicted by the theoretical solutions.
There was qualitative agreement between experimental and theoretical results for

convective heat transfer.
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Chapter 1 Introduction

The term “granular material” refers to any assembly of a large number of discrete
solid particles dispersed in a fluid. The flow of coal down an inclined chute, the dis-
charge of grains from a hopper or the motion of debris in a landslide are all examples
of granular material flows. Such flows are of significant relevance in a number of
chemical, pharmaceutical, fertilizer and food processing industries, where many pro-
cesses involve the handling of material in granular or powdered form. Some typical
examples encountered in industry are the dehydration of grain prior to storage, the
handling and conveying of foodstuff prior to packaging, and the calcination of lime-
stone. Numerous industrial applications in the cosmetics, chemical, pharmaceutical
and detergent manufacture industries also involve the mixing of different materials
in granular form. Furthermore, many of the above mentioned industrial applications
also include processes involving heat transfer either to or from the granular materials.
Most industrial design and development of equipment to handle, store, transport, mix
or heat granular materials is based mainly on empirical approaches. However, over
the last couple of decades, significant research efforts have been directed at obtaining
a better theoretical and experimental understanding of the rheological, heat transfer
and mixing characteristics of such flows.

A typical granular flow consists of the solid granular component dispersed in an
interstitial fluid, usually air. Bagnold (1954) identified three broad regimes of granular
flow behavior based on the relative contribution of the interstitial fluid towards the

overall dynamics of the flow. These regimes were distinguished by a dimensionless



quantity, the “Bagnold number” Ba,

1 dua:
Ba = Azp,o? ( a0y ) [is, (1.1)

where o is the diameter, A is a function of the solid fraction, p, is the particle density,
du/dy is the shear rate and py is the dynamic viscosity of the interstitial fluid. The
Bagnold number is equivalent to the Reynolds number in that it is a ratio of the
inertial forces to the viscous forces in the granular flow. For values of Ba < 40, the
flow is characterized as being “macroviscous”, with the viscosity of the interstitial
fluid playing a dominant role in determining the dynamics of the flow. Values of
Ba > 450 characterized a “grain-inertia” regime, where the dynamics of the flow are
determined primarily by particle-particle interactions and the interstitial fluid plays
a negligible role. However, as discussed later, in detail, the interstitial fluid always
plays a crucial role in determining the convective heat transfer characteristics of such

flows, irrespective of the flow regime.

1.1 Research Developments in Granular Flows

1.1.1 Constitutive Relations

Over the past two decades, significant efforts have been made to describe the flows
of granular materials in terms of concepts borrowed from dense-gas kinetic theory
(Chapman & Cowling 1971). While a granular flow has an overall bulk motion, the
individual particles making up the material may collide, roll or slide against each
other, and may interact with the bounding surfaces. Hence, the individual particle
motions are composed of a mean component and a fluctuating, or random component.
An analogy is drawn between this random motion and the random motion of molecules
in a dense gas. Ogawa (1978) used the term “granular temperature” to quantify the

random motions of particles about the mean velocity. The granular temperature is
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defined as the average of the sum of the squares of the three fluctuating velocity
components. Since the granular temperature is a measure of the specific random
kinetic energy of the flow, it replaces the thermodynamic temperature in the dense-gas
kinetic theory based analysis of rapid granular flows. However, significant differences
exist between the interactions amongst gas molecules in a dense gas and particlesin a
granular flow. Unlike the collisions between molecules, the collisions between granular
particles are inelastic and always involve a dissipation of the random kinetic energy.
Hence, in order to sustain the flow, it is necessary to supply fluctuation energy to the
system, either through shear work or through vibration. Otherwise, in the absence
of any fluctuation energy source, the granular materials would ultimately clump into
a single mass (McNamara & Young 1992). These analogies between dense gases and
granular flows are expected to be valid in the “rapid granular flow” regime, (Campbell
1990) characterised by high shear rates and low to moderately high solid fractions in
the flows.

As in the case of dense gases, the transport phenomena in the rapid granular flow
regime are determined by two mechanisms. The first is the streaming, or kinetic, mode
which accounts for the transport of particle properties as the particles move freely
across void spaces in the flows. The second mechanism is the collisional mode, which
accounts for transfer of momentum during collisional interactions between particles.
The kinetic mode is dominant at low solid fractions because the particles can “stream”
over longer distances. The collisional mode dominates at higher solid fractions as the
increased proximity of particles increases the frequency of collisions.

Savage & Jeffrey (1981) and Jenkins & Savage (1983) were responsible for the
initial development of constitutive models for granular flows based on dense-gas ki-
netic theory. They derived integral forms for the stress and fluctuation energy flux
- due to the collisional interactions between the particles. Lun et al. (1984) used ele-

ments of the Chapman-Enskog dense-gas kinetic theory ( Chapman & Cowling 1971)
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to develop the kinetic theory for granular flows of slightly inelastic particles. Both
collisional and streaming modes of transport were included, enabling the theory to
be extended to dilute systems as well. Furthermore, Lun et al. (1984) acknowledged
the fact that the presence of gradients in the velocity, density and granular tempera-
ture profiles in a rapid granular flow meant that the system was not in a equilibrium
state and hence could not be described by a Maxwellian velocity distribution func-
tion. They were successful in incorpbrating a first order correction for the velocity
distribution function, though it entailed an assumption of collisional isotropy.

Jenkins & Richman (1985) extended the kinetic theory treatment to treat inelastic
particles using Grad’s method of moments. Farrell et al. (1986) extended the kinetic
theory model to investigate simple shear flows of binary mixtures of smooth, inelastic,
spherical particles, considering only the collisional mode of property transport. Lun &
Savage (1987) extended the theory of Lun et al. (1984) to flows of rough, inelastic an
spherical particles by introducing a roughness coefficient to account for the effects of
surface friction in collisions between particles. The presence of particle surface friction
led to particle rotational velocity fluctuations; the presence of rotary inertia usually
reduced stresses within the flow field. This study only considered the collisional
mode of property transfer. Lun (1991) extended the last study by considering the
streaming contribution to the transport phenomena as well. Jenkins & Richman
(1988) introduced an anisotropic Maxwellian velocity distribution function into their
kinetic theory analysis of the plane simple shear of smooth inelastic circular disks in
order to study the anisotropy of the second moments. Richman & Oyediran (1992)
incorporated the effects of grain size reduction, due to collisions, within a typical
kinetic theory model. All the above mentioned works are limited by the extreme
complexity involved in extending their results to general flow situations with non-
uniform shear fields. Goldshtein & Shapiro (1995) also modified the Chapman-Enskog

theory to derive the Euler-like hydrodynamic equations for a system of moving spheres
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of constant roughness and elasticity, considering only the collisional motion. Their
solution form is appropriate for the description of rapid shearless motions of granular
materials, especially in vibrofluidized regimes.

The constitutive models based on dense-gas kinetic theory are more appropriate
for the rapid granular flow regime, where particle interactions are characterized by
short-durational collisional contacts. Such flows are usually driven by very high rates
of deformation. There also exists a wealth of literature dealing with the behavior of
granular materials subjected to slow deformation; i.e. in the “quasi-static” regime.
Particle interactions in the quasi-static regime are predominantly long-duration and
involve significant relative sliding or rolling. Historically, attempts at modeling flow
behavior in this regime have drawn extensively from results derived in the area of
soil mechanics and plasticity. Examples of work in this area include Goodman &
Cowin (1971), Savage (1979), De Josselin de Jong (1971) and Mandl & Fernandez-
Luque (1970). None of these models account for motion at the microscopic scale of
individual particles.

A large number of granular flows of practical interest fall in a transitional regime
where both long-duration frictional and short-duration collisional or translational in-
teractions play significant roles. Johnson & Jackson (1987) proposed constitutive
relations for such flow regimes by assuming the total stress to be a simple sum of
the frictional and collisional-translational contributions. They used the relations de-
rived by Lun et al. (1984) to determine the collisional-translational contributions,
and assumed a simple plane-shear Coulombic yield criterion to describe the frictional
interactions. Johnson et al. (1990) and Anderson & Jackson (1992) used this model
to investigate flows in inclined chutes and attempted to make comparisons with ex-

perimental observations. This theory is described in detail in section 2.1.2.



1.1.2 Experimental Studies

Experimental work in the area of granular materials is still limited, and confined to
simple geometries. Some notable examples of such work in vertical chutes or channels
include Takahashi & Yanai (1973), Savage (1979), Nedderman & Laohakul (1980),
Hsiau & Hunt (1993a) and Tuzun et al. (1982). Studies on inclined chutes include
those of Johnson et al. (1990), Savage (1979), Augestein & Hogg (1978), Drake (1991),
Patton (1985) and Ahn (1989). Studies in shear cells include those of Savage & Sayed
(1984), Hanes & Inman (1985) and Wang & Campbell (1992). The inability to make
accurate measurements of velocity, granular temperature or fluctuation velocities, and
solid fractions have severely limited the opportunities availiable for experimentation
in the field of granular flows. Ahn, Brennen & Sabersky (1991) and Hsiau & Hunt
(1993a) measured mean and fluctuation velocities in the streamwise direction using
fiber-optic probes. Drake (1991) measured both fluctuation velocity components in a
two-dimensional, high-shear-rate low-density flow down an inclined chute one parti-
cle thick, using high speed photographic techniques. The latter work also presented
evidence that the fluctuation velocities were anisotropic. Recent experimental efforts
have focussed on making measurements of density within the bulk of the flowing ma-
terial. Techniques considered include Magnetic Resonance Imaging (Nakagawa et al.
1993) and gamma-ray tomography (Hosseiniashrafi & Tuzun 1993). Such intrusive
techniques usually restrict the nature of materials that may be used during the course
of the experiments. All the kinetic theory models require precise values for the phys-
ical properties of individual particles like the coefficients of restitution and friction.
Foerster et al. (1994) and Mullier et al. (1991) made measurements of single particle

coeflicients of restitution and friction respectively.



1.1.3 Computer Simulations

Given the inherent limitations in performing reliable and exhaustive experiments,
significant attention has been devoted in recent years towards the simulation of gran-
ular flows in a variety of geometries and flow situations. Typically, such simulations
are based on models derived from Molecular Dynamics. A large number of parti-
cles (usually disks or spheres) are placed in a desiréd geometry and assigned initial
random values of translational and rotational velocities. The particles are allowed
to collide with each other and sufficient time is allowed to elapse in order to achieve
a steady state. Subsequently, it is possible to calculate the mean and fluctutational
velocities, the density profiles as well as the values of the components of the stress
tensor. The advantage of such simulations lies primarily in the fact that they enable
one to maintain significant control over a large number of physical and geometrical
parameters like coeflicients of friction and restitution, particle sizes, domain dimen-
sions etc. It would be extremely tedious to perform actual experiments over such a
wide range of parameters. Apart from being used to validate the constitutive models
based on kinetic theory, such simulations have been used in recent years to examine
flows in situations for which no reliable theoretical analyses have been attempted on
any reasonable scale, e.g. in vibrated beds or in transitional flows in vertical hopper-
bin configurations. Notable examples of work in the area of such simulations are
Campbell & Brennen (1985), Walton & Braun (1986), Louge (1994), Walton (1992),
Wassgren (1997) and Langston et al. (1994).

1.1.4 Boundary Conditions

Most theoretical analyses of granular flows are also hindered by the complexity of
conditions to be assumed at boundaries, either at the bounding walls or between two

distinct phases within a flow. Unlike Newtonian flows, no-slip conditions are rarely
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encountered in most practical granular flows. Invariably, slip is present at the walls.
The extent of slip depends on a variety of factors like particle and wall coefficients of
restitution and friction, and the nature and size of asperities at the wall. The existence
of slip, coupled with shearing of the flow at the wall, generates shear work which may
be converted into fluctutating kinetic energy of the individual particles. This energy
is usually dissipated into pure heat either by inelastic collisions or due to frictional
interactions between particles. However, collisional or frictional interactions between
particles and the bounding walls may also dissipate the random kinetic energy. Con-
sequently, the bounding walls may serve as sources or sinks of fluctuating energy.
As a result, the general flow field of a granular flow cannot be solved independantly
of the conditions at the boundaries. Jenkins & Richman (1986) used kinetic theory
arguments and a Maxwellian fluctuation velocity distribution to balance momentum
and energy generation, flux and dissipation between flows of smooth, nearly elastic,
circular disks and a bumpy boundary. However, apart from the limitations imposed
by the assumption of a Maxwellian fluctuation velocity distribution, this work suffered
from the additional drawback that the statistical averaging procedure involved the ex-
pansion of the fluctuation velocity distribution about a location not accessible to the
center of any particle within the flow. Consequently, the location where the bound-
ary conditions applied did not coincide with the location of the physical boundary
encountered by particles adjacent to the boundary. Richman (1988) rectified this de-
fect and extended the work to study flows of identical, smooth, nearly elastic spheres
using a modified, more elaborate fluctuation velocity distribution function. Later,
Richman & Marciniec (1990) continued the work to derive boundary conditions for
granular flows at bumpy boundaries. Jenkins (1992) employed Coulombic friction,
and both tangential and normal restitution to study boundary conditions for rapid
granular flows with flat, frictional walls. Johnson & Jackson (1987) included frictional

effects to derive equations for momentum and fluctuation energy balance at the walls
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for the case of plane shear flows. These boundary conditions are discussed in detail
in section 2.2.

In many instances, phase boundaries are encountered within the granular flows.
Typical examples include funnel flows in hoppers, and some flows in vertical chutes,
where a low-density flow regime may exist adjacent to a high-density, nearly-packed
solid plug regime. Jenkins & Askari (1991) tried to model this flow by considering a
momentum and energy balance at the interface between the two flows. They assumed
the “solid” phase to be composed of highly agitated particles exchanging momentum
and energy through collisions, but with no mean bulk motion. The low density flowing
regime was modeled using standard kinetic theory arguments. Yi & Campbell (1992)
asserted that it was unrealistic to assume such a sharp transition from a rapid flow
regime to a solid state and that any transition from fluid-like rapid flow behavior
to a solid-like behavior would be through an intermediate quasi-static state. Such a
quasi-static state is characterized by long-duration contacts between particles unlike

the binary collisions assumed in kinetic theory.

1.1.5 Mixing and Segregation

Another area of considerable research and industrial interest is particle mixing and
segregation in monodisperse and polydisperse flows. Numerous applications in the
chemical, pharmaceutical and food industries require the homogenization of mixtures
of components that may vary in size, density, shape and surface properties. However,
such property differences often promote segregation of the components, especially
if the mixture is sheared or subjected to vibration. Scott & Bridgewater (1976),
Tuzun & Arteaga (1992), Arteaga & Tuzun (1990), Dolgunin & Ukolov (1995), Ristow
(1994), Baumann et al. (1994), Hill & Kakalios (1994), Zik et al. (1994), Peciar et al.
(1994), Savage & Lun (1988), Johanson (1978) and Stephens & Bridgewater (1978)

are some of the researchers to have studied problems of percolation and segregation
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in polydisperse mixtures in a variety of different geometries. Williams (1976), Savage
(1987), Poux et al. (1991) and Savage (1993) have reviewed developments in the area
of mixing and segregation.

The existence of random components of particle velocities in granular flows leads
to the possibility of the existence of diffusive particle motion, in monodisperse flows,
analogous to that found in gases and liquids. Studies based on kinetic theories by
Savage & Dai (1993) and by Hsiau & Hunt (1993b) define a granular self-diffusion
coefficient that is proportional to the square root of the granular temperature and
the particle diameter and is analogous to the corresponding coefficient for gaseous
self-diffusion (Chapman & Cowling 1971). Studies based on kinetic theory show a
strong dependence of the granular temperature on shear rates, and therefore the
self-diffusion coeflicients are expected to be functions of shear rates as well.

Several experimental studies have sought to investigate this relation between shear
rates and self-diffusion coefficients. Hwang & Hogg (1980) examined the dependence
of the transverse diffusion coefficients on the shear rate for flows in an inclined chute.
Scott & Bridgewater (1976) studied the diffusive process in a simple shear cell sub-
jected to reciprocating strains. Their results were later corrected by Bridgewater
(1980) by appropriately accounting for Taylor dispersion effects. Buggisch & Loffel-
mann (1989) investigated the effect of shear on diffusion in an assembly of polydisperse
vertical cylindrical rods in a Couette apparatus. Zik & Stavens (1991) conducted
experiments on a vertically vibrated layer of grains, and measured diffusive displace-
ments in the transverse direction. A similar vibratory experiment was also performed
by Hunt et al. (1994). This experiment demonstrated that, for thin beds, the particle
mixing in the direction of vibration was diffusive and could be modelled using the
diffusion coefficient as defined by Savage & Dai (1993) and Hsiau & Hunt (1993D).
All these experiments indicated that granular mixing could be modeled as a simple

self-diffusive process. However, none of these experiments made actual measurements
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of the fluctuation velocities. Savage & Dai (1993), Campbell (1993a) and Dai (1993)
conducted computer simulations based on molecular dynamics models to examine
self-diffusion in simple unbounded shear flows. Dai (1993) considered the effect of
particle surface roughness. Hsiau & Hunt (1993a) studied the evolution of the mix-
ing layer at the center in a vertical channel flow. They examined the influence of
different wall conditions, chute widths and particle diameters on the diffusive process
and measured the streamwise mean and fluctuation velocity profiles using fiber-optic
probes. However, they did not make any measurements of the transverse fluctuation
velocities. Furthermore, their diffusion studies were confined to the central uniform
flow regime, and hence relationships between the shear rates and the diffusion coeffi-
cients could not be examined. They also did not examine diffusion in the streamwise
direction.

In the areas of highly viscous suspensions, several studies, such as Eckstein et al.
(1977) and Leighton & Acrivos (1987a), investigated the effect of the shear rate on the
self diffusion coefficients. Both of these experiments used a Couette device to study
the diffusion of a single tracer particle in the direction transverse to the direction of
mean motion. Bossis & Brady (1987) investigated the self diffusive behavior of sheared
concentrated suspensions using Stokesian Dynamics simulations. In addition, there
have been investigations into the effect of an inhomogenous shear field on the net
migration of particles in suspensions (Nott & Brady 1994, Leighton & Acrivos 1987b,
Jenkins & McTigue 1990).

1.1.6 Heat Transfer in Granular Flows

While the flow characteristics of granular media have been the subject of intensive
investigation in recent years, studies of heat transfer in such media, both experimental
and theoretical, have been relatively few in number even though convective heat

transfer to solid-gas flows is encountered in numerous process applications. While the
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effects of the interstitial fluid are neglected while studying the dynamical behavior of
most granular flows, it plays a vital role in the heat transfer process. Sun & Chen
(1988) showed that in most cases, the heat transfer due to conduction at particle-
particle and particle-wall contacts contributes negligibly to the overall heat tranfer
process unless the particles have very high conductivities and are placed in a vacuum.
Hence, the dominant mode of heat transfer is through heat exchange between the
particles and the interstitial fluid. Furthermore, in the case of spherical particles, the
local solid fraction immediately adjacent to a wall is always zero, and all heat transfer
from a heated wall is through the interstitial fluid. Schlunder (1982) reviewed some of
the earlier work in the area. Sullivan & Sabersky (1975) investigated the convective
heat transfer from a flat plate immersed in a flowing granular medium in a vertical
hopper-bin arrangement. They attempted to model the behavior of the fluid layer
immediately adjacent to the heated surface in terms of a contact resistance that was
directly proportional to the “effective” thickness of the interstitial fluid layer adjacent
to the wall and inversely proportional to the diameter of spherical particles in the
granular medium. It was expected that the contact resistance should have the same
numerical value for geometrically similar arragements of particles adjacent to the wall.
Conversely, any changes in the boundary conditions or particle sizes and shapes would
alter the value of the contact resistance. Sullivan & Sabersky found good agreement
between their measurements and their theoretical model. However, most of their
experiments were performed in the plug flow regime with negligible variations in flow

densities adjacent to the heated plate.
Spelt et al. (1982) extended Sullivan & Sabersky’s work to investigate heat transfer
to flows in an inclined chute at much higher velocities. They observed good agreement
between their data and Sullivan & Sabersky’s (1975) theoretical model for slow high-
density flows, but found that beyond a certain flow speed, for a given material and

depth of flow, the Nusselt number decreased with increasing Peclet numbers (or de-



13

creasing particle residence times adjacent to the wall). Patton et al. (1986) and Ahn
(1989) also examined heat transfer in the inclined chute geometry and determined
that at low flow velocities, the Nusselt number increased as particle residence times
adjacent to the walls decreased, but beyond a certain point, any further decrease in
particle residence times adjacent to the wall reduced the heat transfer coefficients.
However, in the last two cited works, a measured average value of flow density was
used to calculate the average flow velocity and hence all data for a particular material
collapsed onto a single curve, unlike the results of Spelt et al. (1982). In the latter
work, the static density of the bulk material was used to determine the flow velocity
and hence a separate curve was obtained for each depth of flow. Patton (1985) de-
rived a model based on the Reynolds analogy to extend Sullivan & Sabersky’s work
to flows with varying solid fraction. However, this model assumed that heat transfer
within the bulk (away from the wall) was dominated by particle mixing. Ahn (1989)
used finite different methods to developﬁ numerical solutions for the convective heat
transfer problem. He assumed the flow to be of uniform velocity but with a density
gradient adjacent to the wall. This density gradient was determined from the value
of the mean solid fraction and was approximated by a cubic profile.

All the studies cited above, with the exception of Sullivan & Sabersky (1975),
recognized that the density of the flow close to the heated surface played a crucial
role in determining the heat transfer characteristics of the granular flow. Gelperin
& Einstein (1971) showed that for a solid-gas bulk material, the conductivity due to
molecular conduction decreased significantly with a decrease in solid fraction. The
conclusions reached from the studies cited above were that at high densities and low
flow rates, there was little change in the density of granular material close to the
wall; as a result, the value of the contact resistance at the wall remained reasonably
constant. However, at higher flow rates, due to shearing-induced dilation of the flow

close to the wall, there was a progressive increase in thermal resistance adjacent to
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the wall. When coupled with lower bulk densities, there was a progressive decrease
in heat transfer with a decrease in particle residence times adjacent to the wall.

In contrast, Wang & Campbell (1992) and Hunt & Hsiau (1993b) showed, that for
low-density, highly-sheared flows, the thermal conductivity may actually increase with
shear rate, because at low densities, the highly agitated particles could stream across
longer distances leading to an enhancement of thermal mixing. Wang & Campbell
(1992) performed their experiments in an annular shear cell. Hsiau & Hunt (1993b)
used kinetic theory arguments to arrive at a streaming thermal conductivity value that
was directly proportional to the square root of the granular temperature and varied
inversely with the solid fraction of the material. Hence, it seems that for sheared
flows, there may be two factors operating in opposition to one another as densities
are reduced close to the wall. While the molecular conductivity goes down with
increasing dilation, there is a possibility of an increase in the streaming contribution
to the overall conductivity.

While few efforts in the area of granular flows have considered density effects close
to the wall, Kubie & Broughton (1975) attempted to include the effects of void fraction
variations close to the heat-transfer surface in their model describing heat transfer to
gas fluidized beds. Kubie (1985) also tried to relate the contact resistance at the wall
to the statistical variation of thermal properties in the vicinity of the heat-transfer
surface. An earlier work, Botteril & Desai (1972) also identified particle packing
density and mobility near the heated surface as being important factors governing

heat transfer to a fluidized or packed bed.

1.2 Overview of Thesis

The analytical background for most of the work in this thesis is discussed in Chapter

2. Sections 2.1 and 2.2 describe the kinetic theory of Lun et al. (1984) along with
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the modifications of Johnson & Jackson (1987) incorporating some frictional features.
The governing equations and the boundary conditions are discussed in detail, espe-
cially in the context of the vertical channel flows studied in this work. Section 2.3
gives an overview of the theoretical background describing diffusion phenomena, es-
pecially in monodisperse systems. The appropriate equations describing heat-transfer
in granular flows are presented in section 2.4.

Experimental apparatus and procedures for determining velocity profiles and self-
diffusion coefficients for granular flows in vertical chutes are described in Chapter 3.
The image-processing methods used to identify and track particles are discussed in
detail in section 3.1. Data pertaining to the velocity profiles is presented in section
3.2 while the results for the self-diffusion experiments are presented in section 3.3.

Chapter 4 describes the heat-transfer experiments in detail. The apparatus and
procedure are discussed in section 4.1 while the experimental data and results are
discussed in section 4.2.

Chapter 5 examines the numerical solutions of the momentum and energy equa-
tions discussed in Chapter 2 and attempts to compare the results with experimentally
obtained data. The effects of particle properties like size and coefficient of restitution
are considered, along with the effects of the boundary on both momentum and heat
transfer. Comparisons are also made between theoretical and experimental values of
the self-diffusion coefficients.

Chapter 6 summarises the wori( performed for this thesis and identifies its con-

clusions and limitations.
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Chapter 2 Analytical Background

2.1 Constitutive Equations

As stressed in the introduction, most of the theoretical developments in the area of
granular flows over the last two decades have centered around the use of concepts
based on dense-gas kinetic theory. The work of Lun et al. (1984) forms the basis
of most of the discussions pertaining to kinetic theory in this work. However, the
theory of Lun et al. restricts all particle interactions to take the form of instan-
taneous binary collisions and does not account for any frictional contacts between
particles. Such a description is better suited for granular flow regimes that involve
rapid deformation and have relatively low flow densities. When deformétion rates are
low, particles are much closer together and inter-particle contacts are sustained for
long durations and the dynamics are more of a frictional nature. Most real granu-
lar flows, and flows investigated during the course of experiments in this work, are
somewhat intermediate in nature and display features of both frictional and colli-
sional interactions. As noticed in the current set of experiments, granular flows often
exhibit phase boundaries between high-density low-deformation and low-density high-
deformation regimes. Johnson & Jackson (1987) proposed constitutive relations and
boundary conditions for the intermediate case that assumed stresses to be a simple
sum of the contributions from the two extreme sources. They assumed the collisional-
translational contributions to be of the form prescribed by Lun et al. (1984). The
frictional contributions were based on a Coulombic, empirical, macroscopic model.

This development is described in the latter part of this section.
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2.1.1 Kinetic Theory Contributions

In order to model the random motion of particles in a manner consistent with dense
gas kinetic thery, it is essential to assume a single particle velocity distribution funci-
ton analogous to the Maxwellian distribution assumed for gas molecules. However,
granular flows are not equilibrium flows and particle motions are not self-sustaining;
unlike the case for gas molecules, particle collisions are inelastic and there is a con-
tinuous dissipation of energy. The existence of such a dissipative mechanism leads
to the presence of gradients in velocity, density and granular temperature within the
flow and hence the single particle motions can longer be described by a Maxwellian
distribution. Lun et al. assumed their single particle velocity distribution to be of

the form:

O =1001+9), (2.1)

where ® is a perturbation function such that ® < 1, and f(9)(r,c;t) is the Maxwellian

velocity distribution function:

0 c?
f( )(r,c;t) = (27:[‘)%exp (——2—,1‘—) . (2.‘2)

In the above equation, r and ¢ are the particle’s location and local velocity re-
spectively while ¢ is the time and n is the local particle number density. C' is the
magnitude of the fluctuation velocity C and T is the granular temperature. The
fluctuation velocity is the local velocity deviation from the mean velocity u where
u =< ¢ > and C = ¢ — u. The granular temperature is a measure of the specific
kinetic energy of the particles and is given by T =< C? > /3, where the symbol
< > represents an ensemble averaged quantity. For any local particle property ¥, the

ensemble average is determined by averaging U over the entire velocity space:
L [y
<V¥>= E/\Ilf (ryc;t)dc. (2.3)

Details regarding the derivation of the perturbation function can be found in Lun
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et al. (1984). In the limit of perfectly elastic particles, the perturbation function of

Lun et al. is identical to that of Chapman & Cowling (1971).

In order to perform the collision integrals to evaluate the flux of material proper-
ties, it is essential to determine a pair distribution function, f%(r;, ¢;,rs,co; ). The
probability of finding a pair of particles in the volume elements dr;, dry centered
about r; and r, and having velocities within the ranges ¢; and ¢; + éc¢;, and ¢, and
cy + dcy is f(2)(r1,c1,r2,c2; t)éridryécidcy. Lun et al. used the Enskog assumption

for dense gases to define the pair distribution function as:

fz(rhcl, ra,Co; t) = gO(V)f(I)(r - O'k, Ci1; t)f(l)(r7 C2; t)’ (24)

which assumes that the probability of finding a pair of particles at a certain location
is determined from the product of the single particle distribution functions and the
radial distribution function go(v), evaluated when the particles are in contact. Here,
o is the particle diameter and k is the unit vector directed from the center of particle
1 to the center of particle 2. Throughout this work, the form of the radial distribution

function used is the one suggested for sheared flows by Lun & Savage (1987):
@) = (1= o) 25" (25)

Here v* is the maximum shearable solid fraction for the particle assembly. It
must be noted that the radial distribution function defined above is based on the
assumption of collisional isotropy which requires an isotropic distribution of collision
angles between the two colliding spheres.

Following the derivation procedures of Lun et al. (1984), the following hydrody-

namic equations are obtained:

E = —pv -u, (26)
du
pE = pF -V P, (27)
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——:—Pkt:vu—V'I‘_77 (2'8)

where p is the bulk flow density and is equal to the product of the particle density p,
and the solid fraction v. In the above equations, P is the total pressure tensor, Py; is
the contribution to the stress tensor from the collisional and translational components,
F the specific body force, I' the fluctuating energy flux and ~ is the specific energy
dissipated due to particle collisions. As explained in Lun et al. both Pj; and I" are
composed of both the streaming and collisional components of momentum and energy
transfer respectively.

Using the appropriate form of the perturbation function ®, Lun et. al. obtained
the following expression for the stress tensor Py, the fluctuating energy flux I' and

the specific energy dissipation +.

Py = lppgl(v, e)T — ppU%nvzgoT%V : ul 1-2p,00(v;, ) TS, (2.9)
I'=—ppo [93(V, ep)T%VT + g4(v, ep)T%Vu] , (2.10)
v = %egs(u, e,,)T%, (2.11)

where I is the identity matrix and S is the deviatoric part of the rate of deformation

tensor, and is given by:
1 1
S = §(un,p + ) — §u1,15n,p, lLn,p=1,y,z, (2.12)

and 7 = %(1 + €p)-

The coefficients g1, g2, g3, g4 and g5 are expressed as:

91(v, &) = v + 4 go, (2.13)
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NG 1 83p—1 64 3p—2 12,
(&) = g {17(2—77)90+5 sttt e, (219

95,/ 112
16 4
+ 5enon(in —3) + Z(41 - 33 e (215)

_15y/m(2n-1)(n—1) ( LI 277) i(,,zgo), (2.16)

9avs &) = = A1-33n  \vgo 5 ) dv

95(v, €) = \4/—2;77(1 — )V’ g. (2.17)

2.1.2 Frictional Contributions

Unlike the micro-structural analysis inherent in the kinetic theory developments dis-
cussed above, constitutive models for the frictional behavior of granular materials are
primarily based on empiricism. Schoefield & Wroth (1968) and Roscoe (1970) devel-
oped upon the “critical-state” theory that postulated the existence of a collection of
yield surfaces in the principal-stress space, one for each value of the bulk density of
the granular material. The constitutive relations required the principal axes of stress
and rate of deformation to be aligned, with the major principal rate-of-deformation
axis parallel to the minor (compressive) principal stress axis. A proper choice of ge-
ometry for the yield surfaces described the dilation accompanying the deformation of
granular materials and also predicted the Coulombic proportionality between shear
and normal stresses in plane shearing. However, the requirement of alignment of the
principal stress and rate of deformation axes was not very realistic. Yet other theories

(de Jong 1971) do not require such an alignment. Jackson (1983) has reviewed these

theories in detail.
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All the flows examined in this thesis involved the fully-developed plane shearing
of a granular material. Under such circumstances, the granular material is in a
critical state and the shear stress is directly proportional to the normal stress, with
the normal stress being related to the density of the flow. Furthermore, in plane
shearing of fully-developed flows, the principal axes of stress are inclined at :’:iﬂ’ to
the direction of flow. Also, in the critical state, the ratio of the major to the minor
pricipal stress is given by (1+sin ¢)/(1—sin ¢) where ¢ is defined as the internal angle
of friction. Under these conditions, the frictional shear stress, Sy, and the frictional

normal stress, Ny, are related by the expression:
Sf = Nf singb. (2.18)

Experimental observations show that the frictional normal stress increases rapidly
with bulk density and diverges as the close-packed bulk density vy is approached.
Johnson, Jackson & Nott (1990) used such experimental observations as their basis
in proposing the following simple algebraic expression to describe the frictional normal
stress in a granular flow undergoing plane shear.
(v — Vmin)?

(vo —v)m
= 0 V < Vnin, (219)

NfZFT

V > VUpmin

where F'r, n and p are constants. It is assumed that at solid fractions below vy,
particles are no longer in long-durational contact and hence, all frictional contribu-
tions to the stress go to zero. Johnson & Jackson (1987) and Johnson, Jackson &
Nott (1990) assumed that the total stress is a simple sum of the contributions from
the kinetic theory and frictional analyses at any rate of flow deformation. These

assumptions have been made in the numerical portion of this thesis as well.
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2.2 Boundary Conditions

As with the bulk material, the interactions between the flow particles and the wall may
be collisional or frictional in nature. Jenkins & Richman (1986) and Richman (1988)
used kinetic theory arguments to balance momentum and energy transfer between
the flow material and the bounding surface. Their model did not include the effect
of frictional interactions at the wall and also required a very specific description of
the geometric structure of the wall. Johnson & Jackson (1987) derived boundary
conditions for granular flows using arguments similar to those of Hui et al. (1984),
and also included frictional interactions. In the limiting case of purely collisional
interactions between the wall and the flow particles, their conditions reduced to a form
similar to that of Richman (1988). However, because their conditions did not invoke
any explicit description of the boundary geometry, certain experimentally determined
parameters have to be incorporated into their conditions. The boundary conditions
derived by Johnson & Jackson (1987) have been used in this work.

Equating the stress exerted by the flow on the boundary with the limit of the
stress in the flowing material on approaching the boundary results in the following

condition on the slip velocity,

Ug - (Pr +Pyi)-n + ¢'\/§7TPpVT%|u51|90(V)
|usl| 61/*

+ Nftané = 0. (2.20)

The slip velocity, ugy = u — uwan, is the relative velocity between the particles in
contact with the wall and the wall itself. The unit normal vector directed inwards
from the wall into the flow is designated as n. The first term in Equation (2.20) above
is the limit of the stress in the flow approaching the wall. The second term represents
the stress acting on the boundary due to particle-wall collisions. The “specularity
coeflicient” ¢’ is defined as the average fraction of the relative tangential momentum
transferred during a collision between the particle and the boundary. It serves as a

measure of the roughness of the bounding surface and ranges from zero for perfectly
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specular collisions to unity for perfectly diffuse collisions. The third term in Equation
(2.20) represents the frictional stress on the bounding wall and § is the angle of friction
between the wall and the flowing material.
A boundary condition on the fluctuating energy is obtained from an energy balance
on a slice of vanishingly small thickness of material enclosing an element of the solid

boundary and is given by:

o (1 — e?)V3T2go(v) ¢V, T ual’go(v)
v* 6v* )

-n-I'= (2.21)

While the first term on the right hand side of Equation (2.21) represents the
dissipation of fluctuation energy due to inelastic particle-wall collisions, the second
term represents the production of fluctuation energy at the boundary due to shear
work. The left hand side of Equation (2.21) represents the net fluctuation energy
flux into the bulk. It is important to note that implicit in Equation (2.21) is the
assumption that all shear work due to collisional stresses is converted into random
fluctuation energy. It is also assumed in this work that all shear work due to frictional

stresses is converted into internal thermal energy of the bulk material.

2.3 Self-Diffusion

Self diffusion refers to the motion (displacement) of particles in a monodisperse sys-
tem, which cannot be accounted for by the mean motion of the material. An example
of self-diffusive motion, in a uniform flow, is depicted in Figure 2.1. It arises as a
consequence of the existence of the fandom fluctuation velocity components. Savage
& Dai (1993) and Campbell (1993a) have considered the diffusive behavior of gran-
ular systems in a manner analogous to the diffusive behavior of suspended particles
undergoing Brownian motion in a liquid (Einstein 1956). Under these circumstances,
were a system to be simply diffusive, the diffusive displacements or the mean-square

particle displacement due to the random velocity components can be related to the
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coeflicient of self-diffusion D by the kinematic expression:
lim < IR|* >= 6Dt, (2.22)

where R is the diffusive displacement and ¢ is the time. In the case of a granular
flow, the fluctuation velocities may be anisotropic. Under such circumstances, it is

more appropriate to define a diffusion coefficient tensor D;; as
lim < Az;Az; >=2D;;t, (2.23)
t—00

where Agz; is the diffusive displacement in direction ‘s’. It must be noted, that for
very short timescales, the root-mean-square diffusive displacements vary linearly with
time (Campbell 1993a).

The self diffusion coefficients can also be determined in a statistical manner, with-
out tracking the particles explicitly (Taylor 1922, Batchelor 1949), based on tech-
niques developed to investigate diffusion in stationary homogeneous turbulence. For

large ¢, it is found that:

tll)IcI)lo < AzAzj >= \/< 't >< u'j2 > Tq5t, (2.24)

where the instantaneous magnitude of the fluctuating velocity component is given by

u'; and the Lagrangian time scale T7p;; is defined as:

Tpi; = /_Z Rpi;(€)d¢, (2.25)

with Ry;;, a scaled correlation of the instantaneous fluctuating particles, given by:

< ui(t)u';(t +§) >

Rpij(§) = :
’ V< u? >\/<ui? >

(2.26)

The assumption that the flow is statistically stationary implies that Rp;; is inde-

pendent of ¢. From Equations (2.23) and (2.24-2.26), it is seen that:

D,‘j = (\/ < u'i2 >/ < u’j2 >TLij)/2- (2.27)
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Hsiau & Hunt (1993b) and Savage & Dai (1993) used kinetic theory arguments to

arrive independently at the following expression for the self-diffusion coefficient:

U(?TT)% -
(14 e)vg0(v)

W= 2.
D = g (2.28)

In the case of perfectly elastic particles, Equation (2.28) reduces to the classical
Chapman-Enskog expression.

Each of the above representations of the self-diffusion tensor is based on the as-
sumption that the fluctuation velocity field is homogeneous and stationary. Equation
(2.28) has the added assumption that the fluctuation velocity field is isotropic. The
applicability of Equation (2.23) for the determination of the diffusion tensor in simple
shear flows is convenient since for a simple unbounded granular shear flow, with a
uniform shear rate, the generation of granular temperature through shear work is
balanced by its dissipation through collisions. Therefore, even if the mean velocity
field is inhomogeneous, the fluctuation velocity field is homogeneous and the granular
temperature is only a property of the strain rate and the material. However, such a
uniform fluctuation field is rarely encountered in experiments where the boundaries
serve as sources or sinks for the random kinetic energy. The presence of boundaries
leads to gradients in the fluctuation velocity field. A phenomenon that arises because
of the mean velocity gradient is “Taylor dispersion” (Taylor 1953, 1954). Transverse
fluctuations cause a particle to be displaced transverse to the direction of mean mo-
tion to a position where the mean velocify is different from that at its initial position.
This velocity difference manifests itself as an apparent diffusive displacement of the
particle as depicted in Figure 2.2. Hence, it is essential to separate the total diffusive
behavior in the direction of mean motion into its “Taylor diffusive” and “random dif-
fusive” components with the latter contribution arising out of the particle fluctuation

velocity in the streamwise direction.
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2.4 Heat Transfer

Sullivan & Sabersky (1975) studied the problem of convective heat transfer from
a flat plate to a flowing granular medium. On the basis of their observations and
experimental results, they proposed an approximate analytical model that attempted
to account for the particulate nature of the material, and arrived at the following

semi-empirical relation:
1

Nu* = — (2.29)
(X + 2 Pe"‘)
where
Nu* = h_a, (2.30)
kg
and
., ,UL o2k
e = (LD ) (2.31)

Appendix I explains the derivation of Equation (2.29) in greater detail. The
expression in Equation (2.29) was derived for a uniform plug flow, at a velocity U
past a heated plate of length L. The thermal conductivity and the diffusivity of the
bulk material, at critical density, are given by k. and . respectively while k, is
the conductivity of the interstitial fluid. In essence, this model considered the flow
regime to be composed of two distinct regions: the bulk flow material, considered as a
continuum with uniform density (the critical density) and velocity, and an interstitial
fluid layer seperating the heated wall from the granular material continuum. The
interstitial fluid layer was assumed to have a thermal resistance y, which may be
defined as y~! = ﬁz-g—‘i where h,, is the wall-particle heat transfer coefficient (or the
thermal conductance between particles and the wall). The thermal conductance is
expected to be a strong function of the local geometric arrangement of particles as this
would significantly influence the “effective” thickness of the interstitial fluid layer. As

a consequence, x¥ would depend on factors like the particle shape and the wall surface

roughness. Schlunder (1982) developed the following expression for h,,, obtained by
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integrating the local conduction flux across the gas-filled gap between a sphere and a

plane at point contact.

21+256f/ g
o+ g5 -1

4k,
hup = ¢a—2 | (14 (2.32)

where ¢4 is a surface coverage factor, [ is the modified mean free path of interstitial
fluid molecules and ¢ is the effective roughness of the surfaces. From Equation (2.32),
it is evident that the thermal conductance h,, is inversely proportional to the par-
ticle diameter, which implies that the total heat transfer coefficient increases with a
decrease in particle diameter. This result is consistent with the observation that for
smaller particle diameters, for the same solid fraction, the effective thickness of the
interstitial fluid layer adjacent to the wall is lower. Another factor of importance is
that the surface coverage factor, ¢4, defined as the area on the wall projected by par-
ticles per unit wall area, is a function of the solid fraction adjacent to the wall. The
effective thickness of the interstitial fluid layer also increases for low density flows
where particles immediately adjacent to the walls may not always be in constant
contact with the wall. Consequently, x has a strong dependance on the density of
the flow, adjacent to the wall and is not expected to be a constant (as assumed by
Sullivan & Sabersky) for flows where the density close to the wall varies significantly
with the velocity or strain rate.

While the expression in Equation (2.29) agreed well with the experimental results
of Sullivan & Sabersky (1975), Spelt et al. (1982), Patton et al. (1986) and Ahn (1989)
for very low velocity, high density flows, experimental data deviated significantly from
the theoretical predictions at higher velocities. As the velocities increased, the value
of Nu”* initially increased with the value of Pe* to a maximum, and decreased with
further increase in velocity. As identified in all these studies, the reason for this
discrepancy lay in the fact that at high densities and low flow rates, the density of

the granular material remained close to its critical density. However, at higher flow
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rates, the flow adjacent to the wall dilated significantly and densities were much lower
than the critical densities. This lead to an increase in the effective thickness of the
interstitial fluid layer and increased the value of the thermal contact resistance y.
Furthermore, as evident in the following expression for the bulk conductivity of a
solid-gas bulk material, proposed by Gelperin & Einstein (1971), the conductivity
due to molecular conduction decreases significantly with a decrease in solid fraction.

They defined the effective conductivity of the bulk material &,,. as:

k
kmc =1+ V(l — i-) kg.—0-18 (233)
ko k2 10.28(1 — v)*®&)

where k, and &, are the conductivities of the gas and the solid material respectively.

Hsiau & Hunt (1993b) used arguments based on the dense-gas kinetic theory
model, assuming that the only mode of heat transfer was the streaming mode. Heat
transfer during the collisional interactions amongst the particles was assumed to be
negligible. Apart from the assﬁmptions,~ inherent in the kinetic theory analysis, the
Biot number (Bi = hprle) was assumed to be less than 0.1 to allow 2 lumped mass
analysis for the particles. Here, h is the heat transfer coefficient between particle and
the surrounding fluid, while &, and [, are the particle’s conductivity and characteristic
length respectively. Under these assumptions, they arrived at the following expression

for the effective conductivity ki:

1
T\2

Cp,O\ —
kkt:pp (7r)

o) (2.34)

9

where ¢, is the specific heat capacity of a particle and p is the mixture density,
also expressible as vp,. Equation (2.34) implies that a decrease in the solid fraction
would allow particles to stream across larger distances, thereby enhancing the effec-
tive conductivity. The similarity of the form of Equations (2.28) and (2.34) for the
self-diffusion coefficient and the effective conductivity leads to the conclusion that

enhanced particle mixing enhances the effective streaming conductivity of the flowing
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material. This trend was corraborated, albeit qualitatively, by Wang & Campbell
(1992) during the course of their experiments in an annular shear cell.

A comparison of Equations (2.33) and (2.34) suggests that for low-density, highly
sheared flows, the two mechanisms may be operating in opposition to one another. A
decrease in density reduces the bulk molecular conductivity, but may simultaneously
enhance the streaming conductivity.

An attempt was made in the numerical portion of this thesis to identify the rela-
tive effects of the two mechanisms and their influence on the overall convective heat

transfer, by solving the following internal energy equation over the flow field.
DT
P = =V .g—Ps:Vu+y, (2.35)

where T refers to the thermodynamic temperature, P is the frictional stress tensor,
and v is the contribution due to the inelastic dissipation of random kinetic energy
into pure thermal energy. The relation vp,c,+ (1 —v)pair Cair = pc, was applied in the
above equation. Also, as evident from the second term in the right side of Equation
(2.35), it is assumed that all work done against frictional stresses is converted into
heat, and not into random kinetic energy. Furthermore, the diffusive flux term in

Equation (2.35) may be written as:
V *qn = —V . (ktotv T), (2.36)

where ki is defined as the simple sum of the thermal conductivity contributions due
to molecular conductivity, k,,. and the streaming or kinetic conductivity, kg, arising
out of the kinetic theory analysis.

The analytical background provided in this chapter forms the basis for the nu-

merical investigations described in Chapter 5.
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Uniform mean velocity profile.

L.

Initial position

Z

& Final position

under mean motion.
Ay

Actual final position

Figure 2.1: An example of self-diffusive motion in a uniform flow. Az and Ay are
diffusive displacements.
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Mean velocity profile.
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Figure 2.2: An example of Taylor-diffusion in a sheared flow without any random
diffusion component in the y-direction. Az and Ay are diffusive displacements.
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Chapter 3 Experimental Studies of
Velocity Profiles and Self-Diffusion

Coefficients

3.1 Apparatus and Procedures

All the experiments described and discussed in this work were performed in a vertical
chute apparatus. The first set of experiments, to measure mean and fluctuating
velocity profiles and self-diffusion coefficients, were performed in a vertical chute 100
cm high and 2.18 cm deep. The schematic of the vertical chute facility is shown in
Figure 3.1. The whole structure was made of alder wood. The chute was designed in
a manner that made it possible to dismantle the test section easily, and different side
walls could be inserted, depending upon the desired boundary conditions. It was also
possible to vary the width of the test section. Unless specified, all the velocity and
self-diffusion results presented in this chapter are for a test section width of 5 cm.
Polished tempered-glass plates were used for the front and back surfaces to minimize
friction at these surfaces and to create a two-dimensional flow. An upper hopper fed
the particles into the test section. A flow control valve with a variable exit width
was used to control the material flow rate. The material flow rate was measured by
collecting the material exiting the test section over a specified period of time and
weighing the sample. The chute was dismantled and cleaned after every three runs in
order to minimize the effects of dirt and static charge. The nominal diameter of the

particles used in all the experiments was 3 mm. As shown in Hsiau & Hunt (1993a),
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the surface conditions at the sidewalls have a significant influence on the velocity and
fluctuation velocity profiles. For comparison of velocity profiles, two different sidewall
conditions were used: polished glass, and walls roughened by adhering 3 mm diameter
glass spheres to the surface in a regular, close-packed, hexagonal pattern.

The technique used to measure velocities was based on the work of Taylor & Hunt
(1993) and incorporated the use of imaging methods. In all the experimental runs, the
flow was seeded with a small proportion of black tracer particles (2% by weight). After
filling the channel and the hopper with the flow material, the exit valve was opened in
order to initiate the flow. Simultaneously, the front section of the flow was filmed and
recorded on video tape using a commercial video recorder. The video recorder used
was a JVC “Videomovie”, high resolution CCD device with S-VHS-C capabilities. In
order to subsequently process the video tapes, the camera was connected to a frame-
grabber board (Silicon Video Mux, 1-Meg) mounted in a personal computer. The
frame-grabber has the ability to “captm:e” sequences of image frames at a specified
frame rate and to store them, in digitized form, in an on-board memory buffer. The
length of each image sequence stored was limited by the available capacity of memory
on the frame-grabber board buffer. Once an image sequence had been captured by
the frame-grabber, it was transferred from the board’s buffer to the memory on the
host personal computer so that the on-board buffer could be freed to capture the next
sequence of images. This process was repeated until an appropriate number of image
sequences had been digitized and stored, for the particular flow being investigated.

The stored digitized images contained pixel values on a grey scale of 0 to 255
(8 bit), with 0 representing black and 255 white. Each of the stored image frames
was then processed to remove any shadows, and to enhance the contrast between
the black tracer particles and the non-tracer background. Figure 3.2 depicts typical
examples of a pair of raw and processed images. Then each tracer particle in the first

image in a sequence was identified, along with its centroid. Subsequently the shift
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in a tracer particle’s position between two consecutive images was determined using
an autocorrelation process (Taylor & Hunt 1993). In this autocorrelation process,
a small Wi-ndow was drawn, in the first image, around the identified tracer particle.
This window was then overlaid on the next image, but was shifted in order to account
for the particle motion l;etween the two images. The corresponding pixel values for
the window, and the underlying portion of the second image were multiplied, and the
resultant values summed over all pixel locations to obtain an autocorrelation value
appropriate to the amount of shift applied. This process was repeated for a range of
anticipated particle displacements. The shift producing the maximum autocorrelation
value was assumed to represent the actual displacement of the particle. As a check,
the displacement of a particle between two successive images could be calculated
from the positions of its centroid in those images. The frames were acquired from the
video tape at the rate of 30 frames per second (f.p.s). The velocity was then calculated
from the displacement and the time step. This measurement technique involved the
averaging of velocities over a finite length of the chute which varied from 2 to 2.5 cm.
The flow section was divided into bins of equal width, in the transverse direction. In
“all the velocity profiles shown, the velocity and position were obtained by averaging
over the velocities and positions of all the tracer particles detected within a particular
bin. In all the results presented here, unless indicated, the bin width was 1.5 mm or
half a particle diameter.

In all cases, the z-direction was the direction of mean flow, while the y-direction
was transverse to the flow. All transverse measurements were made with reference
to the axis of symmetry. For each velocity (and fluctuation velocity) profile shown,
60 sequences of images were éxamined, each sequence containing 108-182 images.
As a result, each data point in the velocity profile was based on an average of 250-
450 velocity measurements. As both the vertical and horizontal displacements could

be measured, it was possible to compute the ensemble-averaged streamwise velocity
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uz(y) and the ensemble-averaged transverse velocity u,(y). The latter in all cases was
very close to zero, as is expected in this flow where the mean direction of motion is
vertical. If there were “N” data points in a particular bin “b”, then u,(y) =< V > and
uy(y) =< U > where V and U were the streamwise and transverse components of the
measured velocity data points in that bin. The coordinate y representative of bin “b”
was equal to the average of the transverse coordinate positions of all the data points
in that bin. The ensemble-averaged streamwise fluctuation velocities were computed
as u'y(y) = < (V=< V>)? >% and the ensemble-averaged transverse fluctuation
velocities as u'y(y) = < U? >Z. Errors in the fluctuation velocities were less than 4%
for the streamwise components and 7% for the transverse components. These errors
resulted primarily from the uncertainty in determining the centroid of the particles.

To make the diffusion measurements, specific tracer particles were tracked for rea-
sonable durations so that the diffusive displacements could be computed as a function
of time. Equation (2.23) was used in order to evaluate the diffusion coefficients. For
each particle, its position in each frame of a sequence of images was identified and
stored. In this way, the displacement-time histories for a significant number of tracer
particles were accumulated. For each shear rate condition, at least 40 sequences of
images, each consisting of 182 images were examined to extract the tracer trajectory
data. The number of particle histories used in the diffusion calculations varied from
250 to 700. Frames were grabbed from the video tape at the rate of 30 f.p.s., the
same rate as for the velocity measurements. All the experiments were performed
using spherical glass beads with an average diameter of 3 mm and a density of 2500
kg/m3. Three different types of beads were used: clear well-rounded high quality
beads with a standard deviation of 2.13% of the mean particle diameter (Type A);
glass beads dyed white with an acfylic dye to alter the surface frictional properties

(Type B); and clear low-quality glass beads with a diametric standard deviation of

3.34% (Type C). The dyed beads had a standard deviation of 2.88% of the mean
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particle diameter. The average static angle of repose was 28° for particles of Type A,
31.5° for particles of Type B and 28.5° for those of type C.

In order to examine diffusive behavior, three flows with the roughened sidewalls
were examined for each particle type. Table 3.1 lists this set of experiments, including
the mean speed of each flow. Though the front and back surfaces were cleaned and
polished, some frictional interaction was expected at these walls. Also, the presence of
the front and back glass walls was likely to induce a “layered” flow structure parallel
to the front wall. Liu, Kalos & Chester (1974) performed Monte Carlo simulations
for a “classical hard sphere” system in a vertical channel and observed that layering
occurred parallel to the channel walls, with the density at the walls being higher
than that in the bulk. A schematic of such a layering phenomenon is depicted in
Figure 3.3. Louge (1994) observed similar density oscillations in a rapid granular flow
simulation using a periodic Couette geometry that was bounded by a flat frictional
wall at the bottom. In the current experiments, any shear at the front and back walls
was likely to dilate the flow at those surfaces. Furthermore, the plane of shearing
was perpendicular to the front wall (unlike the configuration examined by Louge
1994) and density variations caused by the presence of the front and back walls were
likely to be affected by the shear-induced dilation of the bulk. Hence, it was difficult
to assess the net effect of the front and back surfaces on the flow velocity and the
diffusion coefficients. However, for the particles of Type A, it was possible to observe
the movement of tracer particles within the bed and to estimate the effect of the
glass walls on the average velocities. The measurements indicated that the velocity
within the bed was slightly higher than at the wall. The difference increased with
flow rate and was about 4% for the smallest valve opening and 8-9% for the largest
valve opening. This difference led to large values of the solid fractions, which were
calculated using average velocities measured at the surface. Calculated values for the

average solid fraction varied from 0.55 to 0.7. While it was visually obvious in the case



37

of the roughened sidewalls that the solid fraction increased from the edges towards
the center of the flow, no efforts were made to actually measure the density profile

since the variations would be within the uncertainty of the measurement techniques.

3.2 Velocity Profiles: Observations and Discussion

A significant portion of this thesis deals with the determination of average and fluctua-
tion velocity profiles for both the streamwise and transverse directions using the imag-
ing methods described previously. In all references in this work, the term “stream-
wise” refers to the direction of mean motion in the chute, while the term “transverse”
refers to the direction normal to the direction of mean motion of the flow. Also, in
this work, the term “rough” wall refers to the wall condition created by sticking 3
mm particles on the wall surface in a regular hexagonal closed pack. In all the flows
examined, the flows were fully developed and steady over the section of interest. The
flows were usually fully developed within a distance of ten particle diameters from
the top of the chute. As the flow was symmetric about the central axis, only the
right-hand profile is displayed in all the figures. All the velocity profiles, unless oth-
erwise specified, were measured by averaging over a length of 2 to 2.5 cm, at a mean
distance of 130 particle diameters from the top of the chute.

The mean and fluctuation velocity profiles for the particles of Type A, with the
rough walls condition are shown in Figures 3.4-3.6. In each case, it can be inferred
from the streamwise velocity profile that the flow essentially consists of a central core
with a uniform velocity distribution, bounded by sheared zones, about five to six
particle diameters thick, adjacent to the walls. Slip velocities are about 20 to 27%
of the centerline velocities. The shape of the velocity profiles, and the extent of the
shear zones, remains constant with an increase in mean flow rate, over the range of

flow rates investigated. This phenomenon is observed in Figure 3.14 which depicts
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the streamwise velocity profiles for the particles of Type A, with the local velocities
normalized by the average velocity of the flow. Figures 3.7-3.9 depict the mean and
fluctuation velocity profiles for particles of Type B, while similar measurements for
particles of Type C are shown in figures 3.10-3.12. The horizontal flow velocities were
close to zero for all the flows. Figure 3.13 depicts the horizontal velocity measurements
for the experiments with particles of Type A. The shapes of the velocity profiles were
similar for all three particle types.

Figure 3.15 indicates a typical example of the ensemble-averaged local velocities
measured at three axial stations along the flow. This set of data is for experiment
3. As can be seen, both the mean and the fluctuation velocity profiles are consistent
for all three stations. Figure 3.16 shows velocity profiles for the same flow as Figure
3.15, except that the measurements are made over three distinct averaging intervals
that were two minutes apart. All the profiles are consistent, indicating that both
mean and fluctuating velocities are steady. Similar behavior was noticed for all the
flows investigated. Figure 3.17 shows velocity profiles, measured over three different
averaging periods for the flow in experiment 4. The steadiness of the flow is apparent
from the consistency of all three velocity profiles.

The effect of wall conditions on the velocity profiles is shown in figure 3.18. Both
the cases have identical exit valve widths of 1.3 cm. For the polished glass sidewalls,
the shear layer is only 1 particle diameter thick, and a plug flow occurs across most
of the flow section. The velocity at the wall, in this case, is only about 4% less than
the velocity in the bulk. In contrast, for the roughened walls, the shear layer is about
five to six particle diameters thick. Also, the fluctuation velocity values are higher
in the case of the rough walls than in the case of the smooth glass walls. For the
roughened walls, shear work at the wall is converted into the random kinetic energy
of the individual particles, which is conducted into the Bulk. Furthermore, visual

observations indicate that for the roughened sidewalls, there is a definite decrease in
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solid fraction from the center towards the walls. However, for the smooth sidewalls,
the absence of any shear across most of the flow leads to a nearly uniform solid fraction
across the section. In the latter case, the material seems to approach a close-packed
condition. Under such circumstances, there is little room for the particles to move
relative to each other: a condition that is reflected in the low fluctuation velocity
values. Hsiau & Hunt (1993a) showed that there was negligible transverse diffusion
across the central axis for the smooth wall condition. Similar observations were also
made in the self-diffusion experiments in this work, and are detailed in subsequent
sections.

An important feature is the marked anisotropy of the fluctuation velocities, with
the component in the direction of mean motion being significantly higher than the
transverse component. This feature manifests itself during the diffusion process as
well. It was noticed that for particles of Types A and C, the vertical fluctuation
velocities scaled reasonably well with the local mean streamwise flow velocity, as
shown in Figure 3.19. However, such scaling was not evident for the dyed particles of
Type B. For all particle types, the horizontal fluctuation velocities scaled well with
the local streamwise velocity in the plug and low shear regimes, but scaled poorly
in the sheared regimes adjacent to the wall. Figure 3.20 shows this feature. The
reasons for such scaling are not clear, given the lack of knowledge of the appropriate
constitutive relations that govern this particular flow situation.

The invariance of the streamwise fluctuation velocity with position leads to the
possibility of there being a coherent fluctuating motion of the entire flow regime, as
opposed to fluctuating motions of individual particles. While visual observations, and
particle displacement-time analyses, did not detect such motion for the range of mean
flow rates examined for this work, such a coherent “chugging” motion was visually
observed for higher flow rates. There is a possibility that such a periodic motion might

have existed for the experimental cases presented. The ability to account for such
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motions was curtailed by the limitations of the experimental techniques. Hence, it is
possible that the validity of the measurements of the streamwise fluctuation velocities
might be compromised by the existence of coherent fluctuation velocity components.
The magnitude of this discrepancy is likely to increase with the flow rate.

Also, for all cases with the rough walls, the transverse fluctuation velocity in-
creases from a minimum (non-zero) value at the center to a maximum close to the
wall. However, particles in the layer immediately adjacent to the wall have a lower
fluctuation velocity than those centered approximately one particle diameter away
from the wall. Friction between the particle surface and the wall may impart a signif-
icant rotational velocity to the particles closest to the wall. Subsequent collisions of
these particles with particles further away from the wall may convert much of this ro-
tational energy into translational energy, which manifests itself as an increase in the
translational fluctuational velocity. However, a similar variation in the streamwise
fluctuation velocities is not evident; va{‘iations across the channel are significantly
less. Note that the rotational components of the fluctuation velocity could not be
measured.

The mean velocity profiles and visual observations suggest that the flows show a
smooth transition from a uniform-velocity highly dense central region, to a relatively
less-dense sheared regime close to the walls. From visual observations, it is evident
that particles in the central region interact exclusively through semi-permanent sliding
contacts at very high densities. The long-term frictional contacts are evident in
the outer shear layer as well, though in the latter regime, collisional interactions
also occur. However, the binary collision hypothesis, central to the development
of constitutive relations based on dense-gas kinetic theory, does not appear to be
applicable here.

Almost all the theoretical analyses of flow in vertical channels predict a central

plug regime under certain conditions, along with a sheared regime along the walls.
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Hui & Haff (1986) have used relations developed by Haff (1983) for kinetic grain
flow at very high concentrations to generate solutions for such flows. While their
treatment was based on a binary-collision hypothesis, and did not include the effects of
friction, their results for the mean velocity profiles and the “thermal” velocity profiles
have some qualitative similarities with the measured profiles. Further comparison
of the measured data with analytical results is deferred until Chapter 5 where the
numerical solutions are discussed in detail. One important factor is that the analytic
treatments for this geometry are based on the “continuum hypothesis”, which requires
that changes in flow properties occur over length scales that are large relative to the
particle scale. However, as is evident from the mean velocity profiles within the shear
layer, significant changes in the mean velocity occur over distances of half a particle
diameter.

Figure 3.21(a) compares the velocity profiles for particle types A and B. The results
presented are for experiments 2 and 5. For all the exit openings, it was observed that
the corresponding mean flow speed was higher for the dyed particles than for the
clear particles. The reason for this phenomenon is not clear, although it might be
due to the fact that friction reduces relative particle motion, causing the particles to
clump together, thereby increasing the flow density. Figure 3.21(b) and Figure 3.21(c)
compare the fluctuation velocity profiles for the same cases as Figure 3.21(a). The
dyed particles have lower fluctuation velocities across most of the bulk, indicating a
significant damping of the translational fluctuation velocities due to friction.

Normalized fluctuation velocity distributions were calculated from the velocity
data accumulated from each data point. Figure 3.22 compares the normalized trans-
verse fluctuation velocity distributions, at three representative transverse locations,
for the rough and smooth wall conditions with an exit valve width of 1.3 cm. In these
figures, f(U) represents the fraction of the total number of velocity observations for

each data point that were equal to the velocity U. A similar comparison between the
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streamwise fluctuation velocity distributions is displayed in Figure 3.23. The distri-
butions for the condition of the rough wall approximate a Maxwellian distribution

while those for the smooth glass wall conditions deviated substantially.

3.3 Self-Diffusion: Observations and Discussion

As reviewed in section 2.3, Equation (2.23) was used to evaluate the self diffusion
coefficients in this work. As stated earlier, Equation (2.23) carries the assumption that
the fluctuation velocity field is homogeneous and stationary within the region where
the diffusion coeflicient is being evaluated. However, as discussed in the previous
section, the presence of boundaries leads to gradients in the fluctuation velocity field.

In order to make realistic comparisons between the shear rates, fluctuation ve-
locities and diffusion coefficients, the flow section in each experiment was divided
into three regimes, as depicted in Figure 3.24. These were the central high-density
uniform-flow regime, the modera,te-sheararegime close to the walls, and the intermedi-
ate low-shear regime connecting these two regimes. The latter regime is referred to as
the “low-shear transition regime” in subsequent discussions. Within each regime, the
streamwise and transverse fluctuation velocities were relatively uniform with stan-
dard deviations for the streamwise fluctuation velocities around 5-7% of the mean
value. The standard deviations for the transverse fluctuations were the highest in the
moderate-shear regime, being about 9-12% of the mean value. The deviations of the
transverse fluctuations were much lower in the two inner regimes. The present work
approximates each of the three regimes as a simple shear flow. Each of the sheared
regimes was 2-2.5 particle diameters wide. As the averages indicated in Equation
(2.23) were carried out over ensembles of particles that were tracked at different
times and initial positions in the flow, the flows were assumed to be homogeneous

and steady within each regime of interest. Figures 3.15 and 3.16 indicate that these



43
are reasonable assumptions. When tracking particles in the moderate-shear regime,
particles within a distance of 1.5 diameters from the wall were not considered in order
to avoid particles that bounce off the walls and any three dimensionality effects at
the corners.

As discussed in the previous chapter, the presence of a shear field augments self-
diffusion in the direction of mean motion, due to “Taylor Diffusion” effects. It is
necessary to separate the net diffusive displacement in the direction of mean motion
into its two components: one due to the random fluctuation velocity and the other
due to the gradient in mean velocity. To determine the diffusion coeflicient due to the
random fluctuations at the end of each time step, it was necessary to subtract from
a particle’s total diffusive displacement, the displacement contribution due to mean
velocity difference during that time step, which was done by referring to the mean
velocity profile. The remaining component is referred to as the “random” diffusion
component in subsequent sections.

The diffusion coefficient based on kinetic theory arguments indicates that the
diffusion increases with an increase in granular temperature and with the diameter of
the particles. Furthermore, as vgo(v) is an increasing function of the solid fraction,
diffusion decreases with an increase in the solid fraction. Although kinetic theory
arguments may not be appropriate at high solid fractions, the diffusion coefficients
at high solid fractions are expected to have a similar dependence on the fluctuation
velocities, the particle diameter and the solid fraction, as long as a rigid close-packed

state is not reached. Therefore, a non-dimensional parameter D1;:

(3.1)

is defined to examine the dependance of the diffusion coefficient on the fluctuation ve-
locity u'; and the particle diameter. However, it is impossible in this work to quantify

the density dependence because the actual density profiles were not measured.
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Another non-dimensional parameter used by Bridgewater (1980), Campbell (1993a)
and Savage & Dai (1993) is D2;:

D;;
D=, (3.2)

where 7, is the shear rate.

In the case of simple uniform-shear flows, at moderate solid fractions, the granular
temperature depends only on the material properties and the shear rate; hence D1
or D2 could be used interchangeably. In this work, both coeflicients were considered
since the functional dependence of the fluctuation velocities on the shear rates is not
known.

Figure 3.25 shows the variation of < AyAy > with time for experiment 1. The
mean-square transverse displacements increase linearly with time in each of the three
regimes. Diffusive displacements are the highest in the moderate shear regime, signif-
icantly less in the low-shear transition regime and least, but non-zero, in the central
uniform-flow regime. This trend is consistent in all the flows examined. Figures 3.26-
3.33 show the measurements for the rest of the flows. Figure 3.34 depicts the same
data as Figure 3.27, but with error bars included. The error bars in the figures reflect
the uncertainty in determining the centroid of a particle. The uncertainty in the slope
of the best fit line ranged from 3% to 8.8%.

The variation of D,, with shear rate for all three particle types is depicted in Figure
3.35. For all particle types, diffusion coefficients are much higher in the moderate-
shear regime than in the low-shear transition regime. However, diffusion is observed
to be a much more sensitive function of shear rate in the transition regime tha;n in
the moderate-shear regime. Also, for comparable shear rates, the particles of Type
B (dyed) have lower values of D,, than those for Type A. The simulations by Dai
(1993) showed a significant reduction in the coefficients of diffusion for rough particles.

However, results for solid fractions of more than 0.5 were not presented.
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The variation of Dy, with transverse fluctuation velocity for particles of Type A is
shown in Figure 3.36(a). Again, diffusion increases more rapidly with an increase in
fluctuation velocity in the uniform and low-shear regimes than in the moderate-shear
regime. Qualitatively similar results are observed in Figure 3.36(b) for the case of
particles of Type B.

Savage & Dai (1993) have plotted D2 as a function of the solid fraction. Although
the solid fraction profiles could not be determined in these experiments, D1; and D2;
have been plotted against the mean transverse position of each shear regime in a flow.
As noted earlier, the solid fraction decreases and D,, increases near the walls. Figure
3.37 depicts the values of D1, for the particles of types A and B. For particles of Type
A, the values of D1, are very close to each other for each of the three regimes for
experiments 2 and 3. However, the values for the case of experiment 1 (the smallest
exit width) deviate from this behavior. As noted earlier, D1, does not account for
the solid fraction. While measurements were not made, it was visually observed that
the solid fraction decreased from the center towards the walls in all the sheared flows.
Such a density variation does explain the increase in D1, with transverse position in
the case of the two wider exit openings in Figure 3.37. The reason for the deviation
of the values for the case of the smallest exit width is not clear. If examined in terms
of a density distribution, the results suggest that in the latter case, there is greater
relative dilation in the moderate-shear layer, and relatively greater compaction of
the two inner layers, in comparison to the other two exit conditions. Figure 3.37
also shows the value of D1, for the case of the particles of Type B. For the sheared
regimes of experiments 5 and 6, the values are quite consistent, though significant
deviation occurs in the uniform regime. The values of D1, are consistently lower, in
the sheared regimes, for the case of the particles of Type B, indicating a significant
reduction in diffusive behavior due to the presence of friction.

The values of D2, for the case of particles of all three types are presented in Table
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3.2. The values for the center of the channel are not given since the shear rate here is
zero and D2, cannot be defined. As in the case of D1,, the values of D2, are almost
equal for the case of the sheared zones for experiments 2 and 3. Again, results for
the case of the smallest exit opening deviate from the others.

Note that D2, is 0.053 for the low-shear regimes in experiments 2 and 3. This
value is close to the value of 0.057 reported by Bridgewater (1980), based on the work
of Scott & Bridgewater (1976) who performed their experiments in a shear cell over
shear rates in the range of 0.16 s~ to 0.62 s~!, which is lower than but comparable to
the strain rates in the low-shear transition regimes of the current set of experiments.
In addition, Savage & Dai (1993) reported that their simulations results were in good
agreement with Bridgewater’s (1980) results, for a solid fraction of 0.5. They do not
mention the range of strain rates examined. Measurements made from the figures of
Campbell (1993a) indicate the value for D2, to be about 0.025, for a solid fraction
of 0.5. Again, the range of strain rates examined is not indicated. Also, Bridgewater
(1980) reported that diffusion in their experiment was isotropic when corrected for
Taylor dispersion. As subsequent discussions show, isotropy is not observed in the
current set of experiments.

The variation of < AzAz > with time is shown in Figure 3.38, for experiment
1; similar results are observed for the other experiments and are shown in Figures
3.39-3.46. The figures display curves for the total diffusion, as well as for the “random
diffusion” component. As expected, Taylor dispersion contributions are largest for
the moderate-shear regime, much lower for the low shear transition regime, and non-
existent in the central uniform regime, where all diffusion is due to random velocity
fluctuations. It must be noted that, for extensive Taylor diffusion to occur, gradients
in the mean streamwise velocity profile must be accompanied by transverse fluctuation
velocities adequate enough for the particles to move across the streamwise velocity

gradient. As in the case of transverse diffusion, the random diffusive displacements
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are the highest in the moderate-shear regime, lower in the transition low-shear regime
and least in the center. This trend is true of all the flows investigated, though relative
magnitudes vary. The variation of the streamwise mean-square random displacements
with time is linear for all the regimes. The uncertainty in the slope of the best fit
lines was between 6% and 13%. The curves for total diffusion could not be fitted
consistently by a single power law and were not examined further.

Figure 3.47 depicts the variation of D1, with transverse position for the case of
particles of types A and B. As for D1,, D1, increases from the center towards the
moderate-shear regime. The same arguments, based on the variation of solid fraction,
may be extended in this case as well. However, the values of D1, for Type A are
close to each other, within each regime, in all three shear regimes for all the flow
rates, unlike the results shown in Figure 3.37. The results for particles of Type B
are similar to those for the particles of Type A, though not as consistent amongst
the three different flow rates. The values of D2, for the sheared regimes are listed in
Table 3.2. In comparison to D2,, these values show greater deviation from each other
within each sheared regime, especially for the low-shear transition regime. However,
the overall trends are similar. Also, the corresponding values are lower for the particles
of Type B, indicating a reduction in streamwise diffusion due to friction.

Profiles for < AyAx > are shown in Figure 3.48 for experiment 3. The values are
extremely small and within the error limits of the measuring technique. This result
was characteristic of all the cases considered.

Figure 3.49 shows the values of D1, the trace of the diffusion tensor normalized
by the root-mean-square fluctuation velocity. The measured values are reasonably
consistent for all the regimes for the case of the particles of Type A. In the case
of the particles of Type B, the results for the two larger exit width conditions are
consistent for all three regimes, but values for the narrowest exit condition diverge

for the low-shear and uniform-flow regimes. The values of the trace of the diffusion
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tensor normalized by the strain rate, D2, are listed in table 2.

Figures 3.49 and 3.47 are notably similar since the values of D, are almost an
order-of-magnitude higher than D,, for all the regimes examined. This similarity is
reflected in the values of D2, and D2 in Table 3.2. The anisotropy in the diffusion
coefficient arises as a result of the anisotropy in the fluctuation velocities. While
a direct comparison of the measured diffusion coefficients with those predicted by
the arguments based on kinetic theory (Equation 2.28) is inhibited by the inability
to measure solid fractions in the flows, it is useful to make some comparisons using
reasonable estimates for the solid fraction and the coefficient of restitution. The
form of the radial distribution function, go(v), used is defined in Equation (2.5), with
the maximum shearable solid fraction v* equal to 0.64. Using values of 0.9 for the
coefficient of restitution and 0.5 for the solid fraction, D;;/ocT*? (from Equation 2.28)
is equal to 0.022 and reduces to 0.0075 for a solid fraction of 0.56. In comparison, in
the moderate-shear regime in Experiment 3, D1, is equal to 0.035. However, if the
transverse diffusion coefficient D,, is normalized by the root-mean-square fluctuation
velocity, a value of 0.019 is obtained. Both of these values are close to the value for D1,
(of the same order of magnitude) for an assumed solid fraction of 0.5. However if the
trace of the diffusion tensor is normalized by the root-mean-square velocity (see Figure
3.49), a value of 0.22 is obtained. Using the condition of isotropy, which is assumed
in deriving Equation (2.28), the kinetic theory value is 0.044 for a solid fraction
of 0.5 and reduces sharply at higher solid fractions. The cause of the discrepancy
may lie in the assumptions of isotropy in Equation (2.28). The use of an isotropic
radial distribution function to describe the wall-bounded sheared flows of the type
encountered in the current experiments may not be appropriate. Furthermore, as
previously noted, the current experiments do not belong to the rapid granular flow
regime that is well represented by theory based on the kinetic theory of dense gases.

Hence, while the measured diffusion coefficients conform to the trends predicted by
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the kinetic theory, it is apparent from the discussion above that the expression for
diffusion coefficients derived from kinetic theory, (Equation 2.28), cannot be used to
make quantitative predictions for the high-density flows examined here.

The marked anisotropy of the diffusive behavior of the flows considered contrasts
with the results of Scott & Bridgewater (1976), as examined by Bridgewater (1980).
In those experiments, the particles were 18.6 mm in diameter and the strain rates were
lower than those considered in the present work. Furthermore, while both Savage &
Dai (1993) and Campbell (1993a) report that their simulations indicate somewhat
larger diffusion in the streamwise direction, the differences are not as large as those
observed in this work. More importantly, even when the diffusion coefficients are
normalised by the appropriate fluctuation velocities (Figures 3.37, 3.48), the difference
between the non-dimensionalized parameters continues to be substantial. Campbell
(1993a) has suggested that the diffusional anisotropy is enhanced because the shear
motion may introduce an internal structure that permits greater freedom of motion
in preferred directions. Also, even though their streamwise fluctuation velocities are
comparable in magnitude, the diffusion coefficients D, are much lower in the uniform
flow regime than in the low-shear transition regime. Obviously, the solid fraction plays
a very important role here.

Strongly anisotropic diffusion coefficients have been observed in systems other than
those considered in this work. Ladd (1992) reported that his dynamical simulations of
sedimenting spheres in a suspension revealed that the value of the diffusion coefficient
in the direction of sedimentation was more than an order of magnitude higher than
the diffusion coefficient in the transverse direction. Solid fractions in the range of
0.05 to 0.5 were considered and the anisotropy was seen to increase with a decrease
in the solid fraction.

The coefficients of diffusion usually increase with the mean flow velocity in the

uniform flow regime. This observation seems consistent with the fact that the fluctua-
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tion velocity components scale reasonably well with the local mean velocity. Hwang &
Hogg (1980) reported that their measurements for transverse diffusion in an inclined
chute were comparable with a model in which the diffusion coefficient was composed
of two parts: one proportional to the shear rate and the other a constant indicative
of the “intrinsic” random fluctuations of the particles. However, they did not indi-
cate any relation between this intrinsic component and the mean flow velocity. Their
measured transverse diffusion coefficients were of the same order as those measured
in the current experiments in the moderate-shear regimes.

In order to examine the influence of boundary conditions on the diffusional be-
havior, diffusion measurements were made for the flow with smooth sidewalls whose
velocity profiles are shown in Figure 3.18. By fitting straight lines to the results,
values of 0.020 and 0.0017 were obtained for D,, and D,, in the regimes close to the
wall. These results were an order of magnitude lower than the typical corresponding
values for the sheared flows. Furthermore, the magnitude of the diffusive displace-
ments were of the order of the error associated with the measuring technique. High
flow densities, combined with much lower fluctuation velocities severely inhibit diffu-
sion. However, as the results of Hsiau (1993), and the diffusion results for the central
uniform regime in the current set of experiments show, in the case of sheared flows,
tangible diffusion occurs in the unsheared regions. There seems to be a mechanism
of conduction of fluctuation velocities into the central regimes from the walls, which,
combined with a less packed structure, supports diffusion in the unsheared regimes

for the shear flow situation.
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Exit width Mean speed Flow rate

Expt no. Particle type (cm) (cm s™1) (kg s71)
1 A 1.0 5.8 0.091
2 A 1.3 9.5 0.163
3 A 1.5 12.2 0.233
4 B 1.0 6.7 0.100
) B 1.3 10.5 0.175
6 B 15 13.9 0.256
7 C 1.0 6.4 0.098
8 C 1.3 8.8 0.154
9 C 1.5 11.4 0.217

Table 3.1: List of experiments.
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D2, D2, D2

Expt LS MS LS MS LS MS

1 0.039 0.033 0.511 0.181 0.549 0.212
0.053 0.019 0.420 0.162 0.472 0.181
0.053 0.018 0.603 0.194 0.655 0.212
0.024 0.027 0.231 0.173 0.255 0.200
0.020 0.017 0.310 0.127 0.335 0.143
0.020 0.015 0.359 0.136 0.383 0.150
0.050 0.025 0.571 0.160 0.621 0.185
0.047 0.019 0.554 0.171 0.602 0.190

© o0 N O Ot b W N

0.052 0.015 0.660 0.160 0.712 0.176

Table 3.2: Values of D2;: LS, low shear; MS, moderate shear
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Figure 3.1: Schematic of the vertical channel facility.
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