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Abstract

In order to study quantum effects such as state superposition and entanglement, one would like to

construct simple systems for which the damping rates are slow relative to the rate of coherent evolu-

tion. One such system is strong-coupling cavity quantum electrodynamics (QED), in which a single

atom is coupled to a single mode of a high finesse optical cavity. In recent years, optical trapping

techniques have been applied to the cavity QED system, allowing an individual atom to remain

coupled to the cavity for long periods of time. For the purpose of future cavity QED experiments,

one would like to gain as much control over the trapped atom as possible; in particular, one would

like to cool the center of mass motion of the atom, to measure the magnetic field at the location of

the atom, and to be able to prepare the atom in a given internal state. In the first part of this thesis,

I present a scheme for driving Raman transitions inside the cavity that can be used to achieve these

goals. After giving a detailed theoretical treatment of the Raman scheme, I describe how it can be

implemented in the lab and discuss some preliminary experimental results.

In the second part of this thesis, I present a number of simple field theory models. These mod-

els were developed in an attempt to understand some of the central ideas of theoretical physics by

looking at how the ideas work in a highly simplified context. The hope is that by reducing the

mathematical complexity of an actual theory, the underlying physical concepts can be more easily

understood.

Note on units: this thesis uses natural units (~ = c = 1).
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Chapter 1

Atomic physics

1.1 Introduction

1.1.1 Cavity QED

Many quantum systems can be described in terms of a simple system with a few degrees of freedom

interacting with a complicated environment with many degrees of freedom. If the simple system

were isolated it would evolve coherently, but because of the coupling to the environment the coherent

evolution is damped at a rate determined by the strength of the coupling. The damping destroys

quantum effects such as state superposition and entanglement, so to study these effects one would

like to construct systems where damping is slow relative to the rate of coherent evolution.

Two candidates for building such systems are atoms and photons. Atoms can store quantum infor-

mation for long periods of time in internal states and are easily manipulated with laser beams, while

photons are useful for transporting quantum information from one location to another. One system

that combines the advantages of both is cavity quantum electrodynamics, in which a single atom is

coupled to a resonant mode of an optical cavity. For cavity QED, the internal states of the atom and

the Fock states of the quantized cavity mode constitute the degrees of freedom of the system, while

the modes of the electromagnetic field to which the atom and cavity couple serve as the environment.

An optical cavity is formed by two mirrors separated by a distance L. The mirrors confine light to a

finite region, resulting in a set of modes at integer multiples of the free spectral range νFSR = 1/2L.

Each mode acts like a separate harmonic oscillator, which may be driven by coupling resonant light

into the cavity and which is damped at a rate κ determined by the mirror reflectivities. By adjusting

the mirror separation L, one of the modes can be tuned into resonance with an atomic transition;

for νFSR ≫ γ, where γ is the spontaneous decay rate of the atom, the non-resonant modes are so far

detuned that they don’t interact with the atom and may be neglected. The resonant mode couples
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to the atom via the Hamiltonian

Hi = −~p · ~E

where ~p is the atomic dipole moment and ~E is the electric field at the position of the atom.

We would like to compare the coherent coupling strength to the damping rates γ and κ. The coher-

ent coupling strength is determined by the magnitude of Hi, which can be estimated as follows. If

there are n photons inside the cavity, then the field energy is

nω =
1

8π
V E2

where ω is the angular frequency of the mode and V is the mode volume. Thus, the electric field is

given by

E = (8πnω/V )1/2

The spontaneous decay rate of the atom is

γ =
4

3
ω3p2

Thus, the atomic dipole moment is given by

p = (3γ/4ω3)1/2

Substituting these results into Hi, we obtain

Hi ∼ g
√
n

where

g = (3/16π2)1/2 (Qλ3/V )1/2 γ

characterizes the strength of the atom/cavity coupling. Here Q = ω/γ is the quality factor of the

atom and λ = 2π/ω. Note that to generate a large coupling we want a cavity with a small mode

volume and an atom with a large Q. For our cavity V/λ3 = 3.6× 104 and κ = (2π)(8.4 MHz), and

for the atomic transition we use Q = 6.8× 107 and γ = (2π)(5.2 MHz). Thus, the coherent coupling

strength is g = (2π)(32 MHz).

Having estimated the coherent coupling strength, let us now consider the dynamics of the sys-

tem. For simplicity, we will assume the atom has only two levels: a ground state g and excited state
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e. We can define raising and lowering operators for the atom:

σ+ = |e〉〈g|

σ− = |g〉〈e|

By substituting for the dipole moment of the atom and for the electric field of the light, one can

show that

Hi = −~p · E = g(aσ+ + a†σ−)

where g is the coherent coupling rate we just calculated, and a† and a are creation and annihilation

operators for the cavity mode. If we include terms for the energy of the atom and the field, we find

that the total Hamiltonian is

H = ωσ+σ− + ωa†a+ g(aσ+ + a†σ−)

This is known as the Jaynes-Cummings Hamiltonian [1]. We can form a basis of states for the system

by taking tensor products of the atomic states |g〉, |e〉 and cavity Fock states |n〉 to obtain product

states |g, n〉, |e, n〉. The ground state is |g, 0〉, and the two lowest excited eigenstates are

|±〉 = 1√
2
(|e, 0〉 ± |g, 1〉)

with eigenvalues ω ± g. If the atom is decoupled from the cavity, these states are degenerate, but

in the presence of the coupling they are split by 2g. This splitting of the lowest two excited states

is called the vacuum Rabi splitting.

Now suppose we drive the cavity with a laser beam tuned to the atomic resonance. Because the

vacuum Rabi splitting shifts the eigenstates of the system out of resonance with the driving field, we

expect the presence of an atom to suppress the coupling of light into the cavity. We can calculate

this effect as follows. To include the effects of the driving laser, we add a term to the Hamiltonian:

H = ωσ+σ− + ωa†a+ g(aσ+ + a†σ−) + λ(a+ a†) cosωt

where λ gives the driving strength. The Hamiltonian can be simplified by applying some unitary

transformations and making the rotating wave approximation:

H = g(aσ+ + a†σ−) + (λ/2)(a+ a†)
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We can obtain an approximate steady state solution by viewing the coupled atom-cavity system as

an isolated atom described by an effective Hamiltonian Ha, and an isolated cavity described by an

effective Hamiltonian Hc. The Hamiltonian Ha is obtained from H by replacing the operator a with

a parameter α = 〈a〉 characterizing the field amplitude:

Ha = g(ασ+ + α∗σ−)

Similarly, Hc is obtained from H by replacing the operator σ− by a parameter β = 〈σ−〉 character-

izing the atomic dipole:

Hc = g(β∗a+ βa†) + (λ/2)(a+ a†)

If we define an effective Rabi frequency ΩE = 2gα and an effective driving strength λE = 2gβ + λ,

we can express Ha and Hc as

Ha =
1

2
(ΩE σ+ + Ω∗

E σ−)

Hc =
1

2
(λE a

† + λ∗E a)

For weak driving, the atomic dipole and the field amplitude are given by the ratio of the driving

rates (ΩE and λE) to the damping rates (γ and κ):

β = 〈σ−〉 = −iΩE/γ = −2igα/γ

α = 〈a〉 = −iλE/κ = −α/NA − iλ/κ

where NA = κγ/4g2 is called the critical atom number. The field amplitude is therefore

α = −i(λ/κ)(1 +N−1
A )−1

and the number of photons inside the cavity is

n = |α|2 = (λ/κ)2(1 +N−1
A )−2 = n0(1 +N−1

A )−2

where n0 = (λ/κ)2 is the photon number for an empty cavity. Thus, the coupling to the atom

reduces the number of photons in the cavity by a factor of ∼ N−2
A .

In the limit g ≪ κ, we can give a second interpretation to the critical atom number. Suppose

we start the system in state |e, 0〉. The excitation can decay via one of two channels: either the

atom spontaneously emits a photon |e, 0〉 → |g, 0〉 (rate γ), or the atom coherently transfers its exci-
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tation to the cavity |e, 0〉 → |g, 1〉 (Rabi frequency 2g), and the cavity emits the photon |g, 1〉 → |g, 0〉
(rate κ). In the limit g ≪ κ, decay via the second channel proceeds at a rate Γ = (2g)2/κ. Thus, if

we repeatedly start the system with the atom in its excited state, then the ratio of photons emitted

by the atom to photons emitted by the cavity is γ/Γ = κγ/4g2 = NA, the critical atom number.

So far we have considered the effect of the atom on the light in the cavity, but what about the

effect of the light on the atom? The atom saturates when the effective Rabi frequency ΩE equals

the spontaneous decay rate γ. Substituting our expression for ΩE , we see that the field needed to

saturate the atom is α = γ/2g, so the number of photons needed to saturate the atom is

Nγ = |α|2 = γ2/4g2

This is called the saturation photon number. Substituting for g, we find

Nγ ∼ V/Qλ3

Thus, for a small enough cavity (V < Qλ3) a single photon will saturate the atom.

In summary, by using a cavity with high finesse and low mode volume we can enhance the ef-

fects of single quanta, so that a single atom strongly effects the intra-cavity field and a single photon

strongly effects the atom.

1.1.2 Optical trapping

To study cavity QED in the lab, we need a way of delivering atoms to the optical cavity. One

delivery method is to pass an atomic beam through the cavity; another is to drop a cloud of cold

atoms on it. For both these methods, an individual atom passes rapidly through the cavity and

is only briefly coupled to the cavity mode. A better method is to trap an atom at a well-defined

location inside the cavity, so it remains coupled for a long time. To accomplish this, we create an

optical trap by driving a cavity mode that has a resonant frequency much lower than that of the

atom. This type of trap is known as a far off resonance trap, or FORT [2], [3].

Roughly, the FORT works as follows. The electric field ~E of the FORT light induces a dipole ~p

in the atom, which couples back to the field, yielding a potential

U(~r) = −~p · ~E(~r)
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For red detuned light (atom driven below resonance), the induced dipole oscillates in phase with

the field, so the atom is pulled toward regions of high field intensity. Because of the standing wave

structure of the cavity mode, the high intensity regions occur at the center of pancake shaped wells,

any one of which is capable of trapping an atom. We can create a nearly conservative trap by using

light that is highly detuned; for light with intensity I and detuning ∆, the trap depth is ∼ I/∆

while the scattering rate is ∼ I/∆2, so by increasing both the detuning and the intensity we can

hold the trap depth constant while reducing the scattering rate. Using a FORT, we have succeeded

in trapping atoms inside our cavity for ∼ 3 s, which is ∼ 108 times longer than the timescale 1/g

that characterizes the atom/cavity coupling [4].

1.1.3 Some applications of cavity QED

A wide variety of experiments can be performed using cavity QED with trapped atoms. Two ap-

plications that we have implemented in the lab are the single atom laser [5], [6] and single photon

generation [7].

By using a cavity with high finesse and low mode volume, one can enhance the effects of single

quanta to such a degree that a single atom can serve as a lasing medium [8], [9], [10], [11], [12],

[13], [14], [15], [16], [17], [18]. In a conventional laser, a lasing medium consisting of many atoms

is coupled to one or more modes of an optical cavity and is driven by an external pumping mech-

anism. Because of the atom/cavity coupling, light that is present in the cavity can stimulate the

atoms to coherently emit into the cavity modes instead of spontaneously emitting into free space,

and for strong enough coupling emission into the cavity dominates the emission into free space.

As we make the atom/cavity coupling stronger and stronger, fewer and fewer atoms are needed

for the laser to operate, until ultimately a single atom will suffice. If the critical atom number is

small but the critical photon number is large, then the single atom laser has a sharp threshold,

obeys the semiclassical laser equations, and exhibits other laser-like properties. For our cavity, both

the critical number and the critical photon number are small; thus, deviations from conventional

laser-like behavior are observed, such as photon antibunching and the lack of a well-defined threshold.

A second application of cavity QED is single photon generation. In free space, an atom with two

ground states a and b and one excited state e can be used to generate single photons in the following

way. First we optically pump the atom into state a by applying a field on the b− e transition. Next,

we apply a field on the a − e transition. The field excites the atom to state e, from which it can

either decay to a, where it will be re-excited by the field, or to b, where it decouples from the field.

Eventually the atom is optically pumped into b, with a single photon emitted at frequency ωbe. This

scheme for generating single photons is not very useful, because the photon is emitted in a random
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direction. However, by introducing a cavity that has a mode resonant with the b − e transition, we

can collect the photon and direct it into a single spatial mode. Furthermore, the cavity can be used

to implement an adiabatic passage scheme, which allows the temporal profile of the photon to be

controlled.

1.1.4 Raman scheme

For the purpose of future cavity QED experiments, one would like to gain as much control over the

trapped atom as possible. In particular, one would like to cool the center of mass motion of the

atom, to measure the magnetic field at the location of the atom, and to be able to prepare the atom

in a given internal state. As the main topic of this thesis, I present a scheme I have developed for

driving Raman transitions inside the cavity that can be used to achieve all of these goals. Raman

transitions are a standard tool for cooling and manipulating atoms [19], [20], [21], [22], [23], and have

been used to cool trapped ions to the motional ground state [24]. Here I show how this powerful

technique can be applied to the cavity QED system.

Before introducing the scheme and discussing its applications, I want to briefly review the con-

cept of a Raman transition by using a simple model. Consider a three-level atom that has an

excited state e and two degenerate ground states a and b (see Figure 1.1). If we drive both the

a − e and b − e transitions with classical fields that have Rabi frequency Ω and detuning ∆, then

the Hamiltonian for the system is

H = −∆|e〉〈e|+ Ω

2
(|e〉〈a|+ |a〉〈e|) +

Ω

2
(|e〉〈b|+ |b〉〈e|)

We can simplify H by introducing states that are superpositions of a and b:

|±〉 = 1√
2
(|a〉 ± |b〉)

Thus,

H = −∆|e〉〈e|+ Ω

2
(|e〉〈+|+ |+〉〈e|)

For large detunings (∆ ≫ Ω), the first term dominates, and we can treat the second term as

a perturbation. To lowest order, the eigenstates are |e〉, |+〉, |−〉 with eigenvalues Ee = −∆,

E+ = Ω2/4∆, E− = 0. Thus, we can approximate H by

H ≃ −∆|e〉〈e|+ Ω2

4∆
|+〉〈+|
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Or, substituting for |+〉,

H ≃ −∆|e〉〈e|+ U(|a〉〈a|+ |b〉〈b|) +
ΩR

2
(|a〉〈b|+ |b〉〈a|)

where U ≡ Ω2/4∆ and ΩR ≡ Ω2/2∆.

6

?

6

?

6

?

a b

e

Ω Ω

−∆

Figure 1.1: Three-level atom.

Note that in the approximate Hamiltonian there is no coupling of the ground states to the excited

state; the effects of the couplings that were present in the original Hamiltonian are taken into ac-

count in the second and third terms. The second term describes a level shift to the ground states

by an amount U , and the third term describes an effective field with Rabi frequency ΩR, which

couples the ground states to one another. It is this third term that is of interest; in general, one

can couple two ground states of an atom by driving the atom with a pair of far detuned beams,

where the relative detuning of the two beams is equal to the splitting between the two ground states.

The coupling generated by such a method is called a Raman coupling, and the resulting transitions

between ground states are called Raman transitions.

The Raman scheme presented in this thesis involves using the FORT trapping light itself as one

leg of a Raman pair. To form the other leg, we pulse on a second, much weaker beam, which I

will call the Raman beam. The relative detuning between the FORT and Raman beams is chosen

so as to drive Raman transitions between the two ground state hyperfine manifolds of Cesium. By

controlling the power, detuning, and duration of the Raman pulse, one can apply various unitary

transformations to the ground state manifold of the atom. This has a number of applications.

One application is Raman spectroscopy. If we repeatedly start the atom in one ground state man-

ifold, apply a Raman pulse with a given detuning, and then check if the atom has been transfered
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to the other ground state manifold, we can determine the transfer probability for that detuning. By

measuring the transfer probability for many different detunings we can map out a Raman spectrum.

This is a useful diagnostic tool, which provides information about the magnetic fields at the location

of the atom and about the distribution of ground state populations.

A second application is atomic state preparation. One can create arbitrary superpositions of ground

states by optically pumping the atom into a known initial state and then applying an appropriate

Raman pulse. The ability to create superposition states is a key ingredient in many entanglement

and teleportation schemes.

A third application is cooling the atomic center of mass motion. The strength of the Raman coupling

depends on the intensities of the FORT and Raman beams at the position of the atom, and therefore

varies as the atom moves around inside the cavity. Thus, the Raman coupling gives a coupling of

the internal atomic state to the center of mass motion, which can be exploited to cool the atom.

1.2 Two-level systems

One can often model an atom as a two-level system with one ground state and one excited state. In

this section, I discuss some general results that are useful in working with such two-level systems.

1.2.1 Representations of pure states

Here I discuss several ways of representing pure states, which are states of a single, isolated quantum

system. The state of a two-level system can be described by a wavefunction

|ψ〉 = ce|e〉+ cg|g〉

where ce and cg are complex numbers. Two complex numbers correspond to four real degrees of

freedom, but only two of these are physical. One degree of freedom is removed by requiring that the

wavefunction be normalized:

〈ψ|ψ〉 = |ce|2 + |cg|2 = 1

A second degree of freedom corresponds to the freedom to make phase transformations |ψ〉 → eiθ|ψ〉,
which give different wavefunctions that describe the same physical state. Thus, a two-level system

in a pure state has two physical degrees of freedom.
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The state of the system may also be represented by a density matrix

ρ = |ψ〉〈ψ| =
∑

ij

ρij |i〉〈j|

where

ρij = ci c
∗
j

Note that for pure states, the density matrix is idempotent (ρ2 = ρ), hermitian (ρ† = ρ), and has

unit trace (Tr[ρ] = 1). Conversely, any idempotent, hermitian matrix with unit trace is the density

matrix for a pure state. To see this, consider the eigenstates of such a matrix. Since the matrix is

hermitian, it has a pair of eigenstates |φ1〉, |φ2〉 with eigenvalues λ1, λ2:

ρ = λ1|φ1〉〈φ1|+ λ2|φ2〉〈φ2|

Since the matrix is idempotent,

ρ|φn〉 = λn|φn〉 = ρ2|φn〉 = λ2
n|φn〉

so

λn(1− λn)|φn〉 = 0

Thus, λn ∈ {0, 1}. Since the matrix has unit trace, one eigenstate, |φa〉, must have eigenvalue 1,

and the other, |φb〉, must have eigenvalue 0. Thus,

ρ = |φa〉〈φa|

which is the density matrix corresponding to the pure state |φa〉.

Wavefunctions and idempotent density matrices can be used to represent the pure states of quan-

tum systems with any number of levels. But there are additional representations that apply only to

two-level systems. Consider the normalization condition for the wavefunction of a two-level system:

|ce|2 + |cg|2 = 1

This is the equation for the three sphere S3, which has two unique properties. First, it is isomorphic

to SU(2):

(ce, cg) ∈ S3 ⇔





ce cg

−c∗g c∗e



 ∈ SU(2)
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Second, S3 forms a U(1) bundle over S2 via the Hopf fibration. These properties give two additional

representations for pure states. First, a pure state can be represented as a unitary matrix with unit

determinant:

U =





ce cg

−c∗g c∗e





Second, a pure state can be represented as a three-vector with unit length. To see this, note that

since the density matrix is hermitian, it can be expressed as

ρ = α+ ~β · ~σ

were α and ~β are real. Here

σx = |e〉〈g|+ |g〉〈e|

σy = −i(|e〉〈g| − |g〉〈e|)

σz = |e〉〈e| − |g〉〈g|

are the Pauli spin matrices. They satisfy

[σi, σj ] = 2i ǫijk σk

{σi, σj} = 2 δij

Since the density matrix has unit trace α = 1/2, and since it is idempotent,

ρ2 =
1

4
+ β2 + ~β · σ = ρ

This implies that |~β| = 1/2, so

ρ =
1

2
(1 + r̂ · σ)

where r̂ = 2~β is called the Bloch vector. The wavefunction and Bloch vector are related by

r̂ = 2Re(cg c
∗
e) x̂+ 2Im(cg c

∗
e) ŷ + (|ce|2 − |cg|2) ẑ

In fiber bundle language, the mapping |ψ〉 → r̂ constitutes a projection from S3 (the total space)

onto S2 (the base space). All the wavefunctions that can be obtained from |ψ〉 by a phase transfor-

mation |ψ〉 → eiθ|ψ〉 are projected onto the same Bloch vector r̂, so the Bloch vector can be thought

of as a projective representation. Since the density matrix shares this property, it is also a projective

representation.



12

It is often useful to express the quantum state as a function of two coordinates that correspond

to its two physical degrees of freedom. Here is what the quantum state would look like for one

possible choice of coordinates, in each of the four representations discussed:

wavefunction:

|ψ〉 = eiφ/2 sin θ/2 |g〉+ e−iφ/2 cos θ/2 |e〉

unitary matrix:

U =





e−iφ/2 cos θ/2 eiφ/2 sin θ/2

−e−iφ/2 sin θ/2 e−iφ/2 cos θ/2





density matrix:

ρ =
1

2





1 + cos θ e−iφ sin θ

eiφ sin θ 1− cos θ





Bloch vector:

r̂ = sin θ cosφ x̂ + sin θ sinφ ŷ + cos θ ẑ

In summary, a pure quantum state of a two-level system can be represented as a wavefunction

(element of S3) or, isomorphically, as a unitary matrix (element of SU(2)):

ce|e〉+ cg|g〉 ←→





ce cg

−c∗g c∗e





By projecting out the overall phase factor, a pure quantum state can also be represented as a unit

length Bloch vector (element of S2) or, isomorphically, as an idempotent density matrix (idempotent

hermitian matrix with unit trace):

r̂ ←→ 1

2





1 + rz rx − iry
rx + iry 1− rz





1.2.2 Representations of mixed states

In the previous section we discussed four ways of representing the pure states of a single, isolated

two-level system. Two of these representations—the density matrix and the Bloch vector—may be

generalized to mixed states, which describe a statistical ensemble of quantum systems.

Suppose that a fraction pn of the systems in an ensemble are described by the sate vector |ψn〉.
The expectation value of an arbitrary operator A is a weighted sum over expectation values of each
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of the systems in the ensemble:

〈A〉 =
∑

n

pn〈ψn|A|ψn〉 =
∑

n

pnTr[ρnA] = Tr[ρA]

where

ρn ≡ |ψn〉〈ψn|

is the density matrix for the pure state |ψn〉, and

ρ ≡
∑

n

pnρn

is the density matrix describing the statistical ensemble. Note that

Tr[ρ] =
∑

n

pnTr[ρn] =
∑

n

pn = 1

Also, ρ is clearly hermitian. Thus, for both pure states and mixed states, the density matrix is

hermitian and has unit trace.

How can we tell if a given density matrix describes a pure state or a mixed state? Since the density

matrix is hermitian in both cases, it can always be diagonalized by a suitable unitary transformation.

In the basis {|φn〉} in which it is diagonal, it takes the form

ρ =
∑

n

λn|φn〉〈φn|

Note that

〈φn|ρ|φn〉 = λn =
∑

n

pn|〈φn|ψn〉|2

Thus, λn ≥ 0. Since ρ has unit trace,

Tr[ρ] =
∑

n

λn = 1

Thus, λn ≤ 1. Note that

Tr[ρ2] =
∑

n

λ2
n

Since 0 ≤ λn ≤ 1, we have that λ2
n ≤ λn. Thus,

Tr[ρ2] ≤ 1
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If Tr[ρ2] = 1, then for all n we must have that λ2
n = λn, which implies that λn ∈ {0, 1}. Since ρ has

unit trace, one of the λn’s is one and the rest are zero, so the density matrix describes a pure state.

If Tr[ρ2] < 1, then there are several nonzero λn’s, so the density matrix describes a mixed state.

The Bloch vector representation can also be generalized to describe mixed states. Let r̂n denote

the Bloch vector corresponding to the state |ψn〉. Then the nth quantum system in the ensemble is

described by the density matrix

ρn = |ψn〉〈ψn| =
1

2
(1 + r̂n · ~σ)

Thus, the density matrix for the entire ensemble may be expressed as

ρ =
∑

n

pn ρn =
1

2
(1 + ~r · ~σ)

where

~r =
∑

n

pn r̂n

Note that

Tr[ρ2] =
1

2
(1 + |~r|2)

Thus, for pure states |~r| = 1, while for mixed states |~r| < 1; that is, pure states live on the surface

of the Bloch sphere, while mixed states live on the interior.

The Bloch sphere and density matrix representations are related by

ρ =
1

2
(1 + ~r · ~σ) =

1

2





1 + rz rx − iry
rx + iry 1− rz





and

~r = 2Re(ρ21) x̂+ 2Im(ρ21) ŷ + (ρ11 − ρ22) ẑ

1.2.3 Composite systems

We often want to describe the state of a system A that is not isolated, but which is part of a larger

system that is isolated. The larger system can be described by a pure state, but in general the

corresponding state of system A is a mixed state. We may therefore view a single state of the larger

system as describing an ensemble of states for system A.

To understand how this works, consider two systems A and B, which are coupled to form a compos-
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ite system A⊗ B. Let {|αn〉} be a basis of states for system A, and let {|βm〉} be a basis of states

for system B. Using these states, we can form a basis of states {|αn, βm〉 = |αn〉 ⊗ |βm〉} for the

composite system. An arbitrary state |ψ〉 of the composite system can be expanded in this basis

|ψ〉 =
∑

nm

cnm|αn, βm〉

We can define a set of states {|γm〉} of system A by

|γm〉 = b−1
m

∑

n

cnm|αn〉

where

bm =

(

∑

n

|cnm|2
)1/2

The states {|γm〉} are normalized, but in general they are not orthogonal to one another. If we

define states {|γm, βm〉 = |γm〉 ⊗ |βm〉} for the composite system, we can express |ψ〉 as

|ψ〉 =
∑

m

bm|γm, βm〉

Note that |γm〉 may be viewed as the relative state of |βm〉; that is, whenever system B is in state

|βm〉, system A is in state |γm〉. Because the states {|βm〉} are orthonormal, the states {|γm, βm〉}
are also orthonormal. Thus, the probability that the composite system is in state |γm, βm〉 is

pm = |〈γm, βm|ψ〉|2 = |bm|2

We may therefore view the single state |ψ〉 of the composite system as an ensemble of states for

system A, where state |γm〉 occurs in the ensemble with probability pm. The density matrix for A

is therefore

ρA =
∑

m

pm|γm〉〈γm| = TrB ρ

where

ρ = |ψ〉〈ψ| =
∑

m

pm|γm, βm〉〈γm, βm|

is the density matrix for the composite system.

1.2.4 Time evolution

The wavefunction for an isolated system evolves in time according to the Schrödinger equation:

i∂t|ψ〉 = H |ψ〉
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where H is the Hamiltonian for the system. For a two-level system, H can always be expressed in

the form

H = E0 +
1

2
~Ω · ~σ

for some choice of parameters E0 and ~Ω. Changing E0 does not alter the physical behavior of the

system, so for simplicity I will set E0 = 0.

We can use the equation of motion for the wavefunction to derive the corresponding equation of

motion of the density matrix. Since ρ = |ψ〉〈ψ|, we have that

ρ̇ = −i[H, ρ]

From the equation of motion for the density matrix, we obtain the equation of motion for the Bloch

vector. Recall that the density matrix and Bloch vector are related by

ρ =
1

2
(1 + r̂ · ~σ)

Substituting this into the equation of motion for the density matrix, we find

ρ̇ =
1

2
˙̂r · ~σ = −i[H, ρ] = − i

4
[~Ω · ~σ, r̂ · ~σ] =

1

2
(~Ω× r̂) · ~σ

Thus, the equation of motion for the Bloch vector is

˙̂r = ~Ω× r̂

I now want to solve for the eigenstates and eigenvalues of H for the case where ~Ω is constant in

time. I will denote the eigenstates by |±〉, and the corresponding eigenvalues by E±:

H |±〉 = E±|±〉

From the equation of motion for the Bloch vector, we see that the eigenstates |±〉 correspond to the

Bloch vectors ±Ω̂. Suppose Ω̂ has the following coordinate representation:

Ω̂ = sin θ cosφ x̂ + sin θ sinφ ŷ + cos θ ẑ

Then, using the results of section 1.2.1, we find that the eigenstate |+〉 corresponding to +Ω̂ is

|+〉 = eiφ/2 sin θ/2 |g〉+ e−iφ/2 cos θ/2 |e〉
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and the eigenstate |−〉 corresponding to −Ω̂ is

|−〉 = eiφ/2 cos θ/2 |g〉 − e−iφ/2 sin θ/2 |e〉

The eigenvalues corresponding to these states are E± = ±|~Ω|/2.

1.3 Two-level atoms

I now want to apply the general results for two-level systems that we derived in section 1.2 to the

special case of a two-level atom. After briefly reviewing the transformation to the interaction picture,

I write down the Hamiltonian for a two-level atom coupled to a beam of light, and I write down the

master equation for a two-level atom that can spontaneously decay.

1.3.1 Interaction picture

In many situations a Schrödinger picture Hamiltonian HS can be divided into a simple part H0 and

a complicated part Hi:

HS = H0 +Hi

Usually H0 describes how the system would evolve freely in isolation, while Hi describes the inter-

action of the system with an external driving force. Thus, H0 is called the free Hamiltonian, and

Hi is called the interaction Hamiltonian.

The total Hamiltonian HS determines the time evolution of the Schrödinger picture wavefunction

|ψS〉:
i∂t|ψS〉 = HS |ψS〉

The wavefunction evolves under the combined influence of H0 and Hi, but because the evolution

under H0 is usually known and uninteresting, we can simplify the problem by transforming to the

interaction picture, in which the evolution under H0 is already taken into account. We therefore

define an interaction picture wavefunction |ψI〉, which is related to |ψS〉 by

|ψI〉 = U †|ψS〉

where

U = e−iH0t
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is a unitary transformation describing time evolution under H0. The time evolution of |ψI〉 is given

by

i∂t|ψI〉 = i(∂tU
†)|ψS〉+ iU † ∂t|ψS〉 = i(∂tU

†)U |ψI〉+ U †HS |ψS〉 = HI |ψI〉

where I have defined an interaction picture Hamiltonian HI by

HI = U †HSU + i(∂tU
†)U = U †HiU

As an example, consider an atom with a set of internal states {|n〉}. We can define transition

operators Ajk:

Ajk = |j〉〈k|

and projection operators Pr:

Pr = |r〉〈r|

Typically, the Hamiltonian for the atom will consist of sums of Hamiltonians of the form

HS = H0 +Hi

where

H0 = ωrPr

and

Hi = f(Ajk)

for some function f . We can transform to the interaction picture via the unitary transformation

U = e−iH0t = e−iPrωrt

The interaction picture Hamiltonian is

HI = U †HiU = U † f(Ajk)U = f(U †AjkU) = f(A(t))

where

A(t) = U †AjkU = eiPrωrtAjk e
−iPrωrt

Note that
d

dt
(U †AjkU) = iωrU

†[Pr, Ajk]U = iωr(δrj − δrk)(U †AjkU)
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If we integrate this differential equation subject to the initial condition

U †(0)AjkU(0) = Ajk

we find that

U †AjkU = Ajk e
i(δrj−δrk)ωrt

Thus, the interaction picture Hamiltonian is

HI = f(Ajk e
i(δrj−δrk)ωrt)

In summary,

HS = ωrPr + f(Ajk) ↔ HI = f(Ajk e
i(δrj−δrk)ωrt)

For a two-level atom, this gives

HS = ωσ+σ− + f(σ−) ↔ HI = f(σ− e
−iωt)

As another example, consider a harmonic oscillator Hamiltonian of the form

HS = ωa†a+ f(a, a†)

If we transform to the interaction picture via the unitary transformation

U = e−ia†aωt

then the interaction picture Hamiltonian is

HI = f(a e−iωt, a† eiωt)

So

HS = ωa†a+ f(a, a†) ↔ HI = f(a e−iωt, a† eiωt)

1.3.2 Two-level atom without spontaneous decay

I now want to write down the Hamiltonian for a two-level atom that is driven by a beam of light.

The free Hamiltonian for the atom is

H0 = ωA|e〉〈e| = ωAσ+σ−
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where ωA is the splitting between the excited state |e〉 and the ground state |g〉. The interaction

Hamiltonian describing the coupling of the atom to the light is

Hi = e~r · ~E

I will assume the light is a plane wave with polarization ǫ̂:

~E = Re ǫ̂E0 e
−i(ωt−~k·~r) =

1

2
(ǫ̂ e−i(ωt−~k·~r) + ǫ̂∗ ei(ωt−~k·~r))E0

If the atom is much smaller than the wavelength of the light (~k ·~r ≪ 1), then the phase of the electric

field is approximately constant over the entire atom, and we can make the dipole approximation:

~E ≃ 1

2
(ǫ̂ e−iωt + ǫ̂∗ eiωt)E0

It is convenient to express the field in terms of the cycle-averaged intensity I, which is given by

I =
1

8π
〈(E2 +B2)〉 =

1

8π
E2

0

Thus,

~E =
1

2
(8πI)1/2 (ǫ̂ e−iωt + ǫ̂∗ eiωt)

Substituting this into the Hamiltonian, we obtain

Hi =
1

2
(8παI)1/2 (ǫ̂ · ~r e−iωt + ǫ̂∗ · ~r eiωt)

where α = e2 is the fine structure constant. If we insert a complete set of states {|g〉, |e〉}, and note

that parity considerations require 〈e|~r|e〉 = 〈g|~r|g〉 = 0, we find

Hi =
1

2
(Ωσ+ e

−iωt + Ω∗ σ− e
iωt) +

1

2
(Ωc σ+ e

iωt + Ω∗
c σ− e

−iωt)

where

Ω = (8παI)1/2 〈e|ǫ̂ · ~r|g〉

is the Rabi frequency, and

Ωc = (8παI)1/2 〈e|ǫ̂∗ · ~r|g〉

is a counter-rotating Rabi frequency. Note that for linearly polarized light ǫ̂ is real, so Ω = Ωc and

the interaction Hamiltonian can be expressed as

Hi = (Ωσ+ + Ω∗ σ−) cosωt
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For elliptically polarized light, this form of Hi only holds in the rotating wave approximation.

The total Schrödinger picture Hamiltonian is

HS = H0 +Hi

= ωAσ+σ− +
1

2
(Ωσ+ e

−iωt + Ω∗ σ− e
iωt) +

1

2
(Ωc σ+ e

iωt + Ω∗
c σ− e

−iωt)

The corresponding interaction picture Hamiltonian is (U = e−iσ+σ−ωAt)

HI =
1

2
(Ωσ+ e

−i∆t + Ω∗ σ− e
i∆t) +

1

2
(Ωc σ+ e

i(ω+ωA)t + Ω∗
c σ− e

−i(ω+ωA)t)

where ∆ = ω−ωA is the detuning of the light. In the rotating wave approximation, the second term

may be dropped:

HI =
1

2
(Ωσ+ e

−i∆t + Ω∗ σ− e
i∆t)

Transforming back to the Schrödinger picture (U = eiσ+σ−∆t), we obtain

H = −∆σ+σ− +
1

2
(Ωσ+ + Ω∗ σ−)

It is convenient to express this in the form

H = −1

2
∆ +

1

2
(Ωσ+ + Ω∗σ− −∆σz) = −1

2
∆ +

1

2
~ΩE · ~σ

where

~ΩE = ReΩ x̂− ImΩ ŷ −∆ ẑ

The magnitude of ~ΩE is

ΩE = |~ΩE | = (Ω2 + ∆2)1/2

and

Ω̂E = ~ΩE/ΩE = sin θ cosφ x̂+ sin θ sinφ ŷ + cos θ ẑ

where I have defined the angles φ ∈ [0, 2π] and θ ∈ [0, π] by

Ω = |Ω| e−iφ

and

sin θ = |Ω|/ΩE
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cos θ = −∆/ΩE

Using the results of section 1.2.4, we find that the eigenvectors of H are

|+〉 = eiφ/2 sin θ/2 |g〉+ e−iφ/2 cos θ/2 |e〉

|−〉 = eiφ/2 cos θ/2 |g〉 − e−iφ/2 sin θ/2 |e〉

and the eigenvalues are

E± =
1

2
(−∆± ΩE)

We can express the ground and excited states in terms of |±〉:

|e〉 = eiφ/2 (cos θ/2 |+〉 − sin θ/2 |−〉)

|g〉 = e−iφ/2 (sin θ/2 |+〉+ cos θ/2 |−〉)

Suppose we start the atom in the ground state:

|ψ(0)〉 = |g〉 = e−iφ/2 (sin θ/2 |+〉+ cos θ/2 |−〉)

Then the wavefunction at time t is

|ψ(t)〉 = e−iφ/2 (e−iE+t sin θ/2 |+〉+ e−iE−t cos θ/2 |−〉)

= cg|g〉+ ce|e〉

where

cg = ei∆t/2 (cos(ΩEt/2)− i ∆

ΩE
sin(ΩEt/2))

ce = −i Ω

ΩE
ei∆t/2 sin(ΩEt/2)

Thus, the probability of being in the excited state at time t is

pe = |ce|2 =
|Ω|2
Ω2

E

sin2(ΩEt/2)

1.3.3 Two-level atom with spontaneous decay

If we include the spontaneous decay of the two-level atom, then its time evolution is given by the

master equation

ρ̇ = −i[H, ρ] + γ

2
(2σ−ρσ+ − σ+σ−ρ− ρσ+σ−)
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where

H = −∆σ+σ− +
1

2
(Ωσ+ + Ω∗σ−)

and γ is the spontaneous decay rate of the excited state. The equations of motion for the matrix

elements of ρ are

ρ̇gg =
i

2
(Ωρge − Ω∗ρeg) + γρee

ρ̇ee =
i

2
(Ω∗ρeg − Ωρge)− γρee

ρ̇ge =
i

2
Ω∗(ρgg − ρee)− (

γ

2
+ i∆)ρge

Note that

〈σz〉 = Tr[ρ(|e〉〈e| − |g〉〈g|)] = ρee − ρgg

〈σ+〉 = Tr[ρ|e〉〈g|] = ρge

Thus, we can write equations of motion for the expectation values of σ− and σz:

d

dt
〈σ−〉 = i

Ω

2
〈σz〉 − (

γ

2
− i∆)〈σ−〉

d

dt
〈σz〉 = i(Ω∗〈σ−〉 − Ω〈σ+〉)− γ(1 + 〈σz〉)

In steady state, the density matrix is

ρgg =
|Ω/2|2 + (γ/2)2 + ∆2

2|Ω/2|2 + (γ/2)2 + ∆2

ρee =
|Ω/2|2

2|Ω/2|2 + (γ/2)2 + ∆2

ρge =
i(Ω∗/2)(γ/2− i∆)

2|Ω/2|2 + (γ/2)2 + ∆2

1.4 Optical cavities

In this section I review some basic properties of optical cavities and discuss the coupling of an atom

to one of the modes of an optical cavity.

1.4.1 Classical cavity

I first want to consider a classical description of an optical cavity. For simplicity, I’ll start by mod-

eling the cavity as a pair of flat mirrors that are parallel to one another and are separated by a

distance L, then later I’ll consider the effects of mirror curvature.
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Suppose a plane wave with wavelength λ is incident on one of the mirrors, and that the coeffi-

cients of transmission and reflection for both mirrors are t and r. We want to solve for the electric

field Ec(z) inside the cavity at a distance z from the input mirror. Since the light that enters the

cavity bounces back and forth between the two mirrors, we can express Ec(z) as sum of the fields

for each bounce:

Ec(z) = tEi e
ikz + trEi e

ik(2L−z) + tr2Ei e
ik(2L+z) + · · ·

= tEi(e
ikz + r e−ikz)(1 + r2 e2ikL + r4 e4ikL + · · ·)

= tEi(e
ikz + r e−ikz)(1 − r2 e2ikL)−1

where k = 2π/λ. If we assume that the mirrors are highly reflective (r ≃ −1), then we can

approximate this as

Ec(z) = 2itEi(1 − r2e2ikL)−1 sin kz

I will define R = r2 and T = t2. Assuming the mirrors do not absorb any of the light, R and T

satisfy the conservation equation R+ T = 1. The intensity inside the cavity is then

Ic(z) = |Ec(z)/Ei|2 Ii

= 4TIi(1 +R2 − 2R cos 2kL)−1 sin2 kz

= 4TIi(1 +R2 − 2R+ 4R sin2 kL)−1 sin2 kz

= 4TIi(T
2 + 4R sin2 kL)−1 sin2 kz

Since R ≃ 1, we may approximate this as

Ic(z) = (4/T )Ii(1 + (4/T 2) sin2 kL)−1 sin2 kz

Because the mirrors are highly reflective, the 4/T 2 factor in the denominator is very large, so light

is only coupled into the cavity if its wavelength is tuned such that kL = nπ for some integer n. We

can understand this condition as follows. If the mirrors were perfectly reflective, then the cavity

would have normal modes at integer multiples of the free spectral range νFSR = 1/2L. If we now

allow the mirrors to be slightly transmissive, we expect light to be coupled into the cavity when it

is tuned into resonance with one of these modes. The width of the resonance can be determined

as follows. Assume the light is nearly resonant with mode n, so the detuning of the light from the

mode is small compared to the free spectral range. The detuning is given by

∆ = 2π(1/λ− nνFSR) = 2π/λ− nπ/L
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In terms of the detuning,

kL = 2πL/λ = ∆L+ nπ

and

Ic(z) = (4/T )Ii(1 + (4/T 2) sin2 ∆L)−1 sin2 kz

If we expand around ∆ = 0, we find

Ic(z) = (4/T )Ii(1 + (2∆/κ)2)−1 sin2 kz

where κ = T/L is the full width at half maximum of the resonance. According to this definition,

κ gives the energy decay rate for the entire cavity. Note that some authors define κ differently, so

that it represents an amplitude decay rate, or so that it gives the decay rate for an individual mirror.

I now want to solve for the transmitted and reflected fields. The electric field at the face of the

output mirror is

Et = t2Ei e
ikL + t2r2Ei e

3ikL + · · ·

= t2Ei(1 − r2 e2ikL)−1 eikL

Thus, making the same approximations as before, we find that the transmitted intensity is

It = Ii(1 + (4/T 2) sin2 kL)−1

The reflected field can be obtained from this by using the conservation equation Ir + It = Ii.

The results obtained thus far were derived by treating the mirrors as flat planes. If we now in-

clude the curvature of the mirrors, the results are modified in several ways. Because of the mirror

curvature, light is confined in the transverse direction, resulting in a set of transverse modes. If we

drive only the lowest order transverse mode (the gaussian mode) then the intra-cavity intensity is

Ic(~r) = (4/T )(1 + (2∆/κ)2)−1|ψ(~r)|2 Ii

where

ψ(~r) = sin kz e−(x2+y2)/w2
0

describes the mode shape. The mode radius w0 is related to the mirror radius R by

w2
0 =

λ

2π
(L(2R− L))1/2
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For R≫ L, this may be approximated as

w2
0 =

λ

2π
(2RL)1/2

For our cavity, R = 20 cm and L = 45µm, so w0 = 25µm at the FORT wavelength of λ = 895 nm.

We can define an effective mode volume by

V =

∫

|ψ(~r)|2 d3r =
λ

8
(2RL)1/2L =

1

2
AL

where A is an effective area for the mode, obtained by integrating over the transverse mode profile:

A =

∫∫

e−2(x2+y2)/w2
0 dx dy =

π

2
w2

0

To couple light into the cavity, the input light must be spatially mode matched to a cavity mode.

The input intensity Ii is related to the input power Pi by Ii = Pi/A, where A is the effective area.

Usually Pi is less than the total power in the input beam, since not all the input power is mode

matched into the cavity. We can measure Pi in the lab by tuning the input beam to resonance

and measuring the output power, and then including a correction factor to account for light that is

absorbed in the mirrors. Note that we can express the intensity inside the cavity in terms of Pi:

Ic(~r) = (2/κV )(1 + (2∆/κ)2)−1 |ψ(~r)|2 Pi

The total energy inside the cavity is therefore

E =

∫

Ic(~r) d
3r = (2/κ)(1 + (2∆/κ)2)−1 Pi

1.4.2 Quantum cavity

In the previous section we showed that the transmission spectrum of the cavity is sharply peaked

around integer multiples of the free spectral range. If the mirrors are highly reflective, then we may

treat the system as a set of cavity modes at these resonant frequencies, which are weakly coupled to

a continuum of output modes via the mirrors. I want to single out one of these modes and quantize

it by introducing creation and annihilation operators a and a†. The Hamiltonian for the chosen

mode is

H = ωca
†a+ λ(a+ a†) cosωt

where ωc is the frequency of the mode, and ω and λ are the frequency and pumping strength of

the driving field. The Hamiltonian can be simplified by making a series of unitary transformations.
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First, make a transformation to eliminate the first term (U = e−ia†aωct):

H → λ(a e−iωct + a† eiωct) cosωt

Next, make the rotating wave approximation:

H → (λ/2)(a ei∆t + a† e−i∆t)

where ∆ = ω − ωc is the detuning of the light from the cavity resonance. Finally, make a transfor-

mation to eliminate the time dependence (U = e−ia†a∆t):

H = −∆a†a+ (λ/2)(a+ a†)

This Hamiltonian describes the coherent evolution of the mode. To include the damping that arises

from the weak coupling to the output modes, we write down a master equation for the system:

ρ̇ = −i[H, ρ] + κ

2
(2aρa† − a†aρ− ρa†a)

where κ is the cavity decay rate discussed in the previous section. The steady state solution to the

master equation is

ρ = |α〉〈α|

where |α〉 is a coherent state with amplitude

α =
λ/2

∆ + iκ/2

Thus, in steady state, the number of photons in the cavity is

n = |α|2 =
(λ/κ)2

1 + (2∆/κ)2

The field energy in the cavity is E = nω. If we compare this to the classical result from the previous

section, we can relate the pumping strength λ to the power Pi of the driving field:

λ2 = (2κ)(Pi/ω)

Note that when the cavity is on resonance, all the input light is transmitted through the cavity.

Thus, the rate at which photons are emitted from the cavity is the same as the rate at which they
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are delivered by the input beam, which is

Γ = Pi/ω = nκ/2

Because of the driving field, photons are only emitted from the output mirror. In the absence of the

driving field, however, photons that are initially present in the cavity are emitted from both mirrors,

so the total emission rate is nκ.

1.4.3 Cavity QED

So far we have been discussing the case of an empty cavity, but I now want to consider the coupling

of the cavity to a two-level atom. The Hamiltonian for the atom/cavity system is

H = ωaσ+σ− + ωca
†a+ g(a†σ− + aσ+) + λ(a+ a†) cosωt

The first term is the Hamiltonian for the atom, the second term is the Hamiltonian for the mode,

the third term gives the coupling of the atom to the mode, and the fourth term describes a probe

beam that is driving the mode. Here ωa and ωc are the resonant frequencies of the atom and cavity

mode, g is the atom/cavity coupling strength, and ω and λ are the frequency and pumping strength

of the probe beam.

The Hamiltonian can be simplified by making a series of unitary transformations. First, make

a transformation on a and a† to eliminate the second term (U = e−ia†aωct):

H → ωaσ+σ− + g(a†σ−e
iωct + aσ+e

−iωct) + λ(a e−iωct + a† eiωct) cosωt

Now make the rotating wave approximation in the last term:

H → ωaσ+σ− + g(a†σ− e
iωct + aσ+ e

−iωct) + (λ/2)(a ei∆ct + a† e−i∆ct)

where ∆c = ω − ωc. Make a second unitary transformation on a and a† to eliminate the time

dependence in the last term (U = e−ia†a∆ct):

H → ωaσ+σ− −∆ca
†a+ g(a†σ− e

iωt + aσ+ e
−iωt) + (λ/2)(a+ a†)
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Finally, make a unitary transformation on σ+ and σ− to eliminate the time dependence in the third

term (U = e−iσ+σ−∆at):

H → −∆aσ+σ− −∆ca
†a+ g(a†σ− + aσ+) + (λ/2)(a+ a†)

where ∆a = ω − ωa. This is the form of the Hamiltonian we will use.

The Hamiltonian gives the coherent part of the evolution. To describe the damping of the sys-

tem, we write down a master equation that includes terms for the decay of the atom at rate γ and

for the decay of the cavity at rate κ:

ρ̇ = −i[H, ρ] + γ

2
(2σ−ρσ+ − σ+σ−ρ− ρσ+σ−) +

κ

2
(2aρa† − a†aρ− ρa†a)

One might worry that the presence of the cavity would alter the mode structure of the vacuum and

thereby change the spontaneous decay rate of the atom. We can show, however, that this effect is

negligible. From the point of view of an atom located at the focus of the cavity mode, the mode

subtends a solid angle Ω = 4π(1 − cos θ), where θ = λ/πw0 is beam divergence angle. The ratio of

the solid angle subtended by the mode to the total solid angle is

Ω/4π = 1− cos θ ∼ θ2/2 ∼ 6× 10−5

where I have substituted the values of λ and w0 for our cavity. Thus, the majority of the solid angle

that the atom sees corresponds to vacuum modes, so the spontaneous decay rate is not significantly

different from the free space value.

1.4.4 Semiclassical approximation

In many cases, cavity QED can be described in a semiclassical approximation. As an example, I’ll

use the semiclassical approximation to solve for the steady state photon number when the cavity is

driven by a probe with strength λ. The Hamiltonian for the system is

H = −∆aσ+σ− −∆ca
†a+ g(a†σ− + aσ+) + (λ/2)(a+ a†)

In the semiclassical approximation, we treat the coupled atom-cavity system as an isolated atom

described by an effective Hamiltonian Ha, and an isolated cavity described by an effective Hamil-

tonian Hc. The Hamiltonian Ha is obtained from H by replacing the operator a with a parameter
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α = 〈a〉 characterizing the field amplitude:

Ha = −∆aσ+σ− + g(ασ+ + α∗σ−)

Similarly, Hc is obtained from H by replacing the operator σ− by a parameter β = 〈σ−〉 character-

izing the atomic dipole:

Hc = −∆ca
†a+ g(β∗a+ βa†) + (λ/2)(a+ a†)

We can express Ha and Hc as

Ha = −∆aσ+σ− +
1

2
(ΩE σ+ + Ω∗

E σ−)

Hc = −∆ca
†a+

1

2
(λE a

† + λ∗E a)

where ΩE = 2gα is an effective Rabi frequency and λE = 2gβ + λ is an effective pumping strength.

The master equation for the atom is

ρ̇a = −i[Ha, ρa] +
γ

2
(2σ−ρaσ+ − σ+σ−ρa − ρaσ+σ−)

The master equation for the cavity is

ρ̇c = −i[Hc, ρc] +
κ

2
(2aρca

† − a†aρc − ρca
†a)

We now want to find the steady state solution. For simplicity, let us assume that the cavity is

resonant with the atom (ωa = ωc), so ∆a = ∆c = ∆. From the steady state solution to the atomic

master equation (see section 1.3.3), we find

β = Tr[ρaσ−] =
−i(ΩE/2)(γ/2 + i∆)

2|ΩE/2|2 + (γ/2)2 + ∆2
=

−igα(γ/2 + i∆)

2g2|α|2 + (γ/2)2 + ∆2

From the cavity master equation, we find that in steady state

iα̇ = 〈[a,Ha]〉 − iκ

2
α = 0

So the steady state value of α is

α = Tr[ρca] = (λE/2)(∆c + iκ/2)−1 =
gβ + λ/2

∆ + iκ/2
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If we require that α and β be consistent with one another, we obtain the solution for the coupled

atom-cavity system. In the weak driving limit, we can approximate β as

β =
gα

∆ + iγ/2

Substituting this result into our equation for α, we find

α =
(∆ + iγ/2)(λ/2)

(∆ + iκ/2)(∆ + iγ/2)− g2

So the photon number is

n = |α|2 =
(∆2 + γ2/4)(λ/2)2

(g2 −∆2 + κγ/4)2 + ∆2(γ/2 + κ/2)2

Note that on resonance, the photon number is

n = (λ/κ)2/(1 + 1/NA)2 = n0/(1 + 1/NA)2

where n0 is the photon number for an empty cavity, and NA = κγ/4g2 is the critical atom number.

The excited state population for the atom is

pe = |β|2 = n/Nγ

where Nγ = γ2/4g2 is the critical photon number. For our cavity,

g = (2π)(32 MHz)

κ = (2π)(8.4 MHz)

γ = (2π)(5.2 MHz)

so the critical atom and photon numbers are

NA = 0.0102

Nγ = 0.0066

Figure 1.2 is a graph of photon number n versus probe detuning ∆, using the parameters relevant

to our experiment. We recently performed an experiment to measure this curve in the lab [25].
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Figure 1.2: Photon number n/n0 versus probe detuning ∆. The green curve is for an empty cavity;
the red curve is for an atom coupled to the cavity with strength g.

1.4.5 Single atom laser

I now want to apply the semiclassical approximation to a simple three-level atom model for a single

atom laser. A level diagram of the single atom laser is shown in Figure 1.3. The atom has states 1,

2, and 3, where state 3 decays to state 2 at rate γ and state 2 decays to state 1 at rate Γ. The 2− 3

transition is coupled with strength g to the cavity mode, which is assumed to be resonant with the

transition, and the 1 − 3 transition is driven on resonance by a classical field with Rabi frequency

Ω, where for simplicity we will chose the phase of the field such that Ω is real. Note that the decay

2→ 1 draws population from 2, which in a conventional laser would maintain a population inversion

across the 2− 3 lasing transition.

The Hamiltonian for the coupled atom-cavity system is

H = g(aÂ32 + a†Â23) +
Ω

2
(Â31 + Â13)

where Âjk = |j〉〈k| are atomic raising and lowering operators. The master equation is

ρ̇ = −i[H, ρ] + LΓρ+ Lγρ+ Lκρ
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Figure 1.3: Level diagram for the single atom laser.

where

LΓρ =
Γ

2
(2Â12ρÂ21 − Â22ρ− ρÂ22)

Lγρ =
γ

2
(2Â23ρÂ32 − Â33ρ− ρÂ33)

Lκρ =
κ

2
(2aρa† − a†aρ− ρa†a)

describe the spontaneous decay on the 1−2 transition, the spontaneous decay on the 2−3 transition,

and the cavity decay. In the semiclassical approximation, the equations of motion for the expectation

values are

Ȧ11 = −i(Ω/2)(A13 −A31) + ΓA22

Ȧ22 = −ig(α∗A23 − αA32)− ΓA22 + γA33

Ȧ33 = −ig(αA32 − α∗A23)− i(Ω/2)(A31 −A13)− γA33

Ȧ12 = −igα∗A13 + i(Ω/2)A32 − (Γ/2)A12

Ȧ23 = −igα(A22 −A33)− i(Ω/2)A21 − (1/2)(Γ + γ)A23

Ȧ31 = −i(Ω/2)(A33 −A11) + igα∗A21 − (γ/2)A31

α̇ = −igA23 − (κ/2)α

where Ajk = 〈Âjk〉 and α = 〈a〉. Note that these equations are invariant under the transformation

(α,A21, A23)→ (eiφα, eiφA21, e
iφA23), where φ is an arbitrary phase. By exploiting this invariance,

we can always choose the phase such that α is real. Given that α is real, the equations imply that

A12 is also real, and that A23 and A31 are imaginary (of course, A11, A22, and A33 are always real, as

they represent atomic populations). It is convenient to introduce real valued variables B23 = −iA23
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and B31 = −iA31. In terms of the new variables, the equations of motion are

Ȧ11 = −ΩB31 + ΓA22

Ȧ22 = 2gαB23 − ΓA22 + γA33

Ȧ33 = −2gαB23 + ΩB31 − γA33

Ȧ12 = −gαB31 + (Ω/2)B23 − (Γ/2)A12

Ḃ23 = −gα(A22 −A33)− (Ω/2)A12 − (1/2)(Γ + γ)B23

Ḃ31 = −(Ω/2)(A33 −A11) + gαA12 − (γ/2)B31

α̇ = gB23 − (κ/2)α

We now want to look at the steady state solution to these equations. From Ȧ22 = 0 and α̇ = 0, we

find that

κn+ γA33 = ΓA22

We can understand this relation by noting that for every photon spontaneously emitted on the 1−2

transition, there is either one photon emitted from the cavity or one photon spontaneously emitted

on the 2− 3 transition. Thus, the sum of the rates for cavity emission and for spontaneous emission

on the 2− 3 transition must equal the rate for spontaneous emission on the 1− 2 transition.

Before continuing our investigation of the steady state solution, it is convenient to introduce some

new parameters. Let us define a scaled photon numberm = n/Nγ , a dimensionless pumping strength

p = Ω2/γΓ, and a parameter η = γ/Γ that gives the ratio of the spontaneous emission rates for the

2−3 and 1−2 transitions. Also, recall that the critical atom and photon numbers are NA = κγ/4g2

and Nγ = γ2/4g2.

After a bit of algebra, we find that in steady state the scaled photon number m obeys the equation

am2 + bm+ c = 0

where

a = η2

b = η2p+ η2 + 2η

c = (2 + η)p2 + (2η + 2/η + 3−N−1
A )p+ 1 + η
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Thus, the laser output as a function of pumping intensity is given by

m(p) =







(
√
b2 − 4ac− b)/2a for c > 0

0 for c < 0

Note that this expression for m(p) is independent of the critical photon number Nγ . We see that

the laser threshold occurs at a pumping strength pt such that c(pt) = 0. Above threshold (p > pt),

the populations are

A11 = 1−A22 −A33

A22 = NAηm(p) +NAη(p+ 1 + 1/η)

A33 = NA(p+ 1 + 1/η)

Below threshold (p < pt),

A11 = 1−A22 −A33

A22 = ηA33

A33 = (2 + η + η/p)−1

A12 = 0

B23 = 0

B31 = (γ/Ω)A33

Now that we have an understanding of the semiclassical theory, let us consider a full quantum

treatment of the single atom laser. The degree to which the quantum description agrees with the

semiclassical description depends on the value of the critical photon number Nγ . We can see this

by considering the behavior of the single atom laser for pumping strengths near the semiclassical

threshold pt. In the limit of large critical photon number, if we are even slightly above the semiclas-

sical threshold then there are many photons in the cavity (recall that n = Nγ m), so the quantum

fluctuations are small and the system is well described by the semiclassical theory. As we reduce

the critical photon number, there are fewer photons in the cavity and quantum fluctuations be-

gin to smear out the sharp threshold predicted by the semiclassical theory. We can describe this

transition quantitatively by using the semiclassical theory to calculate the scaled photon number at

twice pt; when m(2pt) ≫ 1/Nγ (which implies that n(2pt) ≫ 1), we expect the system to be well

approximated by the semiclassical theory. Figure 1.4 shows lines of constant m(2pt) in the space of

parameters (η, NA) that characterize the system. Note that for large enough values of NA and η,

there is no semiclassical threshold.
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Figure 1.4: Lines of constant m(2pt). Curves are shown for m = 0.0, 0.1, 0.2, 0.5, 1.0, 2.0. Above the
m = 0.0 curve there is no semiclassical threshold.

Using the quantum optics toolbox [26], it is straightforward to simulate the full quantum system

on a computer. For the simulations I present here NA = 0.05 and η = 0.5, which gives pt = 0.128

and m(2pt) = 0.918. The simulations are performed by truncating the Fock space at 70 photons.

Graphs of m(p) for different values of Nγ are shown in Figure 1.5 and Figure 1.6.

1.5 Raman transitions in a three-level system

In this section I present a scheme for driving Raman transitions in a cavity. For simplicity, I’ll

describe the scheme using a three-level model for the atom; then in a later section (section 1.7) I’ll

generalize to the case of a many-level atom.

1.5.1 Adiabatic elimination

We will often be interested in the interaction of an atom with light fields that are far detuned from

resonance. For far detuned light the excited state populations are small, and we can approximate

the full Hamiltonian with an effective Hamiltonian that only involves the ground states. In this

section I show how this can be accomplished.

To gain some intuition about the problem I’ll start with the case of a two-level atom, which we
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Figure 1.5: Scaled photon number m verses pump strength p for NA = 0.05, η = 0.5, and Nγ =
0.2, 1.0, 5.0. The semiclassical result is also shown; the kink in the semiclassical curve at p = 0.128
is the laser threshold.

already know how to solve exactly. Suppose the atom is coupled to a light field with Rabi frequency

Ω and detuning ∆, where for simplicity I will assume Ω is real and ∆ is negative. The Hamiltonian

for the atom is

H = −∆σ+σ− +
Ω

2
(σ+ + σ−)

= −1

2
∆ +

1

2
(Ω2 + ∆2)1/2(sin θ σx + cos θ σz)

where θ is determined by

cos θ = −∆(Ω2 + ∆2)−1/2

sin θ = Ω (Ω2 + ∆2)−1/2

The eigenstates and eigenvalues are

|+〉 = cos θ/2 |e〉+ sin θ/2 |g〉

|−〉 = cos θ/2 |g〉 − sin θ/2 |e〉

and

E± = −∆

2
± 1

2
(Ω2 + ∆2)1/2
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For large detunings |∆| ≫ Ω, the eigenstates and eigenvalues can be approximated as

|+〉 ≃ |e〉 − Ω

2∆
|g〉

|−〉 ≃ |g〉+ Ω

2∆
|e〉

and

E+ ≃ −∆

E− ≃ Ω2

4∆

Thus, one eigenstate consists mostly of the excited state and evolves at a fast rate ∆, while the

other eigenstate consists mostly of the ground state and evolves at a slow rate Ω2/4∆.

Now consider a multilevel atom with a set of excited states {|e〉} and a set of ground states {|g〉}.
I’ll assume the Hamiltonian for the atom has the form

H = −
∑

e

∆e|e〉〈e|+
Ω

2
(A+A†)
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where ∆e is the detuning of the light from excited state e and A is a generalized lowering operator

that connects excited states to ground states.

As in the case of the two-level atom, for large detunings |∆e| ≫ Ω the eigenstates of H can be split

into two manifolds {|E〉} and {|G〉}, where eigenstates in manifold {|E〉} have eigenvalues ∼ −∆e

and consist mostly of admixtures of excited states (〈g|E〉 ∼ Ω/∆e), while eigenstates in manifold

{|G〉} have eigenvalues∼ Ω2/4∆e and consist mostly of admixtures of ground states (〈e|G〉 ∼ Ω/∆e).

Consider a state |ψ〉 which lies entirely in manifold {|G〉}. It can be expressed as

|ψ〉 =
∑

G

|G〉 =
∑

e

ce|e〉+
∑

g

cg|g〉

The equations of motion for the amplitudes {ce} and {cg} are

iċe = −∆e ce +
Ω

2

∑

g

〈e|A†|g〉 cg

iċg =
Ω

2

∑

e

〈g|A|e〉 ce

Because the state |ψ〉 lies entirely in manifold {|G〉}, it evolves at a rate ∼ Ω2/4∆e, which is much

slower than the detunings ∆e. Thus, ċe ≪ ∆ece, and we can approximate the first set of equations

as

−∆e ce +
Ω

2

∑

g

〈e|A†|g〉 cg ≃ 0

We can therefore solve for the excited state amplitudes in terms of the ground state amplitudes:

ce =
Ω

2∆e

∑

g

〈e|A†|g〉 cg

Substituting this result into the second set of equations, we find

iċg =
∑

e

Ω2

4∆e
〈g|A|e〉〈e|A†|g′〉 cg′

Thus, the evolution of the ground state amplitudes is given by an effective Hamiltonian

HE =
∑

e

Ω2

4∆e
A|e〉〈e|A†
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One can generalize the above result to include Hamiltonians of the form

H = Hgg −
∑

e

∆e|e〉〈e|+
Ω

2
(A+A†)

where Hgg only couples ground states to ground states, and Hgg ≪ |∆e|. In this case, the effective

Hamiltonian is

HE = Hgg +
∑

e

Ω2

4∆e
A|e〉〈e|A†

So far I have assumed the evolution is unitary, so the atom can be described by a wavefunction

that evolves according to Schrödinger’s equation. If we include the spontaneous decay of the excited

states, then the atom is described by a density matrix that evolves under the master equation. By

employing similar reasoning to that used above, one can adiabatically eliminate the excited states in

the master equation, resulting in an effective master equation for the ground states. One finds that

the ground states evolve under the effective Hamiltonian given above, but there are also effective

decays from one ground state to another. These decays result from off-resonant excitation of the

excited states, and the decay rates are ∼ γpe, where pe ∼ Ω2/∆2
e is the population in the excited

state e.

1.5.2 FORT configuration

As an example of the adiabatic elimination technique, I want to calculate the FORT potential for

a three-level atom coupled to far detuned light. The atom has ground states a and b with energies

−δA/2 and +δA/2, and an excited state e with energy ωe. Thus, the Hamiltonian for the atom is

H0 = ωe|e〉〈e|+
1

2
δAσz

where I have defined

σz = |b〉〈b| − |a〉〈a|

I will assume that the light drives both the a − e transition and the b − e transition with Rabi

frequency Ω. The total Hamiltonian for the system is then

H = H0 + Ω (A+A†) cosωLt

where ωL is the frequency of the light, and

A = (|a〉+ |b〉)〈e|



41

is a generalized atomic lowering operator (see Figure 1.7).
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Figure 1.7: Three-level atom, FORT configuration.

By applying some unitary transformations and making the rotating wave approximation, we can

cast the Hamiltonian in the form

H = −∆|e〉〈e|+ 1

2
δAσz +

Ω

2
(A+A†)

where ∆ = ωL − ωe is the detuning of the light. If we adiabatically eliminate the excited state, we

obtain an effective Hamiltonian for the ground states:

HE =
Ω2

4∆
AA† +

1

2
δAσz =

1

2
δAσz + U + Uσx

where U = Ω2/4∆.

We will assume that δA ≫ U , so to lowest order the eigenstates of HE are |a〉 and |b〉. The

second term of HE gives the state independent FORT potential U , and the third term gives a state

dependent correction to the FORT potential of order U2/δA and may be neglected.

1.5.3 Raman scheme

Now I want to generalize the results of the previous section to the case where there are two beams

of light driving the atom. I assume the beams have optical frequencies ω± = ωL ± δR/2 and Rabi

frequencies Ω± (see Figure 1.8).
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The Hamiltonian for the system is

H = H0 + (Ω+ cosω+t+ Ω− cosω−t)(A+A†)

As before, we can simplify the Hamiltonian by applying some unitary transformations and making

the rotating wave approximation:

H ′ = −∆|e〉〈e|+ 1

2
δAσz +B +B†

where

B =
1

2
(Ω+ e

iδRt/2 + Ω− e
−iδRt/2)A

If we adiabatically eliminate the excited state, we obtain the effective Hamiltonian

HE =
1

∆
BB† +

1

2
δAσz

=
1

4∆
(Ω2

+ + Ω2
− + 2Ω+Ω− cos δRt)(1 + σx) +

1

2
δAσz

=
1

2
δAσz + U + Uσx + ΩE cos δRt+ ΩE σx cos δRt

where

U =
1

4∆
(Ω2

+ + Ω2
−)
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and

ΩE =
Ω+Ω−

2∆

We will assume that one beam is much stronger than the other, so U ≫ ΩE . Also, let us assume

that δA ≫ U , so to lowest order the eigenstates are |a〉 and |b〉. The first three terms in HE have

the same form as in the Hamiltonian from the previous section, which described an atom coupled

to a single beam. As before, the second term gives the state independent FORT potential, and the

third term gives a state dependent correction to the FORT potential of order U2/δA and may be

neglected. The fourth and fifth terms are new; they appear because a second beam is present. The

fourth term modulates the state independent FORT potential with frequency δR and amplitude ΩE .

Because δR is generally much larger than the motional frequency of the atom, this term averages to

zero. In addition, because U ≫ ΩE , the amplitude of the modulation is small relative to the static

FORT potential. Thus, the fourth term may be neglected, and we are left with

HE =
1

2
δAσz + U + ΩEσx cos δRt

This Hamiltonian describes an effective two-level atom with ground state a, excited state b, and

resonant frequency δA, which is coupled to a classical field with frequency δR and Rabi frequency

ΩE . By performing some unitary transformations and making the rotating wave approximation, we

can express the effective Hamiltonian as

HE = U − δ

2
σz +

ΩE

2
σx

where δ = δR − δA.

So far we have only considered the internal degrees of freedom of the atom, but I now want to

include the center of mass motion as well. If we add a kinetic energy term, and allow U and ΩE to

depend on the position ~r of the atom, then the total Hamiltonian is

H =
p2

2m
+ U(~r)− δ

2
σz +

1

2
ΩE(~r)σx

To find U(~r) and ΩE(~r), we need to know the spatial dependence of the beams. I will assume that

the atom is inside a cavity, and that the two beams are obtained by driving one of the cavity modes

with a pair of input beams (note that since the beams are at two different frequencies, at least one

of the beams must be detuned from the cavity resonance, and its coupling into the cavity will be

suppressed). As a first step, I will only consider motion along the cavity axis, so we only include the
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axial standing wave structure of the beams:

Ω±(z) = Ω±(0) cos kz

Thus, the effective Rabi frequency is

ΩE(z) = Ω cos2 kz

where

Ω ≡ 1

2∆
Ω+(0)Ω−(0)

and the FORT potential is

U(z) = −U0 cos2 kz = −U0 + U0 sin2 kz

where

U0 ≡ −
1

4∆
(Ω2

+(0) + Ω2
−(0))

I have chosen the sign convention such that U0 > 0 for red detuning (∆ < 0). Substituting these

expressions into the Hamiltonian, we find

H =
p2

z

2m
+ U0 sin2 kz − δ

2
σz +

Ω

2
cos2 kz σx

where I have dropped the constant term −U0.

1.5.4 Harmonic approximation

We can gain some insight into the model Hamiltonian by considering a harmonic approximation,

which should be valid for atomic motion near the bottom of the well. If we expand in z (for a red

detuned FORT we are expanding about an antinode), and retain only the lowest order terms, we

find

H =
p2

z

2m
+

1

2
mω2z2 − δ

2
σz +

Ω

2
(1− (kz)2)σx

where I have introduced a vibrational frequency ω, defined by

1

2
mω2 = U0k

2

Note that the vibrational frequency may be expressed as

ω = 2(U0ωrec)
1/2
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where ωrec = k2/2m is called the recoil frequency.

The atomic motion can be quantized by introducing creation and annihilation operators b† and

b, which are related to z and pz by

z = (2mω)−1/2 (b+ b†)

pz = −i(mω/2)1/2 (b− b†)

Thus,

kz = η(b + b†)

where η, the Lamb-Dicke parameter, is

η = k(2mω)−1/2 = (ωrec/ω)1/2

Putting all this together, we find that the Hamiltonian is

H = ωb†b− δ

2
σz +

Ω

2
(1− η2(b + b†)2)σx

where I have dropped the constant term ω/2 corresponding to the zero point energy. The first term

gives the kinetic energy of the atom, and the second term gives the internal energy. The third term

describes a coupling of the internal state of the atom to the center of mass motion. We can calculate

the Rabi frequencies for transitions to different motional states by taking matrix elements of this

term; for a transition from motional state n to motional state n′, the Rabi frequency is

Ωn→n′ = 〈b, n′|Ω (1− η2(b+ b†)2)|a, n〉

The Rabi frequencies for the red sideband, carrier, and blue sideband are

Ωn→n−2 = η2√n
√
n− 1 Ω

Ωn→n = Ω− η2(2n+ 1)Ω

Ωn→n+2 = η2
√
n+ 1

√
n+ 2 Ω

Thus, the sidebands are suppressed by η2 relative to the carrier (note that for a blue detuned FORT

we would expand around a node, so in this case both the carrier and the sidebands would be of order

η2). Because of symmetry considerations, transitions can only be driven to even sidebands. This a

consequence of using the FORT itself as one of the legs in the Raman pair.
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1.5.5 Numerical results

I now want to return to general Hamiltonian

H =
p2

z

2m
+ U0 sin2 kz − δ

2
σz +

Ω

2
cos2 kz σx

and numerically solve for the energy eigenvalues and Rabi frequencies. It is convenient to introduce

dimensionless variables z̄ and p̄z, which are related to z and p by a canonical transformation:

z̄ = (mω)1/2 z

p̄z = (mω)−1/2 pz

In terms of the dimensionless variables, the Hamiltonian is

H = Hext +Hint

where

Hext =
1

2
ω(p̄2

z +
1

2η2
sin2(

√
2ηz̄))

describes the center of mass motion, and

Hint = − δ
2
σz +

Ω

2
cos2(

√
2ηz̄)σx

describes the internal state. The eigenstates ψn and eigenvalues En of Hext are given by

Enψn = Hext ψn

We can define dimensionless eigenvalues ǫn ≡ En/ω, and express this as a set of coupled first order

differential equations:

ψ′
n = πn

π′
n = (

1

2η2
sin2(

√
2ηz̄)− 2ǫn)ψn

where the prime denotes a derivative with respect to z̄. These equations can be numerically solved

to obtain the energy eigenstates and eigenvalues. From the eigenstates, we can calculate the Rabi

frequencies for different transitions:

Ωr→n = Ω

∫

ψ∗
n(z̄) cos2(

√
2ηz̄)ψr(z̄) dz̄
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Note that the only free parameter in the problem is η.

The parameters describing the actual experiment are as follows. At the FORT wavelength of 935 nm,

the recoil frequency is ωrec = (2π)(1.71 kHz). I will assume the FORT depth is U0 = (2π)(45.0 MHz),

which gives a vibrational splitting of ω = (2π)(0.554 MHz) and a Lamb-Dicke parameter of η =

0.0555. In terms of the dimensionless variables, the well depth is U0/ω = 1/4η2 = 81.2 and the

potential reaches a maximum at z̄ = ±π/2
√

2η = ±20.0. For this particular value of η, I numeri-

cally solve the Schrödinger equation. The resulting spectrum of states is shown in Figure 1.9, and

the energy splittings and Rabi frequencies are shown in Figure 1.10. The FORT has ∼ 100 bound

states, although for the very highest lying states quantum tunneling becomes important and we can

no longer consider states to be localized to particular wells.
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Figure 1.9: Eigenvalues ǫn versus n, where I have plotted points for even values of n.

1.5.6 Semiclassical model

To treat the case of full three dimensional motion I’ve developed a semiclassical approach, in which

the internal states of the atom are quantized but the center of mass motion is classical. I will first

illustrate the technique for the one dimensional model, so we can compare it against the numerical

results obtained in the previous section.
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curve is Ωn→n−2/Ω versus ǫn. I have plotted points for even values of n.

Recall that the Hamiltonian for the 1D model is

H = Hext +Hint

where

Hext =
1

2
ω(p̄2

z +
1

2η2
sin2(

√
2ηz̄))

and

Hint = − δ
2
σz +

Ω

2
cos2(

√
2ηz̄)σx

If we treat Hext as a classical Hamiltonian, we obtain equations of motion

ż = pz

ṗz = − 1√
2η

sin(
√

2ηz) cos(
√

2ηz)

where to simplify the notation I have dropped the bars on z and pz. If we treat Hint as a quantum

Hamiltonian, where z(t) is taken as a time-dependent parameter rather than a dynamical variable,

we find that the equations of motion for the ground and excited state populations are

ċb = − i
2
(−δ cb + Ω0 cos2(

√
2ηz) ca)
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ċa = − i
2
(+δ ca + Ω0 cos2(

√
2ηz) cb)

Let us choose initial conditions such that the atom is in its ground state and has kinetic energy E:

z(0) = 0

pz(0) =
√

2E

cb(0) = 0

ca(0) = 1

We can integrate the two sets of equations simultaneously to find the probability pb(t) of the atom

being in the excited state at time t. For a Raman pulse of duration T , I will define an average

transfer probability p̄b by

p̄b =
1

T

∫ T

0

pb(t) dt

A graph p̄b as a function of Raman detuning is shown in Figure 1.11, where curves are shown for

both the semiclassical model presented here and for the full quantum solution from the previous

section. For this graph, the Rabi frequency is given by Ω/ω = 0.4 and the duration of the Raman

pulse is given by ωT = (2π)(10.0). The curves for the full quantum theory are produced by taking

pb(t) to be the sum of the probabilities for making a transition to the carrier, the second order

sideband, and the fourth order sideband:

pb(t) = P (Ωn→n, δ, t) +

P (Ωn→n+2, δ − (En+2 − En), t) +

P (Ωn→n+4, δ − (En+4 − En), t)

where

P (Ω,∆, T ) =
Ω2

Ω2 + ∆2
sin2((Ω2 + ∆2)1/2T/2)

is the probability that a pulse of Rabi frequency Ω, detuning ∆, and duration T transfers an atom

from the ground state to the excited state (see section 1.3.2).

Now let us consider the atomic motion in all three dimensions. The spatial dependence of the beams

is given by the mode shape ψ(~r) from section 1.4.1:

Ω±(~r) = Ω± ψ(~r)
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Figure 1.11: Comparison of quantum and semiclassical treatments of the atomic motion. Curves
are plotted for atoms with n = 20, 50, 80.

Thus, the FORT potential is

U(~r) = −U0 |ψ(~r)|2 = −U0 cos2 kz e−2(x2+y2)/w2
0

where

U0 ≡ −
Ω2

+ + Ω2
−

4∆

and the effective Rabi frequency is

ΩE(~r) = Ω |ψ(~r)|2 = Ω cos2 kz e−2(x2+y2)/w2
0

where

Ω ≡ Ω+Ω−

2∆

In these expressions, I have shifted z by π/2k relative to the definition of z from section 1.4.1, so

that ~r = 0 corresponds to the bottom of a FORT well.

The Hamiltonian for the motion is

Hext(~r, ~p) =
p2

2m
+ U(~r)
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In the harmonic approximation,

U(~r) ≃ −U0 + U0k
2z2 + (2U0/w

2
0)(x

2 + y2)

≃ −U0 +
1

2
mω2

az
2 +

1

2
mω2

r(x2 + y2)

where ωa and ωr are the axial and radial vibrational frequencies. Thus, the axial vibrational fre-

quency is given by
1

2
mω2

a = U0k
2

and the radial frequency is given by
1

2
mω2

r = 2U0/w
2
0

Thus, the ratio α of radial to axial vibrational frequency is

α ≡ ωr

ωa
=

√
2

kw0
∼ 1

119

where I have substituted the FORT wavelength λ = 935 nm and the beam waist size w0 = 25.1µm.

In order to simulate the motion on a computer, it is convenient to make all the variables dimensionless

by scaling them by an appropriate factor:

t → ωat

~r → k~r

~p → k~p

mωa

In terms of the scaled variables, the total energy is

E(~r, ~p) = U0 (p2 − cos2 z e−α2(x2+y2))

and the equations of motion are

~̇r = ~p

ṗx = −2α2 x e−α2(x2+y2)

ṗy = −2α2 y e−α2(x2+y2)

ṗz = − sin z cos z e−α2(x2+y2)

These can be numerically integrated together with the equations of motion for the internal state of

the atom to give the transfer probability pb.
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1.6 Many-level atoms

So far we have only considered simple models in which the atom has two or three internal states. I

now want to treat the case of a real many-level Cesium atom. After briefly reviewing the Cesium

spectrum, I discuss several results that are useful for performing calculations involving many-level

atoms, and I apply these results to generalize the calculations performed earlier for two- or three-level

atoms to the case of a many-level atom. A good general reference on the Cesium atom is [27].

1.6.1 Cesium spectrum

The portion of the Cesium spectrum that is relevant to the experiments discussed in this thesis is

shown in Figure 1.12. The spectrum can be divided into a 6S manifold of ground states and a 6P

manifold of excited states. These manifolds are split into fine structure manifolds by the coupling

of the electron spin ~S to the orbital angular momentum ~L, which gives total angular momentum

~J = ~L + ~S. Since the electron has spin 1/2, there are two excited state fine structure manifolds

(6P1/2 and 6P3/2), and a single ground state fine structure manifold (6S1/2). The fine structure

manifolds are in turn split into hyperfine manifolds by the coupling of ~J to the nuclear spin ~I, which

gives total angular momentum ~F = ~J + ~I. Since the Cesium nucleus has spin 7/2, 6P3/2 splits

into four hyperfine manifolds (F = 2, 3, 4, 5), while 6S1/2 and 6P1/2 each split into two hyperfine

manifolds (F = 3, 4).
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Figure 1.12: Spectrum of the Cesium atom.

The fine structure splitting and hyperfine splitting define important energy scales for the atom.
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The fine structure splitting between 6P3/2 and 6P1/2 is 16.5 THz, while the hyperfine splitting is

much smaller: the 6S1/2, F = 3 and 6S1/2, F = 4 manifolds are split by ∆HF = (2π)(9.2 GHz),

the 6P1/2, F = 3 and 6P1/2, F = 4 manifolds are split by ∆HF = (2π)(1.2 GHz), and the hyperfine

manifolds within 6P3/2 are separated by splittings of order hundreds of MHz. States in 6S1/2, F = 4

can decay to 6S1/2, F = 3 through a ~µ · ~B interaction, but because the splitting between the two

manifolds is so small this decay is very slow, and to a good approximation both manifolds can be

considered stable.

We can form a basis of energy eigenstates for the atom that are also eigenstates of L2, S2, I2,

J2, F 2, and the projection Fz of ~F along an arbitrary axis ẑ. The states are denoted by their

eigenvalues:

|6LJ , F,mF 〉

Sometimes I will shorten this to |F,m〉 for the ground states and |F ′,m′〉 for the excited states, and

it will be understood from context to which fine structure manifold the excited state belongs. Due

to rotational invariance, the energy of a state is independent of mF , so each hyperfine manifold F

consists of 2F + 1 degenerate Zeeman states.

1.6.2 Circular polarization vectors

In performing atomic physics calculations with vectors, it is often convenient to choose a basis of

circular polarization vectors relative to a coordinate system {x̂, ŷ, ẑ}:

ê±1 = ∓ 1√
2
(x̂± iŷ)

ê0 = ẑ

I will show that the components of a vector with respect to this basis transform in the same way

as the spherical harmonics Y1,q, and therefore form a spherical tensor of rank one. Note that the

circular polarization vectors satisfy the orthonormality relations

ê∗q · êr = δqr

and that

ê∗q = (−1)q ê−q
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An arbitrary vector ~A can be expressed as

~A =
∑

q

Aq ê
∗
q

where

Aq = êq · ~A

If ~A is nonzero, we can define a unit vector Â = ~A/| ~A|, which can be expressed as

Â = sin θ cosφ x̂+ sin θ sinφ ŷ + cos θ ẑ

for some choice of angles θ and φ. The spherical harmonics Y1,m(Â) are

Y1,±1(Â) = ∓(3/8π)1/2 e±iφ sin θ = (3/4π)1/2 Â · ê±1

Y1,0(Â) = (3/4π)1/2 cos θ = (3/4π)1/2 Â · ê0

Thus, the components of ~A are

Aq = êq · ~A = (4π/3)1/2 | ~A|Y1,q(Â)

Therefore, the components Aq transform under rotations in the same way as the spherical harmonics

Y1,q(Â).

One must be careful when considering the circular polarization components of the hermitian conju-

gate of an operator, since the notation A†
q is ambiguous. I will adopt the convention that

A†
q ≡ êq · ~A†

Note that this is not the same as (Aq)
†, which is given by

(Aq)
† = (êq · ~A)† = ê∗q · ~A† = (−1)q ê−q · ~A† = (−1)q A†

−q

1.6.3 Wigner-Eckart theorem and projection theorem

The Wigner-Eckart theorem allows us to express matrix elements of an arbitrary vector operator ~A

as a product of a reduced matrix element and a Clebsch-Gordon coefficient (see [28] for a proof of
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the theorem):

〈J2,m2|Aq|J1,m1〉 = (2J2 + 1)−1/2 〈J2||A||J1〉 〈J2,m2|1, q; J1,m1〉

Some authors define their reduced matrix elements such that the (2J2 + 1)−1/2 factor does not

appear, but I prefer this definition, because reduced matrix elements defined in this way have the

property that

|〈J2||A||J1〉| = |〈J1||A†||J2〉|

This can be seen from the following considerations. Note that

|〈J2,m2|Aq|J1,m1〉|2 = 〈J1,m1|ê∗q · ~A†|J2,m2〉 〈J2,m2|êq · ~A|J1,m1〉

= 〈J1,m1|ê−q · ~A†|J2,m2〉 〈J2,m2|ê∗−q · ~A|J1,m1〉

= |〈J1,m1|A†
−q|J2,m2〉|2

where A†
−q ≡ ê−q · ~A†. From the Wigner-Eckart theorem,

∑

q

∑

m1

∑

m2

|〈J2,m2|Aq|J1,m1〉|2

= (2J2 + 1)−1 |〈J2||A||J1〉|2
∑

q

∑

m1

∑

m2

|〈J2,m2|1, q; J1,m1〉|2

= |〈J2||A||J1〉|2

Similarly,

∑

q

∑

m1

∑

m2

|〈J1,m1|A†
−q|J2,m2〉|2

= (2J1 + 1)−1 |〈J1||A†||J2〉|2
∑

q

∑

m1

∑

m2

|〈J1,m1|1,−q; J2,m2〉|2

= |〈J1||A†||J2〉|2

Thus, the magnitudes of the two reduced matrix elements are equal.

We can derive a useful corollary to the Wigner-Eckart theorem for the special case J1 = J2 = J .

Note that

〈J,m| ~J · ~A|J,m〉 =
∑

q

〈J,m|(ê∗q · ~J)(êq · ~A)|J,m〉

=
∑

q

∑

m′

〈J,m|ê∗q · ~J |J,m′〉〈J,m′|Aq|J,m〉
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= cJ 〈J ||A||J〉

where

cJ ≡ (2J + 1)−1/2
∑

q

∑

m′

〈J,m|ê∗q · ~J |J,m′〉〈J,m′|1, q; J,m〉

Note that since ~J · ~A is a scalar, cJ does not depend on m. If we substitute ~A = ~J in the above

result, we find that

〈J,m|J2|J,m〉 = cJ 〈J ||J ||J〉 = J(J + 1)

Thus,

cJ =
J(J + 1)

〈J ||J ||J〉

and

〈J,m| ~J · ~A|J,m〉 = J(J + 1)
〈J ||A||J〉
〈J ||J ||J〉

From the Wigner-Eckart theorem, we have that

〈J,m′|Aq|J,m〉
〈J,m′|Jq|J,m〉

=
〈J ||A||J〉
〈J ||J ||J〉

Thus,

〈J,m′|Aq|J,m〉 =
1

J(J + 1)
〈J,m| ~J · ~A|J,m〉〈J,m′|Jq|J,m〉

This result factors the matrix element of ~A into a matrix element of ~J and a term corresponding to

the projection of ~A along Ĵ , and is therefore known as the projection theorem.

1.6.4 Coupling to a magnetic field

The projection theorem can be used to calculate the coupling of an atom to a magnetic field. The

coupling Hamiltonian is

HB = −~µ · ~B

where ~µ, the magnetic moment of the atom, includes contributions from the electron’s orbital motion

and from its spin:

~µ = µB(gL
~L+ gS

~S)

There is also a contribution from the nuclear spin, but it is smaller by the electron to proton mass

ratio and may be neglected. The constant µB is the Bohr magneton, which is defined such that

gL = −1 for an electron. We can calculate the Bohr magneton as follows. Suppose an electron

moves in a circle of radius r at angular frequency ω. The electric current generated by the moving

charge is I = −eω/2π, and the angular momentum is L = mωr2, so the magnetic moment due to
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the electron’s orbital motion is

µ = πr2I = −(e/2m)L

Thus, the Bohr magneton is given by

µB = e/2m = (1/2m)(α~/c)1/2 = (2π)(1.40 MHz ·G−1)

where I have used the definition of a gauss:

G = g1/2 · cm−1/2 · s−1

The total Hamiltonian for the system is

H = H0 +HB

where H0 is the Hamiltonian for the atom in the absence of a field. The Hamiltonian H0 has

eigenstates |F,m〉 that are grouped into hyperfine manifolds F , where the splitting between these

manifolds is ∼ 100 MHz for the excited states and 9.2 GHz for the ground states. If HB is small rela-

tive to these splittings, then we can approximate its contribution to H using first order perturbation

theory:

H ≃ H0 +
∑

F

∑

m′

∑

m

|F,m′〉〈F,m′|HB|F,m〉〈F,m|

Note that

〈F,m′|HB|F,m〉 = − ~B · 〈F,m′|~µ|F,m〉

By the projection theorem,

〈F,m′|~µ|F,m〉 = gF (F, J, L)µB 〈F,m′|~F |F,m〉

for some constant gF (F, J, L), which is called the Lande g-factor. Thus, we can express the Hamil-

tonian as

H = H0 − µB
~B · ~F

∑

F

PF gF

where the sum is taken over all hyperfine manifolds F , PF is a projection operator onto manifold

F , and gF is the Lande g-factor for that manifold.

I now want to evaluate the g-factors. This can be accomplished as follows. By the projection

theorem,

〈J,m′|~S|J,m〉 = 1

J(J + 1)
〈J,m′| ~J · ~S|J,m〉 〈J,m′| ~J |J,m〉
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The matrix element of ~J · ~S can be evaluated by using that

~J · ~S =
1

2
( ~J · ~J + ~S · ~S − | ~J − ~S|2) =

1

2
( ~J · ~J + ~S · ~S − ~L · ~L)

Thus,

〈J,m′|~S|J,m〉 = 1

2

(

1 +
S(S + 1)− L(L+ 1)

J(J + 1)

)

〈J,m′| ~J |J,m〉

Similarly,

〈J,m′|~L|J,m〉 = 1

2

(

1 +
L(L+ 1)− S(S + 1)

J(J + 1)

)

〈J,m′| ~J |J,m〉

Thus, if we substitute for ~µ, we obtain

〈J,m′|~µ|J,m〉 = µB (gL 〈J,m′|~L|J,m〉+ gS 〈J,m′|~S|J,m〉)

= µB gJ(J, L) 〈J,m′| ~J |J,m〉

where

gJ(J, L) =
1

2
(gL + gS) +

1

2
(gL − gS)

(

L(L+ 1)− S(S + 1)

J(J + 1)

)

Similarly, using that

〈F,m′| ~J |F,m〉 =
1

2

(

1 +
J(J + 1)− I(I + 1)

F (F + 1)

)

〈F,m′|~F |F,m〉

we find that

〈F,m′|~µ|F,m〉 = µB gF (F, J, L) 〈F,m′|~F |F,m〉

where

gF (F, J, L) =
1

2

(

1 +
J(J + 1)− I(I + 1)

F (F + 1)

)

gJ(J, L)

Substituting gS = −2, gL = −1, we obtain the following g-factors:

LJ F gF (L, J, F )

P3/2 5 +2/5

P3/2 4 +4/15

P3/2 3 0

P3/2 2 −2/3

P1/2 4 +1/12

P1/2 3 −1/12

S1/2 4 +1/4

S1/2 3 −1/4
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1.6.5 Relating reduced matrix elements

Suppose we add angular momentum ~J to angular momentum ~I to get total angular momentum

~F = ~J + ~I. I want to show that if ~A is a vector operator that does not couple to ~I, then we can

relate the reduced matrix elements 〈F ′||A||F 〉 and 〈J ′||A||J〉:

〈F ′||A||F 〉 = −(−1)J+I+F ′√
2F + 1

√
2F ′ + 1







1 J J ′

I F ′ F







〈J ′||A||J〉

I will call this the reduced matrix element reduction formula.

The quantity in brackets is a 6J symbol, which is defined as follows. Consider a system of three

spins. One could describe the system using a product basis:

{|J1,m1〉|J2,m2〉|J3,m3〉}

Alternatively, one could couple spins J1 and J2 together to get a spin J12, then couple J12 with J3

to get a total spin J (see Figure 1.13). I will denote these states by

{|((J1, J2)J12, J3)J,m〉}

As an example of this notation, consider the Cesium hyperfine states. They are obtained by coupling

~L to ~S to get ~J , and then coupling ~J to ~I to get ~F . Thus, in this notation they would be expressed

as

{|((L, S)J, I)F,m〉}

A third possibility is to couple J2 with J3 to get J23, and then couple J1 with J23 to get total spin

J (see Figure 1.13):

{|(J1, (J2, J3)J23)J,m〉}

The 6J symbols relate these last two descriptions of the system. They are defined by

〈((J1, J2)J12, J3)J,m|(J1, (J2, J3)J23)J,m〉 =

(−1)J1+J2+J3+J
√

2J12 + 1
√

2J23 + 1







J1 J2 J12

J3 J J23







Note that the overlap does not depend on m. The 6J symbol is symmetric under permutation of

columns and under exchange of rows for any pair of columns.



60

@
@

@
@

@
@I
�

�
�

�
�

�� @
@

@
@

@
@R

�
�

�
�

�
��

6

@
@

@
@

@
@I
�

�
�

�
�

�� @
@

@
@

@
@R

�
�

�
�

�
��
-

J1

J2

J

J3

J12

J1

J2

J

J3

J23

Figure 1.13: Two different methods for coupling J1, J2, and J3 to get total spin J .

Now, let us return to the derivation of the reduced matrix element reduction formula. Note that we

may expand matrix elements of the operator ~A as

〈F ′,m′|Aq|F,m〉 =
∑

m′
J

∑

mI

∑

mJ

〈F ′,m′|J ′,m′
J ; I,mI〉〈J ′,m′

J |Aq|J,mJ〉〈J,mJ ; I,mI |F,m〉

where I have used that ~A does not couple to ~I. From the Wigner-Eckart theorem,

〈J ′,m′
J |Aq|J,mJ〉 = (2J ′ + 1)−1/2 〈J ′||A||J〉 〈J ′,m′

J |1, q; J,mJ〉

Also,

〈F ′,m′|Aq|F,m〉 = (2F ′ + 1)−1/2 〈F ′||A||F 〉 〈F ′,m′|1, q;F,m〉

Substituting these results into our expansion of 〈F ′,m′|Aq|F,m〉, we obtain the following relation:

(2F ′ + 1)−1/2 〈F ′||A||F 〉
(2J ′ + 1)−1/2 〈J ′||A||J〉 〈F

′,m′|1, q;F,m〉 =

∑

m′
J

∑

mI

∑

mJ

〈F ′,m′|J ′,m′
J ; I,mI〉〈J ′,m′

J |1, q; J,mJ〉〈J,mJ ; I,mI |F,m〉

The ratio of reduced matrix elements can be expressed in terms of a 6J symbol. First,

|(1, (J, I)F )F ′,m′〉

=
∑

q

∑

m

〈1, q;F,m|F ′,m′〉 |1, q〉 |(J, I)F,m〉

=
∑

m

∑

q

∑

mJ

∑

mI

〈1, q;F,m|F ′,m′〉 〈J,mJ ; I,mI |F,m〉 |1, q〉 |J,mJ〉 |I,mI〉



61

Next,

〈((1, J)J ′, I)F ′,m′|

=
∑

m′
J

∑

mI

〈F ′,m′|J ′,m′
J ; I,mI〉 〈(1, J)J ′,m′

J | 〈I,mI |

=
∑

m′
J

∑

q

∑

mJ

∑

mI

〈F ′,m′|J ′,m′
J ; I,mI〉 〈J ′,m′

J |1, q; J,mJ〉 〈1, q| 〈J,mJ | 〈I,mI |

Putting all this together, we find that the overlap is

〈((1, J)J ′, I)F ′,m′|(1, (J, I)F )F ′,m′〉

=
(2F ′ + 1)−1/2 〈F ′||A||F 〉
(2J ′ + 1)−1/2 〈J ′||A||J〉

∑

q

∑

m

〈F ′,m′|1, q;F,m〉〈1, q;F,m|F ′,m′〉

=
(2F ′ + 1)−1/2 〈F ′||A||F 〉
(2J ′ + 1)−1/2 〈J ′||A||J〉

where I have used completeness on 1⊗ F . From the definition of the 6J symbols, we also have

〈((1, J)J ′, I)F ′,m′|(1, (J, I)F )F ′,m′〉 =

−(−1)J+I+F ′√
2J ′ + 1

√
2F + 1







1 J J ′

I F ′ F







Thus, we obtain the desired result:

〈F ′||A||F 〉 = −(−1)J+I+F ′√
2F + 1

√
2F ′ + 1







1 J J ′

I F ′ F







〈J ′||A||J〉

1.6.6 Dipole matrix elements

In performing atomic physics calculations we often need to evaluate matrix elements of ~r between

two atomic states. In this section, I will show how these matrix elements can be evaluated.

I’ll start by considering matrix elements of ~r between atomic states of good orbital angular mo-

mentum ~L. Using the Wigner-Eckart theorem, we can express these matrix elements as

〈6P,m′|rq|6S, 0〉 = (1/3)1/2 〈6P ||r||6S〉 〈1,m′|1, q; 0, 0〉 = D δm′,q

where

D = (1/3)1/2 〈6P ||r||6S〉
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is the dipole moment for the S → P transition.

Now I want to consider matrix elements of ~r between two fine structure states (that is, states

of good ~J). From the Wigner-Eckart theorem,

〈J ′,m′|rq |J,m〉 = (2J ′ + 1)−1/2 〈J ′||r||J〉 〈J ′,m′|1, q; J,m〉

We can relate the reduced matrix elements 〈J ′||r||J〉 to the dipole moment D as follows. Since r2

is a scalar and does not couple to the electronic spin, we have that

〈J ′,m′|r2|J,m′〉 = 〈6P, 0|r2|6S, 0〉 = |〈6P, 0|r0|6S, 0〉|2 = D2

But if we insert a complete set of states and apply the Wigner-Eckart theorem, we can also express

this as

〈J ′,m′|r2|J,m′〉 =
∑

q

∑

m

|〈J ′,m′|rq |J,m〉|2

= (2J ′ + 1) |〈J ′||r||J〉|2
∑

q

∑

m

|〈J ′,m′|1, q; J,m〉|2

= (2J ′ + 1) |〈J ′||r||J〉|2

where I have used completeness on 1⊗ J . Equating the two expressions, we find that

D = (2J ′ + 1)1/2 〈J ′||r||J〉

Thus, the dipole matrix elements are

〈J ′,m′|rq|J,m〉 = D 〈J ′,m′|1, q; J,m〉

Finally, I’ll consider matrix elements of ~r between two hyperfine states (that is, states of good ~F ).

From the Wigner-Eckart theorem,

〈F ′,m′|rq|F,m〉 = (2F ′ + 1)−1/2 〈F ′||r||F 〉 〈F ′,m′|1, q;F,m〉

Since ~r does not couple to the nuclear spin ~I, we may apply the reduced matrix element reduction

formula to express 〈F ′||r||F 〉 in terms of 〈J ′||r||J〉:

(2F ′ + 1)−1/2 〈F ′||r||F 〉 = (2J ′ + 1)−1/2 〈J ′||r||J〉βJ′ (F, F ′)

= DβJ′(F, F ′)
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where I have defined

βJ′(F, F ′) = −(−1)J+I+F ′√
2J ′ + 1

√
2F + 1







1 J J ′

I F ′ F







Thus, the dipole matrix elements are

〈F ′,m′|rq|F,m〉 = DβJ′(F, F ′) 〈F ′,m′|1, q;F,m〉

Here are Mathematica routines to calculate the factors βJ′(F ′, F ) and the dipole matrix elements

〈F ′,m′|rq|F,m〉:

beta[Jp_, Fp_, F_] :=

-(-1)^Fp*Sqrt[2Jp + 1]*Sqrt[2F + 1]*

SixJSymbol[{1, 1/2, Jp}, {7/2, Fp, F}]

dipole[Jp_, Fp_, mp_, F_, m_] :=

D*beta[Jp, Fp, F]*

ClebschGordan[{1, mp - m}, {F, m}, {Fp, mp}]

where D should be defined as the value of the dipole moment in whatever system of units is being

used. Using the first routine, we find that the factors βJ′(F ′, F ) are as follows:

For J ′ = 3/2,

F ′ 2 3 3 4 4 5

F 3 3 4 3 4 4

β3/2 1
√

3/4
√

1/4
√

5/12
√

7/12 1

For J ′ = 1/2,

F ′ 3 3 4 4

F 3 4 3 4

β1/2 −
√

1/4
√

3/4 −
√

7/12
√

5/12

Note that the factors obey the sum rule

∑

F

|βJ′(F ′, F )|2 = 1

In the next section, I will explain why this is true.

The dipole moment D can be expressed in a number of different ways. I defined D in terms of
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the reduced matrix element for the S → P transition:

D = (1/3)1/2 〈6P ||r||6S〉

The dipole moment D is also equal to the dipole matrix element for the |4, 4〉 ↔ |5′, 5′〉 cycling

transition:

D = 〈6P3/2, 5, 5|r+1|6S1/2, 4, 4〉

If we express D in terms of the Bohr radius a0, we find

D = 3.166 a0

Later we shall see that D can be related to a saturation intensity Isat:

D = (8παIsat)
−1/2 γ

where

γ = γD2 = (2π)(5.22 MHz)

is the decay rate for the D2 line and

Isat = (1/6π)ω3
D2 γ = (~c/6π)(2π)3(γ/λ3) = 2.19 mW/cm2

is the saturation intensity for the D2 line.

1.6.7 Atomic raising and lowering operators

We can define an atomic raising operator for the many-level atom by

~A† = D−1 P (e)~r P (g)

where

P (g) = |6S, 0〉〈6S, 0| =
∑

m

|J,m〉〈J,m| =
∑

F

∑

m

|F,m〉〈F,m|

projects onto the manifold of ground states, and

P (e) =
∑

m′

|6P,m′〉〈6P,m′| =
∑

J′

∑

m′

|J ′,m′〉〈J ′,m′| =
∑

F ′

∑

m′

|F ′,m′〉〈F ′,m′|

projects onto the manifold of excited states. If we substitute the different forms of the projection

operators into our expression for ~A†, and use the results of the previous section to evaluate the
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resulting dipole matrix elements of ~r, we find that

~A† = D−1
∑

q

P (e) rq P (g) ê∗q

=
∑

q

|6P, q〉〈6S, 0| ê∗q

=
∑

q

∑

J′

∑

m′

∑

m

〈J ′,m′|1, q; J,m〉 |J ′,m′〉〈J,m| ê∗q

=
∑

q

∑

F ′

∑

m′

∑

F

∑

m

βJ′(F, F ′) 〈F ′,m′|1, q;F,m〉 |F ′,m′〉〈F,m| ê∗q

The operator ~A† is the many-level atom generalization of the σ+ operator for a two-level atom.

The reduced matrix elements of ~A† can be obtained from the reduced matrix elements of ~r, which

were calculated in the previous section:

〈6P ||A†||6S〉 = 31/2

〈J ′||A†||J〉 = (2J ′ + 1)1/2

〈F ′||A†||F 〉 = (2F ′ + 1)1/2 βJ′(F ′, F )

By taking the hermitian conjugate of ~A†, we obtain an atomic lowering operator ~A. We can express

~r in terms of the raising and lowering operators:

~r = D( ~A+ ~A†)

From

~A† =
∑

q

|6P, q〉〈6S, 0| ê∗q

we see that

~A · ~A† = 3P (g)

and

~A† · ~A = P (e)

We can use this last result to prove the sum rule

∑

F

|βJ′(F ′, F )|2 = 1
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The proof goes as follows. Since ~A† · ~A = P (e), we have

〈F ′,m′| ~A† · ~A|F ′,m′〉 = 1

But if we insert a complete set of states {|F,m〉}, and substitute

~A† =
∑

q

∑

F ′

∑

m′

∑

F

∑

m

βJ′(F, F ′) 〈F ′,m′|1, q;F,m〉 |F ′,m′〉〈F,m| ê∗q

we find

〈F ′,m′| ~A† · ~A|F ′,m′〉 =
∑

q

∑

F

∑

m

|〈F ′,m′|êq · ~A†|F,m〉|2

=
∑

F

|βJ′(F, F ′)|2
∑

q

∑

m

|〈F ′,m′|1, q;F,m〉|2

=
∑

F

|βJ′(F ′, F )|2

Equating these two expressions, we obtain the sum rule.

The operator ~A† connects the 6S manifold of ground states to the entire 6P manifold of excited

states. But sometimes we will want an operator that only connects ground states to a particular

submanifold of excited states. I will define operators

~A†(J ′) = P (J ′) ~A†

which connect ground states to excited states in the fine structure manifold J ′, and operators

~A†(J ′, F ′) = P (J ′, F ′) ~A†

which connect ground states to excited states in the hyperfine manifold F ′ that lies in the fine

structure manifold J ′. Note that
∑

F ′

~A†(J ′, F ′) = ~A†(J ′)

and
∑

J′

~A†(J ′) = ~A
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1.6.8 Spontaneous decay rate

I now want to calculate the spontaneous decay rate for Cesium. We will start with a two-level atom,

and then generalize to the full Cesium atom. The atom decays via the interaction Hamiltonian

Hi = −e~r · ~E

where ~E is the quantized electric field, evaluated at the position of the electron. In the dipole

approximation we can just evaluate ~E at the position of the atom, which I take to be at the origin.

In the radiation gauge, the electric field is given by

~E = −∂t
~A

where ~A, the vector potential, is obtained by quantizing the modes of a box with periodic boundary

conditions:

~A =
∑

~kλ

(2π/ω~kV )1/2 (a~kλ ǫ̂~kλ e
−i(ω~k

t−~k·~r) + a†~kλ
ǫ̂∗~kλ

ei(ω~k
t−~k·~r))

Here V is the volume of the box, and a~kλ and a†~kλ
are creation and annihilation operators for mode

~kλ. The vectors ǫ̂~kλ are photon polarization vectors; they are orthogonal to each other and to k̂, so

the set {k̂, ǫ̂~k1, ǫ̂~k2} forms an orthonormal frame. A convenient coordinate representation for these

vectors is

k̂ = sin θ cosφ x̂+ sin θ sinφ ŷ + cos θ ẑ

ǫ̂~k1 = cos θ cosφ x̂+ cos θ sinφ ŷ − sin θ ẑ

ǫ̂~k2 = − sinφ x̂+ cosφ ŷ

Using the above expression for the vector potential, we find that the electric field at the position of

the atom is

~E = −∂t
~A = i

∑

~kλ

(2πω~k/V )1/2 (a~kλ ǫ̂~kλ e
−iω~k

t − a†~kλ
ǫ̂∗~kλ

eiω~k
t)

In the Schrödinger picture,

~E = i
∑

~kλ

(2πω~k/V )1/2 (a~kλ ǫ̂~kλ − a
†
~kλ
ǫ̂∗~kλ

)

If we substitute this into the interaction Hamiltonian and make the rotating wave approximation,

we obtain

Hi = −e~r · ~E = i
∑

~kλ

(g~kλ a~kλ σ+ − g∗~kλ
a†~kλ

σ−)
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where

g~kλ = (2παω~k/V )1/2 〈e|~r · ǫ̂~kλ|g〉

gives the coupling of the atom to the mode ~kλ.

We can calculate the spontaneous decay rate from the interaction Hamiltonian by applying Fermi’s

golden rule:

d3γ = 2π|〈f |Hi|i〉|2 δ(Ef − Ei) d
3n

Suppose the atom decays from an excited state e to a ground state g by emitting a photon into

mode ~kλ. The matrix element for this process is

〈g, 1~kλ|Hi|e, 0〉 = ig~kλ

The density of final states is given by

d3n = (2π)−3 V dk3 = (2π)−3 V ω2 dω dΩ

Thus, the decay rate per unit solid angle for emitting a photon in direction k̂ is

dγ

dΩ
= (2π)−1αω3

∑

λ

|〈e|~r · ǫ̂~kλ|g〉|
2

where ω = Ee − Eg is the atomic transition frequency. Note that

|〈e|~r · ǫ̂~kλ|g〉|
2 =

∑

q

|ê∗q · ǫ̂~kλ|
2 |〈e|rq|g〉|2

Substituting for the circular polarization vectors ê∗q , we find

|ê∗0 · ǫ̂~k1|
2 = sin2 θ

|ê∗0 · ǫ̂~k2|2 = 0

|ê∗±1 · ǫ̂~k1|
2 =

1

2
cos2 θ

|ê∗±1 · ǫ̂~k2|
2 =

1

2

Thus,
∑

λ

|〈e|~r · ǫ̂~kλ|g〉|
2 = sin2 θ |〈e|r0|g〉|2 +

1

2
(1 + cos2 θ) (|〈e|r+1|g〉|2 + |〈e|r−1|g〉|2)
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If we substitute this into our expression for the decay rate per unit solid angle and integrate over

all possible photon emission directions k̂, we obtain the total decay rate:

γ(e→ g) =
4

3
αω3

∑

q

|〈e|rq|g〉|2 =
4

3
αω3 〈g|~r|e〉 · 〈e|~r|g〉

Now let us consider the full Cesium atom. We can use this result to calculate the decay rate from

excited state |F ′,m′〉 to ground state |F,m〉:

γ(|F ′,m′〉 → |F,m〉) =
4

3
αω3

J′

∑

q

|〈F ′,m′|rq|F,m〉|2

If we substitute for the dipole matrix element, we obtain

γ(|F ′,m′〉 → |F,m〉) = γJ′ |βJ′(F ′, F )|2 |〈F ′,m′|1,m′ −m;F,m〉|2

where

γJ′ =
4

3
αω3

J′D2

From completeness on 1⊗ F we have

∑

m

|〈F ′,m′|1,m′ −m;F,m〉|2 = 1

Thus, the total decay rate from |F ′,m′〉 to the ground state manifold F is

∑

m

γ(|F ′,m′〉 → |F,m〉) = γJ′ |βJ′(F ′, F )|2

Note that this rate is independent of m′. From the sum rule

∑

F

|βJ′(F ′, F )|2 = 1

we see that the total decay rate out of |F ′,m′〉 is

∑

F

∑

m

γ(|F ′,m′〉 → |F,m〉) = γJ′

Note that this rate is independent of the excited state hyperfine manifold F ′.

We can also use our expression for the quantized atom/field interaction to derive the coupling

of a classical beam of light to the atom. Suppose mode ~kλ is in a coherent state α~kλ, and all other
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modes are in their ground states. Then, tracing over the field variables, we obtain

TrF [Hi] = (1/2)(Ωσ+ + Ω∗σ−)

where

Ω = 2i g~kλ α~kλ

Thus,

|Ω|2 = (8παnω/V ) |〈e|~r · ǫ̂~kλ|g〉|
2 = (8παI) |〈e|~r · ǫ̂~kλ|g〉|

2

where n = |α~kλ|2 is the number of photons and I = nω/V is the intensity of the beam. This agrees

with the expression for the Rabi frequency we obtained in section 1.3.2.

1.6.9 Coupling to cavity mode

I now want to consider the coupling of a many-level atom to a cavity mode. The atomic dipole ~p

couples to the cavity field ~E at the position of the atom via the Hamiltonian

Hi = −~p · ~E

The atomic dipole may be expressed in terms of the generalized atomic raising and lowering opera-

tors:

~p = e~r = eD( ~A+ ~A†)

The quantized cavity field is given by

~E = i(2πωc/V )1/2 ψ(~r) (a ǫ̂ e−iωt − a† ǫ̂∗ eiωt)

where ωc and ǫ̂ are the frequency and polarization of the cavity mode, ψ(~r) describes the mode

shape, and V is the mode volume.

Note that if the birefringent splitting of the cavity is small, as is the case for our cavity, then

modes occur in nearly-degenerate pairs. One of the modes in each pair is linearly polarized along

one birefringent axis; the other mode is polarized along the orthogonal birefringent axis. To describe

the coupling of the atom to the cavity, we need to include coupling Hamiltonians for both of the

modes that are resonant with the atom.

If we substitute for the atomic dipole and the quantized cavity field, we find that the coupling
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Hamiltonian is

Hi = −ig0 ψ(~r) (a ǫ̂ e−iωt − a† ǫ̂∗ eiωt) · ( ~A+ ~A†)

where I have defined a coupling constant

g0 = (2παωc/V )1/2D

If we use our expression for the atomic decay rate

γ =
4

3
αω3

aD
2

and approximate ωc ≃ ωa, then we can express the coupling constant as

g0 = (3/16π2)1/2 (Qλ3/V )1/2 γ

where Q = ωa/γ is the quality factor of the atom, and λ = 2π/ωa is the wavelength.

The operators ~A and ~A† are Schrödinger picture operators. We can transform to the interaction

picture by defining operators

~A†(F, F ′) = P (F ′) ~A† P (F )

which connect the ground state hyperfine manifold F to the excited state hyperfine manifold F ′.

The operator ~A can then be expressed as

~A† =
∑

F

∑

F ′

~A†(F, F ′)

In the interaction picture, the operator ~A† takes the form

~A† →
∑

F

∑

F ′

~A†(F, F ′) eiωF,F ′

where ωF,F ′ is the F → F ′ transition frequency. If we substitute this into the interaction Hamiltonian

Hi and make the rotating wave approximation, we obtain coupling terms for all possible atomic

transitions. The terms corresponding to a F → F ′ transition evolve in time at a rate given by the

detuning ∆F,F ′ = ω−ωF,F ′ . For the situations we will be interested in, the cavity is nearly resonant

with one of these transitions and is far detuned from all the others. We can neglect the couplings to

the far detuned transitions and retain only the coupling to the nearly resonant F → F ′ transition:

Hi = −ig0 ψ(~r) (a ǫ̂ · ~A†(F, F ′) e−i∆F,F ′ t − a† ǫ̂∗ · ~A(F, F ′) ei∆F,F ′ t)
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1.6.10 Coupling to classical fields

We will often want to describe the coupling of the atom to a laser beam. The atomic dipole ~p couples

to the electric field ~E of the beam via the coupling Hamiltonian

Hi = −~p · ~E

The dipole may be expressed in terms of the generalized atomic raising and lowering operators:

~p = e~r = eD( ~A+ ~A†)

As for the two-level atom we discussed in section 1.3.2, the electric field is given by

~E =
1

2
(8πI)1/2 (ǫ̂ e−iωt + ǫ̂∗ eiωt)

where I and ǫ̂ are the intensity and polarization of the light at the position of the atom. Thus,

Hi =
Ω0

2
(ǫ̂ e−iωt + ǫ̂∗ eiωt) · ( ~A+ ~A†)

Here

Ω0 = (8παI)1/2D = γ(I/Isat)
1/2

where I have defined a saturation intensity Isat relative to the dipole D:

γ = (8παIsat)
1/2D

We will be interested in situations where the light is nearly resonant with a single atomic transition

F → F ′ and far detuned from all the others. Thus, if we make the rotating wave approximation, and

neglect the couplings to the far detuned transitions, we can approximate the coupling Hamiltonian

as

Hi =
Ω0

2
(ǫ̂ · ~A†(F, F ′) e−iωt + ǫ̂∗ · ~A(F, F ′) eiωt)

In the rotating wave approximation this can also be expressed as

Hi = Ω0 (ǫ̂ · ~A†(F, F ′) + ǫ̂∗ · ~A(F, F ′)) cosωt

1.7 Far detuned light

Both the FORT and the Raman scheme involve the use of far detuned light. In the context of a

three-level model, we have seen how the coupling of far detuned light to the atom can be accounted
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for by adiabatically eliminating the excited state. In this section I want to generalize these results

the case of a many-level Cesium atom.

1.7.1 Ground state transition amplitudes

When we adiabatically eliminate the excited states for a many-level atom, we obtain ground state

transition amplitudes of the form

∑

e

1

∆e
〈F2,m2|ri|e〉〈e|rj |F1,m1〉

where the sum is carried out over all excited states e. In general, the excited states can be grouped

into a set of manifolds {E} such that for each manifold the energy splittings between states within

that manifold are small relative to the detuning of the light. For each manifold E in the set, we

can neglect the differences in detunings among the states in E and approximate them all by a single

detuning ∆E for the entire manifold. We can then express the sum as

∑

E

1

∆E

∑

e∈E

〈F2,m2|ri|e〉〈e|rj |F1,m1〉

The case we will be most interested in is one where the detuning of the light is large compared to

the excited state hyperfine splitting but small relative to the fine structure splitting, so for this case

we would group the excited states into fine structure manifolds 6P1/2 and 6P3/2.

To evaluate the ground state transition amplitudes, it is helpful to express ~r in terms of atomic

raising and lowering operators that couple ground states to excited states in the manifold E:

~r = D
∑

E

( ~A(E) + ~A†(E))

Thus,
∑

e∈E

〈F2,m2|ri|e〉〈e|rj |F1,m1〉 = D2 〈F2,m2|Ai(E)A†
j(E)|F1,m1〉

The tensor Ai(E)A†
j(E) may be evaluated by decomposing it into its irreducible parts (for a discus-

sion of this type of decomposition, see [28] or [29]):

Ai(E)A†
j(E) = T (0)(E) δij + T

(1)
k (E) ǫkij + T

(2)
ij (E)

where

T (0)(E) =
1

3
~A(E) · ~A†(E)
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transforms as a scalar (spin 0),

T
(1)
k (E) =

1

2
ǫijk Ai(E)A†

j(E)

transforms as a vector (spin 1), and

T
(2)
ij (E) =

1

2
(Ai(E)A†

j(E) +Aj(E)A†
i (E))− 1

3
~A(E) · ~A†(E) δij

transforms as a traceless symmetric tensor (spin 2).

If we choose E to be a hyperfine manifold F ′ within a fine structure manifold J ′, then in gen-

eral all three components will contribute:

Ai(J
′, F ′)A†

j(J
′, F ′) = T (0)(J ′, F ′) δij + T

(1)
k (J ′, F ′) ǫkij + T

(2)
ij (J ′, F ′)

If we choose E to be a fine structure manifold J ′, then we can ignore the contribution of the nuclear

spin and consider eigenstates of J2 and Jz. Since the ground state has J = 1/2, and it is not possible

to couple spin 1/2 to spin 1/2 via spin 2, the tensor component vanishes:

Ai(J
′)A†

j(J
′) = T (0)(J ′) δij + T

(1)
k (J ′) ǫkij

Note that

∑

F ′

T
(2)
ij (J ′, F ′) = 0

∑

F ′

T
(1)
k (J ′, F ′) = T

(1)
k (J ′)

∑

F ′

T (0)(J ′, F ′) = T (0)(J ′)

Finally, if we group all the 6P excited states into a single manifold, then we can ignore both the

nuclear spin and the electron spin and consider eigenstates of L2 and Lz. Since the ground state

has L = 0, only the scalar component contributes:

Ai A
†
j = T (0) δij

Note that

∑

J′

~T (1)(J ′) = 0
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J′

T (0)(J ′) = T (0)

I now want to evaluate the irreducible tensors. The tensor T (0) is given by

T (0) =
1

3
~A · ~A† = P (g) = 1

The tensors T (0)(J ′) may be evaluated as follows:

T (0)(J ′) = 〈J,m|T (0)(J ′)|J,m〉 = 1

3
〈J,m| ~A(J ′) · ~A†(J ′)|J,m〉

If we insert a complete set of states, we obtain

T (0)(J ′) =
1

3

∑

q

∑

m′

|〈J,m|Aq|J ′,m′〉|2

=
1

3
(2J + 1)−1 |〈J ||A||J ′〉|2

∑

q

∑

m′

|〈J,m|1, q; J ′,m′〉|2

=
1

3
(2J + 1)−1 |〈J ||A||J ′〉|2

The reduced matrix element is given by

|〈J ||A||J ′〉|2 = |〈J ′||A†||J〉|2 = (2J ′ + 1)1/2

So

T (0)(J ′) = (1/3)(2J ′ + 1)(2J + 1)−1 = (1/6)(2J ′ + 1)

Thus,

T (0)(1/2) =
1

3

T (0)(3/2) =
2

3

Note that
∑

J′

T (0)(J ′) = T (0)

as expected.

It is a little more complicated to evaluate T (1)(J ′). Since ~T (1)(J ′) only acts on ground states,

which all have J = 1/2, we can apply the projection theorem to express it as

~T (1)(J ′) = cJ′ ~J
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for some constant cJ′ . Recall that
∑

J′

~T (1)(J ′) = 0

Thus, c3/2 = −c1/2. We can find c1/2 by considering a particular matrix element:

〈6S1/2, 1/2|T (1)
z (1/2)|6S1/2, 1/2〉 = c1/2 〈6S1/2, 1/2| ~J|6S1/2, 1/2〉

Note that

T (1)
z (J ′) =

1

2
(Ax(J ′)A†

y(J ′)−Ay(J ′)A†
x(J ′))

=
i

2
(A+1(J

′)A†
−1(J

′)−A−1(J
′)A†

+1(J
′))

where A†
q ≡ êq · ~A†. Thus,

〈6S1/2, 1/2|T (1)
z (1/2)|6S1/2, 1/2〉

=
i

2
〈6S1/2, 1/2|A+1(1/2)A†

−1(1/2))|6S1/2, 1/2〉

= − i
2
|〈6P1/2,−1/2|A†

−1(1/2)|6S1/2, 1/2〉|2

= − i
2
|〈1/2,−1/2|1,−1; 1/2, 1/2〉|2

= − i
3

Also,

〈6S1/2, 1/2|Jz|6S1/2, 1/2〉 = 1/2

So

c1/2 = −2

3
i

and

~T (1)(3/2) = −~T (1)(1/2) = +
2

3
i ~J

If we combine our expressions for T (0)(J ′) and T (1)(J ′), we find

Ai(3/2)A†
j(3/2) =

2

3
δij +

2

3
i ǫijk Jk

Ai(1/2)A†
j(1/2) =

1

3
δij −

2

3
i ǫijk Jk

Using this result, we can express the ground state transition amplitudes as

∑

J′

1

∆J′

Ai(J
′)A†

j(J
′) = (1/3)[(2/∆3 + 1/∆1) δij + 2i(1/∆3 − 1/∆1) ǫijk Jk]



77

where ∆1 and ∆3 are the detunings of the light from the D1 and D2 lines:

∆k = 2π/λL − 2π/λk

It is convenient to introduce some dimensionless detuning parameters

Ck = (λL/λk − 1)−1 = −2π/λL∆k

At the FORT wavelength of λL = 935 nm, these parameters are

C3 = (λL/λ3 − 1)−1 = 10.3

C1 = (λL/λ‘ − 1)−1 = 22.1

In terms of the detuning parameters, the ground state transition amplitudes are

∑

J′

1

∆J′

Ai(J
′)A†

j(J
′) = −(λL/6π)[(2C3 + C1) δij + 2i(C3 − C1) ǫijk Jk]

1.7.2 Matrix elements of ~J

In the previous section, we showed that the ground state transition amplitudes can be expressed in

terms of ~J . I now want to evaluate the matrix elements of ~J between two hyperfine states:

〈F2,m2| ~J |F1,m1〉

For F1 = F2 = F , we can use the projection theorem to express matrix elements of ~J in terms of

matrix elements of ~F . Recall that gF is defined by

〈F,m2|~µ|F,m1〉 = µB gF 〈F,m2|~F |F,m1〉

The ground states have no orbital angular momentum, so

~µ = µB gS
~S = µB gS

~J

Thus, since gS = −2,

〈F,m2| ~J |F,m1〉 = −
1

2
gF 〈F,m2|~F |F,m1〉

In particular

〈F,m|Jz |F,m〉 = −1

2
gF m
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For the general case of arbitrary F1 and F2, we can apply the Wigner-Eckart theorem:

〈F2,m2|Jq|F2,m1〉 = (2F2 + 1)−1/2 〈F2||J ||F1〉 〈F2,m2|1, q;F1,m1〉

Since ~J does not couple to the nuclear spin, we can use the reduced matrix element reduction formula

to express 〈F2||J ||F1〉 in terms of 〈J ||J ||J〉:

〈F2||J ||F1〉 = −(−1)J+I+F2

√

2F1 + 1
√

2F2 + 1







1 J J

I F2 F1







〈J ||J ||J〉

The reduced matrix element 〈J ||J ||J〉 can be evaluated as follows. Note that

〈J,m|J2|J,m〉 = J(J + 1)

If we insert a complete set of states and apply the Wigner-Eckart theorem, we find

〈J,m|J2|J,m〉 =
∑

q

∑

m′

|〈J,m|Jq|J,m′〉|2 = (2J + 1)−1 |〈J ||J ||J〉|2

Thus,

〈J ||J ||J〉 = (J(J + 1)(2J + 1))1/2

Putting this all together, we find

〈F2,m2|Jq|F2,m1〉 =

−(3/2)1/2 (−1)F2

√

2F1 + 1







1 1/2 1/2

7/2 F2 F1







〈F2,m2|1, q;F1,m1〉

For J+1,

〈4,m+ 1|J+1|4,m〉 = +
√

4−m
√

5 +m/8
√

2

〈3,m+ 1|J+1|3,m〉 = −
√

3−m
√

4 +m/8
√

2

〈4,m+ 1|J+1|3,m〉 = −
√

4 +m
√

5 +m/8
√

2

〈3,m+ 1|J+1|4,m〉 = +
√

3−m
√

4−m/8
√

2

For J0,

〈4,m|J0|4,m〉 = −m/8

〈3,m|J0|3,m〉 = +m/8
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〈4,m|J0|3,m〉 = −
√

16−m2/8

〈3,m|J0|4,m〉 = −
√

16−m2/8

For J−1,

〈4,m− 1|J−1|4,m〉 = −
√

5−m
√

4 +m/8
√

2

〈3,m− 1|J−1|3,m〉 = +
√

3 +m
√

4−m/8
√

2

〈4,m− 1|J−1|3,m〉 = −
√

4−m
√

5−m/8
√

2

〈3,m− 1|J−1|4,m〉 = +
√

3 +m
√

4 +m/8
√

2

The operators ~J±1 can be related to the angular momentum raising and lowering operators J± as

follows. The raising and lowering operators are defined by

J± = Jx ± iJy

Thus,

J±1 = ê±1 · ~J = ∓ 1√
2
J±

1.7.3 FORT potential

For the three-level model discussed in section 1.5.2, we found that the effective Hamiltonian for the

ground states was

HE =
1

2
δAσz + U

where

U =
Ω2

4∆

For the full Cesium atom, the effective Hamiltonian is

HE =
1

2
∆HF (P4 − P3) + Û

where

Û =
∑

E

1

4∆E
Ω̂(E) Ω̂†(E)

and P3 and P4 are projection operators onto the F = 3 and F = 4 ground state hyperfine manifolds.

The operator Ω̂(E) is the generalization of the Rabi frequency Ω; it is given by

Ω̂†(E) = γ (I/Isat)
1/2 ǫ̂ · ~A†(E)
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where I and ǫ̂ are the intensity and polarization of the FORT beam. Thus, using the results of

section 1.7.1, we find

Û =
γ2

12

I

Isat

(

2

∆3
+

1

∆1
+ 2i

(

1

∆3
− 1

∆1

)

(ǫ̂∗ × ǫ̂) · ~J
)

We will assume that the FORT beam propagates in the ẑ direction, so the polarization vector ǫ̂ lies

in the x− y plane and can be expressed as

ǫ̂ = (ê+1 · ǫ̂) ê∗+1 + (ê−1 · ǫ̂) ê∗−1

Note that

ê+1 × ê∗+1 = −ê−1 × ê∗−1 = −iẑ

Thus,

ǫ̂∗ × ǫ̂ = −i(|ê+1 · ǫ̂|2 − |ê−1 · ǫ̂|2) ẑ

So

Û =
γ2

12

I

Isat

(

2

∆3
+

1

∆1
+ 2

(

1

∆3
− 1

∆1

)

(|ê+1 · ǫ̂|2 − |ê−1 · ǫ̂|2)Jz

)

Note that Jz couples the F = 3 and F = 4 ground states. However, because ∆HF ≫ Û , this

coupling can be neglected, and we can make the replacement

Jz → −
1

2
gFFz

where g4 = 1/4 and g3 = −1/4. Thus, the Hamiltonian can be approximated by

HE =
1

2
∆HF (P4 − P3) + U(~r) + gF µB

~BE(~r) · ~F

where

U(~r) =
γ2

12

I(~r)

Isat

(

2

∆3
+

1

∆1

)

= −γ
2λF

24π

I(~r)

Isat
(2C3 + C1)

is a state independent potential, and

~BE(~r) = − 1

µB

γ2

12

I(~r)

Isat

(

1

∆3
− 1

∆1

)

(|ê+1 · ǫ̂|2 − |ê−1 · ǫ̂|2) ẑ

is an effective magnetic field. It is convenient to express U in terms of the input power to the cavity.

Recall that the ratio of the maximum intensity inside the cavity Ic to the input power Pi is

Ic/Pi = 4/κLA
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The FORT depth UF is given by

UF =
γ2λF

24π

Ic
Isat

(2C3 + C1)

Thus, the ratio of the FORT depth to the input power is

UF /Pi = (2π)(12π2)−1(2C3 + C1)(γ
2λF /κLAIsat) = 37.0 MHz/mW

In deriving the expression for UF , we assumed that the detunings were the same for the F = 3

and F = 4 ground states. This is a reasonable approximation, because the hyperfine splitting ∆HF

between F = 3 and F = 4 is much smaller than the detunings. However, because the detuning of

the F = 3 manifold is slightly larger than the detuning for F = 4, the FORT potential is slightly

weaker for F = 3. Thus, the FORT squeezes the two manifolds together, causing a small reduction

δ in the effective hyperfine splitting. We can calculate δ as follows. The FORT depth is

UF =
γ2

12

Ic
Isat

(

2

∆3
+

1

∆1

)

So

δ =
γ2

12

Ic
Isat

(

2

∆3
+

1

∆1

)

− γ2

12

Ic
Isat

(

2

∆3 + ∆HF
+

1

∆1 + ∆HF

)

≃ γ2

12

Ic
Isat

(

2

∆3

∆HF

∆3
+

1

∆1

∆HF

∆1

)

≃ −U
(

2C2
3 + C2

1

2C3 + C1

)

∆HFλF

2πc

Substituting the FORT wavelength of λF = 935 nm, we find that the ratio of the shift δ to the

FORT depth UF is

δ/UF = −470 Hz/MHz

Although this is a small shift, it is possible to observe it in the lab (see section 1.9.8).

So far I have only considered the Stark shifts of the ground states. The excited states are also

shifted by the FORT; however, the situation is more complicated than for the ground states because

additional transitions contribute to the shifts. By choosing the FORT wavelength λF properly, one

can exploit these additional transitions to match the excited state shift to the ground state shift,

resulting in a state insensitive FORT. Such a FORT has two advantages over an ordinary, state

dependent FORT. First, an atom that makes transitions between ground and excited states will not

be heated by a fluctuating FORT potential, as would be the case for an ordinary FORT. Second,

and more importantly, the detunings of the atom from any additional light beams that are present
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are independent of the position of the atom within the FORT. For Cesium, the magic wavelength

that results in a state insensitive FORT is λF = 935 nm, which fortunately lies very close to one of

the modes of our cavity. The state insensitive FORT is discussed in depth in [30] and [31].

For the experiments discussed in this thesis we use far detuned light in order to create a state

independent trapping potential U(~r), and the effective magnetic field ~BE(~r) is an unwanted side

effect, which we eliminate by using linearly polarized light. But it is worth keeping in mind that far

detuned light could also be used for the specific purpose of generating an effective magnetic field. By

using three circularly polarized beams propagating along three orthogonal axes one could generate

a field of arbitrary magnitude and direction, and if the beams were large enough the field would be

nearly uniform over the region of interest. The effective magnetic field would have the advantage

that it could be varied or turned on and off much more rapidly than a real field generated by bias coils.

Another possibility would be to create more complicated FORT potentials by driving multiple modes

of the cavity. By varying the intensities of the different driving beams, one could even change the

shape of the potential in real time. Perhaps this technique could be used to translate atoms along

the cavity axis so as to optimize their coupling to the QED probe.

1.7.4 Raman transitions

For the three-level model discussed in section 1.5.3, we found that the Raman coupling was

Hi = ΩE σx cos δRt

where

ΩE =
ΩRΩF

2∆

For the full Cesium atom, this generalizes to

Hi = Ω̂E cos δRt

where

Ω̂E =
∑

E

1

2∆E
Ω̂F (E) Ω̂†

R(E)

Here

Ω̂†
k(E) = γ (Ik/Isat)

1/2 ǫ̂k · ~A†(E)
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where IF , IR and ǫ̂F , ǫ̂R are the intensities and polarizations of the FORT and Raman beams. Thus,

using the results of section 1.7.1, we find

Ω̂E = (γ2/6) (IF IR/I
2
sat)

1/2 ((2/∆3 + 1/∆1) ǫ̂
∗
F · ǫ̂R +

2i(1/∆3 − 1/∆1) (ǫ̂∗F × ǫ̂R) · ~J)

I will assume that the FORT and Raman beams are linearly polarized and mutually orthogonal, so

the first term vanishes and

k̂ ≡ ǫ̂∗F × ǫ̂R

is a unit vector that lies along the cavity axis. Thus, {ǫ̂R, ǫ̂F , k̂} forms an orthonormal frame. The

quantization axis ẑ can be chosen to lie in an arbitrary direction relative to this frame. For a given

choice of ẑ, we can define vectors x̂ and ŷ such that {x̂, ŷ, ẑ} also forms an orthonormal frame, which

is related to {ǫ̂R, ǫ̂F , k̂} by

x̂ = cos θ cosφ ǫ̂F + cos θ sinφ ǫ̂R − sin θ k̂

ŷ = − sinφ ǫ̂F + cosφ ǫ̂R

ẑ = sin θ cosφ ǫ̂F + sin θ sinφ ǫ̂R + cos θ k̂

Note that θ represents the angle between the cavity axis k̂ and the quantization axis ẑ. From these

relations, it follows that

k̂ = cos θ ẑ − sin θ x̂

Let us now calculate the Rabi frequencies for transitions between states that are defined relative to

quantization axis ẑ. The Rabi frequency for |4,m2〉 ↔ |3,m1〉 is

Ω(|4,m2〉 ↔ |3,m1〉) = 〈4,m2|Ω̂E |3,m1〉

It is convenient to express Ω̂E in terms of the Rabi frequency Ω0 for the transition |4, 0〉 ↔ |3, 0〉
with quantization axis ẑ = k̂. This is given by

Ω0 ≡ 〈4, 0|Ω̂E|3, 0〉

= i(γ2/3) (IF IR/I
2
sat)

1/2 (1/∆3 − 1/∆1) 〈4, 0|Jz|3, 0〉

= −i(γ2/6) (IF IR/I
2
sat)

1/2 (1/∆3 − 1/∆1)

Thus,

Ω̂E = −2Ω0 k̂ · ~J = −Ω0 (2Jz cos θ +
√

2J−1 sin θ −
√

2J+1 sin θ)
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The Rabi frequencies for ∆m = 0 transitions are

〈4,m|Ω̂E |3,m〉 = (1−m2/16)1/2 Ω0 cos θ

and the Rabi frequencies for ∆m = +1 transitions are

〈4,m+ 1|Ω̂E|3,m〉 = −
1

8
(4 +m)1/2(5 +m)1/2 Ω0 sin θ

I will sometimes speak of the Rabi frequency of the Raman beam; by this I mean the frequency Ω0

at the bottom of a FORT well. We can relate the value of Ω0 at the bottom a FORT well to the

FORT intensity UF as follows. Recall that for a linearly polarized FORT,

UF = (γ2/12)(IF/Isat)(2/∆3 + 1/∆1)

where IF is the maximum intensity of the FORT beam inside the cavity. Thus,

Ω0/UF = −2i

(

C3 − C1

2C3 + C1

)

(IR/IF )1/2 = −i(0.553)(IR/IF )1/2

where IR is the maximum intensity of the Raman beam inside the cavity. I will assume the FORT

beam is resonant with the cavity, while the Raman beam is detuned by ∆HF = (2π)(9.2 GHz).

Thus, we can relate the ratio of Raman to FORT intracavity intensity to the ratio of Raman to

FORT input power by

IR/IF = (1 + (2∆HF /κ)
2)−1(PR/PF )

where PF and PR are the input powers of the FORT and Raman beams, and κ = (2π)(1.6 GHz) is

the full width at half maximum of the cavity resonance at the FORT wavelength. Thus,

Ω0/UF = −2i

(

C3 − C1

2C3 + C1

)

(1 + (2∆HF /κ)
2)−1/2(PR/PF )1/2

= −i(0.048)(PR/PF )1/2

1.8 Experimental apparatus

1.8.1 Overview of experiment

At the heart of the experiment is a vacuum system consisting of two chambers: an upper chamber,

which is connected to a Cesium source, and a lower chamber, which contains the physics cavity. A

typical experimental cycle begins by loading a cloud of cold atoms in a magneto-optical trap (MOT)

in the upper chamber. The cloud is then dropped into the lower chamber, where it is recaptured in
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a second MOT situated directly above the physics cavity. Finally, this second MOT is dropped on

the cavity, and atoms falling into the cavity mode are cooled into a FORT by beams that enter the

cavity from the side. Once an atom has been loaded we are ready to perform a cavity QED experi-

ment. This generally involves driving the atom with various light fields (applied either from the side

of the cavity or coupled into a cavity mode) and collecting the output light with photon counters.

The photon counters generate a stream of clicks, which are recorded by a computer for later analysis.

Many different pieces of equipment are needed to make all this work. Since most of this has been

thoroughly documented elsewhere [32],[33],[31], I will just give a brief overview of the main compo-

nents.

1.8.2 MOTs

The magneto-optical trap (MOT) is a standard tool for cooling and trapping atoms [34], [35], [36].

To form a MOT, we combine trapping light that is red detuned from 4−5′ transition with a magnetic

quadrupole field generated by a pair of anti-Helmholtz coils. The trapping light is delivered by three

pairs of counter-propagating beams oriented along three orthogonal axes that intersect at the center

of the quadrupole field. Atoms at the center of the trap are driven by light that is red detuned, so

they don’t scatter very strongly. However, if an atom moves away from the center, it sees a magnetic

field that Zeeman shifts it into resonance with the light. If the polarizations of the beams are chosen

properly, then atomic selection rules will only permit the atom to absorb light from beams that push

it back toward the center of the trap. Thus, the combination of the trapping light and the magnetic

field produces a restoring force that confines atoms to the center of the trap. In addition, the red

detuned trapping light provides Doppler cooling, which damps the atomic motion and allows the

trap to be loaded from background vapor. Using a MOT, a cloud of ∼ 107 atoms can be loaded in

∼ 1 s. The atoms in the MOT have a temperature that is set by the Doppler limit of γ/2, which for

Cesium is 125µK.

The MOT loading rate depends on the pressure of background Cesium gas, which is why we use

a double chamber configuration: we can maintain a relatively high Cesium pressure in the upper

chamber, so the upstairs MOT loads quickly, and a relatively low pressure in the lower chamber, so

the lifetime of atoms trapped in the cavity is not unduly limited by collisions with background gas.

1.8.3 Cavity locking and cavity QED probe

The probe frequency fp and cavity frequency fc must be known and stable to a frequency resolu-

tion that is small relative to the rates γ, κ, and g that characterize the atom/cavity system. To



86

achieve this we need to actively servo-lock the cavity length and the probe laser frequency to a

reliable frequency reference. A convenient reference is the Cesium atom itself: by performing satu-

rated absorption spectroscopy in a Cesium cell it is possible to resolve narrow lines corresponding

to transitions to specific excited state hyperfine manifolds. The width of these lines is set by the

spontaneous decay rate γ = (2π)(5.2 MHz), so they can be used to stabilize frequencies to within a

few hundred kHz.

The locking scheme involves two cavities and two diode lasers; in addition to the physics cavity

(PC) and probe laser (PL) that we want to stabilize, there is an ancillary cavity called the trans-

fer cavity (TC) and an ancillary laser called the locking laser (LL). The physics cavity and transfer

cavity have modes at integer multiples of their free spectral ranges νPC = 2/LPC and νTC = 2/LTC :

fPC(n) = n νPC

fTC(n) = n νTC

Since the cavity lengths are LPC = 42µm and LTC ∼ 30 cm, the free spectral ranges are νPC =

3.6 THz and νTC ∼ 500 MHz. The probe laser has wavelength 852 nm and drives mode 99 of the

physics cavity, while the locking laser has wavelength 836 nm and drives mode 101 of the physics

cavity. The basic idea is that the transfer cavity is stabilized by locking it to Cesium, the probe

laser and locking laser are stabilized by locking them to the transfer cavity, and the physics cavity

is stabilized by locking it to the locking laser. In detail, the locking scheme works as follows (see

Figure 1.14).

First, we lock the probe laser to the transfer cavity by monitoring the coupling of light from the

probe laser into one of the transfer cavity modes and feeding back to the probe laser. This sets

fPL = fTC(n1)

for some mode n1 of the transfer cavity.

Next, we lock the transfer cavity to a known line in Cesium by monitoring a saturated absorp-

tion signal derived from probe light and feeding back to the transfer cavity. This sets

fTC(n1) = fPL = fCs
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Figure 1.14: Scheme for locking the physics cavity and probe laser.

Thus, the modes of the transfer cavity now occur at fixed frequencies relative to Cesium; that is, for

an arbitrary mode n, we have

fTC(n) = fTC(n1) + (n− n1) νTC = fCs + (n− n1) νTC

where νTC is held at a constant, stable value by the lock.

The next step is to lock the locking laser to the transfer cavity by monitoring the coupling of

locking laser light into one of the transfer cavity modes and then feeding back to the locking laser

(the locking laser and probe laser are coupled into opposite sides of the transfer cavity). This sets

fLL = fTC(n2)

for some mode n2 of the transfer cavity.

Finally, we lock the physics cavity to the locking laser. This is accomplished by using an EOM

to put sidebands on light from the locking laser, monitoring the coupling of one of the sidebands

into the physics cavity, and feeding back to the physics cavity. This sets

fPC(101) = fLL + ∆fLL
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where ∆fLL is the frequency offset of the sideband. The modes of the physics cavity now occur at

fixed frequencies relative to Cesium; specifically, for mode 99 at 852 nm, we have

fc ≡ fPC(99) = fCs + (n2 − n1) νTC − 2 νPC + ∆fLL

where νPC and νTC are stabilized by the locks. By adjusting the sideband frequency ∆fLL, we can

tune the cavity frequency fc. Note that ∆fLL only needs to be tuned over a transfer cavity free

spectral range νTC ; if we want to tune fc further than νTC , we simply lock the locking laser to a

different transfer cavity mode.

The probe beam is obtained by passing light from the probe laser through two double passed AOMs,

so the frequency of the probe beam is

fp = fPL + ∆fPL

where ∆fPL is the net AOM shift. Thus,

fp = fCs + ∆fPL

By varying the AOM shift ∆fPL, we can tune the probe frequency.

1.8.4 FORT and Raman lasers

The FORT and Raman beams are obtained from two independent diode lasers. Both beams drive

cavity mode 90 at 935 nm, but the FORT beam is tuned to the cavity resonance while the Ra-

man beam is detuned by ∆HF = (2π)(9.2 GHz) (note that the Raman beam is tuned blue of the

FORT beam). The cavity mirrors are coated to optimize the reflectivity at 852 nm; at 935 nm

the coating is not as effective and the cavity resonance is very broad (κ = (2π)(1.6 GHz)). Thus,

even though the Raman beam is detuned from resonance it is still possible to couple a significant

amount of Raman light into the cavity. Also, because the resonance is so broad, the coupling of the

FORT beam into the cavity is relatively insensitive to the FORT frequency, and consequently the

FORT laser doesn’t need to be locked. It is sufficient to monitor the transmission of the FORT light

through the cavity and tweak the FORT wavelength by hand over the course of an experimental run.

To drive Raman transitions, the frequency offset between the FORT and Raman beams must be

known and stable to a frequency resolution that is small relative to the effective Rabi frequency.

This is achieved by phase locking the Raman laser to the FORT laser. The phase lock works by

combining light from the two lasers on a fast photo-detector, mixing the resulting beat note down
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to DC to obtain an error signal, and then feeding back to the Raman laser.
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Figure 1.15: Feedback loop for the FORT/Raman phase lock.

A diagram of the feedback loop is shown in Figure 1.15. We combine light from the two lasers using a

fiber beam splitter; at the output of the fiber there is ∼ 1 mW of light from each laser. The combined

light is focused onto a NewFocus detector, which results in a −47 dBm signal at 9 GHz. This signal

is amplified and mixed against a 9 GHz synthesizer to get a 50 MHz intermediate frequency, which

is more convenient to work with. A 50 MHz synthesizer is used to mix the intermediate frequency

signal down to a DC error signal. This error signal is fed back to the laser using three branches: a

fast current loop that modulates the laser diode directly through a bias-T, a slow current loop that

modulates the laser current through the current controller, and a DC lock that feeds back to the

PZT. More details about the FORT/Raman phase lock can be found in [37].

Light from the Raman laser passes through an AOM, which is used for tuning and shuttering the

Raman beam, and is then mixed with the FORT beam on a polarizing beam splitting cube before

being coupled into the physics cavity.



90

1.8.5 Photon counters

Output light from the cavity is coupled into a fiber, split into two beams with a fiber beam splitter,

and sent to a pair of photon counters. There are many ways light can be lost on the way from the

cavity to the photon counters, and the counters themselves have an overall quantum efficiency of

∼ 0.5. Including all the loss mechanisms, the detection efficiency (that is, the probability that a

photon that starts inside the cavity will be recorded by the computer) is ∼ 0.07.

We use two counters because after a counter detects one photon it must wait ∼ 50 ns before it

can detect another. This means that a single photon counter cannot be used to measure time cor-

relation properties of the light over timescales shorter than 50 ns. If two photon counters are used,

one can get around this problem by correlating the output of one photon counter with the output

of the other.

The photon counters are connected to a computer card that records the arrival times of detected

photons. The card has four channels; so since each detector uses a single channel there are two

remaining channels that can be used to record timestamps for other events in the experiment. The

software that controls the card produces a text file containing a list of all the recorded clicks. Clicks

are listed in the form of 32 bit integers, where the two high order bits give the channel number

and the remaining bits give the arrival time in units of 2 ns. The card can also be operated in a

two-channel mode, which has a time resolution of 1 ns.

1.8.6 Timing

For the experiment to function, a complicated series of precisely timed events must occur: laser

beams need to be shuttered on and off, pieces of equipment must be triggered, and so forth. In

all, about twenty TTL channels are needed. The pulses for all twenty channels are generated by an

AdWin Gold. The AdWin also has four analog output channels, three of which are used to set the

currents for the magnetic bias coils.

In order to simplify the specification of timing information, I have written a simple programming

language for defining pulses. The system works by running a text file containing the timing infor-

mation through a pulse compiler program, which results in a set of low-level commands that can be

downloaded into the AdWin. The language has a number of convenient features: names can be as-

signed to channels, events, and durations; pulses can be referenced to other pulses; and subsequences

of pulses can be iterated. These features allow the timing information for the entire experiment to

be quickly and easily modified.
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coils radius [cm] separation [cm] # turns calibration [G/A]
axial 8.0 8.4 38 2.07

transverse 4.0 20.0 18 0.14

Table 1.1: Bias coil parameters.

coil calibration [kHz/V]
x 25
y 50
z 360

Table 1.2: Bias coil calibration factors, expressed in units of frequency splitting versus programming
voltage

1.8.7 Bias coils

A set of six bias coils is used to control the magnetic field at the location of the atom. The coils

are grouped into three pairs that are aligned along three orthogonal axes x̂, ŷ, and ẑ, where ẑ lies

along the cavity axis and x̂ and ŷ are perpendicular to the cavity axis and at a 45 degree angle to

the vertical. The total bias field is the sum of the fields produced by the three pairs of coils.

The coil parameters are listed in Table 1.1. I have not been able to locate a record of the number

of turns on the coils, but by combining the known coil geometry with information from Raman

spectroscopy, we can infer that the axial coils have ∼ 38 turns each and the transverse coils have

∼ 18 turns each. In the case of the axial coils we can measure the field with a Hall probe, and the

results agree well with the Raman scans. Each pair of coils for a given axis is wired in parallel, and

the calibration factor in Table 1.1 is the ratio of the field at the position of the cavity to the total

current flowing into the pair of coils.

The three coil pairs are driven by three independent current sources, which receive programming

voltages from analog output channels on the AdWin Gold. The current supplies for the x̂ and ẑ

axes can supply a maximum of five amps, while the supply for the ŷ axis can supply a maximum

of ten amps (the ambient field along ŷ is larger than along x̂ or ẑ, so more current is needed). The

currents are related to their programming voltages by

Ix = −(0.5A/V )Vx

Iy = −(1.0A/V )Vy

Iz = −(0.5A/V )Vz

It is convenient to express the calibration factors in terms of frequency splitting versus AdWin

output voltage (see Table 1.2).
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1.9 Experimental techniques and results

1.9.1 Useful transitions

There are a number of standard techniques for manipulating atoms that involve driving specific

atomic transitions with a classical field. Here I review some of the more useful transitions and dis-

cuss their applications.

One of the most important transitions is the 4 − 5′ transition. Because of the dipole selection

rule ∆F = 0,±1, an atom that starts in F = 4 and is excited by 4 − 5′ light can only decay back

into F = 4. Thus, by detecting the light scattered from the atom, we can determine which hyperfine

ground state the atom is in: an F = 4 atom will scatter ∼ 104 photons before it falls into F = 3

via off-resonant excitation of F ′ = 4, while an F = 3 atom is decoupled from the light and doesn’t

scatter any photons.

A second application of the 4 − 5′ transition is optical pumping. If we drive an F = 4 atom

with 4−5′ light that is σ+ polarized, then the atom will be optically pumped into |4, 4〉. Once there

the atom cycles between |4, 4〉 and |5′, 5′〉; because of the selection rule ∆m = 0,±1, from |5′, 5′〉 the

atom can only decay back to |4, 4〉.

A third application of the 4 − 5′ transition is Doppler cooling. To Doppler cool the atom, we

drive it with counter-propagating laser beams that are red detuned from the 4 − 5′ transition. For

a moving atom, the beam propagating opposite to the atom’s direction of motion is Doppler shifted

into resonance, causing the atom to scatter light from the beam. Since the atom only absorbs light

with momentum opposite to its own, but emits the light in all directions, the net effect is to damp

the motion.

Another useful transition is the 4 − 4′ transition. An atom driven by a 4 − 4′ beam has a sin-

gle dark state that depends on the polarization of the beam. This is easy to see in the case of σ+

polarized light, for which the |4, 4〉 state is dark. For linearly polarized light the |4, 0〉 state is dark,

where the quantization axis is chosen along the polarization direction of the light. Thus, by properly

choosing the polarization of the 4− 4′ light, we can optically pump the atom into specific states in

the F = 4 manifold.

The 4 − 4′ transition can also be used to cool the atom via polarization gradient cooling. This

works by driving the atom with counter-propagating beams of circularly polarized light that are

blue detuned from the 4− 4′ transition. At every point in space the two beams combine to yield a
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linear polarization vector, but the orientation of the polarization vector rotates as one moves along

the beam propagation direction. Thus, a stationary atom sees a constant polarization vector and is

optically pumped into the corresponding dark state, while a moving atom sees a polarization vector

that rotates with angular frequency ω = kv. If the velocity is high enough then the atom won’t

have enough time to be pumped into the dark state corresponding to its current location, and will

therefore couple to the light. Thus, the light exerts a force on the atom that is proportional to the

atom’s velocity. For blue detuned light, the force is opposite to the velocity and therefore cools the

atomic motion.

1.9.2 Loading into the FORT

At the beginning of each experimental cycle, a cloud of atoms is collected in the upper chamber,

transfered to the lower chamber, and then dropped on the cavity, resulting in a shower of cold atoms

falling through the cavity mode. The falling atoms can be loaded into the FORT using a variety

of methods. One possibility is to monitor the transmission of a resonant probe beam through the

cavity and to trigger on the FORT when a dip in the transmission indicates that an atom is present.

Another possibility is to keep the FORT on at all times and cool the atoms into the trap. One way

to provide cooling is to use side beams that are blue detuned from the 4− 4′ and 3− 3′ transitions;

experiments indicate that such a scheme gives a maximum loading probability of ∼ 0.4 (the loading

probability is the probability that for a given drop at least one atom is loaded into the trap). A

variation on this scheme is to use side beams that are blue detuned from the 4−4′ transition together

with a strong Raman beam tuned to Raman resonance. This combination seems to be a particularly

effective way of loading atoms; loading probabilities of up to ∼ 0.9 can easily be achieved. This

Raman loading scheme is used for all the experiments discussed here.

We can determine if we succeeded in loading an atom by checking whether a resonant probe beam

is transmitted through the cavity. If it is not, we know that at least one atom was loaded. Given

that we know at least one atom was loaded, the expected number of loaded atoms can be calculated

as follows. I will assume that the probability of loading an atom is independent of how many atoms

have already been loaded, so the probability of loading n atoms is given by a Poisson distribution:

Pn =
1

n!
〈n〉n e−〈n〉

The loading probability p is then

p =

∞
∑

n=1

Pn = 1− P0 = 1− e−〈n〉
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Thus, the mean number of atoms is

〈n〉 = − log(1− p)

Since we know there is at least one atom in the trap, the probability that there are n atoms is Pn−1.

Thus, the expected number of atoms is

N =

∞
∑

n=1

nPn−1 =

∞
∑

n=0

(1 + n)Pn = 1 + 〈n〉 = 1− log(1− p)

If the loading probability is small, then when a transmission dip is observed it is highly likely that

there is only one atom in the cavity.

1.9.3 Optical pumping

For many experiments, the atom needs to be prepared in a specific initial state. This is accomplished

through optical pumping: we drive the atom with light fields that couple to all the states except the

one we want to populate, which is called the dark state. The driving fields cause the atom to ran-

domly scatter from one state to another until it lands in the dark state and decouples from the light.

Thus, if we leave the pumping light on long enough, the atom eventually ends up in the desired state.

One state we want to prepare is |3, 0〉, where the quantization axis is chosen to lie along the cavity

axis. To prepare this state, we use a resonant 3− 3′ beam that enters the cavity from the side and

is linearly polarized along the cavity axis. The dark states for this beam are the |3, 0〉 state and

all the F = 4 states. Thus, we can prepare the atom in |3, 0〉 by combining the 3 − 3′ beam with

additional beams that repump the atom from F = 4 to F = 3. The 4 − 4′ cooling beams are used

for this purpose, although they are not ideal because they have their own dark state in the F = 4

manifold. However, because the polarization of the 4− 4′ light depends on the position of the atom,

so does the dark state; therefore, a moving atom won’t get stuck in the 4 − 4′ dark state and will

eventually scatter to F = 3.

Sometimes rather than preparing a specific state we want to randomly choose a state |3,m〉 in

such a way that the m values are uniformly sampled. This can be achieved by alternating pulses of

3− 3′ and 4− 4′ cooling light to pump the atom back and forth between F = 4 and F = 3. For each

pulse m is randomly changed by ±1, 0; so if enough pulses are used m is effectively randomized. By

using 4− 4′ light for the final pulse, we ensure that the atom ends up in an F = 3 state.
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1.9.4 Measuring the atomic state

Here I present a method for determining which ground state hyperfine manifold the atom is in by

measuring the transmission of a resonant probe beam. Both the probe beam and the cavity are

tuned to the 4 − 5′ transition, so every state in the F = 4 manifold is coupled to the cavity mode.

For atoms in F = 3 all the probe light is transmitted (since the atoms are decoupled from the cavity

mode), while for atoms in F = 4 the probe transmission is reduced by an amount determined by the

strength of the coupling. If the probe is linearly polarized and we choose a quantization axis along

the polarization direction, then for an atom in |4,m〉 the cavity coupling is

g = g0 ψ(~r) 〈5,m|1, 0; 4,m〉

and the transmission is reduced by a factor

η ∼ (κγ/4g2)2 ∼ N2
A (g0/g)

4

For our cavity N2
A ∼ 10−4, so for all Zeeman sublevels, and almost all atom positions, this is a huge

reduction. Thus, to a good approximation, the probe is shuttered off any time the atom is in F = 4.

We can use the shuttering effect to determine which ground state the atom is in by pulsing on

a probe and counting the number of photons that are transmitted. For this scheme to work, the

atom has to stay in the same ground state for the duration of the pulse. This will clearly be the case

if the atom starts in F = 3; since the atom is decoupled from the cavity, it doesn’t interact with

the probe light and can’t scatter from F = 3 to F = 4. It will also be the case if the atom starts

in F = 4, provided the probing interval is short enough, because the scattering rate from F = 4 to

F = 3 is very low. There are two reasons for the low scattering rate. First, since the 4−5′ transition

is a cycling transition, the atom can only get to F = 3 through off-resonant excitation of F ′ = 4.

Second, because of the shuttering effect itself, there is very little light in the cavity to excite the atom.

For this measurement technique we typically use a probe strength corresponding to an empty cavity

photon number of n = 0.14 and a probe duration of 100µs. Thus, if the cavity is empty, or if

the atom is in F = 3, the counting rate at the detectors is enκ ∼ 500 kcps (where e = 0.07 is the

detection efficiency, as discussed in section 1.8.5) and the mean number of clicks recorded during a

probe interval is ∼ 50. To demonstrate the detection scheme, we performed an experiment where

atoms were randomly prepared in F = 3 or F = 4 and then interrogated by the probe beam. Figure

1.16 is a record of the detected clicks for a single atom, and Figure 1.17 is a histogram of clicks

for the entire data set. We can clearly resolve a peak at ∼ 58 clicks due to the F = 4 atoms, and
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another peak at ∼ 10 clicks due to the F = 3 atoms. The widths of the peaks are set by the shot

noise of the light. To determine which state the atom is in, we set a threshold at half the mean

number of clicks for an empty cavity. If the number of counts recorded during the probing window

is below the threshold, we assume the atom is in F = 3; if it is above the threshold, we assume the

atom is in F = 4.
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Figure 1.16: State measurements for a single atom. The horizontal line at 57.8 clicks is the mean
number of clicks for an empty cavity; the line at n = 28.9 clicks is the threshold. For trials where
the transmission dips below the threshold, the atom is assumed to be in F = 4.

1.9.5 Measuring the Raman transfer probability

We often want to measure the probability that a Raman pulse transfers the atom from one ground

state hyperfine manifold to the other. This can be accomplished by repeatedly preparing the atom

in F = 3, applying the Raman pulse, and then checking if the atom was transfered to F = 4 by

using the scheme from the previous section. I will call a single transfer attempt a trial. By taking

the ratio of the number of successful transfers to the total number of trials, we can determine the

Raman transfer probability.

The Raman transfer probability depends on a number of factors, such as the way the initial state is

prepared, the magnetic field, and the Rabi frequency, detuning, and duration of the Raman pulse.

Thus, for each probability measurement these factors are held constant across all the trials. We

can often obtain useful information about the system by repeating the probability measurement for
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Figure 1.17: Histogram of clicks. The vertical line at 57.8 clicks is the mean number of clicks for an
empty cavity; the line at n = 28.9 clicks is the threshold used to determine whether an atom is in
F = 3 or F = 4.

different values of a single parameter in order to map out the dependence of the probability on the

parameter.

There is one complication I haven’t mentioned yet: since the atom can leave the FORT at any

time (either by being heated out of the trap or because of collisions with background gas), for each

trial we need to know whether or not an atom is present. If the transmission is low during the state

detection phase of the trial then we know that an F = 4 atom is present, but if transmission is high

it could either mean that an F = 3 atom is present or that the cavity is empty.

We deal with this problem as follows. In a typical experiment, each atom is subjected to N = 1000

trials, after which the atom is released, if it hasn’t already left on its own. For each trial k we obtain

a measurement result nk, where nk is 1 if the transmission was low for that trial (indicating that

an atom was present and had made a Raman transition 3→ 4), and nk is 0 if the transmission was

high (indicating either that the atom stayed in F = 3, or that the atom had left the cavity). Thus,

the total number of transmission dips that have been recorded up to and including trial k is

tk =
k
∑

r=1

nr
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If we plot tk versus k, the result typically looks like Figure 1.18. At first the graph climbs with a

slope given by the probability of making a Raman transition, but at some point the graph suddenly

flattens out, indicating that the atom has left the cavity. For the trials that occur prior to this kink

in the graph we know that an atom was present. Specifically, if r is the largest trial number such

that tr < tN −m then I assume the atom remained in the cavity for r trials, where m is a small

margin to allow for occasional transmission dips after the atom has left (such dips could be caused

by shot noise fluctuations in the probe light, for example). Typically we take m = 5.

Now that we know when the atom left the cavity, we can easily calculate the Raman transfer

probability; it is given by p = tr/r. To get better statistics we typically repeat this measurement

protocol for ∼ 10 atoms and divide the total number of transitions by the total number of trials to

find the probability.
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Figure 1.18: Total number of transmission dips versus trial number for a sample atom. From the
location of the kink, we infer that the atom left the cavity around trial number 580.

1.9.6 Raman spectroscopy

The technique for measuring the Raman transfer probability can be used to perform Raman spec-

troscopy. This involves measuring the Raman transfer probability as a function of the detuning of

the Raman pulse, while holding the duration and Rabi frequency of the pulse constant

To understand the Raman spectrum, we must first look at the energy spectrum of the ground
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state manifold. The Hamiltonian for the ground states is

H =
1

2
∆HF (P4 − P3) +HB

The first term gives the hyperfine splitting between F = 3 and F = 4, while the second term

describes the coupling of the ground states to the magnetic field ~B at the position of the atom:

HB = gF µB
~B · ~F

Recall that g4 = 1/4 and g3 = −1/4. Thus, if we choose the quantization axis along the direction of

the magnetic field,

H |4,m〉 = (+
1

2
∆HF +mωB)|4,m〉

H |3,m〉 = (−1

2
∆HF −mωB)|3,m〉

where

ωB =
1

4
µB| ~B| = (2π)(350 kHz/G)| ~B|

is the magnetic splitting between adjacent Zeeman levels. This energy spectrum is shown in Figure

1.19.
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Figure 1.19: Ground state spectrum of Cesium.

Raman transitions between states in the F = 3 and F = 4 manifolds are subject to the selection

rules ∆m = 0,±1 (see Figure 1.20). Note that the ∆m = 0 transitions occur at even multiples of

ωB, and the ∆m = ±1 transitions occur at odd multiples of ωB. Because g4 = −g3, the ∆m = ±1

transitions are twofold degenerate (|3,m〉 ↔ |4,m+1〉 is degenerate with |3,m+1〉 ↔ |4,m〉), except

for the edge transitions |3, 3〉 ↔ |4, 4〉 and |3,−3〉 ↔ |4,−4〉.
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Figure 1.20: Spectrum of allowed transitions. The solid lines are for ∆m = 0 transitions; the dashed
lines are for ∆m = ±1 transitions.

The Raman spectrum depends on the initial state of the atom and on the strength and duration of

the Raman pulse. Suppose we prepare the atom so it is in state |3,m〉 with probability pi(|3,m〉),
and apply a Raman pulse of Rabi frequency Ω, duration T , and detuning ∆. If the Rabi frequency is

small relative to the magnetic splitting, then each Zeeman sublevel in F = 3 will couple appreciably

to at most one sublevel in F = 4, and the system can be approximated as a collection of two-level

atoms. In this approximation, the probability that the atom is in F = 4 after the Raman pulse is

p(∆) =
∑

m

∑

m′

P (ΩE(|3,m〉 ↔ |4,m′〉), ∆− (m′ −m)ωB, T ) pi(|3,m〉)

where

P (Ω,∆, T ) =
Ω2

Ω2 + ∆2
sin2((Ω2 + ∆2)1/2 T/2)

is the probability that a two-level atom initially in its ground state is transfered to the excited state

by a pulse of light with Rabi frequency Ω, detuning ∆, and duration T (see section 1.3.2). If we

consider the probability as a function of detuning, we see that it consists of a Lorentzian envelope

that is modulated by a sin2 factor, where the frequency scale of the modulation is ∼ 1/T . For long

pulse durations, this fine scale modulation is averaged out by the atomic motion or other sources

of frequency jitter, so we only see the Lorentzian envelope. Thus, we can approximate the Raman

spectrum as

p(∆) =
1

2

∑

m

∑

m′

(

1 +
(∆− (m′ −m)ωB)2

Ω2
E(|3,m〉 ↔ |4,m′〉)

)−1

pi(|3,m〉)

A sample Raman scan is shown in Figure 1.21. Peaks are observed for both ∆m = 0 and ∆m = ±1

transitions, but the ∆m = 0 peaks are stronger, indicating that for this scan the magnetic field was

more axial than transverse. Figure 1.22 shows a Raman scan taken after the magnetic fields were

nulled. Figure 1.23 shows a Raman scan for an axial bias field, and Figure 1.24 shows a Raman scan

for a transverse bias field.
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Figure 1.21: Raman scan. The vertical lines are at integer multiples of the 290 kHz magnetic
splitting. The Rabi frequency for this scan was Ω = (2π)(50 kHz).

1.9.7 Measuring and nulling the magnetic field

The total magnetic field ~B at the position of the atom is the sum of the ambient field ~Ba and the

field ~Bb produced by the bias coils:

~B = ~Ba + ~Bb

The bias field is known under our control, but to control the field ~B that the atom actually sees

we need to know the ambient field. Here I present a technique for measuring the ambient field by

preparing the atom in a random F = 3 state, applying a resonant Raman pulse, and tuning the bias

field so as to maximize the Raman transfer probability. The basic idea is that if the bias field exactly

cancels the ambient field then the Zeeman splitting vanishes, all the transitions pile up around zero

detuning, and the atom is transfered by the Raman pulse regardless of its initial state. If the fields

don’t cancel then the transitions are split out, so the atom is only transfered if it starts in |3, 0〉.
Thus, if we tune the bias field so as to null the ambient field, we should see an enhancement in the

Raman transfer probability.

In section 1.8.7 I described how the magnetic field is broken into components along three orthogonal

axes. We null the three components one at a time; for each component, we maximize the Raman

transfer probability by varying the current in the pair of bias coils corresponding to that component

of the field, while holding the orthogonal components of the field fixed. I’ll assume we start with
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Figure 1.22: Raman scan with no bias field. Two scans are shown; one with Rabi frequency Ω =
(2π)(70 kHz) (red curve), and one with Rabi frequency Ω = (2π)(35 kHz) (green curve).

the ẑ component. The magnitude of the component of ~B parallel to ẑ is

B‖ = ~B · ẑ

and the magnitude of the component of ~B perpendicular to ~z is

B⊥ = | ~B −B‖ ẑ|

Thus, we can express the magnetic splitting as

ωB =
1

4
µB| ~B| = ωB⊥

(1 +B2
‖/B

2
⊥)1/2 = ωB⊥

(1 + (Ba,‖ +Bb,‖)
2/B2

⊥)1/2

where

ωB⊥
≡ 1

4
µBB⊥

Suppose we choose a Rabi frequency larger than ωB⊥
and tune to Raman resonance. For B‖ ≫ B⊥

the magnetic field will split out the Zeeman sublevels, and the Raman beams only addresses the

|3,m〉 state. However, as B‖ → 0, the magnetic splitting becomes small enough that several Zeeman

sublevels lie within the Lorentzian envelope (recall that the width of the envelope is set by the

Rabi frequency), and we see an enhancement in the Raman transfer probability. Thus, if we plot



103

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

 0  0.5  1  1.5  2  2.5  3

pr
ob

ab
ili

ty

Raman detuning [MHz]

15 September 2004 (Vx=-2.0, Vy=-4.25, Vz=-0.30, B=400 kHz)

Figure 1.23: Raman scan for an axial bias field. The vertical lines are at integer multiples of the
400 kHz magnetic splitting. The Rabi frequency for this scan was Ω = (2π)(70 kHz).

the Raman transfer probability as a function of the bias field component along the ẑ direction, we

should get something that looks like Figure 1.25. The peak of this graph indicates the value of Bb,‖

that nulls the ambient field along ẑ. By performing the same sort of scan along the two orthogonal

axes (Figure 1.26 and Figure 1.27), we can null the ambient field in all three dimensions. Note

that the width of the peak is set by the Rabi frequency, so by reducing the Rabi frequency we can

measure the fields to higher resolution.

1.9.8 Rabi flopping

If we apply a large axial bias field to split out the Zeeman sublevels and tune near Raman resonance,

then only the |3, 0〉 ↔ |4, 0〉 transition is driven appreciably, and the system may be approximated

as a two-level atom. Recall from section 1.3.2 that if we start a two-level atom in the ground state

(in this case the |3, 0〉 state) and apply pulse of coherent light of duration T with Rabi frequency Ω

and detuning ∆, then the probability to find the atom in the excited state (in this case |4, 0〉) is

P (Ω,∆, T ) =
Ω2

Ω2 + ∆2
sin2((Ω2 + ∆2)1/2T/2)

For our case Ω = Ω(|3, 0〉 ↔ |4, 0〉), and the detuning ∆ is given by

∆ = ωR − ωF −∆HF



104

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

 0.18

 0  0.5  1  1.5  2

pr
ob

ab
ili

ty

Raman detuning [MHz]

15 September 2004 (Vx=-2.0, Vy=+0.75, Vz=-1.30, B=240 kHz)

Figure 1.24: Raman scan for a transverse field. The vertical lines are at integer multiples of the
240 kHz magnetic splitting. The Rabi frequency for this scan was Ω = (2π)(70 kHz).

Figure 1.28 shows a Raman scan over the |3, 0〉 ↔ |4, 0〉 transition for a Rabi frequency of Ω =

(2π)(50 kHz) and pulse duration of T = 100µs. For this scan the atoms were prepared by optically

pumping them into |3, 0〉 before each Raman pulse. Because the FORT squeezes the hyperfine

manifolds together and reduces the effective hyperfine splitting (see section 1.7.3), the peak is shifted

away from zero by δ ∼ −20 kHz. We can see the Lorentzian envelope due to the first term, plus some

of the sin2 modulation from the second term. This fine scale modulation is partially washed out

because atoms at different temperatures have different Rabi frequencies, which leads to decoherence

of the Rabi oscillations

In Figure 1.29, the Raman detuning was set to zero, and the Raman transfer probability was

measured for different pulse durations. The Rabi oscillations can be clearly observed, although

they gradually decohere over time. From the observed rate of decoherence and known dependence

of Rabi frequency on temperature, one could probably use this curve to infer something about the

temperature of the atoms.

1.9.9 Laser noise

So far I have assumed that the FORT and Raman beams are both perfectly monochromatic. In

practice this is not the case; because the FORT/Raman phase lock is not perfect, there is broadband

noise around the Raman resonance frequency that causes incoherent decays between the F = 3 and



105

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0.45

-2.2 -2 -1.8 -1.6 -1.4 -1.2 -1 -0.8

pr
ob

ab
ili

ty

Vz

15 September 2004 (Vx=-2.0, Vy=-5.0)

Figure 1.25: Transfer probability versus programming voltage for the ẑ coils. Two scans are
shown: one with Rabi frequency Ω = (2π)(70 kHz) (red curve), and one with Rabi frequency
Ω = (2π)(35 kHz) (green curve).

F = 4 ground state manifolds. We can calculate the decay rates by using a simple two-level atom

model and approximating the broadband noise as a comb of discrete frequencies.

Suppose we start the two-level atom in its ground state and drive it with a comb of classical fields

that have frequencies ωm and Rabi frequencies Ωm. If we only consider the coupling of the atom to

mode m, then the equation of motion for the excited state amplitude is

iċe =
Ωm

2
e−i(ωm−ωA)t cg

At small times cg ∼ 1, so we can approximate this as

iċe =
Ωm

2
e−i(ωm−ωA)t

If we integrate this, we obtain

ce(t) =
Ωm

2
(ωm − ωA)−1(e−i(ωm−ωA)t − 1)
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Figure 1.26: Transfer probability versus programming voltage for the x̂ coils. Two scans are
shown: one with Rabi frequency Ω = (2π)(70 kHz) (red curve), and one with Rabi frequency
Ω = (2π)(35 kHz) (green curve).

The decay rate g → e for a single frequency ωm is therefore

γm =
|ce(t)|2

t
=
π

4
tΩ2

mD((ωm − ωA)t/2)

where

D(x) =
sin2 x

πx2

The total decay rate is obtained by summing the decay rates for all the different fields in the comb:

γ =
∑

m

γm =
π

4
t
∑

m

Ω2
mD((ωm − ωA)t/2)

To calculate the decay rate we need to know the distribution of Rabi frequencies Ωm. This in-

formation can be obtained by forming a beat note between the Raman and FORT beams on a

photodetector. If the beams were monochromatic, then the electric fields at the detector would be

ER(t) = E0
R e

−iωRt

EF (t) = E0
F e

−iωF t
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Figure 1.27: Transfer probability versus programming voltage for the ŷ coils. Two scans are
shown: one with Rabi frequency Ω = (2π)(70 kHz) (red curve), and one with Rabi frequency
Ω = (2π)(35 kHz) (green curve).

and the resulting photocurrent Iγ(t) would be

Iγ(t) ∼ |ER(t) + EF (t)|2 ∼ IR + IF + 2 cos((ωR − ωF )t)
√

IRIF

where IF and IR are the cycle-averaged intensities of the FORT and Raman beams. Consider the

power spectrum S(ω) of the photocurrent. In the limit of monochromatic beams, there is a spike

at frequency ωR − ωF that has integrated power proportional to IRIF . Relative frequency jitter

between the two beams produces broadband noise around this spike, resulting in a curve that looks

like Figure 1.30. Since the effective Rabi frequency is proportional to
√
IRIF , the effective Rabi

frequency for comb line m is given by

Ω2
m = αS(ωm) δω

where α is a constant that depends on calibration factors and δω is the spacing between adjacent

comb lines. Using this result, we can express the total decay rate as

γ =
π

4
αt

∫

S(ω)D((ω − ωA)t/2) dω
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Figure 1.28: Raman scan over the |3, 0〉 ↔ |4, 0〉 transition. The curve is the Lorentzian envelope
one would expect based on the calculated Rabi frequency of Ω = (2π)(50 kHz) and the calculated
FORT-induced shift of δ = −(2π)(20 kHz), where the height of the curve has been fit to the data.

If the noise spectrum is flat over a bandwidth ∼ 1/t, then we can approximate D as a delta function:

γ =
π

2
αS(ωA) =

α

4
S(νA)

We can determine the constant α by expressing it in terms of the Rabi frequency of the coherent

oscillations that are driven by the spike at the beat note frequency. If the beams are tuned to Raman

resonance, and if the spectral width of the spike is much less than 1/T , where T is the duration of

the Raman pulse, then the spike will drive coherent Rabi oscillations with a Rabi frequency given

by

Ω2
c = αPc

where Pc is the integrated power in the spike. Thus, the decay rate can be expressed as

γ(ν) =
1

4

S(ν)

Pc
Ω2

c

Spectrum analyzers usually display the power spectrum in terms of the power Pn(ν) = B S(ν) in

some bandwidth B, so we can also write this as

γ(ν) =
1

4

Pn(ν)

Pc

Ω2
c

B
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Figure 1.29: Rabi flopping on the |3, 0〉 ↔ |4, 0〉 transition.

The rate equations for the ground and excited state populations pg and pe are

ṗe = γ(ν) (pg − pe)

ṗg = γ(ν) (pe − pg)

Since pg + pe = 1, we have that

ṗe = γ(ν) (1− 2pe)

If we solve this subject to the initial condition pe(0) = 0, we find

pe(ν) =
1

2
(1 − exp(−2γ(ν)t))

Figure 1.31 is a comparison of an actual Raman scan with the spectrum pe(ν) we would expect based

on the laser noise shown in Figure 1.30. The graphs show reasonable agreement; the discrepancy

most likely is due to the fact that the two curves were measured on different days, and the exact

shape of the FORT/Raman beat note depends on parameters in the feedback loop that vary on a

day to day basis.

Fortunately, the effects of the laser noise are only significant when large Rabi frequencies are used,

which means the current setup can be used to perform Raman scans, null the magnetic fields, and

observe Rabi flopping, as has been discussed in previous sections. However, it is likely that the
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Figure 1.30: Power spectrum of the FORT/Raman beat note (B = 30 kHz).

laser noise contributes to the large backgrounds observed in the Raman scans (see Figure 1.21, for

example). As we will discuss in the following section, the laser noise becomes a serious problem for

Raman cooling, because this application requires large Rabi frequencies and also because the bumps

in the noise spectrum occur near the frequency of interest—the red sideband at −1 MHz.

To reduce the laser noise we are planning on changing the Raman configuration; instead of gen-

erating the Raman beam by using a separate laser that is phase locked 9.2 GHz away from the

FORT laser, we will generate the Raman beam by picking off light from the FORT laser and passing

it through a 9.2 GHz EOM and a filtering cavity.

1.9.10 Raman cooling

I now want to show how Raman transitions can be used to cool the atom. To introduce the basic

idea, let us first consider Raman cooling using the three-level model we discussed 1.5.3. In the

harmonic approximation, the Hamiltonian for the model system is

H = H0 +Hi

where

H0 = ωb†b+
δA
2
σz
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Figure 1.31: Population transfer due to laser noise. The red curve is the observed Raman spectrum
for Ω = (2π)(200 kHz); the green curve is the predicted spectrum based on the power spectrum of
the beat note.

is the Hamiltonian for the external and internal degrees of freedom for the atom, and

Hi = Ω (1− η2(b+ b†)2)σx cos δRt

describes the Raman coupling. The eigenstates of H0 are {|a, n〉, |b, n〉}, and the eigenvalues are

nω − δA/2 for |a, n〉 and nω + δA/2 for |b, n〉. The spectrum of H0 is shown in Figure 1.32.

Suppose we start the atom in ground state a and vibrational state n. We can lower the vibra-

tional quantum number by driving the atom with a Raman pulse that is tuned to the red sideband

(δR = δA − 2ω). The Raman pulse will transfer some of the population from state |a, n〉 to state

|b, n − 2〉. We can then optically pump the atom back into ground state a by applying a classical

field on the b − e transition. Note that because n-changing transitions are suppressed by at least

∼ η
√
n, for small enough n it is unlikely that the atom will change its vibrational state during

the optical pumping process. The net effect of the Raman and optical pumping pulses is to move

some of the population from state |a, n〉 to state |a, n− 2〉. By iterating the pulse sequence, we can

cool the atom. Although the scheme described here involves alternating Raman pulses with optical

pumping pulses, it is also possible to cool the atom by applying the Raman and optical pumping

light simultaneously, and it is this method that we actually use in the lab.
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Figure 1.32: Raman cooling. The cooling operates by interleaving Raman pulses tuned to the red
sideband with optical pumping pulses on the b− e transition.

Note that the cooling scheme combines a coherent process (the Raman pulse) with a spontaneous

process (the spontaneous decay caused by the optical pumping pulse). The spontaneous process is

necessary because when we cool the atom we are trying to map all possible initial states to the same

final state, which is impossible with unitary evolution alone.

The cooling rate is determined by the Rabi frequency of the Raman pulses. Recall from section

1.5.3 that if the effective Rabi frequency is Ω, then the Rabi frequency for the |a, n〉 ↔ |b, n − 2〉
transition is

Ωn→n−2 = η2
√
n
√
n− 1Ω

Thus, we can speed up the cooling by increasing the effective Rabi frequency Ω. However, if we try

to go too fast we will off-resonantly excite the transition |a, n〉 ↔ |b, n〉, which has Rabi frequency

Ωn→n = Ω− η2(2n+ 1)Ω

Thus, to ensure that we drive the red sideband exclusively, Ω must be smaller than the detuning 2ω

of the carrier. This requirement sets the maximum possible cooling rate. Also, note that Ωn→n−2

is roughly proportional to n. This means that the cooling rate becomes smaller and smaller as the

atoms get colder and colder.

So far we have been working in the harmonic approximation, which is only valid near the bottom

of the well. When we consider the full sin2 kx potential, the situation becomes more complicated,

because the vibrational frequency of the atom now depends on the atom’s energy. The potential

is shallower than harmonic, so hot atoms see a smaller vibrational frequency than cold atoms (see

section 1.5.5). To deal with this problem, one can slowly sweep the Raman detuning over the course
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of the cooling procedure.

Now let us consider Raman cooling for a real Cesium atom. We will assume that the magnetic

field is nulled, so all the Zeeman transitions pile up around zero detuning. If we choose the quantiza-

tion axis to lie along the cavity axis, then state |3,m〉 is coupled to state |4,m〉 by the Raman pulse,

and the system can be thought of as a collection of two-level atoms, all with resonant frequency

∆HF . Thus, an arbitrary state |3,m〉 in the F = 3 manifold plays the role of state |a〉 in the model

we just considered, and the corresponding state |4,m〉 in the F = 4 manifold plays the role of state |b〉.

To implement Raman cooling in the lab, we apply a series of 2, 000 cooling cycles to the atom. Each

cooling cycle involves three 100µs pulses of light, so the entire series takes 600 ms to complete. The

first pulse consists of blue detuned 4−4′ light, which is applied from the side of the cavity by pairs of

circularly polarized beams, together with Raman light, which has detuning −2ωa = −(2π)(1 MHz)

and Rabi frequency Ω0 = (2π)(200 KHz). The 4 − 4′ light provides polarization gradient cooling

in the radial direction, and also acts in tandem with the Raman light to provide Raman cooling

in the axial direction (it is the analog of the b − e beam in the three level model). The second

pulse consists of Raman light alone, and the third pulse consists of 4 − 5′ probe light, which is

used to detect if the atom is still present in the cavity. The probe light heats the atom, so without

the axial cooling provided by the Raman beam the atom would gradually be heated out of the FORT.

Unfortunately, because of the laser noise issues discussed in the previous section, the Raman beam

does not drive coherent Rabi flops at the large Rabi frequencies needed for Raman cooling. However,

even with the laser noise, the cooling should still be partially effective. For these initial cooling tests

we do not worry about sweeping the Raman detuning to account for the anharmonicity of the well;

rather, we keep it set at a fixed detuning for the entire cooling process.

To check that the Raman cooling was indeed cooling the atom, we measured the mean lifetime

and the probability that the atom survived all 2, 000 cooling cycles for several different values of the

Raman detuning. Table 1.3 shows the results we obtained when we tuned the Raman beam to the

red sideband, blue sideband, and carrier (−1 MHz, +1 MHz, and 0 MHz). The mean lifetime and

survival probability are much larger when the Raman beam is tuned to the red sideband than when

it is tuned to the carrier or to the blue sideband, which indicates that the Raman cooling is working

as intended.

The idea of using the FORT itself as one leg of a Raman pair means that the FORT and Raman

beams are perfectly registered, so the effective Rabi frequencies are the same for all the FORT wells.
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Raman detuning [MHz] mean lifetime (# cycles) survival probability
+1.0 331 0%

0.0 443 2%
-1.0 1,317 36%

Table 1.3: Results of Raman cooling experiment.

This is very convenient for state preparation and for diagnostics such as Raman spectroscopy, but

it is a disadvantage when it comes to Raman cooling because, as we discussed earlier, it causes a

slowdown in the cooling rate. One could get around this by driving Raman transitions using a pair

of Raman beams on a different cavity mode from the FORT. The resulting misregistration of the

FORT and Raman beams would allow at least some of the FORT wells to have efficient cooling

rates. The ideal cavity mode for the Raman beams would be the mode at exactly half the FORT

wavelength (that is, mode number 180 at 468 nm), because at this wavelength there would be a node

in the Raman beam at every antinode of the FORT beam. This would result in very efficient cooling

for every FORT well.

As discussed in the previous section, we are planning to get rid of the FORT/Raman phase lock

and to generate the Raman beam by using an EOM to add 9.2 GHz sidebands to the FORT beam.

For this new setup, one could take the laser that currently generates the Raman beam, tune it to

a different cavity mode, and put its output light through the same EOM. This way, the FORT and

FORT sideband could be used to drive well-insensitive Raman transitions, and the second beam and

its sideband could be used for efficient Raman cooling.

1.9.11 Cavity transmission spectrum

As a trapped atom rolls around inside a FORT well its coupling to the cavity changes. The changing

cavity coupling will modulate the transmission of a resonant probe beam, so if we look at the

power spectrum of the probe transmission we should see a peak at the axial vibrational frequency

ωa ∼ (2π)(500 kHz). We can obtain the power spectrum by taking the click record from a series of

Raman measurements and keeping only those trials for which the atom was coupled to the cavity.

Each trial is 100µs long, which is enough time for the atom to undergo ∼ 50 axial oscillations. Thus,

we can obtain the power spectrum by adding the power spectra for many individual trials. Figure

1.33 shows a power spectrum calculated in this way, using data that was acquired for a Raman scan.

We can clearly see a peak at the axial oscillation frequency. The peak is broadened because the trap

is anharmonic, so atoms at different temperatures have different vibrational frequencies.
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Figure 1.33: Cavity transmission spectrum. The peak at 500 kHz is due to the axial motion of the
atom.

1.10 FORT issues

In this section, I discuss several technical issues involving the FORT. I show how the ellipticity of

the FORT light can be measured in the lab, and I calculate the rates for atomic scattering due to

off-resonant excitation by the FORT light.

1.10.1 FORT ellipticity

If the polarization vector of the linearly polarized FORT input beam is not aligned with a birefrin-

gent axis of the cavity, then the cavity will convert the linear polarization to elliptical polarization.

As discussed in section 1.7.3, elliptical polarization leads to an unwanted pseudo-magnetic field, so

we want to minimize the ellipticity of the FORT by aligning the input polarization as carefully as

possible. In this section, I show how this can be accomplished.

Assume the FORT beam propagates in the ẑ direction, so the input polarization can be expressed

as

ǫ̂in = cos θ x̂+ sin θ ŷ



116

where the axes x̂ and ŷ are chosen to lie along the birefringent axes of the cavity. The output

polarization vector is then given by

ǫ̂out = cos θ x̂+ eiφ sin θ ŷ

for some angle φ. Note that

|ê±1 · ǫ̂out|2 =
1

2
(1± sinφ sin 2θ)

This corresponds to an effective field proportional to

|ê+1 · ǫ̂out|2 − |ê−1 · ǫ̂out|2 = sinφ sin 2θ =
√

1− e2

where

e = (1− sin2 φ sin2 2θ)1/2

is the ellipticity of the light.

To measure the ellipticity, we put a polarizing cube in the output beam and measure the trans-

mitted light. Assume the cube is oriented so that it transmits light that is polarized along

êα = cosα x̂+ sinα ŷ

Note that

êα · ǫ̂out = cosα cos θ + eiφ sinα sin θ

Thus, the fraction of the power that is transmitted through the cube is

|êα · ǫ̂out|2 = cos2 α cos2 θ + sin2 α sin2 θ +
1

2
cosφ sin 2α sin 2θ

=
1

2
(1 + cos 2α cos 2θ + sin 2α cosφ sin 2θ)

If we define an angle γ by cos 2θ = e cos γ, then cosφ sin 2θ = e sin γ, and we can express the

transmitted power as

|êα · ǫ̂out|2 =
1

2
(1 + e (cos γ cos 2α+ sin γ sin 2α))

=
1

2
(1 + e cos(2α− γ))
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Suppose we rotate the angle α of the polarizing cube and find the maximum and minimum trans-

mitted power Pmax and Pmin. Then the ellipticity is given by

e =
Pmax − Pmin

Pmax + Pmin

We can find the birefringent axes of the cavity by measuring the ellipticity for different values of

the input polarization angle θ, as shown in Figure 1.34. The figure plots the measured ellipticity e

as a function the angle θλ/2 of a λ/2 waveplate that is used to rotate the polarization of the input

beam. Figure 1.35 shows the results of axial field scans performed before and after the FORT input

polarization was aligned with the cavity. Note that when the polarization is misaligned, the spatially

inhomogeneous FORT pseudofield broadens out the peak in the field scan.
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Figure 1.34: Measurement of FORT ellipticity. The curve is a fit to the data, which indicates that
a birefringent axis occurs at θλ/2 = 13.7 deg and that the maximum ellipticity is e = 0.032.

1.10.2 Scattering in a FORT

The FORT is not a perfectly conservative trap; in addition to providing a trapping force for the

atom, the FORT light causes scattering among the various atomic ground states. Here I show how

to calculate these rates, first for a three-level atom and then for the full Cesium atom.

Consider a three-level atom that has ground states a and b and excited state e, where the a − e
transition is driven by a classical field with Rabi frequency Ω and detuning ∆, and the atom can
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Figure 1.35: Field scans performed before (green curve) and after (red curve) the FORT input
polarization was aligned with a birefringent axis of the cavity. A FORT pesudofield broadens the
peak.

spontaneously decay from e to b. The Hamiltonian for the system is

H =
1

2
(Ω|e〉〈a| e−i∆t + Ω∗|a〉〈e| ei∆t) +
∑

~kλ

g~kλ(|e〉〈b| a~kλ e
−iδ~k

t + |b〉〈e| a†~kλ
eiδ~k

t)

where ∆ = ωL − ωA and δ~k = ω~k − ωA.

If the atom starts in state a, the classical field will drive it to e, where it can spontaneously decay

to b. We want to calculate the resulting a→ b scattering rate. The wavefunction for the system can

be expressed as

|ψ(t)〉 = A(t)|a, 0〉+ E(t)|e, 0〉+
∑

~kλ

B~kλ(t)|b, 1~kλ〉

where A(0) = 1 and E(0) = B~kλ(0) = 0. The equations of motion for E(t) and B~kλ(t) are

iĖ =
Ω

2
e−i∆tA+

∑

~kλ

g~kλ e
−iδ~k B~kλ

iḂ~kλ = g~kλ e
iδ~k

tE
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For small times, almost all the population is in |a, 0〉, so the equation of motion for E may be

approximated as

iĖ =
Ω

2
e−i∆tA

Integrate this subject to the initial condition E(0) = 0:

E =
Ω

2∆
(e−i∆t − 1)

Substitute this into the equations of motion for Ḃ~kλ:

iḂ~kλ =
Ω

2∆
g~kλ (ei(ω~k

−ωL)t − eiδ~k
t) ≃ Ω

2∆
g~kλ e

i(ω~k
−ωL)t

Now integrate this equation, subject to the initial conditions B~kλ(0) = 0:

B~kλ = − Ω

2∆
g~kλ (ω~k − ωL)−1 (ei(ω~k

−ωL)t − 1)

Thus,

|B~kλ|
2 = πt2

∣

∣

∣

∣

Ω

2∆
g~kλ

∣

∣

∣

∣

2

D((ω~k − ωL)t/2)

where

D(x) =
sin2 x

πx2

Thus, the scattering rate into mode ~kλ is

Γ~kλ =
|B~kλ|2
t

= 2π

∣

∣

∣

∣

Ω

2∆
g~kλ

∣

∣

∣

∣

2

δ(ω~k − ωL)

To get the total scattering rate we sum over the scattering rates into all possible modes:

Γ =
∑

~kλ

Γ~kλ = (2π)−3 V
∑

λ

∫

Γ~kλ d
3k

where I have used that the density of modes is given by

d3n = (2π)−3 V d3k

The Rabi frequency is

Ω = (8παI)1/2 〈e|ǫ̂ · ~r|a〉

Recall that the mode couplings are (see section 1.6.8):

g~kλ = (2παω~k/V )1/2 〈e|~r · ǫ̂~kλ|b〉
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and that
∫

|〈e|êq · ~r|b〉|2 dΩk̂ =
8π

3

∑

q

|〈e|êq · ~r|b〉|2

Thus, the total scattering rate is

Γ =
8π

3
α2(ω3

L/∆)I
∑

q

|〈b|ê∗q · ~r|e〉〈e|ǫ̂ · ~r|a〉|2

Now consider a full Cesium atom. We can generalize this result to calculate the scattering rate from

ground state |F1,m1〉 to ground state |F2,m2〉:

Γ(|F1,m1〉 → |F2,m2〉)

=
8π

3
α2ω3

LI D
4
∑

q

∑

J′

∣

∣

∣

∣

1

∆J′

〈F2,m2|(ê∗q · ~A(J ′)) (ǫ̂ · ~A†(J ′))|F1,m1〉
∣

∣

∣

∣

2

=
γ3

4
(ωL/ω)3(I/Isat)

∑

q

∑

J′

∣

∣

∣

∣

1

∆J′

〈F2,m2|(ê∗q · ~A(J ′)) (ǫ̂ · ~A†(J ′))|F1,m1〉
∣

∣

∣

∣

2

=
γ3

36π2
(λ3/λL)(I/Isat)(

1

4
(2C3 + C1)

2 δF1,F2
δm1,m2

+

(C3 − C1)
2 |〈F2,m2|ǫ̂× ~J |F1,m1〉|2)

I will assume the FORT is linearly polarized and that the quantization axis is chosen along the

direction of the FORT polarization. It is convenient to express the scattering rates in terms of the

FORT potential:

UF =
γ2λL

24π

I

Isat
(2C3 + C1)

The scattering rate for ∆m = 0 transitions is

Γ(|F,m〉 → |F,m〉) =
1

6π

γλ3

λ2
L

(2C3 + C1)UF

and the scattering rate for ∆m = ±1 transitions is

Γ(|F1,m〉 → |F2,m± 1〉) =

2

3π

γλ3

λ2
L

(C3 − C1)
2

2C3 + C1
|〈F2,m± 1|J±|F1,m〉|2 UF

Using these expressions for the scattering rates, we can simulate the depolarization of a trapped

atom (these simulations are discussed in [31]).
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Chapter 2

Classical field theory model in 1 + 1

dimensions

2.1 Introduction

In order to study some basic concepts of classical field theory, I have developed a simple field theory

model that describes a scalar field interacting with a non-relativistic particle in 1 + 1 dimensions.

The model can be viewed as an extreme simplification of classical electrodynamics; specifically, I

have simplified classical electrodynamics in three ways: by reducing the number of spatial dimen-

sions from three to one, by replacing the vector field with a scalar field, and by using non-relativistic

as opposed to relativistic dynamics.

I chose these specific simplifications for several reasons. Clearly, the fewer dimensions we have

to worry about, the simpler the theory will be; thus, we are led to consider theories in one or two

spatial dimensions. The reason for choosing one rather than two spatial dimensions is that waves

propagate differently in even and odd dimensions: in odd spatial dimensions waves propagate only

on the light-cone, while in even spatial dimensions they propagate both on and within the light-cone.

Thus, in the interest of preserving as much of the character of 3 + 1 dimensional electrodynamics as

possible, it is better to work in one spatial dimension. If we simply write down Maxwell’s equations

in 1 + 1 dimensions, we find that the electromagnetic field is not dynamical; it can be solved for in

terms of the particle degrees of freedom. Thus, because I was interested in studying field dynamics,

I replaced the vector field with a scalar field. However, I found that there are a number of subtleties

involving relativistic scalar fields in 1 + 1 dimensions, so to avoid these, I made a final simplification

by assuming non-relativistic dynamics for the particle motion. The end result is a model that is

very simple, but which still exhibits many of the features of 3 + 1 dimensional electrodynamics.
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2.2 Model field theory

In this section I define the model and then present a detailed analysis of it. I discuss the fields

radiated by the particle, the decomposition of the field into in/out and retarded/advanced fields,

scattering, and radiation reaction.

2.2.1 Hamiltonian for the model theory

The model theory describes a particle interacting with a scalar field φ and with a static potential

V . I will take the Hamiltonian for the system to be

H = Hf +Hp +Hi

where

Hf =
1

2

∫

[π(t, x)2 + (∂xφ(t, x))2] dx

is the Hamiltonian for a free field,

Hp =
p2

2m
+ V (z)

is the Hamiltonian for a free particle, and

Hi = 2g

∫

φ(t, x)ρ(t, x) dx

describes the interaction of the particle with the field. Here ρ(t, x) is the charge density; it is given

by

ρ(t, x) = f(x− z(t))

where f(x) is the charge density profile of the particle and z(t) is the position of the particle at time

t. I will assume that the charge density profile is normalized such that

∫

f(x) dx = 1

Note that

∂tρ(t, x) = −v(t) f ′(x− z(t))

and

∂xρ(t, x) = f ′(x − z(t))

so the charge density satisfies the continuity equation

∂tρ(t, x) + v(t) ∂xρ(t, x) = 0
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From the Hamiltonian, it follows that the equations of motion for the field variables are

∂tφ(t, x) = π(t, x)

∂tπ(t, x) = ∂2
xφ(t, x)− 2gρ(t, x)

and the equations of motion for the particle variables are

ż = p/m

ṗ = −dV
dz

+ 2g

∫

∂xρ(t, x)φ(t, x) dx

= −dV
dz
− 2g

∫

ρ(t, x) ∂xφ(t, x) dx

where in the equation of motion for the particle momentum I have integrated by parts and used

that the charge density vanishes as x → ±∞. From the equations of motion, we find that the field

equation is

�φ(t, x) = −2gρ(t, x)

and the force on the particle is

F = mz̈ = −dV
dz
− 2g

∫

ρ(t, x) ∂xφ(t, x) dx

These two equations form a coupled system: the first equation describes how the particle acts as

source for the field; the second describes how the field exerts a force on the particle.

We will often want to specialize to the case of a point particle, for which the charge density profile

is

f(x) = δ(x)

Then the interaction Hamiltonian is

Hi = 2g

∫

φ(t, x) δ(x − z(t)) dx = 2gφ(t, z(t))

the equations of motion for the field variables are

∂tφ(t, x) = π(t, x)

∂tπ(t, x) = ∂2
xφ(t, x) − 2g δ(x− z(t))
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and the equations of motion for the particle variables are

ż = p/m

ṗ = −dV
dz
− 2g ∂xφ

where ∂xφ is understood to be evaluated at the particle position:

∂xφ ≡ ∂xφ(t, x) |x=z(t)

The field equation is

�φ(t, x) = −2g δ(x− z(t))

and the force on the point particle is

F = mz̈ = −dV
dz
− 2g ∂xφ

It is interesting to note that a scalar field gives an attractive force between two particles of the same

charge. To see this, consider a point charge at rest at z1. The charge density is

ρ(t, x) = δ(x− z1)

From the field equation, we find that the static field generated by the charge is

φ(t, x) = g|x− z1|

The force that this field exerts on a test charge at z2 is

F = −2g ∂xφ |x=z2
= −2g2 ǫ(z2 − z1)

So the charges attract. Note that for a vector field, like charges repel.

2.2.2 Retarded and advanced fields

As a first step toward understanding the model field theory, I want to calculate the fields radiated

by a moving particle. In the full theory, the particle and field form a coupled system, so the particle

motion itself depends on the field configuration; however, to start out we will ignore this and assume

the particle moves along a prescribed trajectory z(t). Thus, we will view the particle’s position not

as a dynamical variable, but rather as a time-dependent parameter that enters into the Hamiltonian

Hf +Hi for the field. From the equations of motion that follow from this Hamiltonian we obtain
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the field equation

�φ(t, x) = −2gρ(t, x)

To solve for the field, it is helpful to introduce retarded and advanced Greens functions, which satisfy

the equations

�Gr(t, x) = �Ga(t, x) = 2 δ(t) δ(x)

with boundary conditions Gr(t, x) = 0 for t < 0 and Ga(t, x) = 0 for t > 0. The Greens functions

are given by

Gr(t, x) = θ(t− |x|)

Ga(t, x) = θ(−t− |x|)

Using the Greens functions, we can define retarded and advanced fields by

φr(t, x) = −g
∫∫

Gr(t− t′, x− x′) ρ(t′, x′) dt′ dx′ + gt

φa(t, x) = −g
∫∫

Ga(t− t′, x− x′) ρ(t′, x′) dt′ dx′ − gt

These fields are solutions to the inhomogeneous wave equation:

�φr(t, x) = �φa(t, x) = −2gρ(t, x)

The gradients of the retarded field are

∂tφr(t, x) = −g
∫∫

δ(t− t′ − |x− x′|) ρ(t′, x′) dt′ dx′ + g

= −g
∫

ρ(t− |x− y|, y) dy + g

∂xφr(t, x) = g

∫∫

ǫ(x− x′) δ(t− t′ − |x− x′|) ρ(t′, x′) dt′ dx′

= g

∫

ǫ(x− y) ρ(t− |x− y|, y) dy

and the gradients of the advanced field are

∂tφa(t, x) = g

∫

ρ(t+ |x− y|, y) dy − g

∂xφa(t, x) = g

∫

ǫ(x− y) ρ(t+ |x− y|, y) dy
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For the case of a point particle, we can explicitly solve for the field gradients. The charge density

profile is

ρ(t, x) = δ(x− z(t))

So the fields produced by the charge are

φr(t, x) = −g
∫

θ(t− t′ − |x− z(t′)|) dt′ + gt

φa(t, x) = −g
∫

θ(t′ − t− |x− z(t′)|) dt′ − gt

The gradients of the retarded field are

∂tφr(t, x) = −g
∫

δ(t− t′ − |x− z(t′)|) dt′ + g

∂xφr(t, x) = g

∫

ǫ(x− z(t′)) δ(t − t′ − |x− z(t′)|) dt′

and the gradients of the advanced field are

∂tφa(t, x) = g

∫

δ(t′ − t− |x− z(t′)|) dt′ − g

∂xφa(t, x) = g

∫

ǫ(x− z(t′)) δ(t′ − t− |x− z(t′)|) dt′

To evaluate these integrals, it is helpful to consider the retarded time tr(t, x) and the advanced time

ta(t, x) corresponding to the event (t, x). They are defined implicitly by the equations

tr = t− |x− z(tr)|

ta = t+ |x− z(ta)|

These definitions are unique, provided that the particle always moves more slowly than the speed

of light. To see this, suppose that there are two different retarded times t1 and t2 corresponding to

the event (t, x). Let us choose the labels such that t2 > t1. Then

t2 − t1 = |x− z(t1)| − |x− z(t2)| ≤ |z(t2)− z(t1)|

where I have used the triangle inequality

|a− c| ≤ |a− b|+ |b− c|

Thus, the mean velocity in the time interval [t1, t2] is at least the speed of light.
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Figure 2.1: The retarded time tr(t, x) and advanced time ta(t, x) for the event (t, x).

The retarded time has a simple physical interpretation: if a pulse of radiation is emitted by the

particle at the retarded time tr(t, x), then it will reach point x at time t. Similarly, if a pulse of

radiation is emitted from point x at time t, it will reach the particle at the advanced time ta(t, x)

(see Figure 2.1).

The retarded and advanced times can be used to simplify the delta functions in the field gradient

integrals:

δ(t− t′ − |x− z(t′)|) = [1− v(tr) ǫ(x− z(tr))]−1 δ(t′ − tr)

δ(t′ − t− |x− z(t′)|) = [1 + v(ta) ǫ(x− z(ta))]−1 δ(t′ − ta)

Thus, performing the t′ integration, we find that the gradients of the retarded field are

∂tφr(t, x) = −g[1− v(tr) ǫ(x− z(tr))]−1 v(tr) ǫ(x− z(tr))

∂xφr(t, x) = g[1− v(tr) ǫ(x− z(tr))]−1 ǫ(x− z(tr))

and the gradients of the advanced fields are

∂tφa(t, x) = −g[1 + v(ta) ǫ(x− z(ta))]−1 v(ta) ǫ(x− z(ta))

∂xφa(t, x) = g[1 + v(ta) ǫ(x− z(ta))]−1 ǫ(x− z(ta))

To simplify the notation, sometimes I will write the gradients of the retarded field as

∂tφr(t, x) = −g(1− v ǫ(x− z))−1 v ǫ(x− z)

∂xφr(t, x) = g(1− v ǫ(x− z))−1 ǫ(x− z)
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where it is understood that z and v are to be evaluated at the retarded time (v ≡ v(tr), z ≡ z(tr)).

If the particle always moves slower than the speed of light, then

ǫ(x− z(t)) = ǫ(x− z(tr))

In other words, if the particle is to the left (right) of x at time t, then it was also to the left (right)

of x at time tr(t, x). To see this, note that

t− tr > |z(t)− z(tr)|

since otherwise the average speed of the particle during the time interval [tr, t] would exceed the

speed of light. Thus, from the definition of tr,

|x− z(tr)| > |z(t)− z(tr)|

So

ǫ(x− z(tr)) = ǫ(x− z(t))

Thus, we can also express the field gradients as

∂tφr(t, x) = −g[1− v(tr) ǫ(x− z(t))]−1 v(tr) ǫ(x− z(t))

∂xφr(t, x) = g[1− v(tr) ǫ(x− z(t))]−1 ǫ(x− z(t))

So far, we have assumed that the event (t, x) does not lie on the particle trajectory (so x 6= z(t)).

But to calculate the radiation reaction force, we will need to know the field gradient at the position

of the particle. Thus, I will repeat the derivation of the field gradient for the special case of events

that lie on the particle trajectory. For such an event, the field gradient is

∂xφr(t, x) |x=z(t) = g

∫

ǫ(z(t)− z(t′)) δ(t− t′ − |z(t)− z(t′)|) dt′

= g

∫

ǫ(z(t)− z(t− τ)) δ(τ − |z(t)− z(t− τ)|) dτ

where τ ≡ t − t′. We can evaluate the integral by expanding in τ ; this technique is based on a

similar method used in [38] to evaluate the radiation reaction for 3+1 dimensional electrodynamics.

Note that because the particle always moves slower than the speed of light, the delta function is

zero for any finite value of τ . The integration region can therefore be restricted to [−η,+η], where
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η is arbitrarily small:

∂xφr(t, x) |x=z(t)= g

∫ +η

−η

ǫ(z(t)− z(t− τ)) δ(τ − |z(t)− z(t− τ)|) dτ

For small values of τ , z(t− τ) can be expanded in a power series:

z(t− τ) = z − vτ + · · ·

where, to simplify the notation, I have defined z ≡ z(t) and v ≡ v(t). If we choose η small enough,

then for all values of τ in the integration region the higher order terms in the expansion are negligible.

Thus,

∂xφr(t, x) |x=z(t)= g

∫ +η

−η

ǫ(vτ) δ(τ − |vτ |) dτ

For v > 0,

∂xφr(t, x) |x=z(t) = g[

∫ +η

0

δ((1− v)τ) dτ −
∫ 0

−η

δ((1 + v)τ) dτ ]

= g (1− v2)−1 v

where I have used that

∫ +η

0

δ((1 ± v)τ) dτ = (1± v)−1

∫ +η

0

δ(τ) dτ =
1

2
(1± v)−1

Similarly, for v < 0,

∂xφr(t, x) |x=z(t) = −2g2[

∫ +η

0

δ((1 + v)τ) dτ −
∫ 0

−η

δ((1− v)τ) dτ ]

= g (1 − v2)−1 v

In either case,

∂xφr(t, x) |x=z(t)= g (1 − v2)−1 v

Note that this is the average of the field gradients on either side of the trajectory.

In summary, for points (t, x) that do not lie on the particle trajectory, the field gradient is

∂xφr(t, x) = g[1− v(tr) ǫ(x− z(t))]−1 ǫ(x− z(t))
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where tr(t, x) is the retarded time for (t, x). For points (t, x = z(t)) that do lie on the trajectory,

the field gradient is

∂xφr(t, x) = g (1 − v2(t))−1 v(t)

2.2.3 in and out fields

Suppose φ(t, x) is a solution to the inhomogeneous wave equation. We have shown that φr(t, x) and

φa(t, x) are also solutions to the inhomogeneous wave equation:

�φ(t, x) = �φr(t, x) = �φa(t, x) = −2gρ(t, x)

Thus, we can define fields φin(t, x) and φout(t, x) by

φin(t, x) = φ(t, x) − φr(t, x)

φout(t, x) = φ(t, x) − φa(t, x)

which satisfy the homogeneous wave equation:

�φin(t, x) = �φout(t, x) = 0

In this section I want to solve for the time evolution of the in and out fields. I will show that given

the initial conditions φin(0, x) and πin(0, x), the in field at time t is

φin(t, x) =
1

2
[φin(0, x+ t) + φin(0, x− t) +

∫ x+t

x−t

πin(0, y) dy]

A similar result holds for the out field. It is straightforward to verify this result by checking that it

satisfies the homogeneous wave equation and gives the correct initial conditions at t = 0, but it is

also instructive to derive it using Greens function methods. The derivation I give here is adapted

from an analogous derivation for 3 + 1 dimensional electrodynamics that is presented in [39].

The Greens function method for solving the homogeneous wave equation relies on Gauss’s theo-

rem, which states that
∫

V

∂µCµ d
2x =

∫

∂V

Cµ dσ
µ

where Cµ is an arbitrary vector field, V is a closed spacetime region, and ∂V is the boundary of V .

Suppose we know the value of the fields at time t = 0 and want to solve for the fields at a later time

t = t′. Then we define V to be the rectangular region enclosed by the spacelike lines (t = 0, x) and

(t = t′, x), and by the timelike lines (t,−L) and (t,+L), where L is chosen to be large enough that



131

the fields vanish outside of [−L,+L] for all times in the interval [0, t′]. We choose the vector Cµ to

be

Cµ = A∂µB −B ∂µA

where A and B are given by

A(t, x) = φin(t, x)

B(t, x) = G−(t− t′, x− x′)

and I have defined a Greens function

G−(t, x) = Gr(t, x)−Ga(t, x) = θ(t− |x|) − θ(−t− |x|) = ǫ(t) θ(t2 − x2)

Note that G−(t, x) satisfies the homogeneous wave equation

�G−(t, x) = 0

and obeys the boundary conditions

G−(t, x) |t=0 = 0

∂tG−(t, x) |t=0 = 2δ(x)

Substituting our expression for Cµ into Gauss’s theorem, we find that

∫

V

(A�B −B�A) d2x =

∫

∂V

(A∂µB −B ∂µA) dσµ

Because A and B both satisfy the homogeneous wave equation, the right hand side vanishes. Also,

because of the way we have defined V , the surface integral vanishes on the two timelike lines. Thus,

the surface integrals on the two spacelike lines must be equal:

∫

[A∂tB −B ∂tA]t=0 dx =

∫

[A∂tB −B ∂tA]t=t′ dx

Note that

B |t=t′ = 0

∂tB |t=t′ = 2δ(x− x′)
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and

B |t=0 = −ǫ(t′) θ(t′2 − |x− x′|2)

∂tB |t=0 = δ(t′ + |x− x′|) + δ(t′ − |x− x′|)

We will assume t′ > 0, so

B |t=0 = −θ(t′2 − |x− x′|2)

∂tB |t=0 = δ(t′ − |x− x′|)

= δ(t′ − x+ x′) + δ(t′ − x′ + x)

Thus,

φin(t′, x′) =
1

2

∫

[A∂tB −B ∂tA]t=0 dx

=
1

2
[φin(0, x′ + t′) + φin(0, x′ − t′) +

∫ x′+t′

x′−t′
πin(0, x) dx]

We can simplify the notation by dropping the primes:

φin(t, x) =
1

2
[φin(0, x+ t) + φin(0, x− t) +

∫ x+t

x−t

πin(0, y) dy]

2.2.4 Field energy and momentum

Because the model system is invariant under translations of time and space, it obeys conservation

laws for energy and momentum. For simplicity, in what follows I will assume the particle is a point

charge.

The energy density u(t, x) and momentum density s(t, x) for the field are

u(t, x) =
1

2
(π(t, x)2 + (∂xφ(t, x))2)

s(t, x) = −π(t, x) ∂xφ(t, x)

Note that s(t, x) can also be interpreted as an energy flux, and u(t, x) can be interpreted as a

momentum flux. The total energy and momentum of the field can be obtained by integrating the

energy density and momentum density over all space:

Ef =

∫

u(t, x) dx
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Pf =

∫

s(t, x) dx

The total energy of the particle is

Ep =
p2

2m
+ V (z)

and the interaction energy due to the coupling of the particle to the field is

Ei = 2gφ(t, z(t))

Using the equations of motion, we can calculate the rates of change of these energies. For the particle

energy, we find

Ėp = −2g v ∂xφ |x=z= vFf

where

Ff = −2g ∂xφ |x=z

is the force exerted on the particle by the field. For the interaction energy, we find

Ėi = 2g(π + v ∂xφ) |x=z

Similarly, using the field equation, we can write down a continuity equation for the field energy

density:

∂tu+ ∂xs = −2gπρ = −(Ėp + Ėi) δ(x − z(t))

If we integrate the continuity equation over all space, and assume there is no outgoing energy flux

at ±∞ (that is, if we assume s(t, x)→ 0 as x→ ±∞), we obtain an energy conservation equation:

d

dt
(Ef + Ei + Ep) = 0

Note that in the energy conservation equation for a vector field the Ei term does not occur.

We can also use the field equations to write down a continuity equation for the field momentum

density:

∂ts+ ∂xu = 2gρ ∂xφ = −Ff δ(x− z(t))

If we integrate this equation over all space, we find

Ṗf + u(t,+∞)− u(t,−∞) = −Ff
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Because the static field of the charge does not fall off with distance, u(t, x) does not vanish as

x→ ±∞. However, we are free to assume that the radiation field does vanish for x→ ±∞, in which

case only the static field is present and u(t,+∞) = u(t,−∞). Thus,

Ṗf = −Ff

and we obtain a momentum conservation equation:

d

dt
(Pf + p) +

dV

dz
= 0

where I have used that the total force on the particle is

F = ṗ = −dV
dz

+ Ff

2.2.5 Scattering

We are now ready to consider the problem of scattering in the model theory. The situation I want

to consider is the following. In the far past (t < ti, for some time ti) and the far future (t > tf ,

for some time tf ), the particle is stationary and is well separated from any radiation fields that are

present:

z(t) =







zi for t < ti

zf for t > tf

Between ti and tf , incoming wave packets (and possibly externally applied driving forces) push the

particle around, causing it to emit and absorb radiation. The problem we want to solve is to express

the state of the field after tf in terms of the state of the field before ti.

For t < ti, the retarded field is just the static field generated by the stationary charge:

φr(t, x) = g|x− zi| ≡ ψi(t, x)

The total field is

φ(t, x) = φin(t, x) + ψi(t, x)

Thus, for t < ti, the total field cleanly divides into a free radiation field φin, which describes the

incoming wave packets, and a static field ψi, which is bound to the particle. For t > ti, the in field

describes what the incoming wave packets would look like if they didn’t interact with the particle

and continued to evolve freely.
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Similarly, for t > tf , we can write down the advanced field:

φa(t, x) = g|x− zf | ≡ ψf (t, x)

The total field is

φ(t, x) = φout(t, x) + ψf (t, x)

For t > tf , the out field describes the outgoing wave packets, while for t < tf , the out field describes

what the outgoing wave packets would look like if they were freely evolved backward in time, ne-

glecting their interaction with the particle.

We can relate the in and out fields by noting that for all times

φ(t, x) = φin(t, x) + φr(t, x) = φout(t, x) + φa(t, x)

Thus,

φout(t, x) = φin(t, x) + φ−(t, x)

where

φ−(t, x) = φout(t, x) − φin(t, x) = φr(t, x)− φa(t, x)

represents the radiation emitted or absorbed by the particle during the time interval [ti, tf ].

It will be convenient to restrict our attention to a finite region of spacetime containing the en-

tire scattering process (see Figure 2.2). We will choose a time T big enough that −T < ti < tf < T .

Also, we will choose a length L big enough that for all times t ∈ [−T, T ] the particle and the radia-

tion fields are contained in the spatial region [−L,L]; that is, for t ∈ [−T, T ], z(t) ∈ [−L,L] and the

in and out fields vanish outside of [−L,L]. From now on I will only refer to times in the interval

[−T, T ], so I will assume that these two conditions are met.

I will redefine the field energy Ef , so that only the energy in the region [−L,L] is included:

Ef =

∫ L

−L

u(t, x) dx

The total energy of the system is

E = Ef + Ep + Ei

Because the in and out fields vanish outside of [−L,L], no field energy can enter or leave this region;

therefore, the total energy E is conserved throughout the entire scattering process.
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Figure 2.2: Scattering region.

For t < ti, I will define an energy density for the in field alone:

uin(t, x) =
1

2
[π2

in(t, x) + (∂xφin(t, x))2]

Note that

φin = φ− ψi

So

(∂xφin)2 = (∂xφ)2 − 2(∂xφ)(∂xψi) + (∂xψi)
2

= (∂xφ)2 − 2 ∂x(φ∂xψi) + 2φ∂2
xψi + (∂xψi)

2

Substituting for the static field, we obtain

(∂xφin)2 = (∂xφ)2 − 2g ∂x(φ ǫ(x− zi)) + 4gφ δ(x− zi) + g2

Also,

π2
in = π2

Thus, we can relate the in field energy density to the total field energy density:

uin = u− g∂x(φ ǫ(x− zi)) + 2gφ δ(x− zi) +
1

2
g2
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Since the particle is at rest, Ep = V (zi), and the total energy of the system is

E = Ef + Ei =

∫ L

−L

u(t, x) dx + V (zi) + 2gφ(t, zi)

If we substitute for u, we get

E =

∫ L

−L

uin(t, x) dx − 1

2
g2(2L) + g[φ(t, L) + φ(t,−L)]

Since

φ(t, L) + φ(t,−L) = ψi(t, L) + ψi(t,−L) = g|L− zi|+ g|L+ zi| = 2gL

we are left with

E =

∫ L

−L

uin(t, x) dx + Ebound + V (zi)

where

Ebound =
1

2

∫

(∂xψi)
2 dx =

1

2

∫

(∂xψf )2 dx =
1

2
g2(2L)

is the energy of the static field bound to the stationary charge. Similarly, for t > tf , we can show

that

E =

∫ L

−L

uout(t, x) dx + Ebound + V (zf )

In summary, for t < ti the field decomposes into a radiation field φin and a static field ψi, while

for t > tf the field decomposes into a radiation field φout and a static field ψf . In both cases, the

energy of the system also decomposes into a term corresponding to the energy of the radiation field

and a term corresponding to the energy of the bound field.

2.2.6 Radiated power

I now want to calculate the power radiated by a particle moving along a specified trajectory z(t).

This can be accomplished by evaluating the energy density of the out field for t > tf :

uout(t, x) =
1

2
[(∂tφout(t, x))

2 + (∂xφout(t, x))
2]

For t > tf , the total field may be expressed as

φ(t, x) = φout(t, x) + ψf (t, x) = φin(t, x) + φr(t, x)

I will assume that before ti there is no radiation, so φin(t, x) = 0. Then

φout(t, x) = φr(t, x)− ψf (t, x)
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Recall from section 2.2.2 that the gradients of the retarded field are

∂tφr(t, x) = −g[1− v ǫ(x− z(t))]−1 v ǫ(x− z(t))

∂xφr(t, x) = g[1− v ǫ(x− z(t))]−1 ǫ(x− z(t))

where v ≡ v(tr). For t > tf , z(t) = zf , so

∂tφr(t, x) = −g[1− v ǫ(x− zf )]−1 v ǫ(x− zf )

∂xφr(t, x) = g[1− v ǫ(x− zf )]−1 ǫ(x− zf)

The gradients of the static field are

∂tψf (t, x) = 0

∂xψf (t, x) = g ǫ(x− zf )

Thus, the gradients of the out field are

∂tφout(t, x) = −g[1− v ǫ(x− zf)]−1 v ǫ(x− zf)

∂xφout(t, x) = g[1− v ǫ(x− zf )]−1 v

If we substitute these gradients into the expression for the energy density, we obtain

uout(t, x) = g2v2[1− v ǫ(x− zf )]−2

Thus, the total energy radiated by the particle during the interval [tr, tr + ∆t] is (see Figure 2.3)

∆E = uout(t, z(tr) + (t− tr)) (1 − v)∆t+ uout(t, z(tr)− (t− tr)) (1 + v)∆t

= 2g2 v2

1− v2
∆t

The radiated power is therefore

P =
∆E

∆t
= 2g2 v2

1− v2

Note a particle moving at a constant velocity radiates; the theory is not Galilean invariant.
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Figure 2.3: Energy radiated by the particle during the time interval [tr, tr + ∆t].

2.2.7 Radiation reaction

A moving particle radiates because the particle does work against a radiation reaction force, which

is caused by the coupling of the particle to its own retarded field. Since the total field is

φ(t, x) = φin(t, x) + φr(t, x)

the total force that the field exerts on the particle is

Ff (t) = −2g ∂xφ(t, x) |x=z(t)= Fin(t) + Fr(t)

where

Fin(t) = −2g ∂xφin(t, x) |x=z(t)

is the force that the incoming radiation field exerts on the particle, and

Fr(t) = −2g ∂xφr(t, x) |x=z(t)

is the radiation reaction force that the particle exerts on itself. Recall from section 2.2.2 that the

gradient of the retarded field evaluated at the position of the particle is

∂xφr(t, x) |x=z(t)= g (1− v2(t))−1 v(t)
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Thus, the radiation reaction force is

Fr(t) = −2g2 (1− v2(t))−1 v(t)

For small velocities we approximate this as

Fr = −γmż

where

γ = 2g2/m

The equation of motion for the particle is then

mz̈ +mγż = −dV
dz
− 2g ∂xφin

It is sometimes argued that radiation damping in electrodynamics constitutes a time asymmetry

of the theory. This is not correct, as can be understood from the model field theory; the time

asymmetric damping term only reflects our time asymmetric decomposition of the field into an

in field and a retarded field. We could equally well decompose the field into an out field and an

advanced field, in which case the equation of motion would be

mz̈ −mγż = −dV
dz
− 2g ∂xφout

Note that the sign of the damping term has flipped. The real time asymmetry is not a time

asymmetry in the theory; rather, it is a time asymmetry in the asymptotic conditions. In most

physical situations, the state of the field is simple in the far past, but complicated in the far future;

thus, it is natural to express the equation of motion in terms of the in field rather than the out field.

2.2.8 Scattering from a harmonically bound particle

I now want to apply the equation of motion derived in the previous section to the problem of

scattering from a harmonically bound particle. Consider a wavepacket that starts to the left of

the particle and propagates toward it. I will assume the wavepacket is very broad and nearly

monochromatic, and may therefore be approximated as a plane wave:

φin(t, x) = φI e
−i(ωt−kx)
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where ω = k, since the wave propagates to the right. The equation of motion for the particle is

z̈ + γż + ω2
0z = −(2g/m) ∂xφin(t, x) |x=z= −i(γω/g)φI e

−i(ωt−kz)

I will assume the displacement of the particle is much less than the wavelength of the radiation

(kz ≪ 1), so we can make the dipole approximation:

z̈ + γż + ω2
0z = −i(γω/g)φI e

−iωt

The solution is

z(t) = (i/g)φI f(ω) e−iωt

where I have defined

f(ω) = γω (ω2 − ω2
0 + iγω)−1

The velocity of the particle is

v(t) = −iω z(t) = −(ω/g)φI f(ω) e−iωt

Thus, v ≪ 1. In this limit, the gradient of the retarded field is

∂tφr(t, x) = −g v(tr) ǫ(x− z(tr)) = ωφI f(ω) e−iωtr ǫ(x− z(tr))

Recall that the retarded time tr(t, x) is given by

tr = t− |x− z(tr)|

Thus, in the dipole approximation

e−iωtr ≃ e−iω(t−|x|)

Also, far away from the particle (|x| ≫ |z|)

ǫ(x− z(tr)) = ǫ(x)

Thus, we may simplify our expression for the field gradient:

∂tφr(t, x) = −ωφI f(ω) e−iω(t−|x|) ǫ(x)
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The total field is given by the sum of the in field and the retarded field:

φ = φin + φr

Thus, the gradient of the total field is

∂tφ(t, x) = −iωφI e
−i(ωt−kx) − ωφI f(ω) e−iω(t−|x|) ǫ(x)

=







Ai e
−i(ωt−kx) +Ar e

−i(ωt+kx) for x < 0

At e
−i(ωt−kx) for x > 0

where

Ai = −iωφI

Ar = if(ω)Ai

At = (1 − if(ω))Ai

are the amplitudes of the incoming, reflected, and transmitted waves. The corresponding intensities

are

Ii = ω2|φI |2

Ir = |f(ω)|2 Ii

It = (1− |f(ω)|2) Ii

where I have used that

Imf = −|f |2

Note that the intensities obey the conservation equation Ii = Ir + It.

2.2.9 Vector field

It is interesting to compare our model field theory for a scalar field with an analogous theory for a

vector field. The field equations for the vector field are just Maxwell’s equations in 1+1 dimensions:

∂xE(t, x) = 2ρ(t, x)

∂tE(t, x) = −2J(t, x)
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Note that partial derivatives commute:

∂t∂xE(t, x) = ∂x∂tE(t, x)

Thus, we obtain a continuity equation for the electric charge:

∂tρ(t, x) + ∂xJ(t, x) = 0

We can solve for the field explicitly:

E(t, x) = E0 +

∫

ǫ(x− y) ρ(t, y) dy

where E0 is a constant. It is straightforward to check that this satisfies the field equations:

∂xE(t, x) = 2

∫

δ(x− y) ρ(t, y) dy = 2ρ(t, x)

and

∂tE(t, x) = −2

∫

ǫ(x− y) ∂yJ(t, y) dy

= −2

∫

δ(x− y)J(t, y) dy

= −2J(t, x)

where I have used the continuity equation and integrated by parts.

The energy density of the field is

u(t, x) =
1

4
E2(t, x)

and there is no energy flux:

s(t, x) = 0

Note that

∂tu(t, x) =
1

2
E(t, x) ∂tE(t, x) = −J(t, x)E(t, x)

and

∂xu(t, x) =
1

2
E(t, x) ∂xE(t, x) = ρ(t, x)E(t, x)

Thus, we obtain an energy continuity equation

∂tu(t, x) + ∂xs(t, x) + J(t, x)E(t, x) = 0
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and a momentum continuity equation

∂ts(t, x) + ∂xu(t, x)− ρ(t, x)E(t, x) = 0

For a point particle following a trajectory z(t), the charge density is

ρ(t, x) = e δ(x− z(t))

and the current is

J(t, x) = v(t) ρ(t, x)

Since we are using nonrelativistic dynamics, the equation of motion for the particle is

F (t) = mz̈(t) = ṗ(t) = eE(t, z(t))

Note that for a point particle,

∂tu(t, x) = −v(t)F (t) δ(x − z(t))

and

∂xu(t, x) = F (t) δ(x− z(t))

2.3 Extended particles

So far I have only considered the case of a point particle; I now want to generalize to the case of

a spatially extended particle. First I present exact calculations for the self-energy of a stationary

extended particle and for the radiation reaction force of an extended particle moving at a uniform

velocity, and then I derive approximate results for the self-energy and radiation reaction force of an

extended particle in arbitrary motion.

2.3.1 Extended particle at rest

I will begin by calculating the self-energy of a static charge distribution ρ(x). We will assume the

distribution is normalized such that
∫

ρ(x) dx = 1

and that the charge is confined to a finite region of space, so we can choose a length L such that

ρ(x) vanishes outside the interval [−L,+L]. The retarded field generated by the charge distribution
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is

φr(x) = g

∫

|x− y| ρ(y) dy + φ0

where φ0 is an arbitrary constant, which for simplicity I will set to zero. The field energy in the

region [−L,+L] is

Ef =
1

2

∫ +L

−L

(∂xφr(x))
2 dx =

1

2
φr(x) (∂xφr(x))|x=+L

x=−L − g
∫

φr(x)ρ(x) dx

where I have integrated by parts and used the field equation

∂2
xφr(x) = 2gρ(x)

The gradient of the retarded field is

∂xφr(x) = g

∫

ǫ(x− y) ρ(y) dy

So

∂xφr(x) |x=±L= g

∫

ǫ(±L− y) ρ(y) dy = ±g
∫

ρ(y) dy = ±g

Also,

φr(+L) + φr(−L) = g

∫

(|L − y|+ |L+ y|) ρ(y) dy = 2gL

∫

ρ(y) dy = 2gL

Thus, the field energy may be expressed as

Ef =
1

2
g2(2L)− g

∫

φr(x)ρ(x) dx

Note that the first term is just the field energy Ebound for a point charge. The interaction energy is

Ei = 2g

∫

φr(x)ρ(x) dx

So the total energy is

Ef + Ei =
1

2
g2(2L) + g

∫

φr(x)ρ(x) dx

=
1

2
g2(2L) + g2

∫∫

|x− y| ρ(x)ρ(y) dx dy

Note that the total energy increases if the charge distribution expands; this is because like charges

attract.
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2.3.2 Extended particle moving at constant velocity

I now want to calculate the radiation reaction force for an extended particle moving at a constant

velocity v. The charge density is

ρ(t, x) = f(x− vt)

where f(x) is the charge density profile of the particle. The gradient of the particle’s retarded field

is

∂xφr(t, x) = g

∫

ǫ(x− y) ρ(t− |x− y|, y) dy

= g

∫

ǫ(x− y) f(y − v(t− |x− y|)) dy

= g

∫ x

−∞

f(y − v(t− x+ y)) dy − g
∫ ∞

x

f(y − v(t− y + x)) dy

= g(1− v)−1

∫ x−vt

−∞

f(u) du− g(1 + v)−1

∫ ∞

x−vt

f(u) du

= g(1− v2)−1

∫

(v + ǫ(x− vt− u)) f(u) du

= gv(1− v2)−1 + g(1− v2)−1

∫

ǫ(x− vt− u) f(u) du

Thus, the retarded force on the particle is

Fr(t) = −2g

∫

ρ(t, x) ∂xφr(t, x) dx = −2g2v(1 − v2)−1

This is the same as the retarded force for a point particle.

2.3.3 Extended particle in arbitrary motion

Now let us generalize to the case of arbitrary motion. The calculations presented here are patterned

after the discussion of the Abraham-Lorentz self-force that is presented in [40].

Recall that the gradient of the retarded field generated by a charge distribution ρ(t, x) is

∂xφr(t, x) = g

∫

ǫ(x− y) ρ(t− |x− y|, y) dy

Thus, the retarded force is

Fr(t) = −2g

∫

ρ(t, x) ∂xφr(t, x) dx

= −2g2

∫∫

ρ(t, x) ρ(t− |x− y|, y) ǫ(x− y) dx dy
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We can expand the charge density in a power series in |x− y|:

ρ(t− |x− y|, y) =
∞
∑

n=0

(−1)n

n!
|x− y|n ∂n

t ρ(t, y)

For a particle that moves along a trajectory z(t) and that has a charge density profile f(x), the

charge density is

ρ(t, y) = f(y − z(t))

Thus, if we keep only terms of linear order, then for n > 0

∂n
t ρ(t, y) = −d

nz(t)

dtn
∂yρ(t, y)

So

ρ(t− |x− y|, y) = ρ(t, y)− ∂yρ(t, y)

∞
∑

n=1

(−1)n

n!
|x− y|n d

nz(t)

dtn

Substitute this into the expression for the force:

Fr(t) = 2g2
∞
∑

n=1

(−1)n

n!

dnz(t)

dtn

∫∫

ρ(t, x) (∂yρ(t, y)) |x− y|n ǫ(x− y) dx dy

= 2g2
∞
∑

n=1

(−1)n

(n− 1)!

dnz(t)

dtn

∫∫

ρ(t, x) ρ(t, y) |x− y|n−1 dx dy

= −2g2
∞
∑

n=0

(−1)n

n!

dn+1z(t)

dtn+1

∫∫

ρ(t, x) ρ(t, y) |x− y|n dx dy

where I have integrated by parts in going from the first to the second line, and used that

∂y[|x− y|n ǫ(x− y)] = −n|x− y|n−1

For a fixed time t, I will define variables u = x− z(t) and v = y − z(t). Then

Fr(t) = −2g2
∞
∑

n=0

(−1)n

n!

dn+1z(t)

dtn+1

∫∫

|u− v|n f(y)f(v) du dv

= −2g2 ż −mS z̈ + · · ·

where

mS ≡ −2g2

∫∫

|u− v| f(u)f(v) du dv

is the self-energy of the particle.

If the velocities and accelerations are low enough that a linear approximation is justified, and if
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the particle is small enough that we can truncate the series expansion of the retarded force at the

second order, then the equation of motion for the particle is

m z̈ = Fin + Fr = −2g∂xφin − 2g2 ż −mS z̈

Thus,

mR z̈ +mRγż = −2g∂xφin

where

mR = m+mS

is the renormalized mass, and

γ = 2g2/mR

is the damping constant.

2.4 Alternative models for space

In setting up the model field theory, we have assumed that space is both infinitely extended and

infinitely divisible, so that points in space can put in one to one correspondence with real numbers.

The theory therefore has an infinite number of degrees of freedom, because the value of the field

at each point in space constitutes an independent degree of freedom for the system. I now want to

consider some alternative models of space. First, I will show how the theory can be adapted to a

finite spatial region [−L,+L] on which periodic boundary conditions are imposed. Next, I will write

down a discrete version of the theory by introducing a spatial lattice. I consider two different lattice

models: one with damped boundary conditions, and one with periodic boundary conditions. The

lattice models have a finite number of degrees of freedom, which allows them to be simulated on a

computer.

2.4.1 Periodic boundary conditions

The model field theory applies to an infinite spatial region (−∞,∞). In this section, I want to show

how the theory may be adapted to a finite spatial region [−L,+L], on which periodic boundary

conditions are imposed by identifying the points +L and −L. For simplicity, I will only consider

static charge distributions and fields. The change in spatial topology (from R to S1) introduces

several new features.

First, because the field gradient is a physical quantity, it must have the same value at +L and
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−L, as these are just different labels for the same physical point:

∂xφ |x=+L= ∂xφ |x=−L

From the field equation

∂2
xφ = 2gρ

we see that this implies that the total charge must vanish:

∫ +L

−L

ρ dx = 0

Second, it is not always possible to define a single field φ over the entire spatial manifold. Instead,

we must introduce an open cover {Uα} of the manifold, and define a separate field φα for each

coordinate patch Uα. These fields satisfy the field equations

∂2
xφα = 2gρ

In regions where two coordinate patches Uα and Uβ overlap, the corresponding fields are related by

a constant:

φα = φβ + cαβ

Thus, in the overlap region Uα ∩ Uβ the gradients of the fields φα and φβ agree:

∂xφα = ∂xφβ

As an example, I will consider an open cover consisting of two coordinate patches U1 and U2:

U1 = (−L,+L)

U2 = [−L, 0) ∪ (0,+L]

Note that U1 ∪U2 = [−L,+L]. There are two disjoint regions where U1 and U2 overlap, which I will

call UR and UL:

UL = (−L, 0)

UR = (0,+L)

Thus, U1 ∩ U2 = UR ∪ UL.

To find the field φ1(x) generated by the charge distribution ρ(x), it is helpful to introduce a Greens
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function

G(x) = |x| − x2/2L

which satisfies

∂2
xG(x) = 2(δ(x)− 1/2L)

Using the Greens function, we can express φ1(x) as

φ1(x) = Ex+ c+

∫ +L

−L

G(x− y) ρ(y) dy

where E and c are constants. Note that because we need to specify these constants, the charge

distribution does not uniquely determine the field or field gradient. If we substitute our expression

for the Greens function into this expression for the field, we find that

φ1(+L)− φ1(−L) = 2LE

Thus, for E = 0 the field is continuous across the boundary.

As an example, consider a configuration of two stationary point particles, one with charge +g

at z+, and one with charge −g at z−. The field φ1 for coordinate patch U1 is

φ1(x) = Ex+ c+ g|x− z+| − (g/2L)(x− z+)2 −

g|x− z−|+ (g/2L)(x− z−)2

= E′x+ c′ + g|x− z+| − g|x− z−|

where I have defined

E′ = E + (g/L)(z+ − z−)

c′ = c− (g/2L)(z2
+ − z2

−)

A corresponding field φ2 for the coordinate patch U2 is given by

φ2 =







φ1(x) + d for x < 0

φ1(x) + d− 2LE for x > 0

where d is an arbitrary constant. The field gradient is

∂xφ1 = ∂xφ2 = E′ + gǫ(x− z+)− gǫ(x− z−)
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2.4.2 Finite lattice with damped boundary conditions

By introducing spatial lattice with a finite number of sites, we can write down a discrete version

of the model field theory that has only a finite number of degrees of freedom. The lattice sites are

labeled by an integer n that ranges from −R to R, so the total number of sites in the lattice is

N = 2R+ 1. For each site n, we can define field variables φn(t) and πn(t), which evolve under the

Hamiltonian

H = Hf +Hi +Hp

where

Hf =
1

2
ωF

∑

n

[π2
n + (φn+1 − φn)2]

Hi = 2g
∑

n

φnρn

Hp =
p2

2m
+ V (z)

are the lattice versions of the field, interaction, and particle Hamiltonians. The quantity ρn is the

charge at lattice site n; it is given by

ρn(t) = f(n− z(t))

where f(x) is the charge density profile of the particle and z(t) is the particle’s trajectory. The

equations of motion are

φ̇n = ωFπn

π̇n = ωFφ
′′
n − 2gρn

ż = p/m

ṗ = − d

dz
V (z)− 2g

∑

n

φn
d

dz
f(n− z)

where

φ′′n ≡ φn+1 + φn−1 − 2φn

is the lattice equivalent of the second derivative. From the equations of motion, we find that the

lattice wave equation is

φ̈n − ω2
F φ

′′
n = −2gωFρn
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and the force on the particle is

F = mz̈ = −dV
dz
− 2g

∑

n

φn
d

dz
f(n− z)

Because there are only a finite number of lattice sites, we need boundary conditions for the terminal

sites ±R. If the lattice extended beyond site R, then equation of motion for πR would be

π̇R = ωF φ
′′
R = ωF (φR+1 + φR−1 − 2φR)

where for simplicity I have neglected the static field of the charge. If we replace this with an equation

of motion that gives the same time evolution for πR, but which does not contain the field variable

φR+1, then waves incident on the terminal lattice site R will be damped. We can obtain such an

equation from the following considerations. For the continuum theory, a monochromatic wave has

the form

φ(t, x) = φ0 e
i(kx−ωt)

where ω = |k|. Note that

(∂t ± ∂x)φ(t, x) = 0

where the upper sign is for a rightmoving wave (k > 0), and the lower sign is for a leftmoving wave

(k < 0). Thus,

∂xφ(t, x) = ∓π(t, x)

In the lattice theory, this becomes

φn+1 − φn ≃ ∓πn

for waves that have a wavelength much longer than the lattice spacing. Thus, for a rightmoving

wave incident on site R,

φR+1 ≃ φR − πR

We can use this result to substitute for φR+1 in the original equation of motion for πR:

π̇R = ωF (φR−1 − φR − πR)

If we also include the static field of the charge, we get

π̇R = ωF (φR−1 − φR − πR) + g
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So, the equations of motions for damped boundary conditions are

φ̇n = ωF πn

π̇n =



















ωF (φR−1 − φR − πR) + g for n = R

ωF φ
′′
n − 2gρn for −R < n < R

ωF (φ−(R−1) − φ−R − π−R) + g for n = −R

The lattice field theory can be simulated on a computer by integrating the equations of motions for

some set of initial conditions. For the simulations I present here, the particle follows the trajectory

z(t) =
1

2
at2

and the charge density of the particle is

f(x) = (2πσ2)−1/2 e−x2/2σ2

I integrate the equations of motion for the field variables, subject to the initial conditions

φn(0) = g
∑

r

|n− r| ρr(0)

πn(0) = 0

where

ρr(0) = f(r − z(0)) = f(r)

Thus, at the start of the simulation, the only field present is the static field of the particle.

The results of the computer simulation are shown in Figure 2.4 and Figure 2.5, which plot the

force on the particle as a function of time. The two figures correspond to two limits: a fast moving

point particle and a slowly moving extended particle. For a point particle, we would expect the force

on the particle to be

Fr = −2g2v(1− v2)−1 = −2g2at(1− (at)2)−1

This limit is shown in Figure 2.4, for which σ = 2.

The force on a slowly moving extended particle is

Fr = −2g2v −mSa = −2g2at−mSa
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where

mS ≡ −2g2

∫∫

|u− v| f(u)f(v) du dv

Note that

∫∫

|u− v|n f(u)f(v) du dv =

1

π
(2σ2)n/2

∫ ∞

0

e−r2

rn+1 dr

∫ 2π

0

| cos θ − sin θ|n dθ

Thus,

mS = − 4√
π
g2σ

This limit is shown in Figure 2.5, for which σ = 10.
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Figure 2.4: Force versus time for a point particle (σ = 2). The points are from the computer
simulation; the curve is the theoretical prediction for a point particle.

2.4.3 Finite lattice with periodic boundary conditions

I now want to consider a variation on the lattice theory from the previous section, where instead

of damped boundary conditions we choose periodic boundary conditions. That is, we couple lat-

tice site +R to lattice site −R, which is equivalent to making the identifications φR+1 ≡ φ−R and

φ−R−1 ≡ φR. I will assume that there is a single set of field variables (φn, πn) that describes the en-

tire lattice. For the continuum theory with periodic boundary conditions that we considered earlier,
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Figure 2.5: Force versus time for an extended particle (σ = 10). The points are from the computer
simulation; the curve is the theoretical prediction.

the equivalent assumption would imply that we are only allowing field configurations for which E = 0.

As before, the field and interaction Hamiltonians are

Hf =
1

2
ωF

∑

n

[π2
n + (φn+1 − φn)2]

Hi = 2g
∑

n

φnρn

where ρn is the charge at lattice site n. The equations of motion for the field variables are

φ̇n = ωFπn

π̇n = ωFφ
′′
n − 2gρn

and the field equation is

φ̈n − ω2
F φ

′′
n = −2gωFρn

I will first calculate the field produced by a static charge distribution, and then generalize to the

case of a charge distribution with a specified time dependence. Finally, I’ll couple a charged particle

to the field and find the equations of motion for the coupled system.
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For static charges and fields, the field equation is

φ′′n = (2g/ωF )ρn

Note that because of the periodic boundary conditions,

∑

n

φ′′n =
∑

n

(φn+1 + φn−1 − 2φn) = 0

Thus, the total charge must be zero
∑

n

ρn = 0

We can solve for the static field by introducing a Greens function Gn that satisfies

G′′
n = 2(δn − 1/N)

The static field is then given by

φn = (g/ωF )
∑

r

Gn−r ρr

To find Gn, assume it has the form

Gn =
∑

m 6=0

cm e2πimn/N

for some coefficients cm. Then

G′′
n = −

∑

m 6=0

(ωm/ωF )2cm e2πimn/N

where

ωm = 2ωF | sin(πm/N)|

Note that

δn =
1

N

∑

m

e2πimn/N =
1

N
+

1

N

∑

m 6=0

e2πimn/N

So

G′′
n = 2(δn − 1/N) =

2

N

∑

m 6=0

e2πimn/N

Equating the two expressions for G′′
n, we find

cm = − 2

N
(ωF /ωm)2
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Thus,

Gn = − 2

N

∑

m 6=0

(ωF /ωm)2 e2πimn/N

= − 2

N

R
∑

m=1

cos(2πmn/N)

1− cos(2πm/N)

= |n| − n2

N
− N2 − 1

6N

Note that
∑

n

Gn = −2
∑

m 6=0

(ωF /ωm)2 δm = 0

It is convenient to perform a canonical transformation from the field variables (φn, πn) to new

variables αm that describe the normal modes of the field:

φn = (2N)−1/2
∑

m 6=0

(ωF /ωm)1/2(αm e2πimn/N + α∗
m e−2πimn/N )

πn = −i(2N)−1/2
∑

m 6=0

(ωm/ωF )1/2(αm e2πimn/N − α∗
m e−2πimn/N )

In terms of the new variables, the field Hamiltonian is

Hf =
1

2
ωF

∑

n

[π2
n + (φn+1 − φn)2] =

∑

m 6=0

ωm|αm|2

and the interaction Hamiltonian is

Hi = 2g
∑

n

φnρn =
∑

m 6=0

ωm(αmλ
∗
m + α∗

mλm)

where

λm = (gm/ωm)
∑

n

ρn e
−2πinm/N

and

gm = (2g)(2N)−1/2(ωF /ωm)1/2

The equations of motion for the normal mode variables are

iα̇m = ωm(αm + λm)

Thus, each field mode acts like a simple harmonic oscillator. The charge distribution displaces each

oscillator from its equilibrium value of αm = 0, resulting in a static field αm = −λm. We can define
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new variables by subtracting the contribution from the static field:

ᾱm = αm + λm

Or, in terms of the original field variables,

φ̄n = φn − (g/ωF )
∑

r

Gn−rρr

π̄n = πn

Then

Hf +Hi =
∑

m 6=0

ωm|αm|2 +
∑

m 6=0

ωm(αmλ
∗
m + α∗

mλm)

=
∑

m 6=0

ωm|ᾱm|2 −
∑

m 6=0

ωm|λm|2

Or, in terms of the original field variables,

Hf +Hi =
1

2

∑

n

(π2
n + (φn+1 − φn)2) + 2g

∑

n

φnρn

=
1

2

∑

n

(π̄2
n + (φ̄n+1 − φ̄n)2) + g2

∑

a

∑

b

Ga−b ρa ρb

where I have used that
∑

m 6=0

ωm|λm|2 = −(g2/ωF )
∑

a

∑

b

Ga−b ρa ρb

as can be verified by substituting for λm and Gn. Thus, in terms of the transformed variables, the

Hamiltonian breaks into a sum of two terms: one that describes a free field, and one that describes

the self-interaction of the charge distribution.

Now that we have discussed static charge distributions, let us generalize to the case of a time

dependent charge distribution. The equations of motion for the field modes are

iα̇m = ωm(αm + λm)

where now λm depends on time. Given the state of the field at time t0, we can integrate these

equations to find the state of the field at a later time t:

αm(t) = αm(t0) e
−iωm(t−t0) − iωm

∫ t

t0

λm(t′) e−iωm(t−t′) dt′
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= αm(t0) e
−iωm(t−t0) − igm

∑

n

e−2πimr/N

∫ t

t0

ρr(t
′) e−iωm(t−t′) dt′

The first term describes the free evolution of the field, while the second term describes the field

generated by the charge distribution. Thus, we can define a retarded field by

αret
m (t) = −igm

∑

n

e−2πimr/N

∫

θ(t− t′) ρr(t
′) e−iωm(t−t′) dt′

Or, in terms of the original field variables,

φret
n (t) =

∑

r

∫

Gret
n−r(t− t′) ρr(t

′) dt′

where

Gret
n (t) = (2g/N) θ(t)

∑

m 6=0

(ωF /ωm) sin(2πmn/N − ωmt)

is the retarded Greens function.

So far we have assumed that the charge distribution is an external parameter with a prescribed

time dependence, and that only the field is dynamical. Let us now consider what happens when

we couple a particle to the field, so the charge distribution depends on the dynamical variables

for the particle. Because the total charge must sum to zero for a periodic lattice, I will assume a

uniform background charge is present that cancels out the charge of the particle. Thus, the charge

distribution can be expressed as

ρn(t) = f(n− z(t))− 1/N

where f(x) is the charge density profile of the particle and z(t) is the position of the particle at time

t. A simple choice for the charge density profile is

f(x) =
1

N

∑

m

cos(2πxm/N) =
1

N

∑

m

e2πixm/N =
sinπx

N sin(πx/N)

For simplicity, I have set ωF = 1, so length and time are dimensionless quantities. Note that for

N →∞
f(x)→ (2π)−1

∫ π

−π

eixθ dθ =
sinπx

πx

For this choice of charge density profile, the charge distribution is

ρn(t) =
1

N

∑

m 6=0

e2πi(n−z(t))m/N
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We can check that the total charge is zero:

∑

n

ρn =
∑

m 6=0

δm e−2πizm/N = 0

The transformed charge distribution is

λm(t) = (gm/ωm)
∑

n

ρn(t) e−2πinm/N = (gm/ωm) e−ikmz(t)

where km = 2πm/N . Thus, the interaction Hamiltonian is

Hi =
∑

m 6=0

gm(αm eikmz + α∗
m e−ikmz)

If we take the particle Hamiltonian to be

Hp =
p2

2m
+ V (z)

then the equations of motion are

iα̇m = ωmαm + gm e−ikmz

ż = p/m

ṗ = −dV
dz
− i

∑

m 6=0

gmkm(αm eikmz − α∗
m e−ikmz)

I will assume that at t = 0, only the static field of the charge distribution is present:

αm(0) = −λm(0) = −(gm/ωm) e−ikmz(0)

For later times, part of the field corresponds to the static field, and part corresponds to the radiated

field. It is convenient to define a set of variables βm by subtracting off the instantaneous static field:

βm(t) = αm(t) + (gm/ωm) e−ikmz(t)

The equations of motion for the new variables are

iβ̇m = ωmβm + gm(km/ωm)v e−ikmz

ż = p/m

ṗ = −dV
dz
− i

∑

m 6=0

gmkm(βme
ikmz − β∗

m e−ikmz)
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We can integrate the first equation to solve for βm(t), using that βm(0) = 0:

βm(t) = −igm(km/ωm)

∫ t

0

v(t′) e−i[ωm(t−t′)+kmz(t′)] dt′

Thus, the force on the particle is

F (t) = −dV
dz
−
∫ t

0

K(t, t′) v(t′) dt′

where

K(t, t′) = (4g2/N)
∑

m 6=0

(km/ωm)2 cos(ωm(t− t′)− km(z(t)− z(t′)))

I will assume that the displacement of the particle is much smaller than the wavelength of the

radiation it produces, so we can make the dipole approximation:

K(t, t′) = (4g2/N)
∑

m 6=0

(km/ωm)2 cos(ωm(t− t′))

In the dipole approximation, the particle only couples to modes of the field that have wavelengths

much longer than the lattice spacing, so we may approximate ωm ≃ |km| in the sum:

K(t, t′) ≃ (4g2/N)
∑

m 6=0

cos(2πm(t− t′)/N) ≃ 4g2 δ(t− t′)

Substituting this into the expression for the force, we obtain

F = −dV
dz
−mγv

where

γ = 2g2/m

This agrees with the force we calculated for the continuum theory, in the limit of a slowly moving

point particle.
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Chapter 3

Quantum field theory model in

1 + 1 dimensions

3.1 Introduction

In this chapter I present a simple quantum field theory model I have developed involving a two level

atom coupled to a scalar field on a lattice in 1+1 dimensions. I begin by discussing a classical scalar

field on a lattice, and I then show how the field may be quantized. Finally, I couple the quantized

scalar field to a two level atom, and show how properties of the system may be calculated using a

number of different methods.

3.2 Classical scalar field on a lattice

Here I consider a simple field theory model: a scalar field on a one dimensional lattice. I write

down the Hamiltonian for the model using two different methods; first by considering a mechanical

model of the field involving masses coupled by springs, and then by writing down a discrete version

of the Lagrangian for a continuum field theory. I find the normal modes of the field and express the

Hamiltonian in terms of the normal mode coordinates.

3.2.1 Mechanical model

The Hamiltonian for a scalar field on a lattice can be obtained by considering a mechanical model

consisting of a linear chain of masses, where each mass is coupled to its nearest neighbors by springs.

We can label the masses by an integer n that runs from −R to R, so the total number of masses in

the chain is N = 2R+ 1. We need boundary conditions for the terminal masses ±R; for simplicity,

I will impose periodic boundary conditions, so mass −R is coupled to mass +R. If we let φ̄n denote

the displacement of mass n from its equilibrium position, and let π̄n denote its momentum, then the
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Hamiltonian for the system is

H =
∑

n

[
1

2m
π̄2

n +
1

2
mω2

F (φ̄n+1 − φ̄n)2]

where φ̄R+1 ≡ φ̄−R. The Hamiltonian can be simplified by a canonical transformation:

φn = (mωF )1/2 φ̄n

πn = (mωF )−1/2 π̄n

Note that while the original variables φ̄n and π̄n have units of length and momentum, respectively,

the new field variables both have units of root action. In terms of the new variables, the Hamiltonian

is

H =
1

2
ωF

∑

n

(π2
n + (φn+1 − φn)2)

The equations of motion that follow from this Hamiltonian are

φ̇n = ωFπn

π̇n = ωFφ
′′
n

where I have defined

φ′′n = φn+1 + φn−1 − 2φn

The system is described by 2N field variables, but because two degrees of freedom correspond to a

uniform translation of the entire lattice, there are only 2N − 2 physical degrees of freedom. This

can be understood as follows. Let us define Φ and Π by

Φ =
∑

n

φn

Π =
∑

n

πn

Using the equations of motion for φn and πn, we find

Φ̇ = ωF Π

Π̇ = 0

Thus, Π(t) = Π0 is a constant, and Φ(t) is given by

Φ(t) = Φ0 + Π0 ωF t
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In what follows, we will assume Φ0 = Π0 = 0.

3.2.2 Relativistic Lagrangian

A second way to write down the Hamiltonian for the scalar field is to derive it from a relativistic

Lagrangian density. The Lagrangian density for a massless scalar field is

L =
1

2
(∂µφ)(∂µφ) =

1

2
((∂tφ)2 − (∂xφ)2)

Since L has units of energy density, φ has units of action. The Lagrangian for the field is

L =

∫

L dx

We can put the field on a lattice by making the following replacements:

φ(t, x) → φn(t)

∂tφ(t, x) → φ̇n(t)

∂xφ(t, x) → 1

a
(φn+1(t)− φn(t))

where a is the lattice spacing. Then the Lagrangian density becomes

L → Ln =
1

2
(φ̇2

n −
1

a2
(φn+1 − φn)2)

and the Lagrangian becomes

L→ a
∑

n

Ln =
1

2

∑

n

(aφ̇2
n −

1

a
(φn+1 − φn)2)

The canonical momentum conjugate to φn is given by

πn =
∂L

∂φ̇n

= aφ̇n

So the Hamiltonian for the field is

H =
∑

n

φnπn − L =
1

2
ωF

∑

n

(π2
n + (φn+1 − φn)2)

where ωF = 1/a. Thus, we obtain the same field Hamiltonian as in the previous section.
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3.2.3 Normal modes

I now want to consider a canonical transformation from the field variables {φn, πn} to new variables

{Qm, Pm} that describe the normal modes of the field. It is convenient to combine Qm and Pm in

a single complex variable αm:

αm ≡
1√
2
(Qm + iPm)

The transformation (φn, πn)→ αm is given by

αm = (2N)−1/2
∑

n

((ωm/ωF )1/2φn + i(ωF /ωm)1/2πn) e−2πimn/N

where

ωm = 2ωF | sin(πm/N)|

and αm is defined for m ∈ {±1, · · · ,±R}. Using that

1

N

∑

n

e2πimn/N = δm

we can derive the inverse transformation αm → (φn, πn):

φn = (2N)−1/2
∑

m 6=0

(ωF /ωm)1/2(αm e2πimn/N + α∗
m e−2πimn/N )

= (2N)−1/2
∑

m 6=0

(ωF /ωm)1/2(αm + α∗
−m) e2πimn/N

πn = −i(2N)−1/2
∑

m 6=0

(ωm/ωF )1/2(αm e2πimn/N − α∗
m e−2πimn/N )

= −i(2N)−1/2
∑

m 6=0

(ωm/ωF )1/2(αm − α∗
−m) e2πimn/N

Note that

φn+1 − φn = (2N)−1/2
∑

m 6=0

(ωF /ωm)1/2(e2πim/N − 1)(αm + α∗
−m) e2πimn/N

and

|1− e2πim/N |2 = 4 sin2(πm/N) = (ωm/ωF )2

Thus,

∑

n

(φn+1 − φn)2 =
1

2

∑

m 6=0

(ωm/ωF )|αm + α∗
−m|2

∑

n

π2
n =

1

2

∑

m 6=0

(ωm/ωF )|αm − α∗
−m|2
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So the transformed Hamiltonian is

H =
1

2
ωF

∑

n

(π2
n + (φn+1 − φn)2) =

∑

m 6=0

ωm|αm|2

and the equations of motion for the new variables are

iα̇m = ωmαm

If we rewrite the above results in terms of the real valued variables Qm and Pm, we find that the

transformation {Qm, Pm} → {φn, πn} is

φn = N−1/2
∑

m 6=0

(ωF /ωm)1/2[Qm cos(2πmn/N)− Pm sin(2πmn/N)]

πn = N−1/2
∑

m 6=0

(ωm/ωF )1/2[Pm cos(2πmn/N) +Qm sin(2πmn/N)]

the Hamiltonian is

H =
1

2

∑

m 6=0

ωm(Q2
m + P 2

m)

and the equations of motion are

Q̇m = ωmPm

Ṗm = −ωmQm

The variables {Qm, Pm} describe running wave modes; modes with positive m move to the right,

and modes with negative m move to the left. We can also describe the system in terms of stand-

ing wave modes {Cm, cm, Sm, sm}, which are related to the running wave modes by the canonical

transformation

Q+m =
1√
2
(Cm + sm)

Q−m =
1√
2
(Cm − sm)

P+m =
1√
2
(cm − Sm)

P−m =
1√
2
(cm + Sm)

where m is always taken to be positive in the above relations. It is easy to check that [Qm1
, Pm2

] =

δm1,m2
for all m1 and m2; thus the transformation is canonical. The relationship between the
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standing wave variables and the variables {φn, πn} is

φn = (2/N)1/2
r
∑

m=1

(ωF /ωm)1/2(Cm cos(2πmn/N) + Sm sin(2πmn/N))

πn = (2/N)1/2
r
∑

m=1

(ωm/ωF )1/2(cm cos(2πmn/N) + sm sin(2πmn/N))

and the transformed Hamiltonian is

H =
1

2

r
∑

m=1

ωm(c2m + C2
m + s2m + S2

m)

3.3 Field quantization

We can obtain a model for a quantum field by quantizing the scalar field model from the previous

section. I will show that the quantum field obeys the same equations of motion as the classical field

in two situations: when the quantum field is in a multi-mode coherent state, and when it is in a

single photon state. Also, I will show how a single photon state may be represented in terms of a

single particle wavefunction.

In some respects, a classical field is analogous to the quantum wavefunction for a single particle,

and a quantized field is analogous to a second quantized wavefunction describing a many particle

system. In order to explore the relationships between these systems, I write down the Schrödinger

equation on a lattice, second quantize it, and compare it with the quantized scalar field.

3.3.1 Quantized scalar field

The Hamiltonian for the quantized scalar field can be obtained from the Hamiltonian for the classical

scalar field via canonical quantization. We have seen that the field variables (φn, πn) for the classical

field can be expressed in terms of complex normal mode variables αm:

φn = (2N)−1/2
∑

m 6=0

(ωF /ωm)1/2(αm e2πimn/N + α∗
m e−2πimn/N )

πn = −i(2N)−1/2
∑

m 6=0

(ωm/ωF )1/2(αm e2πimn/N − α∗
m e−2πimn/N )

In these coordinates, the Hamiltonian describes a set of uncoupled harmonic oscillators:

H =
∑

m 6=0

ωm|αm|2
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We can quantize the system by replacing the amplitudes αm with annihilation operators âm. Thus,

the quantized field operators are

φ̂n = (2N)−1/2
∑

m 6=0

(ωF /ωm)1/2(âm e2πimn/N + â†m e−2πimn/N )

π̂n = −i(2N)−1/2
∑

m 6=0

(ωm/ωF )1/2(âm e2πimn/N − â†m e−2πimn/N )

and the quantized Hamiltonian is

Ĥ =
∑

m 6=0

ωmâ
†
mâm

The Hilbert space for the system may be expressed as a direct sum of Hilbert spaces:

H = H0 ⊕H1 ⊕H2 ⊕ · · ·

where Hn is the Hilbert space of states containing exactly n photons. The dimensions of the Hilbert

spaces for zero, one, and two photons are

dim(H0) = 1

dim(H1) = N − 1

dim(H2) =
1

2
N(N − 1)

Note that the Hamiltonian does not couple Hilbert spaces of different photon number.

3.3.2 Multi-mode coherent state

Let |Φ〉 denote the state of the scalar field. Suppose the field is in a multi-mode coherent state,

which means that for all m

âm|Φ〉 = αm|Φ〉

where αm is a complex number representing the field amplitude for mode m. Note that the field

amplitudes may be expressed as

αm = 〈Φ|âm|Φ〉

The state |Φ〉 evolves in time according to the Schrödinger equation:

i
d

dt
|Φ〉 = Ĥ |Φ〉
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So the equations of motion for the field amplitudes are

α̇m = 〈Φ̇|âm|Φ〉+ 〈Φ|âm|Φ̇〉 = −i〈Φ|[âm, Ĥ ]|Φ〉 = −iωm〈Φ|âm|Φ〉 = −iωmαm

Thus, the evolution of |Φ〉 under the quantum Hamiltonian Ĥ can be obtained by treating the

field amplitudes as normal coordinates for a classical field and evolving them under the classical

Hamiltonian H .

3.3.3 Single photon state

Next, suppose the field is in a single photon state |Φ〉 ∈ H1. We can express |Φ〉 as

|Φ〉 =
∑

m 6=0

cm|1m〉 =
∑

m 6=0

cmâ
†
m|0〉

for some set of expansion coefficients {cm}, which may be thought of as the momentum space

wavefunction of the photon. Note that

cm = 〈0|âm|Φ〉

If we substitute our expression for |Φ〉 into the Schrödinger equation, we obtain the equations of

motion

iċm = ωmcm

These have the same form as the equations of motion for the normal coordinates of a classical field,

so we can formally interpret the single photon wavefunction as a classical field that is given by

φn = (2N)−1/2
∑

m 6=0

(ωF /ωm)1/2(cm e2πimn/N + c∗m e−2πimn/N )

πn = −i(2N)−1/2
∑

m 6=0

(ωm/ωF )1/2(cm e2πimn/N − c∗m e−2πimn/N )

These evolve in time according to the classical equations of motion

φ̇n = ωFπn

π̇n = ωFφ
′′
n
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We can also represent the single photon state by a position space wavefunction ψn, which is a discrete

Fourier transform of the momentum space wavefunction cm:

ψn = N−1/2
∑

m

cm e2πimn/N

cm = N−1/2
∑

n

ψn e
−2πimn/N

The equations of motion for the position space wavefunction are

iψ̇n = iN−1/2
∑

m

ċm e2πimn/N = N−1/2
∑

m

ωmcm e2πimn/N =
∑

r

Hn,r ψr

where

Hn,r =
1

N

∑

m 6=0

ωm e2πim(n−r)/N

are the matrix elements of the Hamiltonian in position space. The matrix elements can be expressed

as

Hn,r = ωF S
1
n−r

where I have defined

Sx
n =

1

N

∑

m 6=0

(ωm/ωF )x e2πim(n−r)/N

We can evaluate S1
n as follows:

S1
n =

1

N

∑

m 6=0

(ωm/ωF ) cos(2πmn/N)

=
2

N
Im

R
∑

m=1

(eπi(2n+1)m/N − eπi(2n−1)m/N )

= A2n+1 −A2n−1

where

An =
2

N
Im

R
∑

m=1

eπimn/N =
2

N

sin(πn(R + 1)/2N) sin(πnR/2N)

sin(πn/2N)

Note that for N →∞,

An →
sin2(πn/4)

πn/4

So

S1
n →

4

π

1

1− 4n2
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The equation of motion for the position space wavefunction may be expanded in a lattice Taylor

series for some coefficients h2r:

iψ̇n = ωF

∑

r

h2r ψ
(2r)
n

where ψ
(2r)
n is the lattice derivative of ψn of order 2r, which is defined recursively by

ψ(2s+2)
n = ψ

(2s)
n+1 − 2ψ(2s)

n + ψ
(2s)
n−1

and ψ
(0)
n = ψn. For example,

ψ(2)
n = ψ′′

n = ψn+1 − 2ψn + ψn−1

and

ψ(4)
n = ψ′′

n+1 − ψ′′
n + ψ′′

n−1 = ψn+2 − 4ψn+1 + 6ψn − 4ψn−1 + ψn−2

Note that Hn,r is nonlocal, because the time derivative of ψn depends on space derivatives of ψn

of arbitrarily high order. This nonlocality is acceptable, because the position space wavefunction is

not observable; the field only couples to matter through the field operator φ̂n. Thus, the physically

relevant representation is the effective classical field φn, which obeys a local wave equation:

φ̈n − ω2
F φ

′′
n = 0

In summary, the equations of motion for the single photon may be obtained from the classical

Hamiltonian

H =
1

2
ωF

∑

n

(π2
n + (φn+1 − φn)2) =

1

2

∑

m 6=0

ωm|cm|2

or by restricting to the single particle subspace of the quantum Hamiltonian

Ĥ =
∑

n

Hn,rψ̂
†
nψ̂r =

∑

m 6=0

ωmĉ
†
mĉm

The transformation (φn, πn) ←→ cm is canonical, and the transformation ψn ←→ cm is unitary.

The quantum coordinates are normalized such that

∑

n

|ψn|2 =
∑

m

|cm|2 = 1
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and the equations of motion preserve this normalization. The different representations of the single

photon state |Φ〉 are related by

φn = (2N)−1/2
∑

m 6=0

(ωF /ωm)1/2(cm e2πimn/N + c∗m e−2πimn/N )

=
√

2
∑

r

S
−1/2
n−r Re(ψr)

πn = −i(2N)−1/2
∑

m 6=0

(ωm/ωF )1/2(cm e2πimn/N − c∗m e−2πimn/N )

=
√

2
∑

r

S
1/2
n−r Im(ψr)

cm = (2N)−1/2
∑

n

[(ωm/ωF )1/2φn + i(ωF/ωm)1/2πn] e−2πimn/N

= N−1/2
∑

n

ψn e
−2πimn/N

ψn =
1√
2

∑

r

(S
1/2
n−r φr + iS

−1/2
n−r πr)

= N−1/2
∑

m

cm e2πimn/N

As an example, suppose the position space wavefunction for the photon is a wavepacket with a

gaussian envelope:

ψn(x, σ,m) = Ae−(n−x)2/2σ2

e2πimn/N

Here x is the position of the packet, σ is the width of the packet, m determines the momentum of the

packet, and A is a normalization constant. Graphs of the single photon in each representation are

plotted in Figures 3.1, 3.2, and 3.3. For these graphs, N = 2001, x = 0.0, σ = 200.0, and m = 20.

3.3.4 Second quantized Schrödinger equation

Having discussed the quantum description of fields, I now want to turn to the quantum description

of particles. In quantum mechanics, a single particle is described by a wavefunction ψ(t, x), which

evolves in time according to the Schrödinger equation:

i∂tψ = − 1

2m
∂2

xψ + V ψ

where V (x) is the potential energy. We can put the theory on a lattice by making the following

replacements:

V (x) → Vn
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Figure 3.1: Single photon state, φn and πn field variables.
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Figure 3.2: Single photon state, position space wavefunction ψn.
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Figure 3.3: Single photon state, momentum space wavefunction cm.

ψ(t, x) → ψn(t)

∂tψ(t, x) → ψ̇n(t)

∂2
xψ(t, x) → 1

a2
ψ′′

n(t)

where

ψ′′
n ≡ ψn+1 + ψn−1 − 2ψn

Thus, the Schrödinger equation for the lattice theory is

iψ̇n = −ωF ψ
′′
n + Vnψn

where

ωF = (2ma2)−1

In coordinate free form, the wavefunction for the particle is

|ψ〉 =
∑

n

ψn|n〉
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where |n〉 represents a state of the system in which the particle is localized at lattice site n. The

Schrödinger equation can then be expressed as

i∂t|ψ〉 = Ĥ |ψ〉

where

Ĥ = −ωF

∑

n

|n〉(〈n+ 1|+ 〈n− 1| − 2〈n|) +
∑

n

Vn|n〉〈n|

For a free particle (Vn = 0), the eigenstates of Ĥ are

|pm〉 = N−1/2
∑

n

e2πimn/N |n〉

and the eigenvalues are

ωm = 4ωF sin2(πm/N) =
2

ma2
sin2(pma/2)

where pm = 2πm/Na. Note that for pm ≪ ωF the eigenvalues can be approximated as

ωm ∼
p2

m

2m

which is the ordinary dispersion relation for a nonrelativistic particle.

In the basis of energy eigenstates, the Hamiltonian is

Ĥ =
∑

m

ωm|pm〉〈pm|

Thus, if we expand an arbitrary wavefunction |ψ〉 in the basis of energy eigenstates

|ψ〉 =
∑

m

cm|pm〉

then the equations of motion are

iċm = ωmcm

I will now show how the single particle wavefunction can be related to a classical field described by

the Hamiltonian

H =
1

2
ωF

∑

n

[(πn+1 − πn)2 + (φn+1 − φn)2]

Consider a canonical transformation from the field variables (φn, πn) to new variables (Qm, Pm) that

describe the normal modes of the field. For convenience I will introduce a single complex coordinate



176

cm, defined by

cm =
1√
2
(Qm + iPm)

The canonical transformation cm → (φn, πn) is given by

φn = (2N)−1/2
∑

m 6=0

(cm e2πimn/N + c∗m e−2πimn/N )

πn = −i(2N)−1/2
∑

m 6=0

(cm e2πimn/N − c∗m e−2πimn/N )

Note that

|1− e2πim/N |2 = 4 sin2(πm/N) = ωm/ωF

Thus,

∑

n

(φn+1 − φn)2 =
1

2

∑

m 6=0

(ωm/ωF )|cm + c∗−m|2

∑

n

(πn+1 − πn)2 =
1

2

∑

m 6=0

(ωm/ωF )|cm − c∗−m|2

So the transformed Hamiltonian is

H =
1

2
ωF

∑

n

[(πn+1 − πn)2 + (φn+1 − φn)2] =
∑

m 6=0

ωm|cm|2

Thus, in the new coordinates, the field is described as a set of noninteracting harmonic oscillators.

The equations of motion for {cm} that follow from the classical Hamiltonian H are the same as

those that follow from the quantum Hamiltonian Ĥ , so we can formally interpret the single particle

as a classical field.

Quantizing the classical field is equivalent to second quantizing the quantum wavefunction. This is

accomplished by quantizing each of the normal modes (cm → ĉm), so the second quantized Hamil-

tonian is

Ĥ =
∑

m

ωmĉ
†
mĉm =

∑

nr

hnr ψ̂
†
nψ̂r

The operators ĉ†m and ĉm create and destroy a particle in mode m, while ψ̂†
n and ψ̂n create and

destroy a particle at lattice site n.

The total Hilbert space for the system is a direct sum of n particle Hilbert spaces:

H = H0 ⊕H1 ⊕H2 ⊕ · · ·
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where Hn is the Hilbert space for n particles. The Hamiltonian can describe bosons or fermions,

depending on whether we choose commutation or anticommutation relations for the creation and

annihilation operators. For bosons, the dimensions of the n-particle Hilbert spaces are

dim(H0) = 1

dim(H1) = N

dim(H2) =
1

2
N(N + 1)

For fermions,

dim(H0) = 1

dim(H1) = N

dim(H2) =
1

2
N(N − 1)

3.3.5 Single particle state

Consider the action of this Hamiltonian on the single particle subspace H1. On this subspace, we

can express the Hamiltonian as

Ĥ =
∑

m 6=0

ωm|pm〉〈pm|

Thus, by quantizing the classical field theory, and then restricting to the subspace of single particle

states, we obtain the correct quantum Hamiltonian for a free single particle. If we add the following

interaction to the classical Hamiltonian:

Hi =
1

2

∑

n

Vn(π2
n + φ2

n)

we get the quantum Hamiltonian for a particle in a potential. There is a correspondence between

quantum and classical Hamiltonians for even powers of p:

p2

2m
←→ −ωFψ

′′
n ←→

1

2

∑

n

[(πn+1 − πn)2 + (φn+1 − φn)2]

V (x)←→
∑

n

Vnψn ←→
1

2

∑

n

Vn(π2
n + φ2

n)

but there is no correspondence for odd powers of p.

In summary, the equations of motion for the single particle can be obtained from the classical
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Hamiltonian

H =
1

2
ωF

∑

n

[(πn+1 − πn)2 + (φn+1 − φn)2] =
1

2

∑

m 6=0

ωm(P 2
m +Q2

m)

or from the quantum Hamiltonian

H =
∑

nr

hnr|n〉〈r| =
∑

m

ωm|pm〉〈pm|

The different representations for the single particle are related by

ψn = N−1/2
∑

m

cm e2πimn/N =
1√
2
(φn + iπn)

cm = N−1/2
∑

n

ψn e
−2πimn/N = (2N)−1/2

∑

n

(φn + iπn) e−2πimn/N

φn = (2N)−1/2
∑

m 6=0

(cm e2πimn/N + c∗m e−2πimn/N ) =
√

2Re(ψn)

πn = −i(2N)−1/2
∑

m 6=0

(cm e2πimn/N − c∗m e−2πimn/N ) =
√

2Im(ψn)

3.4 Two-level atom coupled to field

So far I have only discussed quantum fields that are free. In order to study some of the issues that

arise when quantum fields interact, I have developed a simple model that describes a scalar field

coupled to a two-level atom. Because of the coupling, the atom can decay from its excited state and

photons can scatter off of the atom. In the following sections, I write down the Hamiltonian for the

model, and then study it from a number of different perspectives. I show several different ways of

calculating the spontaneous decay rate of the atom, using both conventional techniques and the full

machinery of quantum field theory. I think it is helpful to discuss some of the issues that arise in

quantum field theory in the context of a simple model, where they can be more easily understood.

Also, because the model is so simple, a full dynamical simulation of scattering and decay processes

can be carried out on a computer.

3.4.1 Hamiltonian for the system

A coupled atom-field system can be described by the Hamiltonian

H = Ha +Hf +Hi
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where Ha is the Hamiltonian for the atom, Hf is the Hamiltonian for the field, and Hi describes the

atom-field coupling. The Hamiltonian for the atom is given by

Ha = ωAσ+σ−

where ωA is the frequency of the atomic transition. The Hamiltonian for the field is given by

Hf =
1

2
ωF

∑

n

(π2
n + (φn+1 − φn)2) =

∑

m 6=0

ωma
†
mam

where

ωm = 2ωF | sin(πm/N)|

is the frequency of mode m. I will take the interaction Hamiltonian to be

Hi = λ(σ+ + σ−)φ0

where λ is a constant that determines the strength of the coupling. If we substitute for the field

operator, which is given by

φn = (2N)−1/2
∑

m 6=0

(ωF /ωm)1/2(am e2πimn/N + a†m e−2πimn/N )

then we find that interaction Hamiltonian can be expressed as

Hi =
∑

m 6=0

gm(σ+am + σ−a
†
m)

where I have made the rotating wave approximation and defined constants

gm = λ(2N)−1/2(ωF /ωm)1/2

which give the coupling strength of the atom to the individual field modes. Putting these Hamilto-

nians together, we find that the the total Hamiltonian for the coupled atom-field system is

H = ωAσ+σ− +
∑

m 6=0

ωma
†
mam +

∑

m 6=0

gm(σ+am + σ−a
†
m)

This Hamiltonian is defined in the Schrödinger picture, but it is often more convenient to work in

the interaction picture, in which the time evolution under Ha and Hf is already taken into account.
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The interaction picture Hamiltonian HI(t) is related to the Schrödinger picture Hamiltonian H by

HI(t) = ei(Ha+Hf )tH e−i(Ha+Hf )t =
∑

m 6=0

gm(σ+am e−iδmt + σ−a
†
m eiδmt)

where δm = ωm − ωA is the detuning of mode m from the atom.

The total Hilbert space of the system is

HAF = HA ⊗ (HF
0 ⊕HF

1 ⊕HF
2 ⊕ · · ·)

where HA is the Hilbert space for the atom (spanned by {|g〉, |e〉}), and HF
n is the Hilbert space

for n photons. The total Hilbert space decomposes into a direct sum of Hilbert spaces that do not

couple to one another:

HAF = HA ⊗ (HF
0 ⊕HF

1 ⊕HF
2 ⊕ · · ·) = HAF

0 ⊕HAF
1 ⊕HAF

2 ⊕ · · ·

where HAF
0 consists of the single state |g〉|0〉, and HAF

n for n > 0 consists of states of the form

|e〉|Φn−1〉+ |g〉|Φn〉

where |Φk〉 ∈ HF
k . The subscript n on HF

n counts the number of excitations for that Hilbert space,

where an excitation is either a photon or an excited atom.

3.4.2 Weisskopf-Wigner approach

Because of the coupling to the field, an atom in the excited state will spontaneously decay to the

ground state by emitting a photon. The decay rate can be calculated using a number of different

methods. The method I adopt here, which is due to Weisskopf and Wigner [41], involves solving the

equations of motion for the coupled atom-field system.

Assume we start the system with the atom in its excited state and all the field modes in their

ground states. Because this initial state has a single excitation, and states with different numbers

of excitations do not couple to one another, the system is restricted to the subspace HAF
1 . Thus, we

can express the interaction picture wavefunction as

|ΨI(t)〉 = ce(t)|e, 0〉+
∑

m 6=0

cgm(t)|g, 1m〉
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for some choice of amplitudes ce and cgm. The wavefunction evolves under the Schrödinger equation:

i∂t|ΨI〉 = HI(t)|ΨI〉

So the equations of motion for the amplitudes are

ċgm = −igm eiδmt ce

ċe = −i
∑

m 6=0

gm e−iδmt cgm

and the initial conditions are

ce(0) = 1

cgm(0) = 0

If we integrate the first equation subject to the initial conditions cgm(0) = 0, we find

cgm(t) = −igm

∫ t

0

eiδmt′ ce(t
′) dt′

We can substitute this into the equation of motion for ce:

ċe(t) = −
∑

m 6=0

g2
m

∫ t

0

e−iδm(t−t′) ce(t
′) dt′ = −

∑

m 6=0

g2
m

∫ t

0

e−iδmτ ce(t− τ) dτ

where τ = t − t′. This result is easier to interpret if we express it in terms of the time correlation

function of the field. Recall that the interaction picture field operator at lattice site n = 0 is

φ0(t) = (2N)−1/2
∑

m 6=0

(ωF /ωm)1/2(am e−iωmt + a†m eiωmt)

Thus, the time correlation function of the field is (see Figure 3.4)

〈0|T [φ0(t)φ0(0)]|0〉 = (2N)−1
∑

m 6=0

(ωF /ωm) e−iωm|t| =
1

λ2

∑

m 6=0

g2
m e−iωm|t|

So the equation of motion for ce can be expressed as

ċe(t) = −λ2

∫ t

0

〈0|φ0(τ)φ0(0)|0〉 eiωAτ ce(t− τ) dτ

If the timescale over which the field fluctuations are correlated is much shorter than the timescale

for the evolution of ce, then we can make the Markoff approximation by replacing ce(t − τ) with
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Figure 3.4: Time correlation function for the field (R = 1000).

ce(t) and extending the τ integral to ∞. Then

ċe(t) = −iΣ(ωA) ce(t)

where

Σ(ω) = −iλ2

∫ ∞

0

〈0|φ(τ)φ(0)|0〉 eiωτ dτ

is the spectrum of the field fluctuations. Thus, the vacuum fluctuations of the field drive the atomic

decay, and the decay rate is determined the spectral power of the vacuum fluctuations at the atomic

transition frequency.

It is straightforward to solve the equation of motion for ce subject to the initial condition ce(0) = 1:

ce(t) = e−iΣ(ωA)t

If we express Σ(ωA) in the form

Σ(ωA) = ∆− iγ
2

where γ and ∆ are real, then

ce(t) = e−i∆t e−γt/2
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Thus, γ gives the spontaneous decay rate, and ∆ gives a shift in the atomic transition frequency—the

Lamb shift. To calculate these quantities, we go back to our expression for Σ(ωA) and substitute

for the field correlation function:

Σ(ωA) = −i
∫ ∞

0

∑

m 6=0

g2
m e−i(ωm−ωA−iǫ)t dt

The sum can be evaluated by taking a continuum limit:

∑

m 6=0

→
∫ ∞

0

ρ(ω) dω

where ρ(ω) is the density of states at frequency ω. In this limit,

Σ(ωA) = −i
∫ ∞

0

∫ ∞

0

g2(ω) ρ(ω) e−i(ω−ωA−iǫ)τ dτ dω

where

g(ω) = λ(2N)−1/2 (ωF /ωm)1/2

is the coupling strength at frequency ω. Note that

∫ ∞

0

e−i(ω−ωA−iǫ)τdτ = −i(ω − ωA − iǫ)−1 = πδ(ω − ωA)− iP 1

ω − ωA

So the spontaneous decay rate is

γ = 2πg2(ωA)ρ(ωA)

and the Lamb shift is

∆ = P

∫ ∞

0

g2(ω)ρ(ω)

ωA − ω
dω

The density of states at frequency ω can be evaluated by expressing it in terms of the density of

states at wavenumber k:

ρ(ω) = (ρ(k) + ρ(−k))
∣

∣

∣

∣

dk

dω

∣

∣

∣

∣

The wavenumber for mode m is km = 2πm/L, where L = Na = N/ωF is the length of the lattice,

so the density of states at wavenumber k is

ρ(k) = (2π)−1L = N/2πωF

The dispersion relation in the continuum limit is

ω = 2ωF | sin(ka/2)|
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So
∣

∣

∣

∣

dω

dk

∣

∣

∣

∣

= cos(ka/2) = (1 − (ω/2ωF )2)1/2

Thus, the density of states at frequency ω is

ρ(ω) = (N/πωF )(1 − (ω/2ωF )2)−1/2

Substituting this into our expression for the spontaneous decay rate, we find

γ = (λ2/ωA)(1 − (ωA/2ωF )2)−1/2

Thus, in terms of the decay rate, the coupling strength is

λ = (γωA)1/2 (1− (ωA/2ωF )2)1/4

and coupling to mode m is

gm = (γωA/2N)1/2 (ωF /ωm)1/2 (1 − (ωA/2ωF )2)1/4

The expression for the Lamb shift can be understood by calculating the energy shifts of the atomic

states using second order perturbation theory. There is no energy shift of |g, 0〉, so the Lamb shift

is given by the shift of |e, 0〉:

∆ =
∑

m 6=0

〈g, 1m|Hi|e, 0〉|2
ωA − ωm

= −
∑

m 6=0

g2
m

δm

The coupled atom-field system can be simulated on a computer by integrating the equations of

motion starting from a given initial condition. For the simulations presented here, R = 1000,

ωA = ω300, and γ = 0.05 in units in which ωF = 1. The initial condition is chosen so the atom is in

the excited state and the field is in the vacuum state. Figure 3.5 shows the population in the excited

state versus time, while Figures 3.6 and 3.7 show the state of the field at time t = 500.0. At this time

the atom has completely decayed, and the field is in a single photon state. As discussed in section

3.3.3, a single photon state can be represented in several different ways: Figure 3.6 shows |cgm|2,
where cgm is the momentum space wavefunction for the photon, while Figure 3.7 shows |ψn|2, where

ψn = N−1/2
∑

m

cgm e2πimn/N

is the the position space wavefunction. Note that because of the Lamb shift, the peak of the

momentum space wavefunction is shifted away from m = 300. The predicted Lamb shift is ∆ =
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Figure 3.5: Population in the excited state versus time. The red curve is from the simulation; the
green curve is the theoretical prediction in the continuum limit.

0.0434 for the parameters used in the simulation, which corresponds to a shift of ∆ ρ(ωA) = 15.5

mode orders, where ρ(ωA) is the density of states at the atomic frequency.

3.4.3 Fermi’s golden rule

A second way to calculate the spontaneous decay rate is by using Fermi’s golden rule. The basic

idea is to calculate the probability for the atom to emit into a single mode, and then sum over all

the modes to get the total decay rate. If we only consider the coupling of the atom to a single mode

m then the Hamiltonian is

HI(t) = gm(σ+am e−iδmt + σ−a
†
m eiδmt)

Since the initial state is |e, 0〉, the state of the system at time t can be expressed as

|Ψ(t)〉 = ce(t)|e, 0〉+ cgm(t)|g, 1m〉

where the equations of motion for ce and cgm are

ċgm = −igme
iδmt ce

ċe = −igme
−iδmt cgm
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At small times ce ∼ 1, so the equation of motion for cgm can be approximated by

ċgm = −igm eiδmt

If we integrate this subject to the initial conditions cgm(0) = 0, we find

cgm = −gm

δm
(eiδmt − 1)

Thus, the population in state |g, 1m〉 is

|cgm|2 = 4(g2
m/δ

2
m) sin2(δmt/2) = πg2

mt
2D(δmt/2)

where

D(x) =
sin2 x

πx2

The rate at which population is transfered from |e, 0〉 to |g, 1m〉 is therefore

γm =
|cgm|2
t

= πg2
mtD(δmt/2)

To get the total decay rate, we sum the decay rates for all the different modes:

γ =
∑

m 6=0

γm = πt
∑

m 6=0

g2
mD(δmt/2)

As in the previous section, we can evaluate the sum by taking a continuum limit and approximating

the sum as an integral:

γ = πt

∫ ∞

0

g2(ω) ρ(ω)D((ω − ωA)t/2) dω

The function D((ω − ωA)t/2) is sharply peaked around ω = ωA, so we can approximate the decay

rate by evaluating g2(ω) and ρ(ω) at the peak value ωA and extending the lower limit of the integral

to −∞:

γ = πtg2(ωA)ρ(ωA)

∫

D((ω − ωA)t/2) dω = 2πg2(ωA)ρ(ωA)

∫

D(x) dx

But
∫

D(x) dx =
1

π

∫

sin2 x

x2
dx = 1

Thus,

γ = 2πg2(ωA)ρ(ωA)

which agrees with the result derived in the previous section.
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The above basically amounts to a derivation of Fermi’s golden rule, which states that the decay

rate from a state with energy Ei to a state with energy Ef is given by

γ(Ei → Ef ) = 2π|〈f |H |i〉|2 ρ(Ef )

where ρ(E) is the density of final states at energy E.

3.4.4 Master equation

Another way to treat the spontaneous decay of the atom is to derive an effective master equation

for the atomic density matrix. This is accomplished by writing down the master equation for the

coupled atom-field system and then tracing out the degrees of freedom for the field. The derivation

of the master equation that I give here is based on a derivation presented by Carmichael in [42].

Since the atom-field system evolves coherently, the master equation is

ρ̇AF = −i[HI(t), ρAF ]

where

HI(t) =
∑

m 6=0

gm(σ+am e−iδmt + σ−a
†
m eiδmt)

If we integrate the master equation, we obtain

ρAF (t) = ρAF (0)− i
∫ t

0

[HI(t
′), ρAF (t′)] dt′

Now substitute this back in to the original master equation:

ρ̇AF (t) = −i[HI(t), ρAF (0)]−
∫ t

0

[HI(t), [HI(t
′), ρAF (t′)]] dt′

I will assume that at t = 0, the field is in the vacuum state, so the density matrix is

ρAR(0) = ρ(0)⊗ |0〉〈0|

where ρ is the density matrix of the atom alone. Let us assume that the atom is only weakly coupled

to the field. Then, because the density matrix factorizes at time 0, it should approximately factorize

at time t:

ρAR(t) ≃ ρ(t)⊗ |0〉〈0|
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If we substitute this into our expression for ρ̇AF (t) and trace out the field degrees of freedom, we

find

ρ̇(t) = −iT rF ([HI(t), ρ(t)⊗ |0〉〈0|])−
∫ t

0

TrF ([HI(t), [HI(t
′), ρ(t′)⊗ |0〉〈0|]]) dt′

The first term vanishes. For the second term, note that

TrF ([HI(t), [HI(t
′), ρ(t′)⊗ |0〉〈0|]]) =

〈0|HI(t)HI(t
′)|0〉 ρ(t′)−

∑

m

〈1m|HI(t
′)|0〉 ρ(t′) 〈0|HI(t)|1m〉+

ρ(t′) 〈0|HI(t
′)HI(t)|0〉 −

∑

m

〈1m|HI(t)|0〉 ρ(t′) 〈0|HI(t
′)|1m〉

The matrix elements are given by

〈0|HI(t)HI(t
′)|0〉 =

∑

m

g2
m e−iδm(t−t′)σ+σ−

and
∑

m

〈1m|HI(t
′)|0〉 ρ(t′) 〈0|HI(t)|1m〉 =

∑

m

g2
m e−iδm(t−t′)σ−ρ(t

′)σ+

Thus,

ρ̇(t) =

∫ t

0

∑

m

g2
m[2σ−ρ(t− τ)σ+ − σ+σ−ρ(t− τ)− ρ(t− τ)σ+σ−] e−iδmτ dτ

where τ = t− t′. In the Markoff approximation,

ρ̇(t) =
γ

2
(2σ−ρ(t)σ+ − σ+σ−ρ(t)− ρ(t)σ+σ−)

where

γ = 2

∫ ∞

0

∑

m

g2
m e−iδmτ dτ

We can use the master equation to calculate the spontaneous decay rate of the atom. At t = 0 the

atom is in the excited state, so

ρ(0) = |e〉〈e|

The decay is given by

γ(e→ g) = 〈g|ρ̇|g〉 = γ

3.4.5 Propagators

Now I want to show how the spontaneous decay rate of the atom can be calculated using methods

from quantum field theory. These methods involve the use of propagators, which describe the time

correlation properties of the system. The atomic decay rate can be extracted from the propagator for
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a coupled atom, which is obtained by using a Feynman diagram expansion to express the propagator

in terms of known propagators for a free atom and a free field.

Consider a theory described by the Hamiltonian

H = H0 +Hi

where

H0 = ωBb
†b

is a free Hamiltonian describing a particle of mass ωB, and where Hi describes an interaction. The

retarded propagator for the particle is defined as

S(t) = −i〈Ω|T [bH(t) b†H(0)]|Ω〉

where |Ω〉 is the ground state of H , and the subscript on bH and b†H indicates that these are

Heisenberg picture operators:

bH(t) = eiHt b e−iHt

In general, the propagator is difficult to calculate for the interacting system but easy to calculate

for the free system. We therefore resort to perturbation theory and expand the propagator for the

interacting system in a series whose terms consist of propagators for the free system. The retarded

propagator of the free system is

S0(t) = −i〈0|T [b(t) b†(0)]|0〉

where |0〉 is the ground state ofH0, and I have adopted the convention that time-dependent operators

without an H subscript are in the interaction picture:

b(t) = eiH0t b e−iH0t = b e−iωBt

Thus, the free particle propagator is

S0(t) = −iθ(t) e−iωBt

Or, in the frequency domain,

S0(ω) =

∫

S0(t) e
i(ω+iǫ)t dt = (ω − ωB + iǫ)−1
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One can show that the retarded propagator for the full system may be expressed as [43]

S(ta − tb) =
−i〈0|T [exp (−i

∫

HI(t) dt) b(ta) b†(tb)]|0〉
〈0|T [exp (−i

∫

HI(t) dt)]|0〉

where

HI(t) = eiH0tHi e
−iH0t

is the interaction picture Hamiltonian.

Now I want to specialize to the case of the two-level atom coupled to a scalar field. For this

system, the free atom propagator is

S0(ω) = (ω − ωA + iǫ)−1

and the free field propagator for a photon in mode m is

G0(m,ω) = (ω − ωm + iǫ)−1

The propagator for the interacting atom is given by

S(ta − tb) =
−i〈0|T [exp (−i

∫

HI(t) dt)σ−(ta)σ+(tb)]|0〉
〈0|T [exp (−i

∫

HI(t) dt)]|0〉

where

HI(t) =
∑

m 6=0

gm(σ+(t)am(t) + σ−(t)a†m(t))

Note that

HI(t)|g, 0〉 = 0

so the ground state of the interacting system is the same as the ground state of the free system

(|Ω〉 = |g, 0〉). Also,

〈g, 0|T [exp (−i
∫

HI(t) dt)]|g, 0〉 = 1

So the propagator is

S(ta − tb) = −i〈g, 0|T [exp(−i
∫

HI(t) dt) σ−(ta)σ+(tb)]|g, 0〉

The exponential may be expanded in a Taylor series:

S(ta − tb)
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Figure 3.8: Feynman diagrams for the atom propagator to second order. The solid line represents
an excited atom; the dashed line represents a photon.

= −i
∞
∑

n=0

(−i)n

n!

∫

dt1 · · ·
∫

dtn 〈g, 0|T [HI(t1) · · ·HI(tn)σ−(ta)σ+(tb)]|g, 0〉

Note that all the odd order terms in the series vanish. The zeroth order term is just the free atom

propagator:

−i〈g, 0|T [σ−(ta)σ+(tb)]|g, 0〉 = S0(ta − tb)

The second order term is

i

2

∫∫

〈g, 0|T [HI(t1)HI(t2)σ−(ta)σ+(tb)]|g, 0〉 dt1 dt2

If we substitute for HI(t), we obtain

〈g, 0|T [HI(t1)HI(t2)σ−(ta)σ+(tb)]|g, 0〉 =
∑

m 6=0

g2
m[θ(t1 − t2) 〈g, 0|T [σ+(t1)am(t1)σ−(t2)a

†
m(t2)σ−(ta)σ+(tb)]|g, 0〉+ (t1 ↔ t2)]

Note that

θ(t1 − t2) 〈g, 0|T [σ+(t1)am(t1)σ−(t2)a
†
m(t2)σ−(ta)σ+(tb)]|g, 0〉

= θ(ta − t1) θ(t1 − t2) θ(t2 − tb) 〈g, 0|σ−(ta)σ+(t1) am(t1)a
†
m(t2)σ−(t2)σ+(tb)|g, 0〉

= −iS0(ta − t1)G0(t1 − t2)S0(t2 − tb)

Thus, the atom propagator is (see Figure 3.8):

S(ta − tb) =

S0(ta − tb) +
∑

m 6=0

g2
m

∫∫

S0(ta − t2)G0(m, t2 − t1)S0(t1 − tb) dt1 dt2 + · · ·

The series takes on a simpler form if we work in the frequency domain:

S(ω) = S0(ω) + S0(ω)Σ(ω)S0(ω) + · · ·

= S0(ω) (1− Σ(ω)S0(ω))−1

= (ω − ωA − Σ(ω) + iǫ)−1
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where the self-energy is

Σ(ω) =
∑

m 6=0

g2
mG0(m,ω) = −i

∫ ∞

0

∑

m 6=0

g2
m ei(ω−ωm+iǫ)τ dτ

We can check this result for a single mode field. The Hamiltonian for an atom coupled to a single

mode field is

H = ωAσ+σ− + ωFa
†a+Hi

where Hi describes the coupling of the atom to the mode:

Hi = g(σ−a
† + σ+a)

For simplicity, I will assume that the atom is resonant with the mode (ωA = ωF ). The retarded

propagator for the atom is

S(t) = −iθ(t) 〈g, 0|eiHtσ−e
−iHtσ+|g, 0〉 = −iθ(t) 〈e, 0|e−iHt|e, 0〉

If we define

|ψ(t)〉 = e−iHt|e, 0〉 = e−iωAt(cos gt|e, 0〉 − i sin gt|g, 1〉)

then we can express the propagator as

S(t) = −iθ(t)〈ψ(0)|ψ(t)〉 = −iθ(t) e−iωAt cos gt

In the frequency domain,

S(ω) =

∫

S(t) ei(ω+iǫ)t dt = (ω − ωA − Σ(ω) + iǫ)−1

where the self-energy is

Σ(ω) = g2(ω − ωF + iǫ)−1

which agrees with the result obtained from the perturbation expansion.

Returning to the full model, recall that the propagator for the atom is

S(ω) = (ω − ωA − Σ(ω) + iǫ)−1
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We can expand Σ(ω) in a power series about ωA:

Σ(ω) = Σ(ωA) + Σ′(ωA) (ω − ωA) + · · ·

Then

S(ω) ≃ Z (ω − ωA − Σ(ωA) + iǫ)−1

where

Z = (1− Σ′(ωA))−1

Thus, in the Markoff approximation

S(ω) = (ω − ωA − Σ(ωA) + iǫ)−1

Or, in the time domain,

S(t) = −iθ(τ)e−i(ωA+Σ(ωA))t

This is what we would expect based on the equations of motion we derived in the Weisskopf-Wigner

approach:

iċe(t) = Σ(ωA) ce(t)

so for ce(0) = 1,

ce(t) = e−iΣ(ωA)t

Note that the excited atom may be thought of as a quasiparticle with a lifetime given by γ.

3.4.6 Scattering

In this section I consider the scattering of a single photon off of the atom. The initial state of the

system is given by

|ψ〉 =
∑

m 6=0

cm|g, 1m〉

where this is defined in the interaction picture. We will choose the coefficients {cm} such that the

initial state describes an incoming wavepacket that is peaked around a particular mode s. The

probability amplitude for the photon to scatter into mode r is given by

a =
∑

m

〈g, 1r|T [exp(−i
∫

HI(t) dt)]|g, 1m〉 cm

If we introduce a large time T , we can express the matrix element in terms of operators that create

a photon at time −T (long before the scattering event) and that annihilate the photon at time +T
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Figure 3.9: Scattering spectrum.

(long after the scattering event):

〈g, 1r|T [exp(−i
∫

HI(t) dt)]|g, 1m〉

= ei(ωr+ωm)T 〈g, 0|T [exp(−i
∫

HI(t) dt) ar(T ) a†m(−T )]|g, 0〉

= δr,m + igrgm ei(ωr+ωm)T

∫∫

G0(r, T − ta)S(ta − tb)G0(m, tb + T ) dta dtb

Recall that

G0(s, τ) = −iθ(τ) e−iωsτ

and

S(τ) = −iθ(τ) e−i(ωA+∆−iγ/2)τ

Thus, if we define ∆s = ωs − (ωA + ∆− iγ/2), we find

〈g, 1r|T [exp(−i
∫

HI(t) dt)]|g, 1m〉

= δr,m − grgm

∫ T

−T

dta

∫ ta

−T

dtb e
i∆rta e−i∆mtb

= δr,m − i
grgm

∆m

∫ T

−T

ei∆rta (e−i∆mta − ei∆mT ) dta
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For large T , the second term goes away because of the −γT/2 term in the exponential, so we are

left with

〈g, 1r|T [exp(−i
∫

HI(t) dt)]|g, 1m〉 = δr,m − i
grgm

∆m

∫ T

−T

ei(ωr−ωm)ta dta

Also, for large T the integral is sharply peaked around ωr ∼ ωm, and may be approximated as a

delta function:
∫ T

−T

eiωt dt = 2T
sinωT

ωT
→ 2π δ(ω)

Thus,

〈g, 1r|T [exp(−i
∫

HI(t) dt)]|g, 1m〉 = δr,m − 2πi
g2

m

∆m
δ(ωr − ωm)

Note that

δ(ωr − ωs) =
1

2
ρ(ωr)(δr,m + δr,−m)

Also,

γ = 2πg2(ωA)ρ(ωA)

So we find

〈g, 1r|T [exp(−i
∫

HI(t) dt)]|g, 1m〉 = δr,m − i
γ

2∆m
(δr,m + δr,−m)

Thus, the probabilities for the photon to be reflected and transmitted are

pr = |if(ω)|2

pt = |1− if(ω)|2

where

f(ω) = (γ/2)(ω − (ωA + ∆) + iγ/2)−1

Figure 3.9 shows the results of a computer simulation that integrates the equations of motion for a

single photon incident on an atom in its ground state. For each value of ofm, a gaussian wavepacket is

prepared as described in section 3.3.3, where x = −500.0 and σ = 100.0. The system is then evolved

in time from t = 0.0 to t = 1000.0, at which point the reflection and transmission probabilities are

computed. The graph shows the reflection probability pr as a function of the momentum m of the

wavepacket.



197

Chapter 4

Quantum field theory in 0 + 1

dimensions

4.1 Introduction

In 0+1 dimensions, quantum field theory is equivalent to quantum mechanics, as can be understood

from the following considerations. Note that a scalar field in n + 1 dimensions can be viewed as a

mapping of spacetime into the real numbers:

(t, x1, · · · , xn)→ φ(t, x1, · · · , xn)

The trajectory of a particle in n + 1 dimensions can be viewed as a mapping of the real numbers

into spacetime:

t→ (t, x1(t), · · · , xn(t))

Thus, a field in 0 + 1 dimensions and a particle trajectory in 1 + 1 dimensions are described in the

same way: the field is described by a mapping t→ φ(t), and the particle is described by a mapping

t→ x(t). The two systems are therefore formally equivalent, and we can translate results back and

forth between them.

In the following sections, I present a number of simple field theory models in 0 + 1 dimensions,

which I solve using both ordinary quantum mechanics and with the formalism of quantum field

theory.
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4.2 Classical scalar field

4.2.1 Hamiltonian for a scalar field

A classical scalar field in 0 + 1 dimensions is described by two dynamical variables φ and φ̇, which

evolve in time according to the Lagrangian

L0 =
1

2
φ̇2 − 1

2
m2φ2

We can couple the field to a source ρ(t) by adding an interaction Lagrangian

Li = ρ(t)φ

so the total Lagrangian is

L = L0 + Li

The field equation for φ is obtained from L via the Euler-Lagrange equation:

d

dt

∂L

∂φ̇
− ∂L

∂φ
= 0

This gives

(∂2
t +m2)φ = ρ

which is just the Klein-Gordon equation in 0 + 1 dimensions.

The canonical momentum π is given by

π =
∂L

∂φ̇
= φ̇

Thus, the Hamiltonian is

H = πφ̇− L =
1

2
π2 +

1

2
m2φ2 − ρφ

The equations of motion for φ and π are

φ̇ = π

π̇ = −m2φ+ ρ
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4.2.2 Retarded and advanced fields

We can solve the inhomogeneous field equation by introducing retarded and advanced Greens func-

tions, which satisfy the equations

(∂2
t +m2)Gr(t) = (∂2

t +m2)Ga(t) = δ(t)

with boundary conditions Gr(t) = 0 for t < 0 and Ga(t) = 0 for t > 0. The Greens functions are

given by

Gr(t) =
1

m
θ(t) sinmt

Ga(t) = − 1

m
θ(−t) sinmt

Using the Greens functions, we can define retarded and advanced fields by

φr(t) =

∫

Gr(t− t′) ρ(t′) dt′ =
1

m

∫ t

−∞

sinm(t− t′) ρ(t′) dt′

φa(t) =

∫

Ga(t− t′) ρ(t′) dt′ =
1

m

∫ ∞

t

sinm(t′ − t) ρ(t′) dt′

From the definitions of the retarded and advanced Greens functions, it follows that retarded and

advanced fields are solutions to the inhomogeneous field equation:

(∂2
t +m2)φr(t) = (∂2

t +m2)φa(t) = ρ(t)

4.2.3 in and out fields

Suppose φ(t) is a solution to the inhomogeneous field equation. We can define fields φin(t) and

φout(t) by

φin(t) = φ(t) − φr(t)

φout(t) = φ(t) − φa(t)

which satisfy the homogeneous field equation

(∂2
t +m2)φin(t) = (∂2

t +m2)φout(t) = 0
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The Greens function G−(t) for the homogeneous field equation is given by the difference between

the retarded and advanced Greens functions:

G−(t) = Gr(t)−Ga(t) =
1

m
sinmt

(∂2
t +m2)G−(t) = 0

We can use G−(t) to solve for the time evolution of the in and out fields as follows. Consider two

arbitrary functions A(τ) and B(τ), and define a function C(τ) by

C = A∂τB −B ∂τA

Then
∫ t

0

(A∂2
τB −B ∂2

τA) dτ =

∫ t

0

∂τC dτ = C(t)− C(0)

We will take A(τ) = φin(τ) and B(τ) = G−(t− τ), so

C(τ) = −φin(τ) ∂tG−(t− τ) − πin(τ)G−(t− τ)

Note that

(∂2
τ +m2)A(τ) = (∂2

τ +m2)B(τ) = 0

so

A∂2
τB −B ∂2

τA = 0

Thus, C(t) = C(0). Substituting G−(t) into our expression for C(τ), we find that

C(0) = −φin(0) cosmt− 1

m
πin(0) sinmt

and

C(t) = −φin(t)

Thus,

φin(t) = φin(0) cosmt+
1

m
πin(0) sinmt

If we take a time derivative, we obtain the corresponding equation for πin(t):

πin(t) = −mφin(0) sinmt+ πin(0) cosmt

Thus, given the initial conditions φin(0) and πin(0), we can solve for φin and πin at all times. In

the previous section, we showed how to solve for φr and πr at all times. By adding the in field to
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the retarded field, we obtain the total field:

φ(t) = φin(t) + φr(t) = φout(t) + φa(t)

4.2.4 Scattering

Suppose ρ(t) = 0 for t < −T and for t > T . We can then view the time evolution of the system as

a scattering problem: for t < −T the field evolves freely, for −T < t < T the field scatters off the

source, and for t > T the scattered field evolves freely again. Note that for t < −T , the retarded

field vanishes (φr(t) = 0) and φ(t) = φin(t), while for t > T , the advanced field vanishes (φa(t) = 0)

and φ(t) = φout(t).

Let us describe the scattering problem in terms of a new set of field coordinates x and p that

are given by

x = m1/2 φ

p = m−1/2 π

They can be combined in a single complex number α:

α =
1√
2
(x + ip)

where we consider α and α∗ to be independent dynamical variables. Note that





dx

dp



 =
1√
2





1 1

−i i









dα

dα∗





Thus, using Hamilton’s equations for ẋ and ṗ, we find

∂H

∂α∗
=

1√
2

(

∂H

∂x
+ i

∂H

∂p

)

= iα̇

So the equation of motion for the field amplitude is

α̇ = −i ∂H
∂α∗

The free field Hamiltonian is

H0 =
m

2
(p2 + x2) = m|α|2
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and the interaction Hamiltonian is

Hi = m−1/2ρ(t)x = (2m)−1/2(α + α∗)ρ(t)

From these, it follows that the equation of motion for α is

α̇ = −imα− i(2m)−1/2ρ

It is convenient to define a canonical transformation new variables for which the time evolution due

to H0 is already taken into account:

ᾱ = α eimt

This is the classical analog of the unitary transformation to the interaction picture in quantum

mechanics. The transformed Hamiltonians are

H̄0 = 0

and

H̄i = (2m)−1/2(ᾱ e−imt + ᾱ∗ eimt)ρ(t)

In this coordinate system, the equation of motion for ᾱ is

˙̄α = −i(2m)−1/2ρ eimt

We can express the solution as

ᾱ(t) = ᾱin + ᾱr(t)

where ᾱin is a constant, and

ᾱr(t) = −i(2m)−1/2

∫ t

−∞

ρ(t′) eimt′ dt′

Note that for t > T , the retarded field amplitude ᾱr is also constant and is given by

ᾱr = −i(2m)−1/2

∫

ρ(t′) eimt′ dt′

The total energy radiated by the source is

Erad = m|ᾱr|2
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4.3 Free fields

In this section, I describe several types of free quantum fields in 0+1 dimensions. Most of the results

presented here are obtained by simply transcribing the analogous results for 3 + 1 dimensions.

4.3.1 Neutral scalar field

In the previous section, we showed that the Hamiltonian for a free classical scalar field is

H0 =
1

2
π2 +

1

2
m2φ2 = m|α|2

where

φ = (2m)1/2(α+ α∗)

π = −i(m/2)1/2(α− α∗)

To describe a quantum scalar field, we replace the dynamical variables with operators:

H0 =
1

2
π2 +

1

2
m2φ2 = m(a†a+ 1/2)

where

φ = (2m)1/2(a+ a†)

π = −i(m/2)1/2(a− a†)

Whereas the state of the classical field is given by the dynamical variables φ and π, which evolve in

time according to Hamilton’s equations, the state of the quantum field is given by a wavefunction

|Φ〉, which evolves in time according to the Schrödinger equation:

−i d
dt
|Φ〉 = H0|Φ〉

The Hamiltonian H0 has eigenstates |n〉 and eigenvalues En = m(n + 1/2), so we interpret it as

describing free particles of mass m, where |n〉 represents a state in which n particles are present.

Because there are no interactions among the particles, the energy of an n-particle state is just the

sum of the energies of each particle, plus the vacuum energy m/2.

In the interaction picture, the field operator is

φI(t) = eiH0t φ e−iH0t = (2m)−1/2 (a e−imt + a† eimt)
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We can define a normal ordering operator that shifts creation operators to the left and annihilation

operators to the right. For example,

N [a†a] = N [aa†] = a†a

Also, we can define a time ordering operator that shifts operators evaluated at later times to the

left, and operators evaluated at earlier times to the right. For example,

T [φI(ta)φI(tb)] = θ(ta − tb)φI(ta)φI(tb) + θ(tb − ta)φI(tb)φI(ta)

The Feynman propagator is

DF (ta − tb) = 〈0|T [φI(ta)φI(tb)]|0〉 =
1

2m
e−i(m−iǫ)|ta−tb|

where I have added a small imaginary component to the mass so that time integrals over the

Feynman propagator converge. Note that the Feynman propagator is the Greens function for the

classical Klein-Gordon equation:

(∂2
t +m2)DF (t) = −iδ(t)

Wick’s theorem states that a time ordered product of operators is equal to a normal ordered product

of operators, summed over all possible contractions. For two fields, this means that

T [φI(ta)φI(tb)] = N [φI(ta)φI(tb)] + 〈0|φI(ta)φI(tb)|0〉

= N [φI(ta)φI(tb)] +DF (ta − tb)

For three fields,

T [φaφbφc] = N [φaφbφc + φaDbc + φbDca + φcDab]

where to simplify the notation I have defined φk = φI(tk) and Dab = DF (ta − tb).

We can introduce a Fourier transformed propagator D̃F (ω), related to DF (t) by

DF (t) =
1

2π

∫

D̃F (ω) e−iωt dω =
1

2m
e−i(m−iǫ)|t|

D̃F (ω) =

∫

DF (t) eiωt dt = i(ω2 −m2 + iǫ)−1
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4.3.2 Charged scalar field

The Lagrangian for a free charged scalar field of mass m is

Lf = |∂tφ|2 −m2|φ|2

The field can be coupled to an electromagnetic potential A via the substitution

∂t → ∂t + iA

Thus, the Lagrangian for the coupled field is

L = |φ̇|2 + iA(φ φ̇∗ − φ∗ φ̇)− (m2 − A2)|φ|2

The canonical momentum is

π =
∂L

∂φ̇
= φ̇∗ − iAφ∗

The Hamiltonian is given by

H = π∗φ̇∗ + πφ̇− L = |π|2 +m2|φ|2 − iA(πφ− π∗φ∗)

To quantize the system, we introduce operators a† and a that create and destroy particles, and

operators b† and b that create and destroy antiparticles. They are related to the field operators φ

and π by

φ = (2m)−1/2(a+ b†)

π = −i(m/2)1/2(b − a†)

The quantum Hamiltonian is

H = π†π +m2φ†φ− iA(πφ − π†φ†) = m(a†a+ b†b) +A(a†a− b†b) +m

The charge operator is

Q = −iN [πφ− φ†π†] = a†a− b†b
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4.3.3 Neutral fermion field

We have seen that the quantum harmonic oscillator is equivalent to a neutral boson in 0 + 1 QFT.

The boson field operator is given by

φ = (2m)−1/2(a+ a†)

where the creation and annihilation operators a† and a obey commutation relations:

[a, a] = [a†, a†] = 0

[a, a†] = 1

Similarly, a two-level quantum system is equivalent to a neutral fermion in 0 + 1 QFT. The fermion

field operator is given by

ψ = σ− + σ+ = σx

where the creation and annihilation operators σ+ and σ− obey anticommutation relations:

{σ−, σ−} = {σ+, σ+} = 0

{σ−, σ+} = 1

The conjugate field operator is given by

ψ̄ = −ψσz = −σ− + σ+ = iσy

The Hamiltonian for the free field is

H =
m

2
ψ̄ψ =

m

2
(σ+σ− − σ−σ+) = mσ+σ− −m/2

Note that the vacuum energy for a neutral fermion has the opposite sign as the vacuum energy for

a neutral boson. In the interaction picture, the field operators are

ψI(t) = σ− e
−imt + σ+ e

imt

ψ̄I(t) = −σ− e−imt + σ+ e
imt
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The normal ordering operator can be generalized to act on fermion fields by including a factor of

−1 every time operators are exchanged:

N [σ+σ−] = −N [σ−σ+] = σ+σ−

and similarly for the time ordering operator:

T [ψI(t1)ψ̄I(t2)] = θ(t1 − t2)ψI(t1)ψ̄I(t2)− θ(t2 − t1)ψ̄I(t2)ψI(t1)

With these definitions, Wick’s theorem has the same form for fermions as it does as for bosons:

T [ψI(t1)ψ̄I(t2)] = N [ψI(t1)ψ̄I(t2)] + 〈0|T [ψI(t1)ψ̄I(t2)]|0〉

The Feynman propagator is given by

SF (t1 − t2) = 〈0|T [ψI(t1)ψ̄I(t2)]|0〉 = e−im|t1−t2|

4.3.4 Charged fermion field

In 3 + 1 dimensions, the Dirac equation is

(iγµ∂µ −m)ψ = 0

where ψ is a Dirac spinor and γµ is a four-vector of 4× 4 matrices that satisfies

{γµ, γν} = ηµν

One possible representation for these matrices is

γ0 =





1 0

0 −1



 γi =





0 σi

−σi 0





In 0 + 1 dimensions, the Dirac equation is

(iγ0∂t −m)ψ = 0

where ψ is a spinor and γ0 is a 2× 2 matrix. If we define orthogonal spinors |±〉, we can express ψ

as

ψ = ψ+|+〉+ ψ−|−〉
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and γ0 as

γ0 = |+〉〈+| − |−〉〈−|

The adjoint spinor ψ̄ is given by

ψ̄ ≡ ψ†γ0 = ψ∗
+〈+| − ψ∗

−〈−|

The Dirac equation can be obtained from the Lagrangian

L = ψ̄(iγ0∂0 −m)ψ

or from the Hamiltonian

H = mψ̄ψ = m(|ψ+|2 − |ψ−|2)

We can quantize the system by replacing ψ∗
+ and ψ+ with operators b† and b that create and destroy

fermions, and by replacing ψ− and ψ∗
− with operators c† and c that create and destroy anti-fermions:

ψ = b|+〉+ c†|−〉

Because the particles obey Fermi statistics, we quantize using anti-commutators rather than com-

mutators:

{b, b†} = {c, c†} = 1

and all other commutators are equal to zero. In terms of the creation and annihilation operators,

the Hamiltonian is

H = m(b†b− cc†) = m(b†b+ c†c)−m

Note that there is a vacuum energy −m; each mode contributes a vacuum energy −m/2, and be-

cause the modes describe fermions rather than bosons, the sign of the energy is negative rather than

positive.

One consequence of the anti-commutation relations is that

(b†)2 = (c†)2 = 0

Thus, there are only four states of the system: the vacuum state |0, 0〉, a state with one fermion

b†|0, 0〉 = |1, 0〉, a state with one anti-fermion c†|0, 0〉 = |0, 1〉, and a state with one fermion and one

anti-fermion b†c†|0, 0〉 = |1, 1〉.
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The Feynman propagator for the Dirac equation is given by

SFαβ(ta − tb) = 〈0|T [ψIα(ta)ψ̄Iβ(tb)]|0〉

where, as for the neutral fermion field, the time ordering operator is defined such that there is a

minus sign every time field operators are exchanged:

T [ψIα(ta)ψ̄Iβ(tb)] = θ(ta − tb)ψIα(ta)ψ̄Iβ(tb)− θ(tb − ta)ψ̄Iβ(tb)ψIα(ta)

Substituting for the field operators, we find that the Feynman propagator SF (t) and its Fourier

transform SF (ω) are given by

SF (t) =
1

2π

∫

SF (ω) e−iωt dω =
1

2
(1 + ǫ(t) γ0) e−i(m−iǫ)|t|

SF (ω) =

∫

SF (t) eiωt dt = i(ωγ0 −m+ iǫ)−1

The charge operator is

Q = eN [ψ̄γ0ψ] = e(b†b− c†c)

4.4 Interactions

4.4.1 General results

The Hamiltonian H for a quantum field theory can be expressed as the sum of a free Hamiltonian

H0 and an interaction Hamiltonian Hi:

H = H0 +Hi

The free Hamiltonian describes one or more free fields whose quanta are noninteracting particles,

while the interaction Hamiltonian couples the fields together and causes the particles to interact.

For example, in describing a theory of interacting bosons, we would take H0 to be the Hamiltonian

for a free scalar field:

H0 =
1

2
π2 +

1

2
m2φ2 = m(a†a+ 1/2)

In the following sections I will give examples of different interaction Hamiltonians Hi, but first I

want to discuss some general features of interacting systems.

The interaction Hamiltonian Hi modifies the free particle theory described by H0 in a number

of ways. First, it alters the vacuum state of the theory; in general, the vacuum state of the inter-
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acting theory is a superposition of multiparticle states of the free theory. Second, the interaction

Hamiltonian not only causes particles to interact with one another, it also causes particles to interact

with themselves. This means that the physical mass of the particles (also called the renormalized

mass) is not the mass that appears in the free Hamiltonian; rather, it is the sum of the free mass and

the mass-energy associated with the particle’s self-interaction. Finally, the creation and annihilation

operators for the free theory do not create and destroy particles for the interacting theory.

To deal with these modifications, I will introduce creation and annihilation operators d† and d

for the interacting theory. They are defined in terms of the eigenstates {|n̄〉} of the full Hamiltonian:

d =
∑

n

√
n+ 1 |n̄〉〈n̄+ 1|

d† =
∑

n

√
n+ 1 |n̄+ 1〉〈n̄|

where

H |n̄〉 = Ēn|n̄〉

From these expressions, it follows that the commutation relation for the new operators is

[d, d†] = 1

Thus, d and d† are related to a and a† by a canonical transformation. Note that if we define constants

mR and Vk appropriately, we can express eigenvalues of H in the form

Ēn = Ē0 +mR n+
1

2!
V2 n(n− 1) +

1

3!
V3 n(n− 1)(n− 2) + · · ·

For example, mR = Ē1 − Ē0 and V2 = Ē2 − 2Ē1 + Ē0. Also, note that

(d†)k dk|n〉 = n(n− 1)(n− 2) · · · (n− k)|n〉

Thus, the full Hamiltonian H may be expressed as

H = Ē0 +mR d
†d+

1

2!
V2 d

†d†dd+
1

3!
V3 d

†d†d†ddd+ · · ·

We can interpret this result by comparing it with the free Hamiltonian H0:

H0 =
1

2
m+ma†a
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We see that in going from H0 to H the vacuum energy has changed from E0 = m/2 to Ē0, and the

particle mass has changed from m = E1 − E0, the free mass, to mR = Ē1 − Ē0, the renormalized

mass. Also, there are n-body interactions among the individual particles, which are described by

potentials Vn. In higher dimensions, the interactions lead to particle-particle scattering. In 0 + 1

dimensions there is no scattering (there is nowhere for the particles to scatter to); rather, the inter-

actions cause the energy to depend on the number of particles in a nonlinear way.

As an example, suppose we have n particles that interact through a two-body potential. Then

the total energy of the system will be given by Ē0 (the vacuum energy), plus the number of particles

times mR (the particle mass), plus the number of pairs of particles times V2 (the potential energy

per pair):

Ēn = Ē0 +mR n+
1

2
V2 n(n− 1)

Thus, the two-body potential gives a quadratic contribution to the energy spectrum.

I now want to discuss the correlation functions for the interacting theory. For the free theory,

we defined the two-point correlation function as

〈0|T [φI(ta)φI(tb)]|0〉

where φI(t) is the interaction picture field operator, defined by evolving the Schrödinger picture field

operator φ under the free Hamiltonian H0:

φI(t) = eiH0t φ e−iH0t = (2m)−1/2(a e−imt + a† eimt)

For the interacting theory, we define the two-point correlation function as

〈0̄|T [φ(ta)φ(tb)]|0̄〉

where φ(t) is the Heisenberg picture field operator, defined by evolving the Schrödinger picture field

operator φ under the full Hamiltonian H :

φ(t) = eiHt φ e−iHt

Recall that for the free theory, the two-point correlation function is just the Feynman propagator

and may be interpreted as the probability amplitude for a particle that was created at time tb to

propagate to time ta:

〈0|[φI(ta)φI(tb)]|0〉 = DF (ta − tb)
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We can obtain an analogous result for the interacting theory. From the definition of the time ordered

product,

〈0̄|T [φ(ta)φ(tb)]|0̄〉 = θ(ta − tb) 〈0̄|φ(ta)φ(tb)|0̄〉+ θ(tb − ta) 〈0̄|φ(tb)φ(ta)|0̄〉

If we insert a complete set of states, we find

〈0̄|φ(ta)φ(tb)|0̄〉 =
∑

n

〈0̄|φ(ta)|n̄〉〈n̄|φ(tb)|0̄〉

=
∑

n

e−i(Ēn−Ē0)(ta−tb) 〈0̄|φ|n̄〉〈n̄|φ|0̄〉

Thus,

〈0̄|T [φ(ta)φ(tb)]|0̄〉 =
∑

n

e−i(Ēn−Ē0)|ta−tb| |〈n̄|φ|0̄〉|2

=
∑

n

ρnDF (ta − tb, Ēn − Ē0)

where

ρn = 2(Ēn − Ē0)|〈n̄|φ|0̄〉|2

is called the spectral density, and

DF (τ, µ) =
1

2µ
e−i(µ−iǫ)|τ |

is the Feynman propagator for a particle of mass µ. This result is the 0+1 dimensional equivalent

of the Källén-Lehmann spectral representation of the two-point correlation function (see [43] for a

discussion of this representation). The quantity ρ1 deserves special attention; it is called the field

strength renormalization and is also denoted by Z:

Z = ρ1 = 2mR|〈1̄|φ|0̄〉|2

The field strength renormalization can be interpreted as the probability of creating a single particle

state by acting on the interacting vacuum with the free field operator.

I will now show that the spectral density obeys the relation

∑

n

ρn = 1
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The proof presented here is adapted from a similar proof for 3 + 1 dimensional QFT that is given

in [44]. Note that for the free theory,

〈0|[φI(t), φI(0)]|0〉 = [φI(t), φI(0)] = −iG−(t,m)

where

G−(t, µ) =
1

µ
sinµt

The analogous result for the interacting theory is

〈0̄|[φ(t), φ(0)]|0̄〉 =
∑

n

[〈0̄|φ(t)|n̄〉〈n̄|φ(0)|0̄〉 − 〈0̄|φ(0)|n̄〉〈n̄|φ(t)|0̄〉]

=
∑

n

(ei(Ē0−Ēn)t − ei(Ēn−Ē0)t) |〈n̄|φ|0̄〉|2

= −i
∑

n

ρnG−(t, En − E0)

Thus,

∂t〈0̄|[φ(t), φ(0)]|0̄〉 |t=0= −i
∑

n

ρn ∂tG−(t, En − E0) |t=0= −i
∑

ρn

But we can also express the time derivative of the correlation function as

∂t〈0̄|[φ(t), φ(0)]|0̄〉 |t=0= 〈0̄|[π(t), φ(0)]|0̄〉 |t=0= −i

where I have used that

∂tφ(t) = π(t)

and

[π(0), φ(0)] = −i

By comparing these two expressions for the time derivative of the correlation function, we obtain

the desired result.

We can interpret the spectral decomposition of the two-point function by comparing the free and in-

teracting theories. For the free theory, φ creates single particle states of mass m, which propagate in

time according to the Feynman propagator DF (t) = DF (t,m). For the interacting theory, φ creates

both single particle states of mass mR and multiparticle states of mass Ēn− Ē0. The probability of

creating a single particle state is Z, and the probability of creating an n-particle state is ρn. Both

single and multiparticle states propagate according to the Feynman propagator, evaluated at their

respective masses.
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Techniques from quantum field theory can be used to evaluate the two-point correlation function of

the interacting theory. One can show that [43]

〈0̄|T [φ(ta)φ(tb)]|0̄〉 =
〈0|T [φI(ta)φI(tb) exp(−i

∫

HI(t) dt)]|0〉
〈0|T [exp(−i

∫

HI(t) dt)]|0〉

We can obtain a perturbation series by expanding this result in HI . If we express HI in terms of

field operators, then the terms in this series take the form of correlation functions of the free theory.

Using Wick’s theorem, these correlation functions can be expressed in terms of Feynman propagators.

Thus, the two-point correlation function of the interacting theory can be expressed as a series,

the terms of which consist of integrals over products of Feynman propagators for the free theory.

Each term in the series represents a specific spacetime process and may be depicted as a Feyn-

man diagram: vertices in the diagram represent events, and lines connecting vertices represent the

propagation of a particle from one event to another.

4.4.2 φ2 interaction

Consider an interaction of the form

Hi =
λ

2
φ2 =

λ

4m
(a+ a†)2

The full Hamiltonian is

H = H0 +Hi =
1

2
π2 +

1

2
(m2 + λ)φ2 = m(a†a+

1

2
) +

λ

4m
(a+ a†)2

Thus, the interaction Hi just redefines the mass of the particle. We can immediately write down

the solution by introducing operators d and d†, defined by

φ = (2mR)−1/2(d+ d†) = (2m)−1/2(a+ a†)

where

mR = m(1 + λ/m2)1/2

is the renormalized mass. In terms of the renormalized mass and the new operators d and d†, the

Hamiltonian is

H =
1

2
π2 +

1

2
m2

Rφ
2 = mR(d†d+ 1/2)
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The canonical transformation from a and a† to d and d† can be written down explicitly; it is just

the squeezing transformation:

d = cosh r a+ sinh r a†

d† = sinh r a+ cosh r a†

where

r =
1

4
log(1 + λ/m2)

By expressing the field operator in terms of d and d†, we can immediately write down the two-point

correlation function for the full Hamiltonian:

〈0̄|T [φ(ta)φ(tb)]|0̄〉 =
1

2mR
e−imR|ta−tb| = DF (ta − tb,mR)

Thus, Z = 1 and ρn = 0 for n > 1.

We can also obtain these results from the Feynman perturbation expansion. Recall that

〈0̄|T [φ(ta)φ(tb)]|0̄〉 =
〈0|T [φI(ta)φI(tb) exp(−i

∫

HI(t) dt)]|0〉
〈0|T [exp(−i

∫

HI(t) dt)]|0〉

For the numerator,

〈0|T [φaφb exp(−iλ
∫

HI(t) dt)]|0〉 =

Dab +

(1/1!)(−iλ/2)

∫

(DabD11 + 2Da1D1b) dt1 +

(1/2!)(−iλ/2)2
∫∫

(DabD11D22 + 2DabD
2
12 + 2Da1D1bD22 +

2Da2D2bD11 + 4Da1D12D2b + 4Da2D21D1b) dt1 dt2 + · · ·

For the denominator,

〈0|T [exp(−iλ
∫

HI(t) dt)]|0〉 =

1 +

(1/1!)(−iλ/2)

∫

DabD11 dt1 +

(1/2!)(−iλ/2)2
∫∫

(D11D22 + 2D2
12) dt1 dt2 + · · ·



216

Thus,

〈0̄|T [φ(ta)φ(tb)]|0̄〉 =

Dab + (−iλ)
∫

Da1D1b dt1 + (−iλ)2
∫∫

Da1D12D2b dt1 dt2 + · · ·

Note that the denominator cancels out the disconnected diagrams in the numerator.

It is simpler to use the Fourier transformed propagator:

∫

〈0̄|T [φ(t)φ(0)]|0̄〉 eiωt dt = DF (ω) + (−iλ)D2
F (ω) + (−iλ)2D3

F (ω) · · ·

= (1 + iλDF (ω))−1DF (ω)

= i(ω2 − (m2 + λ) + iǫ)−1

= DF (ω,mR)

Thus, we recover our previous results for mR and Z.

4.4.3 φ4 interaction

Consider an interaction of the form

Hi = λφ4

Then the total Hamiltonian is

H = H0 +Hi =
1

2
π2 +

1

2
m2φ2 + λφ4

For simplicity, in this section I will setm = 1; it can always be restored by using dimensional analysis.

The Hamiltonian H cannot be solved in closed form; however, one can perform a perturbative

expansion in the parameter λ. To second order, the energy eigenvalues are

Ēn = En + 〈n|Hi|n〉+
∑

m 6=n

|〈n|Hi|m〉|2
n−m

The first two energy eigenvalues are

Ē0 =
1

2
+

3

4
λ− 21

8
λ2

Ē1 =
3

2
+

15

4
λ− 165

8
λ2

Thus, the renormalized mass is

mR = 1 + 3λ− 18λ2
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To second order, the wavefunctions are (see [28], for example)

|n̄〉 =



1− 1

2

∑

k 6=n

|〈k|Hi|n〉|2
(n− k)2



 |n〉+

∑

k 6=n





〈k|Hi|n〉
n− k − 〈n|Hi|n〉〈k|Hi|n〉

(n− k)2 +
∑

m 6=n

〈k|Hi|m〉〈m|Hi|n〉
(n− k)(n−m)



 |k〉

Using these wavefunctions, we find that

〈0̄|φ|1̄〉 = 1√
2
(1− 3

2
λ+

189

16
λ2)

Thus, the wavefunction renormalization is

Z = 2mR|〈0̄|φ|1̄〉|2 = 1− 9

8
λ2

We can also obtain these results using the Feynman perturbation expansion. Recall that

〈0̄|T [φ(ta)φ(tb)]|0̄〉 =
〈0|T [φI(ta)φI(tb) exp(−i

∫

HI(t) dt)]|0〉
〈0|T [exp(−i

∫

HI(t) dt)]|0〉

As we have seen in section 4.4.2, the denominator cancels out the disconnected diagrams in the

numerator. Thus, we can obtain the correlation function by expanding the numerator and retaining

only the connected diagrams. The following results will be useful:

∫

Da1D1b dt1 =
1

2
(|τ | − i)DF (τ)

∫

Da1D
3
1b dt1 =

i

8
D3

F (τ)− 3i

32
DF (τ)

∫

|t|DF (t− τ)DF (t) dt =
1

4
(τ2 − i|τ | − 1)DF (τ)

∫

D2
12 dt2 = −i/4

where τ = ta − tb.

To zeroth order,

〈0|T [φaφb]|0〉 = Dab

To first order,

〈0|T [φaφbφ
4
1]|0〉 = 3DabD

2
11 + (4 · 3)Da1D11D1b
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Note that since we are contracting six fields, the number of terms is

3 + 4 · 3 = 15 = 5 · 3 · 1

We see that there is one connected diagram and one disconnected diagram. The connected diagram

is given by

(4 · 3) (1/1!) (−iλ)
∫

Da1D11D1b dt1 = −3λ(1 + i|τ |)DF (τ)

To second order,

〈0|T [φaφbφ
4
1φ

4
2]|0〉 =

Dab 〈0|T [φ4
1φ

4
2]|0〉+

(4 · 3 · 3) (Da1D11D1bD
2
22 +Da2D22D2bD

2
11) +

(4 · 3)2 (Da1Db1D
2
12D22 +Da2Db2D

2
21D11) +

(4 · 3)2 (Da1D11D12D22D2b +Da2D22D21D11D1b) +

(42 · 3 · 2) (Da1D
3
12D2b +Da2D

3
21D1b)

The first two lines correspond to disconnected diagrams. Note that the first line involves a contraction

of eight fields, which gives 7 · 5 · 3 · 1 = 105 terms. Thus, the total number of terms is

105 + 2((4 · 3 · 3) + (4 · 3)2 + (4 · 3)2 + (42 · 3 · 2)) = 945 = 9 · 7 · 5 · 3 · 1

which is as it should be for a contraction of ten fields. We see that there are three connected diagrams:

The first diagram (Figure 4.1) is

2 (4 · 3)2 (1/2!) (−iλ)2
∫∫

Da1Db1D
2
12D22 dt1 dt2

= 18iλ2

∫

Da1Db1 dt1

= 9λ2(1 + i|τ |)DF (τ))

The second diagram (Figure 4.2) is

2 (4 · 3)2 (1/2!) (−iλ)2
∫∫

Da1D11D12D22D2b dt1 dt2

= −36λ2

∫∫

Da1D12D2b dt1 dt2

=
9

2
λ2(3 + 3i|τ | − τ2)DF (τ)
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The third diagram (Figure 4.3) is

2 (42 · 3 · 2) (1/2!) (−iλ)2
∫∫

Da1D
3
12D2b dt1 dt2

= −96λ2

∫∫

Da1D
3
12D2b dt1 dt2

=
9

8
λ2DF (τ, 3) +

1

8
λ2(27 + 36i|τ |)DF (τ)

Thus, to second order, the two-point correlation function is

〈0̄|T [φ(ta)φ(tb)]|0̄〉

= [1− 3λ(1 + i|τ |) +
1

8
λ2(207 + 216i|τ | − 36τ2)]DF (τ) +

9

8
λ2DF (τ, 3)

= Z DF (τ,mR) + ρ3DF (τ, 3)

where

Z = 1− 9

8
λ2

mR = 1 + 3λ− 18λ2

ρ3 =
9

8
λ2

One can also obtain these results by numerically solving the Schrödinger equation:

(−1

2

d2

dφ2
+

1

2
φ2 + λφ4)Φn(φ) = ĒnΦn(φ)

The mass renormalization is given by

mR = Ē1 − Ē0

and the wavefunction renormalization is given by

Z = 2mR

∣

∣

∣

∣

∫

Φ∗
1(φ)φΦ0(φ) dφ

∣

∣

∣

∣

2

The results of a numerical calculation of mR and Z are shown in Figure 4.4 and Figure 4.5.

4.4.4 Yukawa interaction

I now want to consider a theory that describes an interaction between bosons and fermions. The

Hamiltonian for a free boson field is

Hb =
1

2
π2 +

1

2
m2φ2 = ma†a
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221

 0.98

 1

 1.02

 1.04

 1.06

 1.08

 1.1

 1.12

 0  0.005  0.01  0.015  0.02  0.025  0.03  0.035  0.04  0.045  0.05

m
R

lambda
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The Hamiltonian for a free fermion field is

Hf = µψ̄ψ = µ(b†b+ c†c)

Thus, the free Hamiltonian for a system of bosons and fermions is

H0 = Hb +Hf

The eigenstates for H0 are products of the eigenstates {|na〉} of Hb and the eigenstates {|nb, nc〉} of

Hf :

H0|na, nb, nc〉 = (mna + µ(nb + nc))|na, nb, nc〉

where

|na, nb, nc〉 = |na〉|nb, nc〉

Consider a Yukawa coupling of the fermion field to the boson field:

Hi = λφψ̄ψ = ηm(a+ a†)(b†b+ c†c)

where I have defined a dimensionless coupling η:

η = (2m)−1/2 (λ/m)

The total Hamiltonian is

H = Hb +Hf +Hi

=
1

2
π2 +

1

2
m2φ2 + µψ̄ψ + λφψ̄ψ

= ma†a+ µ(b†b+ c†c) + ηm(a+ a†)(b†b+ c†c)

This Hamiltonian can be solved exactly by introducing an operator d:

d = a+ η(b†b+ c†c)

Note that

d†d = a†a+ η(a+ a†)(b†b + c†c) + η2(b†b+ c†c) + 2η2 b†bc†c

Thus, we can express the total Hamiltonian as

H = md†d+ (µ− η2m)(b†b+ c†c)− 2η2mb†bc†c
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= mR d
†d+ µR (b†b+ c†c) + V2 b

†bc†c

where

mR = m µR = µ− η2m V2 = −2η2m

The eigenstates and eigenvalues of the interacting Hamiltonian are

H |n̄d, nb, nc〉 = (mna + µR(nb + nc) + V2 nbnc)|n̄d, nb, nc〉

We see that the interacting theory can be interpreted as a system of noninteracting bosons of mass

m, together with a system of fermions of mass µR, where fermions couple to antifermions with

strength V2. We can understand the sign of this coupling by the following argument. In higher

dimensions, a Yukawa coupling gives an attractive force between fermions and antifermions [43].

The corresponding result for 0 + 1 dimensions is that if we take two systems, one consisting of an

isolated fermion and one consisting of an isolated antifermion, and add their energies, then the result

is greater than the energy of a single system consisting of both a fermion and an antifermion.

To express the interacting eigenstates in terms of the free eigenstates, first note that

d|0̄, nb, nc〉 = (a+ η(b†b+ c†c))|0̄, nb, nc〉 = 0

Thus,

a|0̄, nb, nc〉 = −η(b†b+ c†c)|0̄, nb, nc〉

So |0̄, nb, nc〉 is a coherent state of the operator a. Note that if |α〉 is a coherent state with amplitude

α (that is, a|α〉 = α|α〉), then we can express it in terms of the number states as follows:

|α〉 = e−|α|2/2 eαa† |0〉 = e−|α|2/2
∑

n

αn

√
n!
|n〉

Thus,

|0̄, nb, nc〉 = e−η2(nb+nc)
2/2
∑

na

(−1)na

√
na!

ηna(nb + nc)
na |na, nb, nc〉

Note that the vacuum states of the free and interacting theories are the same:

|0̄, 0, 0〉 = |0, 0, 0〉
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From the eigenstates of the interacting theory, we can calculate the wavefunction renormalizations.

The fermion wavefunction renormalization is

Zf = |〈0̄, 1, 0|b†|0̄, 0, 0〉|2 = e−η2

and the boson wavefunction renormalization is

Zb = 2mR|〈1̄, 0, 0|φ|0̄, 0, 0〉|2 = 1

Note that we can introduce a new boson field operator:

Φ = (2m)−1/2 (d+ d†)

Then the Hamiltonian takes the form

H =
1

2
Π2 +

1

2
m2Φ2 + µψ̄ψ − ηm(ψ̄ψ)2

This describes a free boson field and a self-interacting fermion field, which is consistent with our

previous interpretation.

We can also obtain these results using the Feynman perturbation expansion. To second order

in λ,

〈0|T [ψIα(ta)ψ̄Iβ(tb) exp(−iλ
∫

φI(t)ψ̄I(t)ψI(t) dt)]|0〉

= 〈0|T [ψIα(ta)ψ̄Iβ(tb)]|0〉 −

(λ2/2)

∫∫

DF (t1 − t2) 〈0|T [ψIα(ta)ψ̄Iβ(tb)ψIγ(t1)ψ̄Iγ(t1)ψIδ(t2)ψ̄Iδ(t2)]|0〉 dt1 dt2

= SFαβ(ta − tb)−

λ2

∫∫

DF (t1 − t2)SFαγ(ta − t1)SFγδ(t1 − t2)SFδβ(t2 − tb) dt1 dt2 +

λ2

∫∫

DF (t1 − t2)SFαγ(ta − t1)SFγβ(t1 − tb)SFδδ(0) dt1 dt2 −

(λ2/2)SFαβ(ta − tb)
∫∫

DF (t1 − t2) 〈0|T [ψIγ(t1)ψ̄Iγ(t1)ψIδ(t2)ψ̄Iδ(t2)|0〉 dt1 dt2
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Figure 4.6: Two-point correlation function to second order.

The second line vanishes because SF (0) = 0, and the third line corresponds to disconnected diagrams.

Thus, to second order, the fermion two-point correlation function is

〈0̄|T [ψα(ta)ψ̄β(tb)]|0̄〉 =

[SF (ta − tb) +

∫∫

SF (ta − t1)Σ(t1 − t2)SF (t2 − tb) dt1 dt2]αβ

where

Σ(t) = −λ2SF (t)DF (t)

This expression is represented by the diagrams shown in Figure 4.6. If we Fourier transform the

correlation function, we find

∫

〈0̄|T [ψα(t)ψ̄β(0)]|0̄〉 eiωt dt = [SF (ω) + SF (E)Σ(ω)SF (ω)]αβ

where

Σ(ω) =

∫

Σ(t) eiωt dt = −iη2m2(ωγ0 − (µ+m))−1

Thus,

∫

〈0̄|T [ψα(t)ψ̄β(0)]|0̄〉 eiωt dt

= [i(ωγ0 − µ)−1 + iη2m2(ωγ0 − µ)−2(ωγ0 − (µ+m))−1]αβ

= [i(1− η2)(ωγ0 − (µ− η2m))−1 + iη2(ωγ0 − (µ+m))−1]αβ

= [(1 − η2)SF (ω, µ− η2m) + η2 SF (ω, µ+m)]αβ

To understand why the second and third lines in this expression are equal, it is easiest to simply

expand the third line to second order in η and note that it agrees with the second line. From this
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result, we can read off the renormalized fermion mass and the fermion wavefunction renormalization:

µR = µ− η2m Zf = 1− η2

4.4.5 Scattering

Consider a field theory in 3 + 1 dimensions described by a Hamiltonian

H = H0 +Hi

were H0 is a free Hamiltonian and Hi describes an interaction. We can express the free Hamiltonian

as

H0 =
∑

m

ωma
†
mam

where a†m and am are creation and annihilation operators for mode m. Let us consider scattering in

this theory. We start with two widely separated particles A and B, each described by a wavepacket.

As the system evolves in time, the particles come together, interact, and then fly apart. In the

distant past and the distant future, the particles are too far apart to interact with each other and

the evolution of the system can be described by a free Hamiltonian Hf . In general, however, the free

Hamiltonian Hf is not the same as the free Hamiltonian H0, because the free particle states of the

interacting theory are not the same as the free particle states of the free theory. For example, the

coupling of an electron to the electromagnetic field surrounds it with a Coulomb field, and the energy

of this field gives a correction to the mass of the electron. I will call the free particles described by

H0 bare particles, and the free particles described by Hf dressed particles.

In previous sections, we showed that in 0 + 1 dimensions one can relate bare particles to dressed

particles via a canonical transformation of the particle creation and annihilation operators. Now I

want to consider a different method of obtaining the free particle states of the interacting theory,

which generalizes to higher dimensions. First, we modify the Hamiltonian by introducing a function

f(t):

H = H0 + f(t)Hi

If we start with a single particle state of H0 (a bare particle) and evolve it under H by slowly

ramping f from 0 to 1, it should adiabatically evolve into a single particle state of Hf (a dressed

particle). If we do the same for a two-particle state of H0, we should end up with a two-particle

state of Hf , provided that the two particles start out far away from each other, and that during the

adiabatic ramping of f they remain far enough apart that we can neglect their mutual interaction.

If we continue to evolve the two-particle state under H , the particles will approach, interact, and
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scatter. We can then adiabatically ramp down f , so the dressed particles turn back into bare par-

ticles. Because the particles are widely separated when the interaction is ramped on and off, the

probability amplitude for producing a given final state from a given initial state is independent of

the details of the ramping process. The advantage of the ramping technique is that we don’t need

to solve explicitly for the asymptotic states of the interacting theory; the adiabatic evolution takes

care of this for us (the adiabatic ramping technique is discussed at length in [45]).

The adiabatic ramping technique can be demonstrated in 0 + 1 dimensions; however, because par-

ticles can never be separated from one another, the result cannot be interpreted as describing a

scattering process, and the final states depend on how the ramping is performed. I will demonstrate

the technique with a simple model. Consider a free Hamiltonian that describes two types of particles,

A particles and B particles, both of which have mass m:

H0 =
1

2
π2

a +
m2

2
φ2

a +
1

2
π2

b +
m2

2
φ2

b = ma†a+mb†b

where

φa = (2m)1/2(a+ a†)

φb = (2m)1/2(b+ b†)

Suppose we introduce an interaction

Hi =
λ

4
(φ2

a + φ2
b)

2 = g((a+ a†)2 + (b+ b†)2)2

where

g =
λ

16m2

so the total Hamiltonian is

H(t) = H0 + f(t)Hi

In the far past and far future f(t) → 0, so the eigenstates of H(t) are just the eigenstates of H0.

The lowest few eigenstates include the ground state |0, 0〉 with energy 0, two single particle states

|1, 0〉 and |0, 1〉 with energy m, and three two-particle states |2, 0〉, |1, 1〉, and |0, 2〉 with energy 2m.

As the interaction is turned on, the ground state |0, 0〉 adiabatically evolves into the interacting

ground state |Ω〉, and the two single particle states |1, 0〉 and |0, 1〉 adiabatically evolve into dressed
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particle states. To first order in g, the energy of the interacting ground state is

〈0, 0|H0 +Hi|0, 0〉 = 8g

and the energy of the dressed particle states is

〈1, 0|H0 +Hi|1, 0〉 = 〈0, 1|H0 +Hi|0, 1〉 = m+ 24g

Thus, the renormalized mass for the particles is mR = m+ 16g.

In the far past and far future, the eigenstates |1, 1〉, |2, 0〉, and |0, 2〉 are all degenerate. The state

|1, 1〉 remains an eigenstate of H when the interaction is turned on, so there is no AB scattering.

However, the interaction Hamiltonian couples |2, 0〉 and |0, 2〉, which leads to AA↔ BB scattering.

We can calculate the scattering probability as follows. Note that

〈2, 0|Hi|2, 0〉 = 〈0, 2|Hi|0, 2〉 = 52g

〈0, 2|Hi|2, 0〉 = 〈2, 0|Hi|0, 2〉 = 4g

Thus, to first order in g, the eigenstates corresponding to {|2, 0〉, |0, 2〉} are

|±〉 = 1√
2
(|2, 0〉 ± |0, 2〉)

and the eigenvalues are

E± = 4g(13± 1)

Thus, on the subspace spanned by {|2, 0〉, |0, 2〉}, the Hamiltonian can be expressed as

H = 2m+ f(t) (E+|+〉〈+|+ E−|−〉〈−|)

= 2m+
1

2
f(t)(E+ + E−) +

1

2
f(t)(E+ − E−)(|2, 0〉〈0, 2|+ |0, 2〉〈2, 0|)

Thus, if we start with |2, 0〉 in the distant past, then the probability of finding |0, 2〉 in the distant

future is

p(AA→ BB) = sin2 θ

where

θ =
1

2
(E+ − E−)

∫

f(t) dt = 4g

∫

f(t) dt
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4.4.6 Particle production

One type of scattering that can occur in 0 + 1 dimensions is particle production from a classical

source. The Hamiltonian for the system is:

H = H0 +Hi

where H0 describes the free field:

H0 =
1

2
π2 +

1

2
m2φ2

and Hi describes the coupling to a classical source ρ(t):

Hi = ρ(t)φ

I will assume that the system starts in some initial state at time 0 and evolves to time T , and that

the ρ(t) is nonzero only for times between ta and tb, where 0 < ta < tb < T . We can view the

evolution of the system as a scattering process: before ta and after tb the field evolves freely, while

for times between ta and tb the field scatters off the classical source. We would like to solve for the

state of the system at time T in terms of the state at time 0. Note that this is the same problem

we treated in section 4.2.4, only the classical field has been replaced with a quantum field.

It is convenient to work in the interaction picture. The interaction picture wavefunction is

|ΦI〉 = eiH0t|ΦS〉

and the interaction picture Hamiltonian is

HI = eiH0tHi e
−iH0t = ρ(t)φI(t)

The equation of motion is

i∂t|ΦI(t)〉 = HI(t)|ΦI(t)〉

Thus, the interaction picture wavefunction at time t is given by

|ΦI(t)〉 = U(t)|ΦI(0)〉

where U(t) is defined by

i∂tU(t) = HI(t)U(t)
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The solution to this equation, subject to the initial condition U(0) = 1, can be expressed as

U(t) = T [exp(−i
∫ t

0

HI(t
′) dt′)]

We are interested in the scattering matrix for the system, which is given by

U(T ) = T [exp(−i
∫ T

0

HI(t) dt)]

Since HI(t) = 0 for t < ta and for t > tb, we can extend the limits of integration to ±∞:

U(T ) = T [exp(−i
∫

HI(t) dt)]

I will now apply Wick’s theorem (see following section) to evaluate the scattering matrix. There are

only two connected diagrams that occur:

A = −i
∫

HI(t) dt = −i
∫

ρ(t)φI(t) dt

with symmetry factor S(A) = 1, and

B = −
∫∫

ρ(t1)ρ(t2)DF (t1 − t2) dt1 dt2

with symmetry factor S(B) = 2. Thus, using Wick’s theorem,

U(T ) = N [exp(A/S(A) +B/S(B))] = N [exp(A+B/2)]

We can evaluate the diagrams by introducing the Fourier transforms of the classical source and the

propagator:

ρ(t) = (2π)−1

∫

ρ̃(ω) e−iωt dω

DF (t) = (2π)−1

∫

D̃F (ω) e−iωt dω

Since ρ(t) is real,

ρ̃(−ω) = ρ̃∗(ω)

Diagram A is

A = −i(2m)−1/2

∫

ρ(t)(a e−imt + a† eimt) = αa† − α∗a
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where I have defined

α = −i(2m)−1/2

∫

ρ(t) eimt dt = −i(2m)−1/2 ρ̃(m)

Diagram B is

B = −(2π)−1

∫

|ρ̃(ω)|2 D̃F (ω) dω

Note that

D̃F (ω) = i(ω2 −m2 + iǫ)−1 = i(2m)−1 ((ω −m+ iǫ)−1 − (ω +m− iǫ)−1)

and

(x+ iǫ)−1 = P
1

x
− iπ δ(x)

Thus, the real and imaginary parts of D̃F (ω) are

Re D̃F (ω) = π(2m)−1(δ(ω −m) + δ(ω +m))

Im D̃F (ω) = (2m)−1P ((ω −m)−1 + (ω +m)−1)

So the real part of B is

ReB = −(4m)−1(|ρ̃(m)|2 + |ρ̃(−m)|2) = −|α|2

Thus,

B = −|α|2 − iθ

where

θ = (2π)−1

∫

|ρ̃(ω)|2 Im D̃F (ω) dω

Thus, the scattering matrix is

U(T ) = e−iθ/2D(α)

where D(α), the displacement operator, is

D(α) = e−|α|2/2 eαa†

e−α∗a

One can show that D(α) can also be written in the form

D(α) = exp(αa† − α∗a)
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4.4.7 Wick’s theorem

We want to evaluate the scattering matrix

U(T ) = T [exp(−i
∫ T

0

HI(t) dt)]

If we expand the exponential in a power series, we obtain

U(T ) =

∞
∑

n=0

(−i)n

n!

∫ T

0

dt1 · · ·
∫ T

0

dtn T [HI(t1) · · ·HI(tn)]

Using Wick’s theorem, we can express the time ordered products as normally ordered sums over all

possible contractions:

(−i)n T [HI(t1) · · ·HI(tn)] =
∑

α

N [An
α(t1, · · · , tn)]

where the An
α’s are the individual terms in the sum. Thus,

U(T ) =

∞
∑

n=0

1

n!

∫ T

0

dt1 · · ·
∫ T

0

dtn
∑

α

N [An
α(t1, · · · , tn)]

If we integrate a term An
α(t1, · · · , tn) over all the times t1, · · · , tn, we obtain a result ∆(An

α), which

I will call the diagram corresponding to that term:

∆(An
α) =

∫ T

0

dt1 · · ·
∫ T

0

dtnA
n
α(t1, · · · , tn)

Thus,

U(T ) =

∞
∑

n=0

∑

α

1

n!
N [∆(An

α)]

We can define an action of the symmetric group Sn on the set of terms {An
α} as follows. For π ∈ Sn,

define a mapping π(An
α) = An

β such that An
β is obtained from An

α by permuting the times t1, · · · , tn
according to the permutation π. The orbit of a term is the set of terms that can be obtained from

it via the group action:

Orbit(An
α) = {π(An

α) : π ∈ Sn}

and the stabilizer of a term is the set of permutations that leave the term invariant:

Stab(An
α) = {π ∈ Sn : π(An

α) = An
α}

Note that

|Orbit(An
α)| |Stab(An

α)| = |Sn| = n!
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Now, all the terms in Orbit(An
α) correspond to the same diagram ∆(An

α). Thus, if we define

s(∆(An
α)) = |Stab(An

α)| = n!

|Orbit(An
α)|

we can express the sum over diagrams as

∑

α

∆(An
α) =

∑

{Dn}

n!

s(Dn)
Dn

where {Dn} denotes the set of distinct diagrams of order n. Thus,

U(T ) =

∞
∑

n=0

∑

{Dn}

N [Dn]

s(Dn)
=
∑

{D}

N [D]

s(D)

As an example, suppose

HI = φI

Then the sum over the third order terms is

∑

α

A3
α = (−i)3 T [φ1φ2φ3] = iN [φ1φ2φ3 +D12φ3 +D23φ2 +D31φ1]

Note that

Orbit(iφ1φ2φ3) = {iφ1φ2φ3}

Stab(iφ1φ2φ3) = S3

and

Orbit(iD12φ3) = {iD12φ3, iD23φ1, iD31φ2}

Stab(iD12φ3) = {(), (12)}

Thus,
∑

α

∆(A3
α) = ∆(iφ1φ2φ3) + 3∆(iD12φ3)

Suppose a diagram D factors into disconnected diagrams:

D =
∏

k

Dnk

k

Then

s(D) =
∏

k

s(Dk)nk nk!
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Thus,

U(T ) = N [exp(
∑

{Dk}

Dk/s(Dk))]

where the sum is taken over all connected diagrams {Dk}.

4.5 Path integrals

4.5.1 QFT at finite temperature

Consider a neutral scalar field φ and a neutral fermion field ψ. At zero temperature, the Feynman

propagators for the fields are given by

G(t1 − t2) =



















−i〈0|T [φ(t1)φ(t2)]|0〉 (for bosons)

−i〈0|T [ψ(t1)ψ̄(t2)]|0〉 (for fermions)

One can also define retarded propagators, which are given by

GR(t1 − t2) =



















−iθ(t) 〈0|[φ(t1)φ(t2)]|0〉 (for bosons)

−iθ(t) 〈0|{ψ(t1)ψ̄(t2)}|0〉 (for fermions)

At finite temperature, the Feynman propagators generalize to

G(t1 − t2) =



















−iT r[ρssT [φ(t1)φ(t2)]] (for bosons)

−iT r[ρssT [ψ(t1)ψ̄(t2)]] (for fermions)

and the retarded propagators generalize to

GR(t1 − t2) =



















−iθ(t)Tr[ρss[φ(t1)φ(t2)]] (for bosons)

−iθ(t)Tr[ρss{ψ(t1)ψ̄(t2)}] (for fermions)

where

ρss = Z−1 e−βH

is the steady state density matrix, and

Z = Tr[e−βH ]
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is the partition function. The retarded propagators are related to the Feynman propagators by [46]

G̃R(ω) =



















Re G̃(ω) + i tanh(βω/2) Im G̃(ω) (for bosons)

Re G̃(ω) + i coth(βω/2) Im G̃(ω) (for fermions)

where

G̃(ω) =

∫

G(t) eiωt dt

G̃R(ω) =

∫

GR(t) eiωt dt

At finite temperatures, it is convenient to define temperature Greens functions by

D(τt − τ2) =



















Tr[ρssT [φ(τ1)φ(τ2)]] (for bosons)

Tr[ρssT [ψ(τ1)ψ̄(τ2)]] (for fermions)

where for an arbitrary operator A, we define A(τ) by

A(τ) = eHτ Ae−Hτ

The temperature Greens functions are related to the retarded Greens functions by

D(ωn) = −GR(iωn)

One can show that for −β < τ < 0, D(τ + β) = ±D(τ), where the plus sign is for bosons and the

minus sign is for fermions. Also, for neutral fields, D(τ) = D(−τ) (the proof of these results can be

found in [46], for example).

Since D(τ) is periodic on [−β, β], its Fourier transform is defined at discrete frequencies ωs, where

ωs =
π

β
s

so we can express D(τ) as

D(τ) =
1

2β

∑

s

D̃s e
−iωsτ

which can be inverted to give

D̃s =

∫ β

−β

D(τ) eiωsτ dτ
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For bosons, D̃s = 0 for odd s, while for fermions, D̃s = 0 for even s.

For free bosons the causal Greens function is

G(t) = −i(2m)−1((n̄+ 1) e−im|t| + n̄ eim|t|)

G̃(ω) = (n̄+ 1)(2m)−1((ω −m+ iǫ)−1 − (ω +m− iǫ)−1) +

n̄(2m)−1((ω +m+ iǫ)−1 − (ω −m− iǫ)−1)

where the mean photon number n̄ is

n̄ =
e−βm/2

2 sinh(βm/2)

The retarded Greens function is

GR(t) = − 1

m
θ(t) sinmt

G̃R(ω) = (2m)−1((ω −m+ iǫ)−1 − (ω +m+ iǫ)−1)

and the temperature Greens function is (see Figure 4.7)

D(τ) = (2m)−1 ((n̄+ 1) e−m|τ | + n̄ em|τ |)

D̃(ωs) = (ω2
s +m2)−1

For free fermions, the causal Greens function at finite temperature is

G(t) = −i(p+ e
−im|t| − p− eim|t|)

G̃(ω) = p+((ω −m+ iǫ)−1 − (ω +m− iǫ)−1)−

p−((ω +m+ iǫ)−1 − (ω −m− iǫ)−1)

where

p± =
e±βm/2

2 cosh(βm/2)

The retarded Greens function is

GR(t) = −2θ(t) sinmt

G̃R(ω) = (ω −m+ iǫ)−1 − (ω +m+ iǫ)−1
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Figure 4.7: Temperature Greens function D(τ) for bosons. Curves are shown for βm = 0.5, 1, 10.

and the temperature Greens function is (see Figure 4.8):

D(τ) = p+ e
−m|τ | − p− em|τ |

D̃(ωs) = 2m(ω2
s +m2)−1

4.5.2 Boson lattice path integral

The temperature Greens function for neutral bosons is

D(τ) = Tr[ρssT [φ(τ)φ(0)]] = Z−1 Tr[e−(β−τ)H φ e−τH φ]

where Z, the partition function, is

Z = Tr[e−βH ] =

∫

〈φ|e−βH |φ〉 dφ

Because D(τ + β) = D(τ) for τ < 0, we only need to consider τ ∈ [0, β]. We can chop the interval

[0, β] into N segments of length ∆ = β/N , and insert a complete set of states after each segment.

Then the temperature Greens function becomes

D(τ) = Z−1

(

N−1
∏

n=0

∫

dφn

)

φr φ0

(

N−1
∏

n=0

T (φn+1, φn)

)
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Figure 4.8: Temperature Greens function D(τ) for fermions. Curves are shown for βm = 0.5, 1, 10.

and the partition function becomes

Z =

(

N−1
∏

n=0

∫

dφn

)(

N−1
∏

n=0

T (φn+1, φn)

)

where φN ≡ φ0, r/N = τ/β, and T , the transfer matrix, is

T (φa, φb) = 〈φa|e−∆H |φb〉 = 〈φa|1−∆H |φb〉

Assume H has the form

H =
1

2
π2 + V (φ)

Substituting H into the transfer matrix, we obtain

T (φa, φb) = 〈φa|1−∆(
1

2
π2 + V ((φa + φb)/2))|φb〉

The operator π has eigenstates {|p〉}, which are given by

〈φ|p〉 = (2π)−1/2 eipφ
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By inserting a complete set of states {|p〉}, we can express the transfer matrix as

T (φa, φb) =

∫

〈φa|p〉 [1−∆(
1

2
p2 + V ((φa + φb)/2))] 〈p|φb〉 dp

= (2π)−1

∫

exp[−∆

2
p2 + ip(φa − φb)−∆V ((φa + φb)/2)] dp

= (2π∆)−1/2 exp(− 1

2∆
(φa − φb)

2 −∆V ((φa + φb)/2))

Substituting this expression for the transfer matrix into the partition function, we find

Z = (2π∆)−N/2

(

N−1
∏

n=0

∫

dφn

)

exp(−∆
N−1
∑

n=0

(
1

2∆2
(φn+1 − φn)2 + V ((φn+1 + φn)/2)))

Thus, we may view the partition function as a weighted sum over all possible field configurations.

In the continuum limit, the sum over field configurations becomes a path integral: the partition

function is given by

Z =

∫

D[φ] exp(

∫ β

0

L[φ(τ)] dτ)

where L is the Lagrangian in complex time τ = it:

L[φ(τ)] = −1

2
(∂τφ)2 − V (φ)

I now want to return to the discrete case and work out explicitly the case of a free field, for which

V (φ) =
1

2
m2φ2

The partition function for the free field is

Z = (2π∆)−N/2

(

N−1
∏

n=0

∫

dφn

)

exp(−∆
N−1
∑

n=0

(
1

2∆2
(φn+1 − φn)2 +

m2

8
(φn+1 + φn)2))

It is convenient to introduce dimensionless variables qn = m1/2 φn, ǫ = m∆ = βm/N . We can then

express the partition function as

Z = (2πǫ)−N/2

(

N−1
∏

n=0

∫

dqn

)

exp(−F [{qn}])

where

F [{qn}] =
1

4

∑

n

[
2

ǫ
(qn+1 − qn)2 +

ǫ

2
(qn+1 + qn)2]
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Similarly, the temperature Greens function is

D(τ) =
1

m
〈qrq0〉

where I have defined a correlation function

〈qrq0〉 = Z−1 (2πǫ)−N/2

(

N−1
∏

n=0

∫

dqn

)

qr q0 exp(−F [{qn}])

I will introduce a parameter x, related to ǫ by

ǫ = 2 tanhx/2

Then

F [{qn}] =
1

4

∑

n

[(cothx/2) (qn+1 − qn)2 + (tanhx/2) (qn+1 + qn)2]

=
1

4

∑

n

[2(cothx/2 + tanhx/2) q2n + (cothx/2− tanhx/2)(qn+1 + qn−1) qn]

=
1

2
q ·A · q

where

Aij = (sinhx)−1(2 coshx δij − δi,j+1 − δi,j−1)

Thus, the partition function is

Z = (2π)−N/2 (2 tanhx/2)−N/2

(

N−1
∏

n=0

∫

dqn

)

exp(−1

2
q ·A · q)

The integrals can be performed by using the following result, which holds for any symmetric matrix

Bij and any vector Ji (see [47], for example):

(

N−1
∏

n=0

∫

dqn

)

exp(−1

2
q · B · q + J · q) = (2π)N/2 (detB)−1/2 exp(−1

2
J · B−1 · J)

Using this result, we find that the partition function is

Z = (2 tanhx/2)−N/2 (detA)−1/2

and the correlation function is

〈qiqj〉 = (A−1)ij
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The determinant and inverse of Aij can by calculated by Fourier transforming the field variables qi.

For simplicity, I will assume that N = 2R+ 1 is odd. Then

qn = N−1/2
R
∑

m=−R

e2πinm/Num

Because qn is real, u−m = u∗m, so we can express um in terms of real valued variables c, a1, · · · , aR,

b1, · · · , bR as follows:

u+m = (1/
√

2)(am − ibm)

u0 = c

u−m = (1/
√

2)(am + ibm)

where m is always taken to be positive in the above relations. We obtain an orthogonal transforma-

tion from the variables qn to the variables c, am, bm:

qn = N−1/2[c+
√

2

R
∑

m=1

(cos(2πnm/N) am + sin(2πnm/N) bm)]

Because the transformation is orthogonal, it preserves the normalization:

N−1
∑

n=0

q2n =

R
∑

m=−R

|um|2 = c2 +

R
∑

m=1

(a2
m + b2m)

The transformation diagonalizes Aij :

q ·A · q =

R
∑

m=−R

(2/ sinhx)(coshx− cos(2πm/N))|um|2

Thus,

detA =

R
∏

m=−R

(2/ sinhx)(coshx− cos(2πm/N))

Also,

q · A−1 · q =
R
∑

m=−R

|um|2
(2/ sinhx)(coshx− cos(2πm/N))

Thus, the inverse of A is given by

(A−1)ij =
1

N

R
∑

m=−R

cos(2πm(i− j)/N)

(2/ sinhx)(coshx− cos(2πm/N))
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Using the identity (see [48] for a proof of this result)

N−1
∏

m=0

2(coshx− cos(2πm/N)) = 4 sinh2(Nx/2)

we can express the partition function as

Z = (2 tanhx/2)−N/2 (detA)−1/2 =
coshN (x/2)

2 sinh(Nx/2)

We can check that this gives the correct continuum limit by taking N →∞:

Z → (2 sinh(βm/2))−1

To evaluate the correlation function, we can use the identity (see [48] for a proof of this result)

1

N

R
∑

m=−R

cos(2πnm/N)

coshx− cos(2πm/N)
=

cosh((N/2− n)x)

sinhx sinh(Nx/2)

Thus, the correlation function is

〈qiqj〉 = (A−1)ij =
cosh((N/2− |i− j|)x)

2 sinh(Nx/2)

We can check that this gives the correct temperature Greens function in the continuum limit by

taking N →∞:

D(τ) =
1

m
〈q(τ)q(0)〉 =

1

2m
((n̄+ 1) e−mτ + n̄ emτ )

where

n̄ =
e−βm/2

2 sinh(βm/2)

I now want to show how a renormalization group transformation can be carried out analytically for

the boson path integral. Note that we can express the partition function as

Z =

(

N−1
∏

n=0

∫

dqn

)(

N−1
∏

n=0

Tǫ(qn+1, qn)

)

where the transfer matrix is

Tǫ(qa, qb) = (2πǫ)−1/2 exp[− 1

2ǫ
(qa − qb)2 −

ǫ

8
(qa + qb)

2]
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Or, in terms of x,

Tx(qa, qb)

= (2π)−1/2(2 tanhx/2)−1/2 exp(−1

4
((cothx/2) (qa − qb)2 + (tanh x/2) (qa + qb)

2))

= (2π)−1/2(2 tanhx/2)−1/2 exp(−(sinhx)−1(
1

2
(coshx)(q2a + q2b )− qaqb))

It is straightforward to check that

∫

Tx(qa, q)Tx(q, qb) dq =
tanhx

2 tanhx/2
T2x(qa, qb)

Thus, if we start with a lattice of 2N sites and perform the qn integrals for odd n, we get

Z[2N, x]

=

(

2N−1
∏

n=0

∫

dqn

)

Tx(q0, q1)Tx(q1, q2) · · ·Tx(qN−1, q0)

=

(

tanhx

2 tanhx/2

)N
(

2N−1
∏

n even

∫

dqn

)

T2x(q0, q2)T2x(q2, q4) · · ·T2x(qN−2, q0)

=

(

tanhx

2 tanhx/2

)N

Z[N, 2x]

Thus, we can interpret a scale transformation ∆→ 2∆ as a redefinition x→ 2x. Since we have the

exact solution for Z, we can check that this works. Properties of the system are invariant under this

transformation; for example, the mean squared field fluctuation is

〈q2n〉 =
1

2
coth(Nx/2)

4.5.3 Fermion lattice path integral

The temperature Greens function for neutral fermions is

D(τ) = Tr[ρssT [ψ(τ)ψ̄(0)]] = Tr[e−(β−τ)H ψ e−τH ψ̄]/T r[e−βH ]

Because D(τ + β) = −D(τ) for τ < 0, we only need to consider τ ∈ [0, β]. Suppose we chop the

interval [0, β] into N segments, and suppose that τ/β = r/N for some r. Then

D(τ) = Tr[UN−rψU rψ̄]/T r[UN ] = Tr[UN−rσxU
rσzσx]/T r[UN ]

where

U = e−βH/N = 1− βH/N = 1− (βm/2N)σz = 1− e−2J σz
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and

J =
1

2
log(2N/βm)

We can relate D(τ) to the correlation function for the 1D Ising model with antiperiodic boundary

conditions. The partition function for the Ising model with periodic boundary conditions (sN = s0)

is

ZP = Tr[TN ]

where

T = eJ + e−Jσx

The spin correlation function is

〈sisj〉P = Z−1
P Tr[σzT

rσzT
N−r]

For the case of antiperiodic boundary conditions (sN = −s0), the partition function is

ZA = Tr[TNσx]

The spin correlation function is

〈sisj〉A = Z−1
A Tr[σzT

rσzT
N−rσx]

Note that we can relate the unitary transformation U for the fermion path integral to the transfer

matrix T for the Ising model by

U = e−JRTR−1

where R is a unitary transformation corresponding to a rotation of π/2 about the y-axis. The

temperature Greens function is therefore

D(τ) = Tr[UN−rσxU
rσzσx]/T r[UN ]

= −Tr[TN−r (R−1σxR)T r (R−1σzσxR)]/T r[TN ]

= −Tr[TN−rσzT
rσxσz ]/T r[T

N ]

= −(ZA/ZP ) 〈srs0〉A

4.5.4 Diffusion

Another way to think about path integrals is in terms of diffusion.
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Consider a particle on a one dimensional lattice that randomly hops from site to site in discrete

timesteps, such that if it is at lattice site n for timestep N then it will have equal chances of landing

at sites n+ 1 and n− 1 for timestep N + 1. We can define a propagator K(na, nb;N) that gives the

probability for the particle to move from site nb to site na after N timesteps:

K(na, nb, N) = 2−N c(na − nb, N)

where c(n,N) is the number of different paths the particle could take that would displace it n sites

in N timesteps. Note that c(n,N) can be obtained from the generating function

(x+ x−1)N =

N
∑

n=−N

c(n,N)xn

Thus,

c(n,N) =
N !

((N − n)/2)! ((N + n)/2)!
≃ 2N (2πN)−1/2 e−n2/2N

where I have applied Stirling’s approximation:

logn! ∼ n logn− n+
1

2
log(2πn)

Thus,

K(na, nb;N) ≃ (2πN)−1/2 e−|na−nb|
2/2N

Now consider an ensemble of independently random walking particles, and let ρn(N) be the number

of particles at lattice site n after N timesteps. Note that

ρn(N + 1) =
1

2
(ρn+1(N) + ρn−1(N))

Thus,

ρn(N + 1)− ρn(N) =
1

2
ρ′′n(N)

where

ρ′′n(N) = ρn+1(N)− 2ρn(N) + ρn−1(N)

This can be thought of as a discrete field equation for ρn(N). The propagator is the Greens function

for this field equation:

ρn(N) =
∑

r

K(n, r;N) ρr(0)

Suppose the distance between adjacent lattice sites is a, and the duration of a single timestep is ∆.

If we view the system on distance scales that are large compared to a and on timescales that are
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long compared to ∆, then we can approximate the lattice by a continuum. The continuum theory

describes the evolution of the particle density ρ(τ, x), which is related to ρn(k) by

ρn(N) → ρ(τ, x)

ρn(N + 1)− ρn(N) → ∆ ∂τρ(τ, x)

ρ′′n(N) → a2 ∂2
xρ(τ, x)

Thus, we obtain a field equation for ρ:

∂τρ(τ, x) = D∂2
xρ(τ, x)

This is the diffusion equation, where D = a2/2∆ is the diffusion constant. The propagator for the

continuum theory is

K(x, y; τ) = (4πDτ)−1/2 e−(x−y)2/4Dτ

and

ρ(τ, x) =

∫

K(x, y; τ) ρ(0, y) dy

We can relate the diffusion equation to the Schrödinger equation by setting τ = it:

i∂tψ(t, x) = − 1

2m
∂2

xψ(t, x) → ∂τψ(t, x) = D∂2
xψ(t, x)

where D = 1/2m is the diffusion constant. We can define a propagator for the quantum particle,

which gives the amplitude for the particle to propagate from point xb to point xa in time t:

K(xa, xb; t) = 〈xa|e−iHt|xb〉

So

〈xa|ψ(t)〉 =

∫

K(xa, xb; t) 〈xb|ψ(0)〉 dxb

For a free particle, the propagator is

K(xa, xb; t) = (m/2πit)1/2 eimx2/2t

This can be obtained from the propagator for the diffusion equation by substituting D = 1/2m,

τ = it.

Diffusion can be viewed as a sum over all possible trajectories that an individual particle could

follow; similarly, the time evolution of a quantum particle can be viewed as a sum over all possible
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quantum trajectories. If we divide the time interval t into N segments of duration ∆, and proceed

as for the boson path integral, we can express the propagator as

K(xa, xb; t) = (m/2πi∆)N/2

(

N−1
∏

n=1

∫

dxn

)

eiS[{xn}]

where x0 = xb, xN = xa, and

S[{xn}] = ∆
∑

n

(
m

2∆2
(xn+1 − xn)2 − V ((xn+1 + xn)/2))

As N →∞,

K(xa, xb; t) =

∫

D[x(t)] eiS[x(t)]

where

S[x(t)] =

∫ t

0

L(ẋ, x) dt

is the classical action, and

L(ẋ, x) =
m

2
ẋ2 − V (x)

is the classical Lagrangian. The functional integral is over all paths such that x(0) = x0 and

x(t) = xN . It is defined by
∫

D[x(t)] = lim
N→∞

(

N−1
∏

n=1

∫

dxn

)

4.6 1D Ising model

We have seen that there is a correspondence between the fermion lattice path integral and the 1D

Ising model. In this section I review the 1D Ising model and calculate the partition function, the

magnetization, and the correlation function. Most of these results are well known (see [49], for

example). I also show that the Ising model is equivalent to a two-level quantum system.

4.6.1 Description of model

The 1D Ising model is a lattice of N spins sn = ±1 with periodic boundary conditions (sN ≡ s0)

described by the Hamiltonian

−βH [{sn}] = J
∑

n

snsn+1 +B
∑

n

sn



248

The first term couples spins to their nearest neighbors; the second term describes an interaction

with an external magnetic field. We can express the Hamiltonian as

−βH [{sn}] =
∑

n

t(sn+1, sn)

where

t(sa, sb) = Jsasb +
1

2
B(sa + sb)

The partition function is given by

Z =
∑

{sn}

e−βH[{sn}] =
∑

{sn}

∏

n

et(sn+1,sn) =
∑

{sn}

∏

n

〈sn+1|T |sn〉 = Tr[TN ]

where | ± 1〉 are orthogonal unit vectors, and the transfer matrix T is defined by

〈sa|T |sb〉 = et(sa,sb)

If we expand T in the Pauli spin matrices, we find

T =





eJ+B e−J

e−J eJ−B



 = eJ coshB + e−J σx + eJ sinhB σz

From this expression, we see that T can be diagonalized via a rotation about the y axis. A rotation

of angle θ about the y axis is described by a unitary transformation U that has the property

UσxU
−1 = σx cos θ + σz sin θ

UσzU
−1 = σz cos θ − σx sin θ

Thus,

UTU−1 =

eJ coshB + (e−J cos θ − eJ sinhB sin θ)σx + (e−J sin θ + eJ sinhB cos θ)σz

We will choose θ so as to eliminate the σx term:

tan θ = (e2J sinhB)−1
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Note that

cos θ = (sinh2B + e−4J)−1/2 sinhB

sin θ = (sinh2B + e−4J)−1/2 e−2J

So we are left with

UTU−1 = eJ coshB + eJ(sinh2B + e−4J)1/2 σz =





λ+ 0

0 λ−





where

λ± = eJ coshB ± (e2J sinh2B + e−2J)1/2

Thus, the partition function is

Z = Tr[TN ] = Tr[(UTU−1)N ] = λN
+ + λN

−

The magnetization per spin is given by

m = 〈si〉 =
1

N

∂

∂B
logZ = (λN

+ + λN
− )−1

(

λN−1
+

∂λ+

∂B
+ λN−1

−

∂λ−
∂B

)

Note that
1

λ+

∂λ+

∂B
= − 1

λ−

∂λ−
∂B

=
sinhB

(sinh2B + e−4J)1/2
= cos θ

Thus,

m =

(

λN
+ − λN

−

λN
+ + λN

−

)

cos θ

If J and B are finite, then in the limit of an infinite lattice (N →∞) we have that λ−/λ+ → 0, so

Z → λN
+

m → cos θ = (sinh2B + e−4J)−1/2 sinhB

The magnetization m(J,B) is shown in Figure 4.9.

The susceptibility at B = 0 is

χ =
∂

∂B
m(J,B) |B=0= e2J

Thus, although the susceptibility diverges as J →∞, it remains finite for any finite value of J , and

therefore there is no phase transition.
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Figure 4.9: Magnetization m(J,B).

4.6.2 Correlation function

The spin correlation function is

〈sisj〉 = Z−1
∑

{sn}

sisj e
−βH[{sn}] = Z−1

∑

{sn}

sisj

∏

n

〈sn+1|T |sn〉

Note that
∑

s1

〈sa|T |s1〉s1〈s1|T |sb〉 =
∑

s1

∑

s2

〈sa|T |s2〉〈s2|σz |s1〉〈s1|T |sb〉

Thus, we can express the correlation function as

〈sisj〉 = Z−1 Tr[σzT
rσzT

N−r]

where r = |i − j|. We can simplify the expression for the correlation function by transforming the

matrices using the matrix U from the previous section:

〈sisj〉 = Z−1 Tr[(UσzU
−1)(UTU−1)r(UσzU

−1)(UTU−1)N−r]

Recall that

UTU−1 =





λ+ 0

0 λ−




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and

UσzU
−1 = σz cos θ − σx sin θ =





cos θ − sin θ

− sin θ − cos θ





Thus,

〈sisj〉 = cos2 θ +

(

λN−r
+ λr

− + λN−r
− λr

+

λN
+ + λN

−

)

sin2 θ

In the limit N →∞,

〈sisj〉 = cos2 θ + (λ−/λ+)r sin2 θ = m2 + (1−m2) e−|i−j|/rc

where rc, the correlation length, is given by

r−1
c = log(λ+/λ−) = log

(

coshB + (sinh2B + e−4J)1/2

coshB − (sinh2B + e−4J)1/2

)

4.6.3 Renormalization group

I now want to consider renormalization group transformations for the Ising model. Recall that the

transfer matrix is

T (J,B) =





eJ+B e−J

e−J eJ−B





Thus,

T 2(J,B) = 2





eB cosh(2J +B) coshB

coshB e−B cosh(2J −B)



 = eλ T (J ′, B′)

where

J ′ =
1

4
log

(

cosh(2J +B) cosh(2J −B)

cosh2B

)

B′ = B +
1

2
log

(

cosh(2J +B)

cosh(2J −B)

)

e2λ = 16 cosh(2J +B) cosh(2J −B) cosh2B

Thus, we may view a scale transformation from a N site Ising model to a N/2 site Ising model as

a transformation (J,B)→ (J ′, B′) of the coupling constants. Physical properties of the system are

invariant under this transformation; for example, consider the magnetization m:

m(J,B) = (sinh2B + e−4J)−1/2 sinhB

It is straightforward to check that m(J,B) = m(J ′, B′).
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4.6.4 Two-level system

In this section I show that a two-level quantum system is equivalent to the 1D Ising model with an

effective coupling and magnetic field.

Let us consider a finite dimensional quantum system with a basis of states {|sn〉}, which is de-

scribed by a Hamiltonian HQ. The partition function for the system is

ZQ = Tr[e−βHQ ] = Tr[TN ] =
∑

{sn}

〈s0|T |sN−1〉 · · · 〈s2|T |s1〉〈s1|T |s0〉

where T , the transfer matrix, is given by

T = e−βHQ/N = 1− (β/N)HQ

If we define a matrix t by

〈sa|t|sb〉 = log(〈sa|T |sb〉)

then we can express the partition function as

ZQ =
∑

{sn}

exp(
∑

n

〈sn+1|t|sn〉)

We can define a classical Hamiltonian HC for a linear chain of spins {sn} by

−βHC [{sn}] = −NC +
∑

n

〈sn+1|t|sn〉

where C is a constant chosen for later convenience. The Hamiltonian describes nearest neighbor

couplings between the spins that are determined by the matrix elements of t. The partition function

for the lattice of spins is

ZC =
∑

{sn}

exp(−βHC [{sn}]) = e−NC ZQ

As a specific example, consider a quantum system with two states {| ± 1〉} described by the Hamil-

tonian

−βHQ = αn̂ · ~σ

where n̂ is an arbitrary unit vector. In spherical coordinates,

n̂ = sin θ cosφ x̂ + sin θ sinφ ŷ + cos θ ẑ
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The transfer matrix is

T = 1 + ǫn̂ · ~σ =





1 + ǫ cos θ ǫ sin θ e−iφ

ǫ sin θ eiφ 1− ǫ cos θ





where ǫ = α/N . The matrix t is given by

t =





log(1 + ǫ cos θ) log(ǫ sin θ)− iφ
log(ǫ sin θ) + iφ log(1− ǫ cos θ)





=
1

2
(log(1 + ǫ cos θ) + log(1− ǫ cos θ)) + log(ǫ sin θ)σx + φσy +

1

2
(log(1 + ǫ cos θ)− log(1− ǫ cos θ))σz

To first order in ǫ,

t = log(ǫ sin θ)σx + φσy + ǫ cos θ σz

Note that

〈sa|1|sb〉 =
1

2
(1 + sasb)

〈sa|σx|sb〉 =
1

2
(1− sasb)

〈sa|σy|sb〉 = − i
2
(sa − sb)

〈sa|σz |sb〉 =
1

2
(sa + sb)

Thus,

〈sa|t|sb〉 = C + Jsasb +
1

2
B(sa + sb)−

i

2
φ(sa − sb)

where

C = −J =
1

2
log(ǫ sin θ)

B = ǫ cos θ

Thus, the classical Hamiltonian HQ corresponding to the quantum Hamiltonian HQ is

−βHC [{sn}] = J
∑

n

snsn+1 +B
∑

n

sn

This is just the 1D Ising model with nearest neighbor coupling J and magnetic field coupling B.

Recall that the magnetization per spin is

m =

(

λN
+ − λN

−

λN
+ + λN

−

)

cos θ
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where

λ± = eJ coshB ± (e2J sinh2B + e−2J)1/2 = (1± ǫ) e−C

If we substitute for B and J in terms of ǫ and θ, we find

m =

(

(1 + ǫ)N − (1 − ǫ)N

(1 + ǫ)N + (1 − ǫ)N

)

cos θ = tanhα cos θ
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Chapter 5

Relativistic field theory in 3 + 1 and

1 + 1 dimensions

5.1 Introduction

Here I consider relativistic field theory in both 3 + 1 and 1 + 1 dimensions, and for both vector and

scalar fields. I discuss the coupling of the fields to point particles and calculate the fields radiated by

a moving particle. Also, I show that if the coupling to matter is chosen properly, scalar field theory

in 1 + 1 dimensions can be viewed as the 1 + 1 dimensional analog of general relativity.

5.2 Useful results

In this section I discuss some results that are useful in working with relativistic field theories. I

first discuss point particles, and then present two different ways of obtaining a conserved energy-

momentum tensor from a given field Lagrangian.

5.2.1 Point particles

We can describe the motion of a point particle by specifying its trajectory zµ(λ). The parameter λ

is arbitrary; a transformation λ→ λ̄ changes our description of the trajectory, but not any physical

property of the particle. It is convenient to parameterize in terms of the proper time τ , which is

defined by the condition

ηµνw
µwν = 1

where

wµ ≡ dzµ

dτ
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If a and b are two points along the particle’s trajectory, then the proper time elapsed between point

a and point b is

τa − τb =

∫ λa

λb

(ηµνv
µvν)1/2 dλ

where

vµ =
dzµ

dλ

This gives the transformation from an arbitrary parameterization λ to a parameterization in terms

of τ .

Given a trajectory zµ(τ) parameterized in terms of its proper time τ , we can define a number

of Lorentz invariant densities. There is a scalar density

ρ(x) = m

∫

δ(D)(x− z(τ)) dτ

which gives the mass density in the rest frame of the particle, a vector density

Jµ(x) = e

∫

wµ δ(D)(x− z(τ)) dτ

which gives the charge current, and a tensor density

T µν
p (x) = m

∫

wµwν δ(D)(x− z(τ)) dτ

which is the energy-momentum tensor for a free particle. Note that

wµ ∂µδ
(D)(x− z(τ)) = − d

dτ
δ(D)(x− z(τ))

Thus, the charge current is conserved:

∂µJ
µ(x) = 0

Also,

∂µT
µν
p (x) = m

∫

dwν

dτ
δ(D)(x− z(τ)) dτ

Note that ∂µT
µν
p (x) = 0 for a free particle.

The trajectory for a free point particle can be obtained from the action

Sp =

∫

Lp(x) d
2x =

∫

Lp dλ
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where Lp is a Lagrangian density and Lp is a relativistic Lagrangian. There are several ways to

define a free particle Lagrangian. One possibility is

Lp(z
µ, vµ) = −m(ηαβv

αvβ)1/2

This corresponds to a Lagrangian density

Lp(x) = −ρ(x)

A second possibility is

Lp = −1

2
mηαβw

αwβ

Note that w0 and w1 are not independent, since they are related by the constraint

ηµνw
µwν = 1

However, the correct equations of motion result if we ignore the constraint and vary them indepen-

dently.

We can also derive the equation of motion from the action

S =
1

2

∫

(e−1gµνv
µvν +m2)

√
e dλ =

∫

Lp dλ

where

e = eλλ = det(eλλ) = (eλλ)−1

can be thought of as a one-dimensional metric for the trajectory. The Lagrangian that follows from

this action is

Lp(z
µ, vµ, e) =

1

2
(e−1/2gµνv

µvν + e1/2m2)

The equation of motion for e is
∂Lp

∂e
= 0

so

e = m−2gµνv
µvν

If we substitute this into the original Lagrangian, we obtain

Lp(z
µ, vµ) = m(gµνv

µvν)1/2
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which reproduces our first Lagrangian.

5.2.2 Energy-momentum tensor

We will often want to construct the energy-momentum tensor corresponding to a given field La-

grangian L. One way to obtain the energy-momentum tensor is to apply Noether’s theorem to

spacetime translations. According to Noether’s theorem, we can define a canonical stress tensor θαβ

that has the property

∂αθ
αβ = −∂βL |expl

Here ∂βL |expl indicates that only explicit spatial dependence of L is included in the derivative;

implicit spatial dependence, due to the dependence of L on spatially dependent dynamical variables,

is not included. For a scalar field φ, the canonical stress tensor is given by

θαβ =
∂L

∂(∂αφ)
(∂βφ)− ηαβL

while for a vector field Aµ, it is given by

θαβ =
∂L

∂(∂αAµ)
(∂βAµ)− ηαβL

The energy-momentum tensor Tαβ can usually be obtained in a straightforward way from the canon-

ical stress tensor θαβ .

A second way to obtain the energy-momentum tensor involves writing down the action S for the

field in a form that is invariant under general coordinate transformations. We can then find the

energy-momentum tensor Tαβ by varying the action with respect to the metric tensor (see [50] for

a proof of this result):

δS = −1

2

∫

Tαβ δgαβ g
1/2 d2x

where g is minus the determinant of gµν . For this method to be applicable, all the fields in the

action must be dynamical; that is, there can be no explicit spacetime dependence of the Lagrangian.

There are several results that are useful in performing the variations. First, the variation of the

inverse metric tensor is given by

δgµν = −gµαgνβδgαβ

This follows from

δ(gαµ gµβ) = gαµ δgµβ + gµβ δg
αµ = δ(δα

β) = 0



259

Second, the variation of g is given by

δg = ggµν δgµν

This is easy to see in 1 + 1 dimensions. In 1 + 1 dimensions, g is

g = g10 g01 − g11 g00 = −1

2
ǫαµǫβνgαβgµν

and the inverse metric tensor is

gµν = −1

g
ǫαµǫβνgαβ

Thus,

δg = −ǫαµǫβνgαβ δgµν = ggµν δgµν

I now consider some examples.

The action for a free point particle is

S = −m
∫

(ηαβv
αvβ)1/2 dλ

In covariant form this becomes

S = −m
∫

(gαβv
αvβ)1/2 dλ = −m

∫∫

(gαβv
αvβ)1/2 δ(D)(x− z(λ)) dλ dDx

Thus, the energy-momentum tensor is

Tαβ = mg−1/2

∫

(gαβv
αvβ)−1/2 vαvβ δ(D)(x− z(λ)) dλ

In Lorentz coordinates, this becomes

Tαβ = m

∫

wαwβ δ(D)(x − z(τ)) dτ

For a free scalar field, the action is

S =
1

2

∫

(∂µφ)(∂µφ) dx2

In covariant form, this becomes

S =
1

2

∫

gµν(∂µφ)(∂νφ) g1/2 dx2



260

Thus, the energy-momentum tensor is

T µν = gµαgνβ(∂αφ)(∂βφ)− 1

2
gµνgαβ(∂αφ)(∂βφ)

For a free vector field, the action is

Sf = −1

4

∫

FµνF
µν d2x

In covariant form, this becomes

Sf = −1

4

∫

gαβgµνFαµFβν g
1/2 d2x

Thus, the energy-momentum tensor is

Tαβ = −gαµgβνgστFµσFντ +
1

4
gαβgµνgστFµσFντ

5.3 Vector field

As an example of a relativistic field theory, let us consider a point particle coupled to a vector field.

We will first discuss a dynamical field coupled to a non-dynamical source, and then a dynamical

particle coupled to a non-dynamical field. Finally, we will consider a system where both the particle

and the field are dynamical.

5.3.1 Dynamical field

The Lagrangian for a free vector field Aµ is

Lf = −1

4
FµνF

µν

where Fµν , the field strength tensor, is related to Aµ by

Fµν = ∂µAν − ∂νAµ

Note that
∂Lf

∂(∂µAν)
= −Fµν

So the field equations are

∂µF
µν = 0
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The canonical stress tensor corresponding to Lf is

θαβ
f = −Fαµ ∂βAµ +

1

4
ηαβFµνF

µν = Tαβ
f − Fαµ ∂µA

β

where the energy-momentum tensor T µν
f is

T µν
f = FµαFα

ν +
1

4
ηµνFαβFαβ

Using the field equations, we can express θαβ
f as

θαβ
f = Tαβ

f − ∂µ(FαµAβ)

Noether’s theorem states that

∂αθ
αβ
f = −∂βLf |expl= 0

so

∂αT
αβ
f = 0

as can be verified by using the field equations.

Now, suppose we add an interaction Lagrangian Li:

Li = −JµAµ

so the total Lagrangian is Lfi = Lf +Li. Since the source Jµ will in general be spatially dependent,

the total Lagrangian is no longer invariant under translations. The field equations that follow from

Lfi are

∂µF
µν = Jν

The canonical stress tensor corresponding to Lfi is

θαβ
fi = Tαβ

f − Fαµ ∂µA
β + ηαβJµAµ

Or, using the field equations,

θαβ
fi = Tαβ

f − ∂µ(FαµAβ)− JαAβ + ηαβJµAµ

Note that

∂αθ
αβ
fi = ∂αT

αβ − Jα(∂αA
β) + (∂βJµ)Aµ + Jµ(∂βAµ)
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= ∂αT
αβ
f − FαβJα + (∂βJµ)Aµ

where I have used that the current is conserved (∂µJ
µ = 0). From Noether’s theorem, we have that

∂αθ
αβ
fi = −∂βLfi |expl= (∂βJµ)Aµ

Thus, equating these two expressions for ∂αθ
αβ
fi , we find

∂αT
αβ
f = FαβJα

as can be verified using the field equations.

I now want to specialize to the case of a vector field in 1+1 dimensions. It is useful to introduce

a tensor ǫµν , which is defined by ǫ01 = −ǫ10 = 1, ǫ00 = ǫ11 = 0. It follows that ǫ01 = −ǫ10 = −1,

ǫ00 = ǫ11 = 0. The following results hold:

ǫµνǫαβ = δµ
β δ

ν
α − δµ

α δ
ν

β

ǫµνǫνα = δµ
α

ǫµνǫµν = −2

The field strength tensor is

Fµν = ∂µAν − ∂νAµ = ǫµνE

where the electric field E is

E = −∂xA
0 − ∂tA

1 = F 10

The Lagrangian for a free vector field is

Lf = −1

4
FµνF

µν =
1

2
E2

The energy-momentum tensor T µν
f is

T µν
f = FµαFα

ν +
1

4
ηµνFαβFαβ = −1

4
FαβFαβη

µν =
1

2
E2 ηµν

The field equations are

∂µE = −ǫµνJ
ν
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Or, in component notation,

∂xE = J0

∂tE = −J1

These are just Maxwell’s equations in 1+1 dimensions.

5.3.2 Dynamical particle

Now let us consider a dynamical point particle coupled to a non-dynamical vector field Aµ. The

Lagrangian density for the system is

Lpi = −ρ− JµA
µ

where

ρ(x) = m

∫

δ(D)(x− z(τ)) dτ

is the mass density as measured in the instantaneous rest frame of the particle, and

Jµ(x) = e

∫

wµ δ(D)(x− z(τ)) dτ

is the current. The action is

S =

∫

Lpi dx
2 = −

∫

Lpi dλ

where

Lpi(z
µ, vµ) = m(ηαβv

αvβ)1/2 + evµAµ

The equation of motion is given by

d

dλ

∂Lpi

∂vµ
− ∂Lpi

∂zµ
= 0

Note that

∂Lpi

∂vµ
= mηµνv

ν (ηαβv
αvβ)−1/2 + eAµ = mηµνw

ν + eAµ

∂Lpi

∂zµ
= evν ∂µAν

Thus,
d

dτ
wµ =

e

m
Fµνwν
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Recall that the energy-momentum tensor for a free particle is

T µν
p (x) = m

∫

wµwν δ(D)(x− z(τ)) dτ

Thus,

∂µT
µν
p (x) = m

∫

dwν

dτ
δ(D)(x− z(τ)) dτ

If we substitute the equation of motion for the particle, we find

∂µT
µν
p = FµνJν

5.3.3 Dynamical particle and field

Now let us consider a point particle coupled to a vector field Aµ, where both the particle and the

field are dynamical. The total Lagrangian for the system is

L = Lf + Lp + Li = −1

4
FµνF

µν − ρ− JµA
µ

where Jµ is related to the particle dynamical variables by

Jµ(x) = e

∫

wµ δ(D)(x− z(τ)) dτ

The total energy-momentum tensor is

T µν = T µν
f + T µν

p

where

T µν
p (x) = m

∫

wµwν δ(D)(x− z(τ)) dτ

and

T µν
f = FµαFα

ν +
1

4
ηµνFαβFαβ

The field equation is

∂µF
µν = Jν

The equation of motion for the particle is

d

dτ
wµ =

e

m
Fµνwν
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From these, it follows that

∂µT
µν
p = −∂µT

µν
f = FµνJν

So the total energy-momentum tensor is conserved:

∂µT µν = 0

Because the only spatial dependence of the total Lagrangian is the implicit spatial dependence from

the dynamical variables, we can also obtain the energy-momentum tensor by varying the covariant

form of the action with respect to the metric tensor:

S = −1

4

∫

gαβgµνFαµFβν g
1/2 d2x−

m

∫∫

(gµνv
µvν)1/2 δ(D)(x − z(λ)) dλ dDx

5.4 Scalar field

As a second example of a relativistic field theory, let us consider a point particle coupled to a scalar

field. We will first discuss a dynamical field coupled to a non-dynamical source, and then a dynamical

particle coupled to a non-dynamical field. Finally, we will consider a system where both the particle

and the field are dynamical.

5.4.1 Dynamical field

The Lagrangian for a free scalar field is

Lf =
1

2
(∂µφ)(∂µφ)

The field equation that follows from Lf is

�φ = 0

The energy-momentum tensor Tαβ
f for the field is just given by the canonical stress tensor θαβ

f

corresponding to Lf :

Tαβ
f = θαβ

f = (∂αφ)(∂βφ)− 1

2
ηαβ(∂µφ)(∂µφ)

Thus, from Noether’s theorem,

∂αT
αβ
f = ∂αθ

αβ
f = −∂βLf |expl= 0
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as can be verified using the equation of motion.

Now suppose we add an interaction of the form

Li = −f(φ) ρ

where ρ describes a source. Later we will let ρ depend on other dynamical variables in the Lagrangian,

but for now it is just a spacetime-dependent parameter. The equation of motion that follows from

Lfi = Lf + Li is

�φ+
df

dφ
ρ = 0

The canonical stress tensor corresponding to Lfi is

θαβ
fi = (∂αφ)(∂βφ)− 1

2
ηαβ(∂µφ)(∂µφ) + ηαβfρ = Tαβ

f + ηαβfρ

Thus, from Noether’s theorem,

∂αθ
αβ
fi = −∂βLfi |expl= f ∂βρ

as can be verified using the equations of motion. Note that because ρ is a parameter rather than a

function of dynamical variables, its spatial dependence is included in ∂βLfi |expl. We find that

∂αTαβ
f = −(∂βf)ρ

5.4.2 Dynamical particle

The Lagrangian density for a particle coupled to a scalar field is

Lpi = Lp + Li = −(1 + f(φ)) ρ

where f(φ) is a function that describes the form of the coupling, and for now the field φ is taken to

be a spacetime-dependent parameter rather than a dynamical variable. The action is

S =

∫

Lpi d
2x = −

∫

Lpi dλ

where the Lagrangian is

Lpi(z
µ, vµ) = m(1 + f)(ηµνv

µvν)1/2
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The equation of motion for the particle is given by

d

dλ

∂Lpi

∂vγ
− ∂Lpi

∂zγ
= 0

Note that

∂Lpi

∂vγ
= m(1 + f) ηγµv

µ (ηαβv
αvβ)−1/2 = m(1 + f)wγ = πγ

∂Lpi

∂zγ
= m(∂γf)(ηαβv

αvβ)1/2

Thus, the equation of motion is

d

dτ
wµ + (1 + f)−1(∂νf)(wµwν − ηµν) = 0

Or
d

dτ
πµ = ∂µf

Recall that the energy-momentum tensor for a free particle is

T µν
p (x) = m

∫

wµwν δ(D)(x− z(τ)) dτ

We can define an energy-momentum tensor for a coupled particle that includes the interaction energy

of the particle with the field:

T µν
pi (x) = m(1 + f)

∫

wµwν δ(D)(x− z(τ)) dτ

Note that

∂µT
µν
pi (x) = m(∂µf)

∫

wµwν δ(D)(x− z(τ)) dτ +

m(1 + f)

∫

dwν

dτ
δ(D)(x − z(τ)) dτ

If we substitute the equation of motion for the particle, we find that

∂µT
µν
pi (x) = (∂νf)ρ

where

ρ(x) = m

∫

δ(D)(x− z(τ)) dτ
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5.4.3 Geometric interpretation

In the previous section, we showed that for the Lagrangian density

Lpi = Lp + Li = −(1 + f(φ)) ρ

the equation of motion for the particle is

d

dτ
wµ + (1 + f)−1(∂νf)(wµwν − ηµν) = 0

I now want to show that we can reinterpret this result: instead of viewing the particle as moving

in a flat spacetime and being accelerated by the field, we can view the particle as falling freely in a

curved spacetime, with a metric tensor given by

gµν = (1 + f)2 ηµν

Note that given a particle trajectory zµ(λ), where λ is an arbitrary parameter, we can define two

different proper times: a proper time τ relative to the metric ηµν , and a proper time s relative to

the metric gµν :

dτ = (ηµν dz
µdzν)1/2

ds = (gµν dz
µdzν)1/2

Since we are dealing with two metric tensors, to avoid ambiguity I will be careful not to raise or

lower indices. We can define a velocity vµ relative to the arbitrary parameter λ, and velocities wµ

and uµ relative to the proper times λ and τ :

vµ =
dzµ

dλ

wµ =
dzµ

dτ

uµ =
dzµ

ds

Note that

ηµνw
µwν = gµνu

µuν = 1

Also,

dτ

dλ
= (ηµνv

µvν)1/2
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ds

dλ
= (gµνv

µvν)1/2

We can express the particle Lagrangian as

Lpi(z
µ, vµ) = m(1 + f)(ηµνv

µvν)1/2 = m(gµνv
µvν)1/2

The equation of motion for the particle is given by the Euler-Lagrange equations:

d

dλ

∂Lpi

∂vγ
− ∂Lpi

∂zγ
= 0

Note that

∂Lpi

∂vγ
= mgγνv

ν (gαβv
αvβ)−1/2 = mgγνu

ν

∂Lpi

∂zγ
=

1

2
mgµν,γv

µvν (gαβv
αvβ)−1/2

Thus, the equation of motion is

d

ds
(gγνu

ν)− 1

2
gµν,γ u

µuν = 0

Or
d

ds
uα +

1

2
gαγ(gγν,µ + gµγ,ν − gµν,γ)uµuν = 0

The Christoffel symbols are given by

Γα
µν =

1

2
gαγ(gγν,µ + gµγ,ν − gµν,γ)

Thus, we can express the equation of motion as

d

ds
uγ + Γγ

αβu
αuβ = 0

so the particles move along geodesics of the metric gµν .

5.4.4 Dynamical particle and field

Now let us consider a point particle coupled to a scalar field φ, where both the particle and the field

are dynamical. The Lagrangian for the system is

L = Lf + Lp + Li =
1

2
(∂µφ)(∂µφ) − (1 + f)ρ
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where ρ is related to the particle dynamical variables by

ρ(x) = m

∫

δ(D)(x− z(τ)) dτ

The total energy-momentum tensor is

Tαβ = Tαβ
f + Tαβ

pi

where

T µν
pi (x) = m(1 + f)

∫

wµwν δ(D)(x− z(τ)) dτ

and

Tαβ
f = (∂αφ)(∂βφ)− 1

2
ηαβ(∂µφ)(∂µφ)

The field equation is

�φ+
df

dφ
ρ = 0

The equation of motion for the particle is

dwµ

dτ
+ (1 + f)−1(∂νf)(wµwν − ηµν) = 0

From these, it follows that

∂αT
αβ
pi = −∂αT

αβ
f = (∂βf)ρ

So the total energy-momentum tensor is conserved:

∂αT
αβ = 0

Note that while for a vector field the total energy-momentum tensor of the system is just the sum

of the individual energy-momentum tensors for the particle and field, for a scalar field the total

energy-momentum tensor also includes a contribution due to the particle/field interaction.

Because the only spatial dependence of the total Lagrangian is the implicit spatial dependence from

the dynamical variables, we can also obtain the energy-momentum tensor by varying the covariant

form of the action with respect to the metric tensor:

S =
1

2

∫

gµν(∂µφ)(∂νφ) g1/2 d2x−

m

∫∫

(1 + f) (gµνv
µvν)1/2 δ(D)(x− z(λ)) dλ dDx
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5.5 Greens function for the wave equation

In the next section, I will calculate the fields radiated by a moving particle for several different field

theories. For linear systems (that is, systems that obey the superposition principle), this is most

easily accomplished by the use of Greens functions, which are solutions to the field equation for a

point source. By integrating the Greens function against the source distribution function, we obtain

the fields produced by that source. Here I calculate retarded Greens functions for the wave equation

in various dimensions and show how the Greens function in D spacetime dimensions may be related

to the Greens function in D + 1 spacetime dimensions.

5.5.1 General expression for the Greens function

The Greens function for the wave equation satisfies

�G(x) = ΩD−2 δ
(D)(x)

where D is the spacetime dimension and Ωn is the surface area of Sn:

Ωn =
2πn/2

Γ(n/2)

The Greens function G(x) is related to its Fourier transform G̃(q) by

G(x) = (2π)−D

∫

e−iq·x G̃(q) dDq

Thus,

�G(x) = −(2π)−D

∫

(q · q) e−iq·x G̃(q) dDq

The delta function can be expressed as

δ(D)(x) = (2π)−D

∫

e−iq·x dq

So from the definition of the Greens function, we find that

G̃(q) = −ΩD−2

q · q

Substituting this result into the expression for G(x), we obtain

G(x) = −ΩD−2 (2π)−D

∫

(q · q)−1 e−iq·x dDq



272

Note that
∫

(q · q)−1 e−iq·x dDq =

∫ ∫

(ω2 − k2)−1 e−i(ωt−~k·~r) dω dD−1k

The ω integral is given by

∫

(ω2 − k2)−1 e−iωt dω =

∫

(ω + k + iǫ)−1 (ω − k + iǫ)−1 e−iωt dω

= −2π θ(t)
sin kt

k

where I have chosen the poles in such a way that we get a retarded Greens function (other choices

of poles result in Greens functions that satisfy other boundary conditions). Thus,

Gr(x) = ΩD−2 (2π)−(D−1) θ(t)

∫

sin kt

k
ei~k·~r dD−1k

A D dimensional spacetime may be viewed as a D + 1 dimensional spacetime that is symmetric

under translations along one of the spatial dimensions. This observation can be used to relate the

Greens function in D spacetime dimensions to the Greens function in D + 1 spacetime dimensions:

GD
r (t, x1, · · · , xD−1) =

ΩD−2

ΩD−1

∫

GD+1
r (t, x1, · · · , xD) dxD

5.5.2 Greens function in 3 + 1 dimensions

For 3 + 1 dimensions, the retarded Greens function is

Gr(~r, t) = (4π)(2π)−3 θ(t)

∫

sinkt

k
ei~k·~r d3k

= −i(2π)−1 θ(t)

∫ ∞

0

∫ 1

−1

eikr cos θ (eikt − e−ikt) d(cos θ) k dk

= −(2π)−1 θ(t)

r

∫ ∞

0

(eikr − e−ikr)(eikt − e−ikt) dk

= −θ(t)
r

(δ(t+ r)− δ(t− r))

=
δ(t− r)

r

Note that

δ(t2 − r2) =
1

2r
(δ(t+ r) + δ(t− r))

Thus, we can also express the Greens function in a manifestly Lorentz invariant form:

Gr(x) = 2θ(t) δ(x · x)
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5.5.3 Greens function in 2 + 1 dimensions

For 2 + 1 dimensions, the retarded Greens function is

Gr(~r, t) = (2π)(2π)−2 θ(t)

∫

sin kt

k
ei~k·~r d2k

= (2π)−1 θ(t)

∫ ∞

0

∫ 2π

0

eikr cos θ sin kt dθ dk

Note that [51]

J0(x) = (2π)−1

∫ 2π

0

eix cos θ dθ

and [51]
∫ ∞

0

J0(kr) sin kt dk = θ(t− r) (t2 − r2)−1/2

Thus,

Gr(~r, t) = θ(t− r) (t2 − r2)−1/2

Or, in manifestly Lorentz invariant form,

Gr(x) = θ(x · x) (x · x)−1/2

We can also obtain the Greens function for 2 + 1 dimensions from the Greens function for 3 + 1

dimensions:

Gr(t, ~r) =
1

2
θ(t)

∫

(r2 + z2)−1/2 δ(t− (r2 + z2)1/2) dz

where ~r = x x̂+ y ŷ. We can express the delta function as δ(f(z)), where

f(z) = t− (r2 + z2)1/2

If t > r, then f(z) has zeros at z = ±z0, where

z0 = (t2 − r2)1/2

Note that

|f ′(±z0)| = z0 (r2 + z2
0)

−1/2

If t < r, then f(z) is negative and the delta function vanishes. Thus,

δ(t− (r2 + z2)1/2) =
1

z0
θ(t− r) (r2 + z2

0)1/2 (δ(z + z0) + δ(z − z0))
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If we substitute this result into our expression for the Greens function, we obtain

Gr(t, ~r) =
1

z0
θ(t− r) = θ(t− r) (t2 − r2)−1/2

which agrees with our previous result.

Note that in 3 + 1 dimensions, waves only propagate on the light cone, while in 2 + 1 dimen-

sions, waves propagate both on and inside the light cone. This can be understood by noting that a

point source in 2 + 1 dimensions is equivalent to a line source in 3 + 1 dimensions.

5.5.4 Greens function in 1 + 1 dimensions

For 1 + 1 dimensions, the retarded Greens function is

Gr(x, t) = 2(2π)−1 θ(t)

∫

sin kt

k
eikx dk = θ(t) I(0)

where

I(α) =
2

π

∫ ∞

0

e−αk

k
sin kt cos kx dk

Note that I(∞) = 0. If we differentiate with respect to α, we can perform the integral:

dI

dα
= − 1

π

(

t+ x

α2 + (t+ x)2
+

t− x
α2 + (t− x)2

)

Now integrate over α to get

I(α) = I(0)− 1

π
tan−1

(

α

t+ x

)

− 1

π
tan−1

(

α

t− x

)

Using this expression, together with the fact that I(∞) = 0, we find

I(0) = θ(t− |x|)

Thus,

Gr(x, t) = θ(t− |x|)

Or, in manifestly Lorentz invariant form,

Gr(x) = θ(x · x)
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We can also obtain the Greens function for 1 + 1 dimensions from the Greens function in 2 + 1

dimensions:

Gr(t, x) =
1

π

∫

θ(t− (x2 + y2)1/2) (t2 − x2 − y2)−1/2 dy

Note that, because of the θ function, the integral is nonzero only if t > |x|. Thus, we can express

the Greens function as

Gr(t, x) =
1

π
θ(t− |x|)

∫ y0

−y0

(y2
0 − y2)−1/2 dy

where

y0 = (t2 − x2)1/2

If we perform the integral, we find

Gr(t, x) = θ(t− |x|)

which agrees with our previous result.

5.6 Fields radiated by a moving particle

I now want to evaluate the fields radiated by a moving particle, in both 1 + 1 and 3 + 1 dimensions,

and for both scalar and vector fields.

5.6.1 General results

Here I collect a number of results that are useful for calculating the fields and field gradients produced

by a moving particle. To calculate the field at x, we need to evaluate the retarded Greens function

Gr(r(x, τ)), where

r(x, τ) = x− z(τ)

and z(τ) is the location of the particle at proper time τ . Note that

drµ

dτ
= −wµ

where

wµ =
dzµ

dτ

is the velocity of the particle.

First I want to relate the gradient of Gr(r) to the derivative of Gr(r) with respect to the proper
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time τ . Because Gr(r) is Lorentz invariant, we can express the gradient in the form

∂µGr(r) = h(r) rµ

for some function h(r). The derivative of Gr(r) with respect to the proper time is

d

dτ
Gr(r) =

drµ

dτ
∂µGr(r) = −wµ ∂µGr(r) = −(r · w)h(r)

So

∂µGr(r) = −(r · w)−1 rµ
d

dτ
Gr(r)

Next, I want to evaluate δ(r · r). Note that for a point x that does not lie on the world line of the

particle, there are two proper times for which r · r vanishes: the retarded proper time τr(x), and the

advanced proper time τa(x). They are defined implicitly by

r(x, τr) · r(x, τr) = r(x, τa) · r(x, τa) = 0

and

z0(τr) < x0 < z0(τa)

Thus,

δ(r · r) = | d
dτ

(r · r)|−1 (δ(τ − τr) + δ(τ − τa))

=
1

2
(r · w)−1 (δ(τ − τr)− δ(τ − τa))

In what follows I will assume that r and w are evaluated at the retarded proper time τr(x); that is,

r ≡ r(x, τr(x)) and w ≡ w(τr(x)).

Note that r may be expressed as

r = (r · w)(w + n)

where n ≡ n(x) is a vector field given by

n = (r · w)−1 r − w

The vectors n and w obey the following orthonormality conditions:

w · w = −n · n = 1
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��6

(r · w)nµ

wµ

zµ(τr)

xµ

(r · w)wµ
rµ

Figure 5.1: Diagram of vectors, drawn in the instantaneous rest frame of the particle at the retarded
proper time τr(x) of point xµ.

w · n = 0

Note that r · w may be interpreted as the distance from the particle to the point x, as measured in

the instantaneous rest frame of the particle at the retarded proper time τr(x).

In summary, given a particle trajectory z(τ), we have defined vector fields r, w, and n by

r = r(x, τr(x)) = x− z(τr(x))

w = w(τr(x))

n = (r(x, τr(x)) · w(τr))
−1 r(x, τr(x))− w(τr(x))

Note that r is everywhere lightlike, w is everywhere timelike, and n is everywhere spacelike. A

diagram of the vectors r, n, and w for a specific point x is shown in Figure 5.1.

I now want to calculate the gradient of r. Note that

∂αr
β = ∂α(xβ − zβ(τr)) = δβ

α − wβ ∂ατr

Since r · r = 0, it follows that

1

2
∂α(r · r) = rβ ∂αr

β = rα − (r · w) ∂ατr = 0
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Thus, the gradient of the proper time is

∂ατr = (r · w)−1 rα = wα + nα

So the gradient of r is

∂αr
β = δβ

α − (r · w)−1 rαw
β = δβ

α − (wα + nα)wβ

Note that

∂αr
α = D − 1

where D is the spacetime dimension.

5.6.2 General results for a vector field

Consider a vector field Aµ coupled to a current Jµ in D spacetime dimensions. The Lagrangian is

L = − 1

4ΩD−2
FµνFµν − ρ− JµA

µ

The field equation is

∂µF
µν = ΩD−2J

ν

In the Lorentz gauge (∂µA
µ = 0), this becomes

�Aµ(x) = ΩD−2 J
µ(x)

For a point particle with trajectory z(τ), the current is

Jµ(x) = e

∫

wµ δ(D)(x− z(τ)) dτ

Thus, the retarded vector potential for the particle is

Aµ
r (x) =

∫

Gr(x− y)Jµ(y) dDy = e

∫

wµ Gr(r) dτ

The gradients are

∂νA
µ
r (x) = e

∫

wµ ∂νGr(r) dτ

= −e
∫

(r · w)−1 rνw
µ d

dτ
Gr(r) dτ

= e

∫

Gr(r)
d

dτ
((r · w)−1 rνw

µ) dτ
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Note that

d

dτ
((r · w)−1 rνwµ) = −(r · w)−1 wνwµ + (r · w)−2 rνwµ + (r · w)−1 rνsµ

where I have used that w · w = 1, and I have defined

s = a− (r · w)−1 (r · a)w = a− (a · n)w

Note that

r · s = 0

and

s · s = a · a+ (a · n)2

The retarded field strength tensor is

Fµν
r = ∂µAν

r − ∂νAµ
r = e

∫

Gr(r) ((r · w)−2 r[µ wν] + (r · w)−1 r[µ sν]) dτ

I now want to discuss the conservation of energy and momentum. Recall that we can define an

energy-momentum tensor for the field

T µν
f = Ω−1

D−2(ηαβ F
µα F βν +

1

4
ηµν ηαβ ηγσ F

αγ F βσ)

such that

∂µT
µν
f = FµνJµ

Using that Fµν = Fµν
r + Fµν

in , we can decompose the energy-momentum tensor as follows:

Tαβ
f = Tαβ

in + Tαβ
r + Tαβ

cross

where

T µν
in = Ω−1

D−2(ηαβ F
µα
in F βν

in +
1

4
ηµν ηαβ ηγσ F

αγ
in F βσ

in )

is the energy-momentum tensor for the in field,

T µν
r = Ω−1

D−2(ηαβ F
µα
r F βν

r +
1

4
ηµν ηαβ ηγσ F

αγ
r F βσ

r )

is the energy-momentum tensor for the retarded field, and

T µν
cross = Ω−1

D−2(ηαβ F
µα
r F βν

in + ηαβ F
µα
in F βν

r +
1

2
ηµν ηαβ ηγσ F

αγ
r F βσ

in )
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is the energy-momentum tensor associated with the interference between the in field and the retarded

field. Note that

∂µF
µν
r = ΩD−2J

ν

and

∂µF
µν
in = 0

from which it follows that Tαβ
in , Tαβ

cross, and Tαβ
r obey the individual conservation laws

∂αT
αβ
in = 0

∂αT
αβ
cross = Fµν

in Jµ

∂αT
αβ
r = Fµν

r Jµ

5.6.3 General results for a scalar field

Consider a scalar field φ coupled to a source ρ in D spacetime dimensions. The Lagrangian is

L =
1

2ΩD−2
(∂µφ)(∂µφ)− (1 + φ)ρ

The field equation is

�φ = −ΩD−2 ρ

For a point particle with trajectory z(τ),

ρ(x) =

∫

δ(D)(x− z(τ)) dτ

Thus, the retarded field radiated by the source is

φr(x) = −
∫

Gr(x− y) ρ(y) dDy = −
∫

Gr(r) dτ

The gradient of the retarded field is

∂µφr(x) = −
∫

∂µGr(r) dτ

=

∫

(r · w)−1 rµ
d

dτ
Gr(r) dτ

= −
∫

Gr(r)
d

dτ
((r · w)−1 rµ) dτ

Note that
d

dτ
((r · w)−1 rµ) = (r · w)−2 (rµ − (r · w)wµ − (r · a) rµ)
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Thus, the gradient of the retarded field is

∂µφr(x) = −
∫

Gr(r) (r · w)−2 (rµ − (r · w)wµ − (r · a) rµ) dτ

I now want to discuss the conservation of energy and momentum. Recall that we can define an

energy-momentum tensor for the field

Tαβ
f = Ω−1

D−2 ((∂αφ)(∂βφ) − 1

2
ηαβ(∂µφ)(∂µφ))

such that

∂αT
αβ
f = −(∂βφ)ρ

Using that φ = φr + φin, we can decompose the energy-momentum tensor as follows:

Tαβ
f = Tαβ

in + Tαβ
r + Tαβ

cross

where

Tαβ
in = Ω−1

D−2 ((∂αφin)(∂βφin)− 1

2
ηαβ(∂µφin)(∂µφin))

is the energy-momentum tensor for the in field,

Tαβ
r = Ω−1

D−2 ((∂αφr)(∂
βφr)−

1

2
ηαβ(∂µφr)(∂

µφr))

is the energy-momentum tensor for the retarded field, and

Tαβ
cross = Ω−1

D−2 ((∂αφr)(∂
βφin) + (∂βφr)(∂

αφin)− ηαβ(∂µφr)(∂
µφin))

is the energy-momentum tensor associated with interference between the in field and the retarded

field. Note that

�φr = −ΩD−2 ρ

and

�φin = 0

from which it follows that Tαβ
in , Tαβ

cross, and Tαβ
r obey the individual conservation laws

∂αT
αβ
in = 0

∂αT
αβ
cross = −ρ ∂βφin

∂αT
αβ
r = −ρ ∂βφr
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5.6.4 Vector field in 3 + 1 dimensions

Let us begin our study of vector fields in 3+1 dimensions by calculating the retarded field produced

by a moving particle. We will start with points x that do not lie on the world line of the particle.

In section 5.6.2, we showed that the retarded field strength tensor is given by

Fµν
r = e

∫

Gr(r) ((r · w)−2 r[µ wν] + (r · w)−1 r[µ sν]) dτ

The retarded and advanced Greens functions in 3 + 1 dimensions are

Gr(r) = 2θ(r0) δ(r · r) = (r · w)−1 δ(τ − τr)

Ga(r) = 2θ(−r0) δ(r · r) = −(r · w)−1 δ(τ − τa)

Thus,

Fµν
r = Fµν

vel + Fµν
rad

where

Fµν
vel = e(r · w)−3 (rµwν − rνwµ)

Fµν
rad = e(r · w)−2 (rµsν − rνsµ)

and where r, w, and s are all evaluated at the retarded proper time τr(x). We see that the retarded

field strength tensor is the sum of a velocity field Fµν
vel , which falls off like 1/R2, and a radiation field

Fµν
rad, which falls off like 1/R.

Now let us calculate the retarded field for points x = z(τ ′) that do lie on the particle world line. This

requires care, because the field diverges as we approach the particle. We can isolate the divergent

part of the field by taking linear combinations of the retarded and advanced field strength tensors

(I believe this observation was first made by Dirac):

Fµν
± = Fµν

r ± Fµν
a

Then

Fµν
± (x) |x=z(τ ′)= e

∫

G±(r(x, τ))
d

dτ

(

rµ(x, τ)wν (τ) − rν(x, τ)wµ(τ)

r(x, τ) · w(τ)

)

dτ

where

G+(r) = Gr(r) +Ga(r) = 2δ(r · r)

G−(r) = Gr(r)−Ga(r) = 2ǫ(r0) δ(r · r)
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We can calculate these fields using a method presented in [38], which involves expanding the inte-

grand in the parameter u = τ − τ ′. Let us define z ≡ z(τ ′), w ≡ w(τ ′), a ≡ a(τ ′), ȧ ≡ ȧ(τ ′). If we

expand z(τ) and w(τ) in u, we find

z(τ) = z + uw +
1

2
u2a+

1

6
u3ȧ+O(u4)

w(τ) = w + ua+
1

2
u2ȧ+O(u3)

Thus,

r(z, τ) = z − z(τ) = −u(w +
1

2
ua+

1

6
u2ȧ) +O(u4)

and

r(z, τ) · w(τ) = −u(1− 1

6
u2 (a · a)) +O(u4)

where I have used that a ·a+w · ȧ = 0 (this follows from w ·a = 0). From these results, we find that

rµ(x, τ)wν (τ) − rν(x, τ)wµ(τ) = −u
2

2
w[µ aν] − u3

3
w[µ ȧν] +O(u4)

and
rµ(x, τ)wν (τ) − rν(x, τ)wµ(τ)

r(x, τ) · w(τ)
=
u

2
w[µ aν] +

u2

3
w[µ ȧν] +O(u3)

If we substitute these into these expressions into the field strength tensor, we obtain

F±(z(τ ′)) = e

∫

G±(−uw) (
1

2
w[µ aν] +

2

3
uw[µ ȧν] +O(u2)) du

where

G+(−uw) = 2δ(u2)

G−(−uw) = −2ǫ(u) δ(u2) = 2δ′(u)

Thus,

Fµν
− = −4

3
ew[µ ȧν]

Fµν
+ = ew[µ aν]

∫

δ(u2) du = 2(mS/e)w
[µ aν]

where I have defined a divergent self-energy mS :

mS =
e2

2

∫

δ(u2) du
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The retarded field strength tensor is therefore

Fµν
r =

1

2
(Fµν

+ + Fµν
− ) = −2

3
ew[µ ȧν] + (mS/e)w

[µ aν]

The equation of motion for the particle is

maµ = eFµνwν = e(Fµν
in + Fµν

r )wν

Substituting for the retarded field, we find

maµ = eFµν
in wν +

2

3
e2 (ȧµ + (a · a)wµ)−mSa

µ

Or

mRa
µ = eFµν

in wν +
2

3
e2 (ȧµ + (a · a)wµ)

where mR = m+mS is the renormalized mass.

Now let us calculate the energy-momentum tensor for the retarded field:

T µν
r = (4π)−1(ηαβ F

µα
r F βν

r +
1

4
ηµν ηαβ ηγσ F

αγ
r F βσ

r )

If we substitute Fµν
r = Fµν

vel + Fµν
rad, we find that

ηαµ F
αβ
rad F

µν
vel = 0

Thus, the energy-momentum tensor for the retarded field can be expressed as the sum of energy-

momentum tensors for the velocity field and for the acceleration field:

T µν
r = T µν

vel + T µν
rad

where

T µν
vel = (4π)−1(ηαβ F

µα
vel F

βν
vel +

1

4
ηµν ηαβ ηγσ F

αγ
vel F

βσ
vel )

= (e2/4π)(r · w)−5 (rµwν + rνwµ − 1

2
(r · w) ηµν)− (e2/4π)(r · w)−6 rµrν

and

T µν
rad = (4π)−1(ηαβ F

µα
rad F

βν
rad +

1

4
ηµν ηαβ ηγσ F

αγ
rad F

βσ
rad)
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Figure 5.2: The region V is defined by the intersection of surfaces S, C1, and C2. This diagram is
drawn in the instantaneous rest frame of the particle at proper time τ .

= −(e2/4π) (r · w)−4 (s · s) rµrν

= −(e2/4π) (r · w)−2 (a · a+ (a · n)2) (wµ + nµ) (wν + nν)

Here I have used that

ηαµ ηβν F
αβ
vel F

µν
vel = −2e2 (r · w)−4

ηαµ ηβν F
αβ
rad F

µν
rad = 0

Using these results, we can calculate the momentum that the particle exchanges with the field during

a proper time interval [τ, τ +dτ ]. Let C1 and C2 denote the lightcones for points z(τ) and z(τ +dτ).

Working in the instantaneous rest frame of the particle at proper time τ , we can define a sphere of

radius R that is centered on z(τ). Let S denote the surface swept out by the spacetime trajectory

of this sphere. The total momentum Pα flowing out of the region V that is enclosed by surfaces S,

C1, and C2 is given by (see Figure 5.2)

∆Pα =

∫

∂V

Tαβ
r dσβ
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where dσβ(x) is the outward-pointing surface element at point x. For points x ∈ S, dσµ can be

expressed as

dσµ = −R2 nµ dΩ dτ

where the minus sign is required so that dσµ points outward (n · dσ > 0). For points x ∈ C2, dσ
µ

can be expressed as

dσµ = ρ2 (nµ + wµ) dΩ dρ = ρ rµ dΩ dρ

while for points x ∈ C1, dσ
µ can be expressed as

dσµ = −ρ2 (nµ + wµ) dΩ dρ = −ρ rµ dΩ dρ

where ρ(x) = r0(x) is a radial coordinate.

Part of the momentum flux is due to radiation, and part is due to momentum corresponding to

the velocity field; that is, Pα = Pα
rad + Pα

vel, where

∆Pα
rad =

∫

∂V

Tαβ
rad dσβ

∆Pα
vel =

∫

∂V

Tαβ
vel dσβ

Note that

rµ T
µν
rad = 0

rµ T
µν
vel =

e2

8π
(r · w)−4 rν

Thus, momentum from the radiation field can only flow through surface S:

∆Pα
rad =

∫

S

Tαβ
rad dσβ = −(e2/4π)wα dτ

∫

S

(a · a+ (a · n)2) dΩ

In the instantaneous rest frame of the particle at τ ,

aµ = (0,~a)

nµ = (0, n̂)

Thus,

(a · n)2 = (~a · n̂)2 = |~a|2 cos2 θ = −(a · a) cos2 θ
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where θ is the angle between ~a and n̂. Substituting this result into the integral, we find that

∆Pα
rad = −2

3
e2(a · a)wα dτ

Now let us consider the momentum flux corresponding to the velocity field. Momentum from the

velocity field can flow through S, C1, and C2; however, because the energy-momentum tensor for

the velocity field falls off like 1/R4, for large R the momentum flow through S is negligible. Thus,

momentum corresponding to the velocity field only flows through C1 and C2:

∆Pα
vel =

∫

C2

Tαβ
vel dσβ +

∫

C1

Tαβ
vel dσβ

= (e2/2)(wα(τ + dτ) − wα(τ))

∫ R

0

1

ρ2
dρ

= mS a
α(τ) dτ

where

mS =
e2

2

∫ R

0

1

ρ2
dρ

Thus, the total momentum flux is

∆Pα

dτ
=

∆Pα
rad

dτ
+

∆Pα
vel

dτ
= −2

3
e2(a · a)wα +mS a

α

We obtained this expression for the total momentum flux by evaluating a surface integral over the

boundary of the region V . But if we apply Gauss’s theorem, we can also express ∆Pα in terms of

a volume integral:

∆Pα =

∫

∂V

Tαβ
r dσβ =

∫

V

∂βT
αβ
r d4x = −

∫

V

Fαβ
r Jβ d

4x = −eFαβ
r (z(τr))wβ dτ

Thus, substituting the expression for Fαβ
r (z(τr)) that we derived earlier, we find

∆Pα

dτ
= −2

3
e2 (ȧα + (a · a)wα) +mSa

α

This is the same as the expression we found by performing the surface integral, except that there is

an additional ȧ term. I’m not sure why the surface integral failed to produce this term; I assume it

is somehow due to the contribution of the surface integral at the points z(τ) and z(τ + dτ) where

the particle intersects the surface. At these points the energy-momentum tensor is singular, and a

more careful treatment of the surface integral is probably needed.
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5.6.5 Scalar field in 3 + 1 dimensions

Let us now consider a scalar field in 3 + 1 dimensions and calculate the retarded field produced by

a moving particle. We will start with points x that do not lie on the world line of the particle. In

section 5.6.3, we showed that the retarded field is given by

∂µφr(x) = −
∫

Gr(r) (r · w)−2 (rµ − (r · w)wµ − (r · a) rµ) dτ

Substituting for the Greens function, we find

∂µφr = ∂µφrad + ∂µφvel

where

∂µφrad = (r · w)−3 (r · a) rµ = (r · w)−1 (a · n) (wµ + nµ)

∂µφvel = −(r · w)−3 (rµ − (r · w)wµ) = −(r · w)−2 nµ

Now consider points x = z(τ ′) that do lie on the world line of the particle. The gradients of the

fields at x are

∂µφ±(x) = −
∫

G±(r(x, τ))
d

dτ

(

rµ(x, τ)

r(x, τ) · w(τ)

)

dτ

By expanding in u = τ − τ ′, we can show that (see section 5.6.4)

rµ(x, τ)

r(x, τ) · w(τ)
= wµ +

1

2
u aµ +

1

6
u2 (ȧµ + (a · a)wµ) +O(u3)

So

∂µφ±(x) = −
∫

G±(−uw) (
1

2
aµ +

1

3
u (ȧµ + (a · a)wµ) +O(u2)) du

Thus,

∂µφ− =
2

3
(ȧµ + (a · a)wµ)

∂µφ+ = −aµ

∫

δ(u2) du = −2mSaµ

where

mS =
1

2

∫

δ(u2) du

is the self-energy. The gradient of the retarded field is therefore

∂µφr =
1

2
(∂µφ+ + ∂µφ−) =

1

3
(ȧµ + (a · a)wµ)−mSaµ
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The energy-momentum tensor for the radiation field is

Tαβ
rad = (4π)−1[(∂αφ)(∂βφ)− 1

2
ηαβ(∂µφ)(∂µφ)]

= (4π)−1 (r · w)−2 (a · n)2 (wα + nα) (wβ + nβ)

Using this expression, we can calculate ∆Pα
rad as defined in the previous section:

∆Pα
rad =

∫

S

Tαβ
rad dσβ

= (4π)−1 dτ

∫

S

(n · a)2 (wα + nα) dΩ

= (4π)−1 dτ wα

∫

S

(n · a)2 dΩ

= −1

3
(a · a)wα dτ

where I have used that

(n · a)2 = −(a · a) cos2 θ

as was shown in section 5.6.4.

5.6.6 Vector field in 1 + 1 dimensions

Consider a particle coupled to a vector field in 1 + 1 dimensions. The retarded Greens function in

1 + 1 dimensions is

Gr(r) = θ(r0) θ(r · r)

Note that
d

dτ
Gr(r) = −2(r · w) θ(r0) δ(r · r) = −δ(τ − τr)

Thus, the gradient of the retarded field produced by the particle is

∂νA
µ
r = −e

∫

(r · w)−1 rνw
µ d

dτ
Gr(r) dτ = e (r · w)−1 rνw

µ = e (wν + nν)wµ

where r and w are evaluated at the retarded proper time τr(x). The retarded field strength tensor

is

Fµν
r = ∂µAν

r − ∂νAµ
r = e (nµwν − nνwµ) = E ǫµν

Thus, the electric field is

E = e ǫµν w
µ nν = e ǫ(x1 − z(x0))
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Here I have used that in 1 + 1 dimensions, n can be expressed in terms of w:

nν(x) = −ǫ(x1 − z1(τr)) ǫµν w
µ(τr)

so

ǫµν w
µnν = ǫ(x1 − z1(τr)) = ǫ(x1 − z1(x0))

5.6.7 Scalar field in 1 + 1 dimensions

Now consider a particle coupled to a scalar field in 1 + 1 dimensions. The retarded and advanced

Greens functions in 1 + 1 dimensions are

Gr(r) = θ(r0) θ(r · r)

Ga(r) = θ(−r0) θ(r · r)

Note that
d

dτ
Gr(r) = −2(r · w) θ(r0) δ(r · r) = −δ(τ − τr)

Using the results of section 5.6.3, we find that for points x that do not lie on the world line of the

particle, the gradient of the retarded field is

∂µφr(x) =

∫

(r · w)−1 rµ
d

dτ
Gr(r) dτ = −(r · w)−1 rµ = −wµ − nµ

where r and w are evaluated at the retarded proper time τr(x).

For points x = z(τ ′) that do lie on the world line of the particle, a more careful treatment is

needed. The field gradients are

∂µφr,a(x) =

∫

(r · w)−1 rµ
d

dτ
Gr,a(r) dτ

As in section 5.6.4, we will define z ≡ z(τ ′), w ≡ w(τ ′), and expand the integrand in the parameter

u = τ − τ ′. We find

(r · w)−1 rµ = wµ +O(u)

Thus, the field gradients are

∂µφr,a |x=z(τ ′)= wµ

∫

d

du
Gr,a(−uw) du
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Note that

Gr(−uw) = θ(−u)

Ga(−uw) = θ(u)

So

∂µφr |x=z(τ) = −wµ(τ)

∂µφa |x=z(τ) = wµ(τ)

In summary, for points x that do not lie on the particle trajectory, the gradient of the retarded field

is

∂µφr(x) = −wµ(τr(x)) − nµ(τr(x)).

For points x = z(τ) that do lie on the world line of the particle, the gradient of the retarded field is

∂µφr(z(τ)) = −wµ(τ)

The equation of motion for the particle is

d

dτ
wµ + (1 + φ)−1(∂νφ)(wµwν − ηµν) = 0

Or, using that φ = φin + φr,

d

dτ
wµ + (1 + φr + φin)−1(∂νφin)(wµwν − ηµν) = 0

We can evaluate φr using the general expression we found in section 5.6.3:

φr(z(τ
′)) = −

∫

Gr(z(τ
′)− z(τ)) dτ = −

∫

θ(z0(τ ′)− z0(τ)) dτ = τ0 − τ ′

where τ0 is an integration constant. Thus,

d

dτ
wµ + (1 + τ0 − τ + φin)−1(∂νφin)(wµwν − ηµν) = 0

The dependence of the equation of motion on the absolute proper time τ is strange, and I’m not

sure how to understand this result. It seems to indicate that as |τ − τ0| → ±∞, the force on the

particle goes to zero.
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Let us now calculate the energy-momentum tensor for the retarded field. For points that do not lie

on the world line of the particle, the energy-momentum tensor is

Tαβ
r = (1/2)(r · w)−2 rαrβ = (1/2)(wα + nα)(wβ + nβ)

We can check that this satisfies the energy conservation equation

∂αT
αβ
r = −ρ ∂βφr

For points that do not lie on the world line of the particle ρ = 0, so the energy conservation equation

becomes

∂αT
αβ
r = 0

We can check this result by evaluating the partial derivative

∂αT
αβ
r = (1/2) ∂α((r · w)−2 rαrβ)

= (1/2) (r · w)−2 (rβ ∂αr
α + rα ∂αr

β)− (r · w)−3 rβrα ∂α(r · w)

In section 5.6.1 we showed that rα ∂αr
β = rβ , rα ∂ατr = 0, and ∂αr

α = 1. Thus,

rα ∂α(r · w) = rα(∂αr
β)wβ = r · w

So we find that ∂αT
αβ
r = 0, as expected.

We can use our expression for the energy-momentum tensor of the retarded field to calculate the

momentum that the particle exchanges with the field during a proper time interval [τ, τ + dτ ]. Let

us consider a spacetime region V defined as in section 5.6.4. The total momentum flowing out of

this region is

∆Pα =

∫

∂V

Tαβ
r dσβ

where for points x ∈ S, the surface element dσµ is

dσµ = −nµ dτ

for points x ∈ C2, the surface element dσµ is

dσµ = (nµ + wµ) dρ =
1

ρ
rµ dρ
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and for points x ∈ C1, the surface element dσµ is

dσµ = −(nµ + wµ) dρ = −1

ρ
rµ dρ

where ρ = r0. Since rµT
µν
r = 0, only the surface S contributes to the surface integral:

∆Pα =

∫

S

Tαβ
r dσβ = wα dτ

where I have substituted Tαβ
r = (1/2)(wα + nα)(wβ + nβ).

We can check this result by using Gauss’s theorem to convert the surface integral to a volume

integral:

∆Pα =

∫

∂V

Tαβ
r dσβ =

∫

V

∂βT
αβ
r d2x

If we substitute the energy conservation equation

∂βT
αβ
r = −ρ ∂αφr

we obtain

∆Pα = −
∫

V

ρ ∂αφr d
2x = −∂αφr |x=z(τ) dτ = wα dτ

which agrees with our previous result.

5.7 Gravity

It is straightforward to write down the 1+1 dimensional analog of Newton’s theory of gravity. The

field equation is

∂2
xφ = 2Gρ

where ρ is the mass density. For a point particle following a trajectory z(t), the mass density is

ρ(t, x) = m

∫

δ(x − z(t)) dt

The equation of motion for the particle is

z̈ = −∂xφ

It is not so straightforward to write down the analog of general relativity in 1+1 dimensions. Since

the Einstein field equations involve tensors that are well defined in any number of dimensions, the
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most obvious approach is to simply apply them to the 1+1 dimensional case. This doesn’t work,

however, for the following reason. In 1+1 dimensions, the Riemann tensor can be expressed in terms

of the curvature scalar [52]:

Rγ
ναβ =

R

2
gγµ (gµα gνβ − gµβ gνα)

From this result, it follows that the Ricci tensor is

Rνβ = Rγ
νγβ =

R

2
gνβ

which implies that in 1+1 dimensions the Einstein tensor vanishes:

Gµν = Rµν −
R

2
gµν = 0

and the Einstein field equations are

Gµν = 8πGTµν = 0

Thus, the Einstein field equations do not constrain the metric tensor and simply state that the

energy-momentum tensor vanishes.

In the following sections, I consider an alternative theory of gravity in 1+1 dimensions, which

is described by the field equation

R = 4GgαβT
αβ

This is the direct 1+1 dimensional analog of a theory of gravity in 3+1 dimensions that was proposed

by Nordstrøm in 1913. His field equations were (see [53] and the discussion of prior geometry in

[54])

R = 24πGgαβT
αβ

Cαβ
µν = 0

where Cαβ
µν is the Weyl tensor. In 1+1 dimensions, the Weyl tensor vanishes identically, so the

Nordstrøm equations are equivalent to the proposed field equation for 1+1 dimensional gravity. This

theory of 1 + 1 dimensional gravity was first written down by Robert Mann, who has investigated

the theory in depth (see [55] and [56], for example). Here I derive the field equation for 1+1

dimensional gravity using two different approaches, and then I present the 1+1 dimensional analog

of the Schwarzschild solution and the solution for a static star of uniform density.
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5.7.1 Field equation: first approach

The first approach is to consider gravitational tidal forces. In Newtonian gravity, two nearby test

particles that are falling freely can experience a relative acceleration due to local variations in the

strength of the gravitational field. We can attempt to interpret this effect geometrically: we assume

that the particles move along geodesics in a curved spacetime, and that the relative acceleration

is the geodesic deviation caused by the curvature. By comparing the Newtonian theory with the

geometric interpretation we can relate the mass density to the curvature tensor, and thereby obtain

the 1+1 dimensional analog of the Einstein field equations.

We will begin by using the Newtonian theory to derive an equation for the tidal acceleration of

two nearby freely falling particles A and B. Let z(t) denote the position of particle A, and let

z(t) + ∆(t) denote the position of particle B. The equation of motion for particle A is

z̈ = −∂xφ

and the equation of motion for particle B is

z̈ + ∆̈ = −∂xφ+ ∆ ∂2
xφ

where I have assumed that ∆(t), the separation between the two particles, is small relative to the

spatial variation of the gravitational field. If we subtract the first equation from the second, we find

that

∆̈ + (∂2
xφ)∆ = 0

We can substitute the Newtonian field equation to obtain

∆̈ + 2Gρ∆ = 0

We would like to interpret this as the nonrelativistic limit of the equation for geodesic deviation:

d2∆

ds2
+
R

2
∆ = 0

Thus, we are led to identify

R = 4Gρ

This should be the nonrelativistic limit of our new field equation. This cannot be the correct

relativistic field equation, since R is a scalar under general coordinate transformations, while ρ is

the time-time component of a rank two tensor (the energy-momentum tensor). However, note that
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the trace of the energy-momentum tensor is a scalar and reduces to ρ in the nonrelativistic limit:

gαβT
αβ = ρ− p→ ρ

Thus, we take

R = 4GgαβT
αβ

as our gravitational field equation.

5.7.2 Field equation: second approach

The second approach is to start with a relativistic field theory in flat spacetime and attempt to

modify it so as to incorporate the principle of equivalence. This approach is meant to parallel Feyn-

man’s derivation of the Einstein field equations starting from a spin-2 field in flat spacetime [57].

The principle of equivalence states that gravity couples to all forms of energy-momentum, including

the energy-momentum of the gravitational field itself. Thus, I will consider a system consisting of

a point particle interacting with a scalar field, where the form of the interaction is determined by

requiring that the field couple to the trace of the total energy-momentum tensor for the system. This

gives a nonlinear field theory in flat spacetime, which can then be reinterpreted as a field theory in

curved spacetime with metric tensor gαβ = e2φ ηαβ .

Consider a theory in flat spacetime that describes a point particle coupled to a scalar field φ.

The Lagrangian for the system is

L =
1

4G
(∂µφ)(∂µφ)− (1 + f(φ))ρ

where f(φ) is a function that describes the coupling, G is the coupling strength, and

ρ(x) = m

∫

δ(2)(x− z(τ)) dτ

is the mass density in the rest frame of the particle. We will determine f(φ) by requiring that the

field couple to the trace of the total energy-momentum tensor for the system. From the Lagrangian,

it follows that the total energy-momentum tensor is

Tαβ
(η) =

1

2G
((∂αφ)(∂βφ) − 1

2
ηαβ(∂µφ)(∂µφ)) +

m(1 + f)

∫

wαwβ δ(2)(x− z(τ)) dτ
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The subscript indicates that the energy-momentum tensor is defined relative to the point of view

in which the particle is moving in flat spacetime with metric ηµν ; later, when we consider the par-

ticle to be moving in a curved spacetime with metric gµν , we will need to distinguish the flat space

energy-momentum tensor Tαβ
(η) from the curved space energy-momentum tensor Tαβ

(g) .

The field equation is

�φ = −2G
df

dφ
ρ

The equation of motion for the particle is

d

dτ
wµ + (1 + f)−1(∂νf)(wµwν − ηµν) = 0

From these it follows that the energy-momentum tensor is conserved:

∂αT
αβ
(η) = 0

We want to choose f(φ) such that the field couples to the trace of the total energy-momentum

tensor:

�φ = −2GηαβT
αβ
(η)

If we substitute the field equation and the expression for Tαβ
(η) , we see that this condition implies

df

dφ
= 1 + f

So

f(φ) = Aeφ − 1

for some constant A. If the field vanishes, the particle should be free, so we require that f(0) = 0,

which implies A = 1:

f(φ) = eφ − 1

Thus, the Lagrangian is

L =
1

4G
(∂µφ)(∂µφ)− eφρ

the energy-momentum tensor is

Tαβ
(η) =

1

2G
((∂αφ)(∂βφ) − 1

2
ηαβ(∂µφ)(∂µφ)) +

meφ

∫

wαwβ δ(2)(x − z(τ)) dτ
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the field equation is

�φ = −2Geφρ

and the equation of motion is

d

dτ
wµ + (∂νφ)(wµwν − ηµν) = 0

As we have seen in section 5.4.3, we can view the particle as moving freely in a curved spacetime

with metric tensor

gµν = (1 + f)2 ηµν = e2φηµν

From this point of view, the energy-momentum tensor of the particle is

Tαβ
(g) (x) = mg−1/2

∫

uαuβ δ(2)(x− z(s)) ds

Thus,

gαβT
αβ
(g) = mg−1/2

∫

δ(2)(x− z(s)) ds = me−2φ

∫

δ(2)(x − z(s)) ds

Note that

ds = eφ dτ

Thus,

ηαβT
αβ
(η) = meφ

∫

δ(2)(x− z(τ)) dτ = m

∫

δ(2)(x− z(s)) ds = e2φ gαβT
αβ
(g)

The curvature scalar corresponding to gµν is (see the following section)

R = −2e−2φ ηµν∂µ∂νφ = −2e−2φ
�φ

So we can express the flat spacetime field equation as

R = 4GgαβT
αβ
(g)

In summary, from one point of view the spacetime is flat, and the particle interacts with a scalar

field φ. The field equation is

�φ = −2Geφρ

and the equation of motion for the particle is

d

dτ
wµ + (∂νφ)(wµwν − ηµν) = 0
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From another point of view, the spacetime is curved, and the particle falls freely. The metric tensor

satisfies

R = 4GgαβT
αβ
(g)

and the equation of motion for the particle is

d

ds
uγ + Γγ

αβu
αuβ = 0

5.7.3 Geometry in conformal coordinates

Here I calculate the Christoffel symbols and curvature scalar for the metric

gµν = e2φηµν

Note that

g = − det gµν = e4φ

The Christoffel symbols are

Γµ
αβ =

1

2
gµν(gνβ,α + gαν,β − gαβ,ν)

= ηµν(ηνβ ∂αφ+ ηαν ∂βφ− ηαβ ∂νφ)

= δµ
β ∂αφ+ δµ

α ∂βφ− gαβg
µν ∂νφ

Thus, the geodesic equation
d

ds
uµ + Γµ

αβu
αuβ = 0

can be expressed as
d

ds
uµ + (∂νφ)(2uµuν − gµν) = 0

The Riemann curvature tensor is

Rµ
ανβ = ∂νΓµ

αβ − ∂βΓµ
αν + Γγ

αβΓµ
γν − Γγ

ανΓµ
γβ

The scalar curvature is

R = gαβRµ
αµβ = gαβ(∂µΓµ

αβ − ∂βΓµ
αµ + Γγ

αβΓµ
γµ − Γγ

αµΓµ
γβ)

For the first term, note that

∂µΓµ
αβ = 2∂α∂βφ− gαβg

µν∂µ∂νφ



300

Thus,

gαβ(∂µΓµ
αβ) = 0

For the second term, note that

Γµ
αµ = 2∂αφ

Thus,

gαβ(∂βΓµ
αµ) = 2gαβ∂α∂βφ

For the third term, note that

gαβΓµ
αβ = 0

Thus,

gαβΓµ
αβΓν

µν = 0

For the last term,

gαβΓµ
ανΓν

µβ = 0

This can be seen by substituting for the Christoffel symbols. Thus, the scalar curvature is

R = −2gµν∂µ∂νφ = −2e−2φηµν∂µ∂νφ

5.7.4 Schwarzschild solution

I now want to present some solutions for the theory of gravity in 1+1 dimensions. We will begin

with the 1+1 dimensional analog of the Schwarzschild solution, which was first written down in [58].

The derivation I give here parallels the derivation of the Schwarzschild solution that is presented in

[59].

For a static solution, the metric has the form

ds2 = A(y) dt2 −B(y) dy2

Note that because the solution is static, there is no dt dx term. If A(y) and B(y) are positive and

nonsingular, we can define a coordinate transformation

ȳ =

∫ y

0

(A(u)B(u))1/2 du

If we perform this transformation and drop the bars, the metric takes the form

ds2 = A(y) dt2 −A−1(y) dy2
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The scalar curvature for this metric is

R =
d2A

dy2

I will assume that gαβT
αβ = 0 for y 6= 0, and that the space is symmetric under y → −y. Then the

solution to the field equation is

A(y) = 2a|y|+ b

for some constants a and b. Thus, the metric tensor is

ds2 = (2a|y|+ b) dt2 − (2a|y|+ b)−1 dy2

Note that a must be positive so that as y →∞ the metric has the correct signature, but b may have

either sign. For b < 0, there are event horizons at x = ±b/2a, which are analogous to the event

horizons of the Schwarzschild solution. For b > 0, there are no horizons.

To gain some insight into the b > 0 class of solutions, let us look at the solutions in several different

coordinate systems. We will call the original (t, x) coordinates Schwarzschild coordinates. Let us

consider a transformation from the Schwarzchild coordinates (t, x) to a new set of coordinates (u, v)

that are given by

u = a−1 (2a|x|+ b)1/2 sinhat

v = a−1 ǫ(x) (2a|x|+ b)1/2 coshat

The (u, v) coordinates will be called Kruskal coordinates, after an analogous coordinate system used

to describe the Schwarzschild solution [60]. Note that





du

dv



 =





(2ax+ b)1/2 coshat ǫ(x) (2ax+ b)−1/2 sinh at

ǫ(x) (2ax+ b)1/2 sinh at (2ax+ b)−1/2 coshat









dt

dx





If we express the metric in terms of the Kruskal coordinates, we find

ds2 = (2ax+ b) dt2 − (2ax+ b)−1 dx2 = du2 − dv2

Thus, the Kruskal coordinates describe a flat spacetime in Lorentz coordinates. However, only the

regions to the left and to the right of the hyperbolas given by v2−u2 = b/a2 describe physical events.

These two regions are glued together along the hyperbolas; that is, if an event has coordinates (u, v)

such that v2 − u2 = b/a2, then (u, v) and (u,−v) are two coordinates for the same event. We can

therefore consider the left and right hyperbolic regions as two separate coordinate patches. Instead
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of describing both regions with the single coordinate system (u, v), let us describe the left region

with coordinates (u−, v−), defined by

u− = a−1(b − 2ax)1/2 sinh at

v− = −a−1(b− 2ax)1/2 coshat

and the right region with coordinates (u+, v+), defined by

u+ = a−1(2ax+ b)1/2 sinh at

v+ = a−1(2ax+ b)1/2 coshat

An event with Schwarzschild coordinates (t, x) is described by the (u+, v+) coordinate system if

x > 0, and by the (u−, v−) coordinate system if x < 0. Points with x = 0 (that is, points on the

singularity) are described by both coordinate systems, which are related by

u+ = u−

v+ = −v−

In order to glue the coordinate systems together, we need to relate the coordinate descriptions of

vectors in the tangent space of the overlap region x = 0. Note that for x > 0,





du+

dv+



 =





(2ax+ b)1/2 coshat (2ax+ b)−1/2 sinh at

(2ax+ b)1/2 sinh at (2ax+ b)−1/2 coshat









dt

dx





So as x→ 0 from above,





du+

dv+



 =





b1/2 coshat b−1/2 sinh at

b1/2 sinh at b−1/2 coshat









dt

dx





For x < 0,





du−

dv−



 =





(b− 2ax)1/2 coshat −(b− 2ax)−1/2 sinh at

−(b− 2ax)1/2 sinh at (b − 2ax)−1/2 coshat









dt

dx





So as x→ 0 from below,





du−

dv−



 =





b1/2 coshat −b−1/2 sinh at

−b1/2 sinh at b−1/2 coshat









dt

dx




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Thus, at x = 0, the tangent spaces for the two coordinate systems are related by





du−

dv−



 =





cosh 2at − sinh 2at

− sinh 2at cosh 2at









du+

dv+





This is just a Lorentz transformation with γ = tanh 2at.

In summary, the Kruskal coordinates are convenient because in this system the metric tensor is

the Minkowski metric. The cost of this simplification is that instead of one global coordinate patch

(t, y) we need two separate coordinate patches (u+, v+) and (u−, v−), which are glued together in a

nontrivial way.

Let us now consider a second coordinate transformation, which will allow us to express the so-

lution in terms of a scalar field in flat spacetime. Consider a transformation from the Schwarzschild

coordinates (t, y) to a new set of coordinates (t, x) that are defined by

y =
1

2a
ǫ(x)(e2φ(x) − e2φ0)

where

φ(x) = a|x|+ φ0

and

φ0 =
1

2
log b

Note that

A(y) = 2a|y|+ b = e2φ(x)

and

dy = e2φ(x) dx

Thus, the metric in the new coordinate system is

ds2 = e2φ(x) (dt2 − dx2)

This is just the Lorentz metric multiplied by a conformal factor, so I will call the (t, x) coordinates

conformal coordinates. Using the results of section 5.4.3, we can interpret the system as describing

a flat spacetime with a scalar field φ(x).
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5.7.5 Solution for a static star of uniform density

Here I present a solution to the field equation for a static star of uniform density. I will assume the

star is a perfect fluid, so its energy-momentum tensor is given by

Tαβ = (ρ+ p)uαuβ − p gαβ

where ρ(x), p(x), and uα(x) are the density, pressure, and velocity of the fluid at point x. I assume

the metric tensor has the form

gµν = e2φηµν

Since the fluid is static, the components of the velocity vector uα are

u0 = e−φ

u1 = 0

Thus, the components of the energy-momentum tensor are

T 00 = e−2φ ρ

T 11 = e−2φ p

T 01 = 0

T 10 = 0

The energy-momentum tensor obeys the conservation law

Tαβ
;β = ∂βT

αβ + Γα
µβ T

µβ + Γβ
µβ T

αµ = 0

If we substitute for Christoffel symbols (see section 5.7.3), we find

T 1β
;β = ∂βT

1β + Γ1
µβ T

µβ + Γβ
µβ T

1µ

= ∂xT
11 + (δ1β ∂µφ+ δ1µ ∂βφ− gµβ g

1ν ∂νφ)T µβ + 2∂µφT
1µ

= e−2φ (∂xp+ (ρ+ p) ∂xφ)

Thus, we obtain an equation of hydrostatic equilibrium:

∂xp = −(ρ+ p) ∂xφ



305

The gravitational field equation is

R = −2e−2φ
�φ = 4GgαβT

αβ = 4G(ρ− p)

Since the field is static, this reduces to

∂2
xφ = 2G(ρ− p) e2φ

Thus, the pressure p(x) and the gravitational potential φ(x) obey the coupled set of equations

∂2
xφ = 2G(ρ− p) e2φ

∂xp = −(ρ+ p) ∂xφ

We can express the solution to these equations in terms of the pressure and gravitational potential

at the center of the star (p0 = p(0), φ0 = φ(0)).

The equations can be simplified by defining a dimensionless spatial coordinate u and a dimensionless

pressure P (u):

u = (4Gp0)
1/2 eφ0 x

P (u) = p(u)/p0

In terms of φ(u) and P (u), the equations are

φ′′ =
1

2
(α− P ) e2(φ−φ0)

P ′ = −(α+ P )φ′

where the primes denote derivatives with respect to u, and where α = ρ/p0 is the ratio of the density

of the star to the pressure at the center of the star.

If we integrate the second equation, we find

φ(u) = φ0 − log

(

α+ P (u)

α+ 1

)

Or, solving for the pressure,

P = (α+ 1) e−(φ−φ0) − α
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Substituting this result into the first equation, we obtain

φ′′ = α e2(φ−φ0) − 1

2
(α+ 1) e(φ−φ0)

I will assume the star is symmetric about u = 0, so φ′(0) = 0. Using this boundary condition, we

find

φ(u) = φ0 − log(
1

2
(α+ 1− (α− 1) coshu))

Thus, the gradient of the potential is

φ′(u) =
1

2
(α− 1) e(φ−φ0) sinhu

Note that

e−(φ(u)−φ0) =
1

2
(α+ 1− (α− 1) coshu)

If we substitute this result into the equation for the pressure, we find

P (u) =
1

2
(α2 + 1− (α2 − 1) coshu)

By definition, the pressure vanishes at the surface r of the star (P (r) = 0), so

cosh r =
α2 + 1

α2 − 1

Note that

sinh r =
2α

α2 − 1

Thus, we can express r in terms of α:

r = log

(

α+ 1

α− 1

)

Note that

φ(r) − φ0 = log(1 + 1/α)

and

φ′(r) = 1

The corresponding equations for Newtonian gravity are

φ′′ =
1

2
α

P ′ = −αφ′
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The solutions are

φ(u) =
1

4
αu2

P (u) = 1− 1

4
α2u2
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Chapter 6

Other

6.1 Introduction

Here I discuss a few random results that didn’t fit in elsewhere.

6.2 Spacetime lattice

Here I present a 1+1 dimensional spacetime lattice whose symmetry group is a discrete subgroup of

the Poincare group. The lattice consists of vectors of the form

~Rm,n = m~e0 + n~e1

where n and m are integers, and the basis vectors ~e0 and ~e1 are

~e0 =
1

2





√
5

1





and

~e1 =





0

1





The Minkowski metric is

η =





1 0

0 −1





So the magnitudes of the basis vectors are

η(~e0, ~e0) = −η(~e1, ~e1) = 1
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and their scalar product is

η(~e0, ~e1) = −1/2

Consider the Lorentz transformation for velocity β =
√

5/3:

Λ =
1

2





3
√

5
√

5 3





Note that

Λ~e0 = 2~e0 + ~e1

Λ~e1 = ~e0 + ~e1

Thus, Λ maps the lattice onto itself:

Λ~Rm,n = ~R2m+n,m+n

We can also define translation operators Tk by

Tk ~r = ~r + ~ek

where ~r is an arbitrary vector. The translation operators also map the lattice onto itself:

T0
~Rm,n = ~Rm+1,n

T1
~Rm,n = ~Rm,n+1

The symmetry group of the lattice is generated by the operators Λ, T0, and T1, and forms a discrete

subgroup of the Poincare group.

I was hoping to propagate waves on the lattice (that is, to define initial conditions on a space-

like line of nodes, and then use a discretized wave equation to evolve the wavefront in time), but I

don’t think this is possible, since no two nodes are lightlike separated:

η(~Rm,n, ~Rm,n) = m2 η(~e0, ~e0) + 2nmη(~e0, ~e1) + n2 η(~e1, ~e1)

= m2 − nm− n2

This is nonzero unless

m = (1/2)(1±
√

5)n
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which is impossible if m and n are integers. Thus, if a node emits a pulse of light, the pulse will

never hit another node in the lattice.

6.3 Dynamical model for a 1D ideal gas

Here I present a model for a one-dimensional ideal gas. The model consists of a collection of N

atoms that bounce back and forth between a piston and an infinitely massive wall, where a constant

force is applied to the piston so that if it wasn’t supported by collisions with the atoms it would

accelerate uniformly. I will assume that the atoms only collide with the wall and the piston, and

not with one another.

Given this specification of the model, we can calculate how the system evolves in time. For simplic-

ity, we will first consider the case of a single atom. Let (x, v) denote the position and velocity of

the atom, and let (y, w) denote the position and velocity of the piston, where the coordinate system

is chosen such that the wall lies at the origin. Suppose we start the system in some initial state

(x0, v0, y0, w0) at time t0 and let it evolve to time t1 = t0 + τ . If the atom and piston do not collide

during the interval [t0, t1], then the state at time t1 is

y1(τ) = y0 + w0τ −
1

2
τ2

w1(τ) = w0 − τ

x1(τ) = x0 + v0τ

v1(τ) = v0

where I have chosen units such that the acceleration of the piston is 1.

Let us assume that at time t0 the atom had just collided with the piston, so x0 = y0. We want to

evolve the system in time until the next atom/piston collision occurs. There are two cases to con-

sider: either the atom bounces off the wall and hits the piston, or the atom hits the piston directly.

In the first case, which I will call case A, the atom collides with the wall after a time −x0/v0, and

then collides with the piston after a time τA given by

y1(τA) = −x1(τA)

Thus,

τA = v0 + w0 + ((v0 + w0)
2 + 4x0)

1/2
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and the configuration at t1 = t0 + τA is

y1 = x1

w1 = w0 − τA

x1 = −(x0 + v0τA)

v1 = −v0

In the second case, which I will call case B, the atom collides with the piston after a time τB given

by

y1(τB) = x1(τB)

Thus,

τB = 2(w0 − v0)

and the configuration at t1 = t0 + τB is

y1 = x1

w1 = w0 − τB

x1 = x0 + v0τB

v1 = v0

We can determine which case applies by looking at the sign of y1 as computed for case B: if the

sign is positive then case B applies, and if the sign is negative then case A applies.

The above procedure allows us to evolve the system from just after a collision (time t0) to just

before the next collision (time t1). To evolve the system from just before the next collision (time t1)

to just after the next collision (time t2), we apply the conservation laws for energy and momentum.

Let r be the ratio of the mass of the piston to the mass of the atom. From the conservation of

momentum we have

v1 + rw1 = v2 + rw2

and from conservation of energy we have

v2
1 + rw2

1 = v2
2 + rw2

2

Solving for v2 and w2, we find

w2 = (r + 1)−1 ((r − 1)w1 + 2v1)
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v2 = (r + 1)−1 (2rw1 − (r − 1)v1)

Note that by evolving the system from t0 to t1, and then from t1 to t2, we obtain a mapping of the

state of the system immediately after a collision to the state of the system immediately after the

next collision:

(x0, y0, v0, w0)→ (x2, y2, v2, w2)

If we iterate this mapping we can evolve the system in time from one collision to the next.

It is straightforward to generalize to the N atom case: we just search through all the atoms and

select the one that collides with the piston first, and then proceed as for the one atom case (note that

the positions of the N − 1 unselected atoms must also be updated). For large N , the piston/atom

mass ratio r sets the equilibrium pressure p of the gas: p = rm, where m is the mass of an atom,

since in equilibrium the pressure p must balance the force rm that is exerted on the piston.

The model can easily be simulated on a computer. For the simulations I present here, I start

the system in a non-equilibrium state: the initial state of the piston is taken to be y0 = N/r,

w0 = 0, while the initial state of the atoms is chosen such that the atom positions are uniformly

distributed in [0, y0] and the atom velocities are uniformly distributed in [−v0, v0], where v0 is chosen

such that 〈v2〉 = 1. Starting from this initial state, I evolve system and plot velocity histograms at

different times (see Figure 6.1).

The simulation can also be used to calculate the entropy of the system as a function of time. The

entropy is given by

S = −
∫∫

f(x, p) log(Λf(x, p)) dx dp

where f(x, p) is the phase space distribution of the atoms and Λ is an arbitrary constant with units

of action. In equilibrium, the phase space distribution is just the Maxwell-Boltzmann distribution:

f(x, p) = n (2πmT )−1/2 e−p2/2mT

where n is the density and T is the temperature. If we substitute this result into our expression for

the entropy, we find that the maximum possible entropy is

Smax = N(log((2πmT )1/2/Λn)) +
1

2
)

Note that

T = m〈v2〉 = m
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Figure 6.1: Histogram of velocities at different times (t = 0.00, t = 1.17× 103, t = 1.21× 104). For
this simulation, N = 104 and r = 103. The solid curve is the Maxwell-Boltzmann distribution.

From the ideal gas law, and our previous observation that p = rm, we find that

p = rm = nT = nm

so n = r. Thus, if we choose Λ = m,

Smax = N(
1

2
(1 + log(2π))− log r)

A graph of the entropy versus time is shown in Figure 6.2, together with the predicted maximum

entropy.

Let us return to the case of a single atom. The state of the system is given by coordinates (x, v, y, w),

which are restricted to the constant energy surface defined by

E =
1

2
v2 +

1

2
rw2 + ry

where for simplicity I have set m = 1. Thus, the maximum atom velocity is

vm = (2E)1/2
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Figure 6.2: Entropy per atom versus time. For this simulation, N = 104 and r = 103. The horizontal
line is the predicted maximum entropy.

and the maximum piston velocity is

wm = (2E/r)1/2

It is convenient to introduce new coordinates α and β that are defined by

α =
v

vm
cos θ +

w

wm
sin θ

β = − v

vm
sin θ +

w

wm
cos θ

Let us choose tan θ = r1/2, so

cos θ = (1 + r)−1/2

sin θ = r1/2(1 + r)−1/2

Then

α = (2E)−1/2 (1 + r)−1/2 (v + rw)

β = (2E)−1/2 (1 + r)−1/2 r1/2 (v − w)
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Figure 6.3: Sample configuration space trajectories (r = 1.1).

In the new coordinates, the equation for the constant energy surface is

α2 + β2 + (r/E)y = 1

We can simulate the system on a computer. The configuration space is three dimensional, but we

can plot a two dimensional slice through the space by imposing the requirement x = y, that is, that

a collision just occurred. Figure 6.3 shows some configuration space trajectories of the system.

6.4 Chaotic mappings and the renormalization group

By applying renormalization group techniques to chaotic mappings, Feigenbaum was able to un-

derstand universality in the period doubling route to chaos for iterated 1D mappings [61]. Here I

present a highly simplified renormalization group approach to understand mappings of the form

fλ(x) = λx(1 − x)

where λ ∈ [0, 4] is a control parameter. Before explaining this approach, I will briefly review the

behavior of this type of mapping.

Given an initial point x0 ∈ [0, 1], we can generate a series of points {xn} by defining xn+1 = fλ(xn).
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Figure 6.4: Asymptotic behavior of {xn} for different values of λ.

The asymptotic behavior of this series depends on the value of the control parameter λ: for small

values of λ the series rapidly approaches a fixed point; for larger values of λ the series bounces

around among a finite set of fixed points; and for still larger values of λ the series becomes chaotic.

A graph of the asymptotic behavior of the series as a function of λ is shown in Figure 6.4.

As a first step toward understanding this behavior, I want to show how we can calculate the values

and stability criteria for the first and second order fixed points. The first order fixed points of fλ

are given by

fλ(x) = x

which implies x = 0 or x = a, where a = 1 − 1/λ. The stability of a first order fixed point is

determined by the slope of fλ: if the slope lies in the range (−1, 1) then the fixed point is stable;

otherwise it is unstable. Note that
d

dx
fλ(x) |x=0= λ

and
d

dx
fλ(x) |x=a= 2− λ

Thus, the fixed point x = 0 is stable for λ ∈ [0, 1), and the fixed point x = a is stable for λ ∈ (1, 3).

For λ > 3, there are two second order fixed points b±, defined by fλ(b±) = b∓. We can solve
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for the fixed points by writing them in the form b± = α± β for some constants α and β. Then

f(α+ β) = λ(α + β − α2 − 2αβ − β2) = α− β

f(α− β) = λ(α − β − α2 + 2αβ − β2) = α+ β

If we add and subtract these equations, we find

α = λ(α− α2 − β2)

β = λ(2αβ − β)

From the second of these, we obtain

α =
1

2
(1 + 1/λ)

Substitute this into the first equation:

β2 = α(1 − 1/λ− α) =
1

4
(1 + 1/λ)(1− 3/λ)

Thus, the second order fixed points are given by

b± =
1

2
(1 + 1/λ)± 1

2
(1 + 1/λ)1/2 (1− 3/λ)1/2

The stability of the second order fixed points is determined by the slope of fλ(fλ(x)). Note that

d

dx
fλ(fλ(x)) |x=b±= f ′

λ(fλ(x)) f ′
λ(x) |x=b±= f ′

λ(b+) f ′
λ(b−) = 4 + 2λ− λ2

where

f ′
λ(x) ≡ d

dx
fλ(x)

Thus, the second order fixed points are stable for λ ∈ [3, λ2], where λ2 ≡ 1 +
√

6 = 3.449.

We can use our understanding of first and second order fixed points to define a renormalization

group transformation that maps second order fixed points at one value control parameter to first

order fixed points at a smaller value of the control parameter. Note that we can think of the second

order fixed point b+ of fλ(x) as a first order fixed point of fλ(fλ(x)), and that near b+ the function

fλ(fλ(x)) looks similar to a smaller version of fλ̄, for some choice of control parameter λ̄ (see Figure

6.5).
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Figure 6.5: Renormalization group transformation. The red curve is fλ(x) and the green curve is
fλ(fλ(x)). The lower left and upper right corners of the square have coordinates (a, a) and (y, y); if
we zoom in on this region, we see that fλ(fλ(x)) looks like a smaller version of fλ̄, which is shown
in the pink curve. For this graph λ = 3.4, which gives λ̄ = 2.76, a = 0.706, b+ = 0.852, y = 0.920.

To make this correspondence explicit, define a coordinate transformation

x̄ =
x− a
y − a

where y is yet to be determined. We want to choose λ̄ and y such that

fλ̄(x̄) ≃ fλ(fλ(x))

for x ≃ b+. Since we are solving for two unknowns (λ̄ and y), we need two equations. For the first

equation, I will require that the second order fixed point b+ of fλ(fλ(x)) be mapped into a first

order fixed point of fλ̄:

fλ̄(b̄+) = b̄+

Since the stability of a fixed point is determined by the slope, I will take the second equation to be

d

dx̄
fλ̄(x̄) |x̄=b̄+=

d

dx
fλ(fλ(x)) |x=b+
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The first equation says that b̄+ is a first order fixed point of fλ̄, so

b̄+ = 1− 1/λ̄

The second equation gives

λ̄(1− 2b̄+) = 4 + 2λ− λ2

Combining these results, we obtain an equation for the coupling constant flow:

λ̄ = λ2 − 2λ− 2

This has a fixed point λ̄c = λc, where

λc = λ2
c − 2λc − 2

Thus,

λc =
1

2
(3 +

√
17) = 3.562

We can solve for y by using that

b̄+ = 1− 1/λ̄ =
b+ − a
y − a

Thus,

y = a+
b+ − a
1− 1/λ̄

where (summarizing our previous results)

λ̄ = λ2 − 2λ− 2

a = 1− 1/λ

b+ =
1

2
(1 + 1/λ) +

1

2
(1 + 1/λ)1/2 (1 − 3/λ)1/2
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