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Abstract
Recent advances in technology have opened up a potential market for small gas turbine power
syStems in the 50-100 MW range. Inan effort to improve their systems, the gas-turbine industry
is interested in understanding and controlling combustion instabilities as well as reducing
pollutant production. To understand the dynamics inherent in a combustion system, information
about the flow field behavior is required. Because of a scarcity of available experimental or
numerical results for full-scale gas-turbine combustors, we decided to use numerical simulations
to proyide the required information about the flow field dynamics. The ability of the numerical
simulations to reproduce unstable behavior in combustion environments will be presented. The
investigation of the flow field dynamics has been conducted for three test cases; a planar heat
source in a tube, premixed flow in a dump combustor, and premixed and diffusion flames in a
full-scale gas turbine combustor. The numerically determined unsteady acoustic modes will be
shown to compare well with theory and experiments. An investigation of the local heat release
response to an unsteady flow field is conducted for incorporation into an approximate analysis
method. The results of including a Helmholtz resonator in a dump combustor as a passive control
mechanism will be presented. The production of NOx and CO will be compared between stable
and unstable flow configurations. The pollutant results indicate that for the planar flame in a tube
and the dump combustor, the NOx levels at the exit plane are reduced when the system is

unstable.
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Chapter One

Introduction

1.1 Current Research

Power production facilities have evolved over the years. In the past, in order to reduce the
operating cost per Megawatt of power, power production facilities utilized larger and larger power
output devices. By the 1980’s, this resulted in an optimal plant size in the 1000 MW capacity
range (Bayliss, 1994). However, in the 1990’s, advanced technologies in small gas turbine
systems in the 50-100 MW range have reduced the cost per MW below that of the large power
generation plants. This shift in optimization has opened up a potential market for small, pre-
constructed, relatively portable gas-turbines. This potential market includes small communities
and manufacturing plants that do not have the resources or the need to purchase a high production
power plant. Because of this renewed interest in the small gas turbine market, increased funding
has been made available for the research and development of such systems. The main concerns
are reduced pollutant emissions and improved system efficiency.

Current experimental work with gas turbine combustors is concerned with pollutant
emissions (with emphasis on NOx) in various steady state flow configurations (Rizk and Mongia,
1993; Newbury and Mellor, 1995; Leonard and Correa, 1990; Toh and Hosoi, 1994; Sturgess et
al., 1993; Joshi et al., 1994; McVey et al., 1993; Nandula et al., 1996) and in the‘presence of
oscillating flow conditions (Keller and Hongo, 1990; Casentini, 1995; Casentini et al., 1997); and
control measures for reducing the levels of unsteady combustion (Houpt and Goodman, 1990;
Schadow and Gutmark, 1992; Brouwer et al., 1990; Gutmark et al., 1991; Richards et al., 1995;
Annaswamy et al., 1998; Torres et al., 1999; Chu et al., 1998). The need to determine NOx levels

arises from environmental concerns that have led to increased restrictions on pollutant emissions
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of gas turbine systems. In some parts of the world, the new source performance standards (NSPS)

have gone below 10 ppm (corrected to 15% O2) for stationary gas turbines used for electric power
generation (Correa, 1992a). The strict regulations have increased efforts by researchers to
understand the mechanisms behind pollutant formation. Chapter 6 describes the theory behind the
three main NOx production mechanisms. The primary mechanism is the Zel’dovich thermal
mechanism in which the level of NOx production is directly tied to the temperature of the
combustion region. Therefore, when the flame is burning under stoichiometric conditions, as is
the case for diffusion flames, the flame temperature is a maximum and so is the NOx production
rate. Figure 1-1 shows a sketch of the relation between the equivalence ratio and the mass fraction
of NOx and CO. Premixed flames, on the other hand, can burn under lean (rich) conditions in
which the fuel-to-air ratio is lower (higher) than stoichiometric conditions. By burning a
premixed flame away from stoichiometric, the flame temperature and the NOx production rate are
reduced. However, a system that only burns rich does not use all of the potential chemical energy

in the fuel and exhausts unburned hydrocarbons (UHC).
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Figure 1-1 Sketch of CO and NOx Mass Fraction Relation to Equivalence Ratio
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3b

Figure 1-2 P-v and T-s Diagrams for Gas-Turbine Cycle

Two main efforts have been explored to reduce NOx emissions by decreasing the flame
temperature: rich burn/ quick quench/ lean burn (RBQQLB), and lean premixed combustion
(LPC). The first method uses a rich burn stage, which reduces the flame temperature and the
available oxygen, then quenches the flame, and finally burns the remaining fuel under lean
conditions. This method has shown promise (Sturgess et al., 1993), but the additional burn stages
increase the complexity of the system. Lean premixed combustion only has one burn stage, which
keeps the system simple. Recent efforts to examine NOx formation in LPC have been reviewed
by Correa (1992b). One of the consequences of LPC is a reduced power density for an individual
combustor. Figure 1-2 shows a P-v and a T-s diagram for an ideal gas turbine cycle. Cycle 1-2-
3b-4b is for a combustor burning under stoichiometric conditions. The reduction in the fuel-to-air
ratio in LPC decreases the maximum temperature in the combustor as represented by the cycle 1-
2-3a-4a. In order to maintain the required power density for the system, the gas turbine is
designed so the compressor feeds an array of combustion chambers that act in parallel to drive the

turbine.
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Additional concerns about LPC are being addressed experimentally. The first is the
degree of mixing of the fuel and air (Fric, 1993). Since NOx is strongly affected by temperature,
any pockets of fuel and air which are richer than the prescribed combustion conditions can lead to
local regions of increased temperature and NOx production. Modeling of the mixing within a
premixing chamber will be discussed in Chapter 5. Another concern is stabilization of the
premixed flame. Some designs, including the gas turbine combustor studied in this thesis, use a
central diffusion flame to keep the fresh premixed mixture burning. For the diffusion flame, the
air comes from upstream and the fuel is injected at the location of the flame, which does not allow
for premixing. However, since the diffusion flame burns under stoichiometric conditions, the
central flame burns at a high temperature, which increases the NOx production in this region.
Other methods of stabilizing the premixed flame include flow over a dump plane and the use of
swirl vanes (Durbin et al., 1994; Feikema et al., 1990). The swirl vanes are also often used within
the premixing chambers to improve the mixing properties.

Current research work in the field of LPC (Rizk and Mogia, 1993; Newbury and Mellor,
1995; Leonard and Correa, 1990; Toh and Hosoi, 1994; Sturgess et al., 1993; Joshi et al., 1994;
McVey et al., 1993; Nandula et al., 1996) examines steady state or time averaged pollutant levels
at a set operating condition. The research is designed to study the pollutant levels in various
combustor designs, which might be used within gas turbine combustors. Some effort has been
made (Newbury and Mellor, 1995) to develop characteristic time scale models for the NOx
production levels that take into account the geometry, the flame structure and the relevant time
scales in the combustor. These models would be beneficial in design considerations as a rough
estimate of NOx production levels.

A further concern of LPC is that combustion is closer to the lean flammability limit. It
has been shown experimentally that as this limit is approached, the flame stability is reduced

(Sturgess et al., 1991, 1992; Roquemore et al., 1991). Undesired oscillations in the combustion
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chamber can lead to structural damage; system inefficiencies; and varying pollutant levels. In
order to reduce the oscillation levels near the lean flammability limit, work has been undertaken to
understand how these oscillations develop and interact with the flow field. One of the goals of
this thesis is to obtain a clearer look at the details of combustion driven oscillations for lean
premixed combustion.

Other experimental work is concerned with the effect of oscillations on the flow structure
and on the level of pollutants. The concept of an oscillating flow field is taken to the limit in the
operation of pulse combustors. A pulse combustor is designed to set up a pulsing flow, which
leads to an oscillating power generation characteristic. There are two types of pulse combustors.
The first makes use of a mechanically driven valve to develop the oscillation by pulsing either the
flow of fuel or air. The second makes use of the natural acoustic properties of the chamber, along
with the heat release, to develop a condition of oscillating flow. The report by J. O. Keller and L.
Hongo (1990) provides some results for pollutant emissions in a pulse combustor under pulsing
and non-pulsing conditions. The pulsing conditions were developed by the natural resonant
acoustics in the chamber and the interaction of the pressure fluctuations with an inlet flapper
valve. Significantly lower NOx was expelled at the exit plane under pulsing conditions. The
lower NOx output at the exit plane was due to a shorter residence time at high combustion
temperatures. The shorter residence time at high combustion temperatures was due to the back
flow of the burned products that mixed with the flame and caused a lower average temperature
downstream of the flame. The lower average temperature downstream of the flame may have also
been caused by an increased heat loss to the walls due to the fluctuations in the boundary layer.
This lower average temperature reduced the average amount of NOx produced downstream of the
main flame zone. In the non-pulsing case, the temperature remained high downstream of the
flame, which kept the production rate high throughout the chamber. Additional work by

Casentini et al. (1997) investigated the effect of a forced pulsed air flow rate on the NOx and CO
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production in a diffusion flame. The results showed that depending on the pulsation frequency,
the NOx levels could be reduced by up to 21% and the CO levels by up to 46%. These results
show that a certain level of controlled oscillation might be beneficial to the overall reduction of
pollutant levels in some combustor designs.

There have been experimental efforts designed to study the oscillating flow field within a
given combustor design and to examine methods for the control of the oscillations. Most of the
experimental control work (Houpt and Goodman, 1990; Schadow and Gutmark, 1992; Brouwer et
al., 1990; Gutmark et al., 1991; Richards et al., 1995) studied the use of active control techniques,
either by the use of actuators or with a secondary fuel source. The active control techniques are
designed to sense the state of the system and make use of additional mass, heat or momentum
sources to interfere destructively with the acoustic oscillations, leading to a more stable operation.
Schadow et al. (1992) have done experimental work examining the relation between the vortex
shedding frequency and the level of acoustic instability. The results show that when the vortex
shedding frequency is in tune with a main acoustic mode, the instability within the chamber grows
due to energy exchange between the vortices and the acoustic oscillations. Schadow and his
colleagues are working on techniques for the passive control of acoustic oscillations based on the
control of vortex shedding.

In addition to experimental work, numerical simulations are also valuable for the
understanding of the behavior of a combustion system. A full numerical simulation should be
more flexible than experimental work and provide more detailed information about the flow field,
which experimental measurement techniques might not be able to determine. However, the
quality of the numerical output is only as good as the models used. A comprehensive theory
encompassing large-scale non-uniform motions, small-scale turbulence, detailed finite rate
chemistry and interactions between turbulence and chemical kinetics is not available (Correa and

Shvy, 1987). Chapter 2 will discuss some of the models proposed to alleviate these deficiencies.
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There has been much progress in the area of steady state numerical calculations (Rizk and
Mongia, 1993; DiMartino et al., 1994; Dupoirieux and Desaulty, 1995). These steady state results
fairly accurately represent actual behavior and they provide a good framework for understanding
the complexity of the flow in a given design along with species and heat release levels.

Numerical efforts to determine the production of NOx have mainly used methods
involving perfectly stirred reactor (PSR) or plugged flow reactor (PFR) elements (Glarborg et al.,
1986; Steele et al., 1996; Mellor, 1996). These methods involve dividing the combustion regime
into regions that can be represented locally by a single PSR or PFR element. Complex chemical
mechanisms are then used to calculate species levels within these elements based on generalized
information on the local flow field. This technique is mainly useful for steady state calculations
to obtain a general understanding of the reaction behavior in combustion chamber designs. An
effort has been made to use these steady state results as the basis for algebraic functions relating
the NOx levels to the pressure, temperature and time scales within the chamber (Steele et al.,
1996; Mellor, 1996). Additional work has been initiated (Feitelberg, 1995) to examine the
pollutant levels in a single PSR element under oscillating conditions. However, this numerical
method involves the assumption of quasi-static behavior since it does not take into consideration
the dynamical behavior of the full flow field in the presence of oscillations.

There is also numerical work devoted to the behavior of transient flows. Some work has
been done which examines the flow field and the vortex dynamics within a given combustor
(Kailasanath et al., 1991; Benelli et al., 1993; Liu and McGuirk, 1995; Menon and Jou, 1991).
This information can be useful in understanding how the flow field dynamics might interact with
the acoustic field in the development of instabilities. There has been some work on the simulation
of oscillating combustion conditions, including the examination of pulse combustors (Benelli et
al., 1993) and the interaction between vortex dynamics and the oscillating pressure field (Menon

and Jou, 1991).
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These simulations of transient reacting flows can provide valuable information on the
structure of the heat release field and the interaction with the acoustics. The transient simulations
can provide more details about the stability behavior of the acoustic modes. These details include
linear growth or decay rates and phase differences between the frequency modes. The results can
also be used to determine where the unsteady heat release may be driving or damping a given
acoustic mode. This thesis will extend this work by examining how the numerical simulations
can provide the necessary information about the unsteady flow field to develop models for the
unsteady heat release. These models will be beneficial in application of the approximate analysis

method that will be detailed in Appendix C.

1.2 Approximate Analysis of Combustion Instabilities

Due to the high-energy production densities in combustion chambers, and to the relatively
low losses for unsteady motions in the flow, the problem of instabilities - generically called
‘combustion instabilities’ - has been observed in all types of propulsion systems and stationary
power plants. Analyses have been carried out at various levels of complexity and with varying
degrees of success. Much of the early work on the problem dealt with liquid and solid propellant
rockets and ramjets. The development of the linear and nonlinear theory to explain the
interactions within an unstable flow field was primarily based on experimental results. It was this
theory along with numerous experimental firings that led to the passive control techniques (e.g.,
baffles, acoustic liners) for various liquid rockets including the F-1 engine used in the Apollo
program.

The initial work on combustion instabilities examined linear interactions in a combustion
system. This work was mainly concerned with the linear damping or production of the primary
acoustic mode of the system. The work served as an impetus for passive control techniques, but it

was not always accurate. It neglected other modes in the system and the response of various
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factors to the combustion process. The analysis of combustion instabilities was extended to
include nonlinear interactions by Sirignano (1964) and Sirignano and Crocco (1964) who first
accounted for some of the possible influences between combustion and the flow field. However,
this analytical work was limited to the consideration of periodic solutions and could only be used
to study a single longitudinal acoustic mode.

In the early 1970’s, Zinn and his students (Zinn and Powell, 1970; Zinn and Lores, 1972;
Lores and Zinn, 1973) and independently Culick (1971, 1976) began to use a form of Galerkin’s
method, which is a special application of the method of weighted residuals, to investigate
combustion instabilities. The classical Galerkin method has simple boundary conditions.
However, combustion instability problems require complicated boundary conditions. For this
reason, the classical Galerkin’s method is modified so that the dependent variables are expanded
in trial functions that do not satisfy the boundary conditions of the problem. The details of this
approximate analysis will be presented in Appendix C. The advantages of this approach are: 1)
spatial averaging allows the incorporation of realistic models for all processes; and 2) the analysis
reduces the partial differential equations to a series of ordinary nonlinear differential equations.
Time averaging can also be applied to this method to simplify the analysis further.

The approximate analysis is developed from a perturbation expansion of the conservation
equations of mass, momentum and energy. This expansion leads to kinetic terms that are directly
determined by the flow field variables and source terms including two-phase flows, noise sources
and heat release which are not so easily represented by flow field variables. These additional
source terms need to be modeled so they can be included in the approximate analysis to represent
the important contributions to the system stability. It should be mentioned that the term ‘models’
will be used in two differing manners in the course of this thesis. The first definition relates to the
‘reduced models’ that are developed to describe the various systems in a given configuration for

use in control analysis. The second meaning will be used to explain the development of
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simplified equations representing flow field interactions for use in numerical simulations and for
application in the approximate analysis.

The two-phase flow source terms will not be discussed in this thesis because the
combustion simulations presented will involve pre-vaporized fuel injection. As mentioned in
Section 1.1, since NOx is dependent on temperature, LPC is being explored as a means for
pollution reduction. When pre-vaporized fuel is injected, the mixing effectiveness of the fuel and
air is not dependent on droplet vaporization and there is no opportunity for stoichiometric burning
in the vicinity of liquid fuel droplets. The noise source terms will be mentioned in regard to a
more realistic representation of the stochastic behavior in a combustion system for the
approximate analysis, but they will only be mentioned for completion of the proposed
methodology. The main source term, which will be examined in the approximate analysis as part
of this thesis, is the heat source term due to chemical reactions and convective heat release.

Most of the past efforts in the development of heat release models for use in the
approximate analysis have been for solid and liquid rocket motors (Harrje ed., 1972). That kind
of modeling is also described by the term ‘combustion response’ modeling because the main point
of interest is how the burning surface of the solid propellant responds to the fluctuations in the
flow field. These combustion response models are usually ad hoc formulas based partly on a
relatively simple theory and partly on experimental results of burning rates in the presence of
instabilities. Those formulas provide a means of including additional source terms in the
approximate analysis, but the formulas are often deficient in that they do not properly model the
interaction between the gas dynamics and the combustion field. A similar effort in modeling the
combustion response in a gas turbine combustor will be important for design considerations and
control efforts, based on how the heat release might impact the stability of a given combustor

design.



1.3 Technical Problems

The gas turbine industry is interested in a basic understanding of the interaction between
the combustion process and the flow field. This information would be valuable in the design
process for new combustors and in the analysis of control measures to help stabilize undesired
oscillations. Simplified heat release models would aid both of these efforts. However, unlike the
stability work performed for solid propellant rockets, there is little experimental data available
concerning the details of unstable gas turbine operation. Due to fierce competition in the current
gas turbine industry, much of the experimental work is proprietary. Even if this data were
available, it would be hard to find cases with enough information about the central reaction zone
and the interaction of various flow properties to develop combustion response models. For this
reason, numerical simulations have become increasingly attractive. Numerical simulations are
conceivably more flexible for design considerations and can provide more detailed information
about the flow field variables during steady or unsteady combustion.

The work presented in this thesis will make use of numerical simulations as a means of
providing information about the flow field and the heat release, which can then be used to develop
models for the approximate analysis. This thesis is not intended to discuss a novel numerical
approach applied to a known combustion configuration. We will make use of a commercially
available numerical code, ANSWER, developed by ACR, Inc., for the simulation of the
combustion field. The simulation will solve for the complete kinetics and will use the k-&
turbulence model, described in Chapter 2, to account for the Reynolds stress terms. The chemical
reactions will be modeled by a reduced mechanism for a methane and air flame. The method for
the development of combustion response models will be described in Appendix C. The results for
the Rijke tube configuration will be used to suggest a time delay model between the fluctuating

heat release and velocity.
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A possible drawback of relying on numerical simulations to develop heat release models
is that the results may be too problem specific. Eventually a theoretical basis is necessary for
global heat release models. As a first step towards this end, theoretical relationships for the heat
release term in the energy equation will be investigated. These relationships will involve different
theoretical models for the flame structure and chemical reactions, including the species
conservation equations and the Arrhenius forms of the reaction rates. This work will be presented
in Chapter 6.

Besides information on the interaction between the flow field and the heat release, the
numerical simulations can provide valuable information about the acoustic field in a given
combustor design. Knowledge of the acoustic mode shapes and the steady state regions of heat
release can be beneficial for determining what modes might be unstable during operation. This
information can be useful in design considerations and for examination of possible means of
active or passive control. The acoustic field can be determined theoretically from the geometry
and mean temperature field in a given combustor configuration as summarized in Appendix A.
Appendix B summarizes another method for determining the theoretical acoustic modes for a one-
dimensional approximation and a single step change in temperature. However, it is often difficult
to obtain experimentally a detailed temperature field in a gas turbine combustor. To rectify this
problem, numerical simulations can be used to provide a good representation of the temperature
field in steady state operation. The acoustic frequencies and mode shapes can be determined more
directly with a numerical simulation of the transient behavior in a given combustor. Numerical
simulations of the transient behavior in a closed configuration containing a stationary non-
reacting flow can provide information on the main acoustic frequencies and the linear damping
rates without the presence of a driving mechanism. Also, numerical simulations of the full

reacting flow configurations can provide information about the acoustics within the chamber and
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some information about the growth rates of the primary acoustic modes. These results will be
examined in Chapters 3, 4 and 5.

As mentioned earlier, in an effort to reduce NOx production in gas turbine combustors,
there is interest in lean premixed combustion. In laboratory combustors, the fuel and air often has
a long time to mix before reaching the flame. However, in practice, the premixing section of the
combustor is short. It has been shown experimentally that ineffective mixing can lead to increases
in the NOx production (Fric, 1993). To increase the mixing effectiveness, some systems have a
swirl component and the pre-vaporized fuel is injected with high velocity driven by a large back
pressure. Those methods may increase the level of mixedness, but the large back pressure in the
fuel stream may also impact the stability of a given combustor design. Because of the high back
pressure, any pressure fluctuations within the premixing chamber will impact the air flow rate to a
greater extent than the fuel flow rate, leading to a fluctuation in the overall stoichiometry of the
flow. This fluctuation in stoichiometry will lead to a fluctuation in the heat release and the NOx
production. Depending on the convection time to the flame front, this fluctuation in heat release
may lead to a driving or damping of the pressure oscillation. This behavior will be explored in
more detail in Chapter 5 as part of an investigation of the behavior in the premixing chamber of a
full-scale gas turbine combustor.

In addition to information about the oscillating heat release and the acoustic field,
numerical simulations can also provide valuable information about the chemical kinetics in the
presence of an oscillating combustion field. The formation of pollutants under unsteady
conditions can be examined and better understood in all regions of a combustion chamber.
Previous numerical methods used detailed chemistry and simple geometry methods with PSR and
PFR elements to investigate the behavior of the unsteady pollutant production. However, these
methods are only quasi-steady representations of the effects of oscillations and do not effectively

consider the coupling with the dynamic flow field. The full simulations presented in this thesis do
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not involve detailed chemistry, but do treat accurately the influences of the unsteady flow field.

Those results will be shown in Chapter 4 and discussed in more detail in Chapter 6.

1.4 Summary

Chapter 2 will consist of a summary of numerical methods available for the simulation of
combustion chambers. The summary will include details concerning the modeling of turbulence,
chemical reactions and their interactions. The next three chapters will present the results for
simulations of the steady state and transient behavior within three combustor configurations: a
Rijke tube with an anchored premixed flame and a constant planar heat source; a dump combustor
with a premixed flame; and a full-scale gas-turbine combustor with a central diffusion flame
which sustains the surrounding premixed flame. Acoustic information along with analysis of the
steady and unsteady heat release will be examined in all three cases. The influence of the mass
flow rate and the equivalence ratio will be explored in Chapter 4 along with the use of a
Helmholtz resonator as a means of passive control. The mixing behavior in the gas turbine
combustor will be discussed in Chapter 5, producing a possible heat release model coupling the
pressure oscillation with the mixing. Chapter 6 will discuss in more detail the local and global
influences of unsteady combustion on the production of pollutant species, with emphasis on NOx
and CO. Results from the numerical simulations will be examined to determine how pollutant
levels change with fluctuations in the flow field. Chapter 6 will also initiate analysis of
theoretical heat release models based on the species conservation equations. Appendix C will
describe the basis for the approximate analysis and discuss the development of heat release
models based on the numerical simulations.

The results of this work demonstrate the ability of numerical simulations: to determine
the proper acoustics in a given combustor design; to develop heat release models; and to capture

the behavior of chemical reactions in the presence of oscillations. This thesis will show that the
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heat release models developed from the numerical simulations are very detailed, but possibly too
problem-specific. Other theories for flame behavior, as discussed in this thesis, should provide a
means towards the development of more global heat release models. The thesis will also initiate
an investigation of the mixing effectiveness in a gas turbine premixing chamber and examine how
an unsteady pressure field might interact with the fuel and air streams to produce an oscillating
fuel-to-air ratio. This interaction, which is strongly dependent on the distance between the
injector and the flame front, may play a large factor in the unstable nature of some combustor
designs and may lead to higher than expected levels of pollutant production. This thesis will
examine the effects of a Helmholtz resonator on the passive control of oscillations in a dump

combustor and the effects of an unsteady flow field on the production of NOx and CO.



Chapter Two

Numerical Methods for Modeling Chemistry, Turbulence and Acoustic

Waves

This chapter will review modeling methods used for the numerical simulation of chemically
reacting, turbulent flows. The emphasis will be on the abilities of the commercially available code
ANSWER used for the simulations in this thesis. Additional computational methods will be
presented to complete a summary of the available models. The last section will discuss some of the
concerns of numerically representing the acoustic field in a transient flow field. The ability of
ANSWER to properly determine the acoustic frequencies and damping rates for unsteady motions
in a combustion chamber will also be examined. It should be emphasized that the purpose of this
thesis is not to develop numerical methods, but to use an existing code that uses the below methods

for the investigation of certain applications surrounding combustion instabilities.

2.1 Flow Solvers

As computational ability has increased over the years from the early calculating machines,
so has research into better methods for computational fluid dynamics. Those efforts have
improved the accuracy and speed of numerical simulations as they are applied to realistic flow
configurations.

The numerical methods described in this section are intended for application to the Navier-
Stokes equations:

d
a—f+v-(pﬁ):0 (2-1a)
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For ideal gases the pressure is related to the density and temperature through the equation of state,
p = pRT.

Most of the flows in gas turbine combustors are low-speed and nearly incompressible, i.e.,
negligibly small changes of density associated with changes of velocity and temperature. The only
real changes in the density are due to chemical reactions and the changing species levels. There are
two main schools of thought on solving for low-speed incompressible flows. The first involves
solving the set of uncoupled incompressible equations directly. The second involves implementing
a compressible flow solver with an artificial compressibility term to solve for the pressure using the

mass continuity equation.

2.1.1 Incompressible Flow Solvers
An incompressible flow solver starts from the assumption that the density is fixed.
Equation (2-1a) reduces to V - u =0, which acts as a constraint on equation (2-1b). One possible
method for the solution of the pressure involves a time-independent equation. The pressure is
determined by solving the following equation obtained as the divergence of the momentum

equation:
1 _2 - - - b
~V2p=-V.-(i-V)i+V-F+V-(V-) (2-2)
p

The solution methods available for solving equation (2-2) are not as stable numerically as methods

that include a time derivative term, and can lead to simulations that either converge slowly or not at

all. For this reason, most modern codes do not use equation (2-2), but instead use a modified
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continuity equation for the determination of the pressure (Chorin, 1967). A description of this
form will be discussed in more detail in Section 2.5. Also for incompressible flows, if the system is
isothermal, the momentum equations uncouple from the energy equation. A review of some of the
numerical methods available for the solution of the incompressible system of equations can be
found in the work by Hirsch (1988) and Oran and Boris (1987).

The ANSWER code makes use of an implicit finite difference method for solution of the
conservation equations. Depending on the location of the grid node, the code uses either a fully
implicit central method or a fully implicit upwind method. The code uses an alternating direction
implicit (ADI) method to account for the gradients in multiple directions. There are other
difference methods and solvers available with the standard ANSWER package, but the simulations
in this thesis only use the methods mentioned. To step towards a solution, the uncoupled
conservation equations are solved implicitly along one axis direction and the solution is used to
solve additional implicit equations along the other axis directions. For the incompressible steady
state solutions, the Chorin (1967) decomposition method for the continuity equation is used to
determine the pressure. However, this incompressible solution method cannot properly describe
acoustic waves. Section 2.5 discusses how the incompressible method used in the ANSWER code
is adjusted to account for the compressibility effects, acoustic behavior and artificial viscosity.

One point about the energy equation used by ANSWER needs to be made at this time.

The variable of choice for the energy equation is the enthalpy, which as a matter of convenience for
the ANSWER code contains the enthalpy of formation values. The original form of the equation

therefore was:

0 S
pa—th+pﬁ-Vh:—V-§+f-Vu (2-3)

whereas the theoretical form for the enthalpy, without the inclusion of the formation enthalpy

values is:
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d
and Q = —-a-;ZYih‘; , is the heat release due to chemical reaction. The original form of the

equation used by ANSWER was therefore missing the dp/dtand u-Vp terms. Because we are
interested in the coupling between the heat release and the pressure, these terms were added back
into the ANSWER code. By including the formation enthalpy in the enthalpy term, the ANSWER
code incorporated the Q term into the left-hand side of the equation. However, the total derivative,
D/Dt, of the formation enthalpy leads to an additional term on the left-hand side of the equation

that is not matched on the right-hand side. To accommodate this term, the function pu-VXY;h{

was added to the right-hand side of the equation in the code, giving:

D P - = .
p—ﬁt-(h+z_:Yih‘f’i )%—-V-q+’f-Vu+ﬁ-Vp+pu-Vz_‘,Yih‘f’i (2-4b)

2.1.2 Compressible Flow Solvers
Compressible flow simulations are formulated in a different manner, taking into
consideration the entire coupled set of equations. The first order partial differential equations are

put in the form of a hyperbolic system:
—t—+—F( U)= (2-5)

where U = (p, pu, €)', F(U) = (pu, p+pu’, (p+e)u)’ and S is the source term. The compressible
solvers then solve for the U matrix via Riemann solvers which make use of the eigenvalues of the
given set of equations to step through time. In these methods, the time step is used for marching
towards a steady state solution. For transient simulations, a secondary time step needs to be

included in the solution to take into consideration the real time dependent behavior.
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The eigenvalues for the set of equations in (2-5) are u, u + a. For flows near the transonic
regime, these eigenvalues are of the same order and provide good stability. However, for low
speed flows, the technique often experiences difficulties due to the large variations between the
eigenvalues. A preconditioning technique has been developed to help fix this problem and to allow
the numerical methods developed for compressible flows to be used for incompressible flows
(Chorin, 1967; Merkle and Choi, 1988; Choi and Merkle, 1993). The technique makes use of an
artificial compressibility parameter to couple the pressure variation with the density. A
perturbation expansion in the parameter YM’ can be applied to the conservation equations.
Grouping the terms in the momentum equation according to like powers of M leads to a zero-order
pressure term, p,, which is independent of space. This term can be assumed constant in the system.
Therefore, the pressure variation is related to the first-order pressure term, or gage pressure, p; =
pi. This first-order pressure term, along with the artificial-compressibility parameter, 3, replaces
the density in equation (2-1a):

E%* V. pu=0 (2-6)

The inclusion of the artificial-compressibility parameter changes the eigenvalues for the system of

equations (2-5) fromu, u a to:

u, w2+ y(u’/2)2 +B(S-S) 2-7)
where S is the directed surface area at the interface of the grid cells. The variations between the
eigenvalues in a low-speed flow are smaller than the differences between u, u & a and therefore the

stability of the numerical solution is improved.
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2.2 Modeling Chemical Reactions

The addition of conservation equations for individual species to the numerical simulation
creates another level of complexity. Each of the species, having concentration Y; = pi/p, is

described by the equation:

Y,
P, tPuVY, =V{pDVY, J+w, (2-8)

assuming Fick’s law with the diffusion coefficient, 2. as a scalar here. The diffusion coefficient is
equal to the viscosity multiplied by the Schmidt number for the specified species. For ANSWER,
the diffusion coefficient is the sum of the laminar and turbulent diffusion terms. The source term
in equation (2-8) is the reaction rate w;. The reaction rate is commonly represented by the
Arrhenius model:

Wi = AT"P“exp(-Ta/T)[oxidjzer]*‘[reactant]b (2-9)
where A is a constant, T, is an activation temperature and the oxidizer and reactant are the
concentrations of species involved in the described reaction.

Including all of the species and reactions for a given reaction system is computationally
expensive. For example, the Miller-Bowman mechanism for methane reacting with air, including
NOx production, has 46 species and 212 reactions (Miller and Bowman, 1989). Modeling the
complete mechanism requires the solution of 46 additional conservation equations at every point in
the flow. For a basic 2-D laminar system, the 46 conservation equations would need to be solved
in addition to the conservation equations of i, p, and T which would require 10 times as much
computational space and time. This does not include the extra time needed to code in the
properties of the 212 reaction rates. To lessen the computational expense of a complex chemistry
simulation, reduced mechanisms have been developed to describe the global combustion behavior

while sacrificing information about the minor species.
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Reduced mechanisms, which usually involve less than ten species, are developed by
adjusting the parameters in (2-9) to match temperature, species and velocity values obtained from
experimental results and full-scale numerical chemistry calculations. The reaction rates are
adjusted for a limited number of reactions in order to approximate the real chemical behavior. For
the development of these reduced mechanisms, information on the relevant reactions for a given set
of flow parameters is important. The Computational Singular Perturbation (CSP) method (Lam
and Goussis, 1994; Hadjinicolaou and Goussis, 1999) has been proposed as a method to identify
the important reactions for a given system. The CSP method orders the time scales of the various
chemical reaction mechanisms and uses this information, along with information about the flow
field, to identify the important reactions within a given system. Since it is not an aim of this thesis
to construct reduced chemical mechanisms, but to use them for numerical simulations, this method
is not pursued.

The results that will be presented in later chapters make use of two different reduced
mechanisms. The first is a 4-step mechanism for C,Hy, based on propane oxidation (Hautman et
al., 1981). The second is a 3-step mechanism specifically tuned for methane combustion at
pressures near 14e5 Pa. Dr. Malte, of the University of Washington (1996), provided this
mechanism. In order to make a qualitative examination of the influence of pressure instabilities on
the production of NO, an additional NO reaction rate, based on equilibrium conditions (Bowman,

1975), is added to the 3-step methane mechanism for results shown in Chapter 6.

2.2.1 Single Scalar Chemistry Models
Other models have been developed to reduce the chemistry detail even further. The single
scalar models described below have been reviewed with example simulations by Khalil (1982).
For diffusion flames, the flame region can be assumed to be single step, irreversible, infinitesimally

thin, so that fuel and oxidant do not co-exist anywhere, and the reaction rate infinitely fast. The
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assumption is also made that the chemical reaction rate is frozen everywhere except at the flame
sheet. The flame sheet occurs where the fuel-to-air ratio is stiochiometric. The assumption of a
frozen chemical reaction rate was found to be unrealistic in diffusion flames and so changes were
made to account for the co-existence of reactants in the model. The relevant parameter in this
model is the mixture fraction, f. The flame region is broken up into two sections, as shown in
Figure 2-1. For 0 < f < f,

Yy =0

f (2-10)
Yox = YoxA 1- ?—t—
s

where Y x4 is the initial mass fraction of the air and £;; is the stoichiometric mixture fraction. For

f<f<l,
Yox =0
i (2-11)
Y, = Y5 [ )
u UF l_fst

where Yyr is the initial mass fraction of fuel. The mass fraction of the products is given by:
Ypr =1-Yox — Yfu (2-12)

This method is interested in closely modeling the temperature and density gradients in the main

flame zone and the expense of details about intermediate species such as CO, NO and H,O.
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Figure 2-1 Relation between f and Scalar Variables in Flame Region
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A single scalar model can also be used for premixed flames. An example of this is the
statistical turbulent flame model of Bray and Moss (1977). The single scalar, c, represents the
mass fraction of the products. The mass fraction is O upstream of the flame and 1 downstream of
the flame. The distribution within the flame is defined by the probability density function f(c),
which is an empirical input into the model. The form of the function f(c) depends on the
dimensionless ratios /1 and S/ ms, Where lim and Spq, are the undisturbed laminar flame
thickness and flame speed at a given temperature, and | and u’.,; are a characteristic length scale
and velocity of the turbulence. A sketch of a typical wrinkled premixed laminar flame profile is
shown in Figure 2-2. As with the single scalar diffusion flame model, the model is mainly
concerned with proper determination of the temperature and heat release profiles of the flame and

does not determine detailed information about individual chemical species.

14 e
C
Heat Energy
Conducti Release
. onduction (Flams)

Figure 2-2 Sketch of Single Scalar Behavior in Premixed Flame

2.2.2 Characteristic Time Models and Perfectly Stirred Reactor Models
For simplified design considerations, analytical relations for some of the minor pollutant
species (NO, CO) are being developed based on experimental results by a group at Vanderbilt
University (Newburry and Mellor, 1995b, 1995c; McDonald and Mellor, 1995). Characteristic
Time Models (CTMs) are developed that take into consideration various geometrical and residence
time information for a given system. The models have shown some success in collapsing the data

for different combustor designs depending on the exact time and length scales chosen. Knowledge
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of the importént length scales and residence times as they relate to pollutant levels can be beneficial
in the early stages of combustor design to make educated estimates of the pollutant levels and to
determine how sensitive these levels are to variations in the design.

Another way to reduce the complexity of complete numerical simulations involves
simplifying the geometrical detail while retaining all of the detailed reactions. This is the basis of
PSRs (Perfectly Stirred Reactors) and PFRs (Plug Flow Reactors) (Glarborg, Miller and Kee,
1986). The results from the numerical simulations and experimental results provide guidelines as
to how the combustion chamber can be broken up into elements that approximate different flame
zones. This division of the chamber into regimes of PSR and PFR elements is useful for
investigating the overall chemical production in the context of an extremely simplified form of the
complex flow field. This work has been useful in the determination of pollutant emissions where
conventional experimental methods might not be available, for example in the main flame zone of a
gas-turbine combustion chamber (Steele et al., 1997; Tonouchi et al., 1998).

Most applications of the PSR and PFR elements involve steady state calculations of the
species field. While these results are important, they are not representative of species level
behavior in the presence of nonlinear oscillations and noise. It was for this reason that Feitelberg
(1995) began work to impose an oscillating condition onto a PSR element to determine how the
pressure, temperature and species mass fractions were coupled together. The results showed an
increase in the average amount of NOx produced under oscillating conditions. Since a PSR was
used, the simulation modeled instantaneous mixing in what might be considered the main flame
zone. Due to the exponential dependence of the NOx production rate on the temperature field, it
should be no surprise that an oscillating temperature field with a constant amplitude T’ led to an
increase in the average NOXx levels.

This work with PSRs and PFRs will be examined in more detail in Chapter 6 along with a

more basic calculation of NOx production in the presence of an unstable flow field. However, it
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should be noted that there are deficiencies with using PSRs and PFRs for transient simulations at
this time (Swenson, Pun and Culick, 1996). The models do not accommodate dynamic behavior in
arigorous way. The oscillations are applied in a quasi-steady manner. Also, a real nonlinear
oscillating flow will impact the geometry of the flame and residence times which a set PSR-PFR

system will not be able to compensate for.

2.2.3 Modeling Chemical Reactions in ANSWER

The reduced order chemical mechanisms used in this thesis were chosen to provide some
detail concerning the chemical reactions, as opposed to the single scalar method, without including
the full detail, as in the case of PSR and PFR modeling. The most important aspect of the studies
described here is the flow field behavior. The effects on the reaction rates are important, but not
required in such detail as to increase the complexity of the system by including a more detailed
mechanism. The mechanism provided by Malte was evaluated using steady state values for the
flow field within the high pressure gas turbine combustor modeled in this thesis; hence, it should
best represent the methane reaction rates at the high pressure for this design. The ANSWER code
used a maximum of eight species (CH,, CH,, CO, CO,, H,O, H,, O, and N,) for the chemical
reactions. The Arrhenius chemistry model was used for the determination of the reaction rates and

the 4-step mechanism is given by

CH, > CH, + H, 11 = 20893x10"%exp(-24800/T) [Ycual [ Yol [ Y™ (2-13a)
CHy+¥2 0,—»CO+H, 13 = 50.117x10"%exp(-25000/T) [Yero]*’[ Yool [ Yer] 7 (2-13b)
CO + 10, - CO, 13 = 39.811x10"%exp(-20000/T) [Ycol [ Yo l"?[ Yizo]™ (2-13¢)

H, + %0, - H;0 rs = 3.3113x10"%exp(-24800/T) [Yin]"*[ Yool “**[ Yem] *°(2-13d)
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2.3 Turbulence Modeling

Another area which is of major concern is the modeling technique used to approximate the
turbulence for a given flow system. Direct Numerical Simulations (DNS) solve the time dependent
conservation equations for a given system and resolve the full range of relevant turbulent scales.
However, to include all of the relevant turbulent scales, the computational region must be big
enough to include the largest scales, and the mesh spacing must be fine enough to include the
smallest scales of importance. These simulations are computationally expensive, and for this
reason most of the DNS have been for low Reynolds number flow configurations. The low
Reynolds number simulations have been useful as a check for other turbulent models (Givi et al.,
1990; Madina, Frankel and Givi, 1991; Miller et al., 1993). This section will describe some of the
basic details relating to turbulence models used as alternatives to DNS: Reynolds stress models;
the k-¢ model; and LES (Large-Eddy Simulations). It should be noted that this thesis is not trying
to cover the entire subject of turbulence modeling, but the thesis is trying to convey the main ideas
with some examples.

The way many computational methods are configured, the flow field variables are either
time-averaged or mass-averaged. For time-averaging, the sum of the mean and the fluctuating
values are substituted for the flow variables (e.g., u = u+ u’) and the entire conservation equation
is averaged over time. Time-averaging leads to density-velocity correlation terms, p—’u—', in the
continuity equation (2-1a) and the momentum equation (2-1b), as well as turbulent stress terms,
ﬁ, and triple correlation terms, m in the momentum equation (2-1b), that cannot be
directly calculated from the primitive variables. The triple correlation terms are always assumed to
be negligible. The density-velocity correlation terms can be modeled or removed from the equation

with the use of mass (or Favre) averaging. In both the time-averaged and mass-averaged set of
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equations, the turbulent stress terms must be modeled. If we take into consideration mass-

averaging, U = 61_1/5 with u =1+ u”, then the stress term is:

V-(pu"u”)=V -[ﬁu’u’] (2-14a)

which can be broken up into a deviatoric and a spherical part:

r ~ ~ _I

_ ' ~ ul’ . ul’ un . up
pu'u” =7 uu’- + | (2-14b)
| Do s
Deviatoric Spherical
Following the Boussinesq (1877) analogy for turbulent stresses, this can be simplified as:
1w , v+ (vip)T Ly ~)f7
—p u"u”- = -=(V.u
7 | ut[ > ; J
o~ (2-15)
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where |, is the turbulent viscosity and k is the turbulent kinetic energy. These relations can then be
substituted back into the averaged momentum equation through:
{Vﬁ +(v)T

- 1
V-(pu”u")zV-{—Zut —%(V-ii)fJ+§§kT} (2-16)

which makes use of the primitive averaged values of the velocity along with the scalar terms, |,
and k, which need to be modeled. The terms can be modeled by using algebraic or differential

equations that are adjusted to match experimental results.
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2.3.1 Reynolds Stress Models

Algebraic and differential Reynolds stress models take into consideration the breakdown of
the stress terms in (2-15) and are designed to model the turbulent viscosity p,. Prandtl’s mixing
length hypothesis (Prandtl, 1925) is:

du

o (2-17)

—,2
e =plm

in which f; is the prescribed mixing length and is given by an algebraic expression determined from

experimental results. Von Karman’s similarity hypothesis (Von Karman, 1930) developed an

expression for the mixing length:

du [o%u
dy ay2

which does not agree well with experimental results except near walls. This disagreement occurs

(2-18)

mcc

because {,, cannot be solely determined from local values, but is a result of the surrounding

behavior. Also, the mixing length goes to infinity at points where 9°u/dy” goes to zero. A third

algebraic relation for the turbulent viscosity is:

pe=Pueyer % | (2-19)

where u. and y, are characteristic global velocity and length scales (Launder and Spalding, 1966).
The values of u. and y. have been chosen differently by different researchers. For example, in a
pipe flow, the friction velocity and the pipe radius have been chosen to represent these values
(Jonsson and Sparrow, 1966). However, this model is not as widely applicable as Prandtl’s mixing
length hypothesis since the method requires more ad hoc adjustment depending on the specific flow
configuration.

The differential turbulence models make use of differential equations for the solution of

parameters in the model. These differential equations include some information on the local history
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of the turbulence in the determination of the model parameters; in contrast, the local history is not
included in the algebraic models. The one equation differential models include a model by Prandtl
in which:

i, =Const- ¢ u’ (2-20)
The mixing length is prescribed algebraically and the turbulent kinetic energy, k, is determined with
the use of a differential equation (Bradshaw, Ferriss and Atwell, 1967). The structure of the
differential equation will be discussed as part of the k-€ model which uses two differential

equations for the determination of the turbulent viscosity. Another single differential model was

developed by Nee and Kovasznay (1969) and uses a differential equation for the parameter pL/p.

2.3.2 k-¢ Turbulence Model
The most common turbulence model in use today for numerical simulations is the k-¢
model which uses two differential equations for the determination of the turbulent viscosity
(Harlow and Nakayama, 1967; Jones and Launder, 1973). The turbulent viscosity |; can be

calculated from a model based on the Prandtl mixing length theory:

u, =Const - p/ , [u] (2-21)

Y4

where £ is the mixing length and ]—u—’] is approximated by (2k/3)”. The rate of dissipation of

turbulent fluctuations, €, is defined as:

k m C L3 (2-22)
e= =C,— -
b Min
which leads to the Prandtl-Kolmogorov relation:
_K’
Wy EC“p——é— (2-23)

where C, = 0.09 from experiment.
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The k-¢ turbulence model consists of differential equations for the conservation of k and €.
This adds another degree of complexity to a numerical simulation, but provides a reasonable
estimate of the turbulence effects for many problems. This turbulence model may experience
difficulties in strongly swirling and recirculating flows where strong non-similarity is dominant
(Launder and Spalding, 1972). The difficulty arises due the inability of the k-& model to account
for a) strong anisotropy of Reynolds stresses, b) high stream line curvature and c) strong pressure
gradients. These have to do with the way the terms are thrown out and pressure correlation is
modeled. The problems with the k-€ model should not be a factor in the Rijke tube simulations;
however, they might be important for the recirculating flow in the dump combustor and the

strongly swirling flow of the gas-turbine combustor. The conservation equations for k and € are:

o pk 2
(p )+V-(§ﬁk)—V-[ t Vk):-—uts] —-—PkS, - pe (2-24)
ot fi 3

dpe) e H £ 2 _ _¢g?
o +V-(pu8) —V-[}—;E—Ve =Cy I MSq —;Sz pk |- C,, p? (2-25)

where 51 = [vii + (V) ™)’ —%(V 1)?
S,=V-u
and Cg; = 1.44, Ce; = 1.92, Pre = 1.3, Pr = 1.0.

Because of the no-slip boundary condition, the turbulence levels are sensitive near the wall.
A reasonable way to handle the effects near the wall is with algebraic wall functions. An example
of such a specification is that of the log-law variation of velocity for turbulent flow near the wall.
A detailed treatment can be found in Launder and Spalding (1972). The log-law prevails in the

region near the wall, such that:

U = U, + (*x) In(E y") (2-26)



2-17

where U is the velocity component parallel to the wall, Uy, is its value at the wall, u* is a friction
velocity, K is the von Karman constant, E is a constant in the log-law and y* is a non-dimensional
distance from the wall. The wall shear stress is given by:

Tw =k p u*(U-U,)/InE y") (2-27)
For the k-¢ model of turbulence, Launder and Spalding (1972) showed that in the vicinity of the

wall where the shear stress is constant:

u* — Cu1/4k1/2 (2_28)

e=u®/(yx) (2-29)

and Ww=xkpu*y (2-30)
2.3.3 Large Eddy Simulation

The last method for modeling the turbulence to be discussed here is LES. As was
mentioned previously, direct numerical simulations (DNS) determine the Reynolds stresses down to
the smallest possible turbulent scale allowed by the grid. Because of this, DNS requires fine grids
to include all of the important scales of turbulence. The small grids and lengthy computational
time restricts DNS to low Reynolds number flows. Large-eddy simulations are also direct
numerical simulations, but they assume that the large turbulent scales contain most of the turbulent
energy and that the small scales follow given energy decay laws without significant energy fed
from the small scales to the large scales. The small scales are modeled using subgrid turbulence
models. Using these subgrid models, the grid size can be increased allowing for simulations at
higher Reynolds numbers. Work has been performed using LES in combustion environments

(Menon and Jou, 1991; Goldin and Menon, 1996; Smith and Menon, 1998) with promising results.
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2.3.4 Turbulence Modeling in ANSWER

The code ANSWER has capabilities for making use of the Reynolds stress model and the
k-£ model to determine the turbulence levels. For the simulations in this thesis, ANSWER uses the
k- model and solves the mass-averaged conservation equations given by (2-1a)-(2-1c) along with
the conservation equations for k and € given by equations (2-24) and (2-25). The LES method has
been incorporated into the current version of ANSWER, but was not used for any of the
simulations in this thesis. Even though the differential equations representing k and € have a term
for the time derivative of these values, it is not understood how well the k- model behaves under
transient flow conditions or whether k and £ even need to be solved for as a function of time. The
turbulent models are developed based on the time-averaged properties of turbulence, and in most
flow simulations the researcher will most often be concerned only with the time-averaged effects of
turbulence, even when the flow is unsteady (Launder and Spalding, 1972). Therefore, in the
simulations to follow, except where noted, the k-€ model will be used to determine the steady state
properties of the flow and these steady state turbulent levels will be kept constant throughout the
transient simulation.

The Reynolds stress models have difficulties during the simulation of transient flows when
the turbulent time scale (t. = k/€) is of the same order as the acoustic time scale (t, = Ax/a), and the
models also require a computational time four times that of the k- model. A calculation of the
turbulent time scales for the dump combustor and gas-turbine combustor configurations in this
thesis yields turbulent time scales between 0.001 s and 0.01 s. In these cases, the relevant acoustic
time scales are between 0.002 s and 0.006 s for the dump combustor and 0.002 s and 0.01 s for the
gas-turbine combustor. Since the relevant turbulent and acoustic time scales are similar, the

Reynolds stress model in ANSWER will not be used in the following simulations.
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2.4 Connecting Turbulence and Chemistry Modeling

As can be seen by the above, simulating chemical reaction rates and turbulence separately
can be a difficult task. This makes simulations combining the two even more challenging. One of
the main concerns is determining how the two processes interact. The Damkohler number is
defined as the ratio of characteristic flow time to characteristic reaction time. When the
Damkohler number is much less than one, the chemical reactions are much slower than the
turbulent mixing and the influence of turbulence is greatly reduced. The turbulence, for this case,
factors into the mixing and diffusion properties of the flow but not in the determination of the
reaction rate. When the Damkohler number is much greater than one, the chemical reactions are
much faster than the turbulence, which leads to a thin flame regime controlled by turbulent mixing.
However, when the Damkohler number is near one, then both the turbulent mixing and finite
reaction rates must be considered. There have been a number of reviews detailing models that can
be used to determine the influence of the turbulence and reaction chemistry on combustion (Libby
and Williams, 1994; Manna and Vandromme, 1996; Buchlin and Planquart, 1995). The rest of
this section will summarize a few of the methods used, including the eddy-breakup model,
probability density functions and flamelet models. The ANSWER code makes use of the eddy-
breakup model for all of the turbulent-reactive simulations in this thesis.

The structure of the flame is important in determining if the turbulence models are
applicable for a given flow field simulation. The flame structure can be broken into different zones
based on the turbulent intensity of the flame, k/S; where k is the turbulent kinetic energy and Sy is
the laminar flame speed, and the ratio of the integral scale of turbulence, 1, to the laminar flame
thickness, & (Borghi, 1985; Abdel-Gayed et al., 1989). Figure 2-3, taken from Abdel-Gayed et al.
(1989), shows the various regimes for premixed turbulent combustion. For the eddy-breakup
model to be valid, the flame should be in the flamelet regime in which there is a wrinkled flame.

For the Rijke tube in this thesis, the flow field is assumed to be laminar with no influence of
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turbulence on the flame structure. For the dump combustor simulation in this thesis, K*/S, ~ 2

m/s / 0.5 m/s) =4 and 1/8, ~ (0.01 m/ 0.0008 m) ~ 12.5, leading to a flame structure that is

wrinkled. It should be acceptable to apply the eddy-breakup model to this flow field simulation,

based on the structure of the flame. The gas-turbine simulation in this thesis does not contain

premixed combustion and therefore the combustion zones in Figure 2-3 do not apply.
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Figure 2-3 Premixed Turbulent Combustion Regions (from Abdel-Gayed et al., 1989)

2.4.1 Eddy-Breakup Model

One way to handle the possible reaction delay is to incorporate the eddy-breakup model

(EBU) into the numerical simulation. The model makes use of k and € along with the kinetic time

scale and physically represents a time scale related to the breakup of turbulent eddies. The

turbulent time scale is based on the time it takes for an eddy to decay, allowing the reactants to mix

and react. The basic form of this model proposed by Spalding (1971) is:

rmsg
W, =CrpyPY; E

(2-31)

where w; is the source term in the species conservation equation (2-8), Cggy is an empirical

constant, Y;"" is a measure of the rms value of the local fluctuations in the mass fraction of species
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i. Y™ = min(Y;, 0;Yo;) where 0;Y o is the maximum amount of the i species that can react with
the local oxygen concentration. The turbulent time scale is given by k/e. Therefore, the reaction
rate given by (2-31) is inversely proportional to the turbulent time scale. The overall chemical
reaction rate is the minimum of the rate determined from the Arrhenius kinetics and the value from
(2-31). Physically, this means that if the mixing time is larger than the chemical time, the mixing
and breakup of the turbulent eddies controls the reaction rate. On the other hand, if the mixing
time is small compared to the chemical time, then the reaction rate will be based on the chemical
kinetics. Numerical efforts using the eddy-breakup model have demonstrated that the model is
appropriate for premixed flame simulations where the rate of reaction is finite and very high, which
is the case in furnaces and combustors (Khalil, 1982; Catlin and Lindstedt, 1991; Lee et al., 1993).
The premixed flame in the dump combustor and the gas-turbine combustor fits this criterion and

therefore the eddy-breakup model in the ANSWER code is used for these simulations.

2.4.2 Probability Density Functions

Other models currently being developed include probability density function (PDF) models
and flamelet models. As has been mentioned, direct numerical simulations (DNS) can be valuable
as research tools for very simple flows and large-eddy simulations (LES) can be useful for more
complex flows, but they both break down when dealing with the nonlinear complexity of chemical
reaction rates. In realistic cases, the Navier-Stokes equations are averaged and closure models are
used to account for the resulting loss of information. Because the chemical reaction rate is highly
nonlinear, in species concentrations Y; and temperature T, the averaged reaction rate cannot simply

be determined by using the average of the terms:

& # @Y, Y;.p.T) (2-32)
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To account for the nonlinearity, the joint pdf method has been used to develop the average of a
given function (e.g., turbulence or reaction rate) from the probability density function of the

required arguments. If Q[q(x, t), q'(x, t)] is a function of two variables, the joint pdf is defined as

follows:
# of experiments in which q<p,q’<p’
pPriq<p;q'<p’}= lim & a<Pa =P (2-33)
N e N
The joint distribution function F(p, p) is defined by:
F(p,p)=Pr{q<p;q <p’} (2-34)

and the joint probability density function is given by:

P(p.p )apap ) (2-35)

From this, the average or first order moment of Q is given by:

Qxt)= T TQ(p,p’)P(p,p’,x,t)dpdp' (2-36)

The pdf can be developed from experimental results or detailed DNS or a transport equation can be
solved for suitably chosen probability density functions. The method can also provide high order
moments for closure needs in other simulation methods.

A more empirical method consists of assuming a given mathematical shape based on the
first and second order moments of the coupled scalars used to define the distrubution function.
This method is called the assumed shape pdf. The most common distribution functions used in the
literature are beta functions, clipped Gaussians and delta functions.

The use of probability density functions has shown good agreement with experiments for
simple flame structures (Khalil, 1982; Jones and Kakhi, 1998; Subramaniam and Pope, 1999;
Saxena and Pope, 1999); however, the modeling technique needs further refinement before it will

be useful in general flow simulations. The concern with probability density functions is in making
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sure that the assumed shapes of the functions are representative of the actual flame structure. This
would require more experimental results concerning the correct flame structure that might not be
attainable in complex combustor configurations. For this reason, the probability density function
model approach was not investigated in more depth for use in the combustor configurations

modeled in this thesis.

2.4.3 Flamelet Modeling
Another method involves the use of flamelets (Peters, 1986; Veynante, Lacas and Candel,

1989; Candel et al., 1990; Meneveau and Poinsot, 1991; Duclos, Veynante and Poinsot, 1993).
The essential property of this method is that a turbulent flame front is divided into a series of
stretched, laminar flame elements, which are better understood analytically. Figure 2-4 shows a
sketch of the flamelet technique for a diffusion flame (from Meneveau and Poinsot, 1991). The
distributed reactive sheets are assumed to have a structure that can be identified and analyzed.
This turbulent flame sheet is then assumed to be made up of a collection of stretched laminar flame
elements. The use of flamelets decouples the complex chemistry problems from the turbulent flow
field. In practical applications, a flamelet library is constructed to provide details on properties
such as consumption rate per unit flame area and ignition and extinction conditions which might be
important in a turbulent regime. The flamelet model can be used in both premixed and non-
premixed flames, with slight differences between the two due to additional modes of propagation

for premixed flames.
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Figure 2-4 Sketch of Flamelet Model from Turbulent Flame Sheet to

(a) Laminar Diffusion Flame Elements; (b) Laminar Premixed Flame Elements

A central parameter for turbulent combustion modeling with flamelets is the flame stretch.

The flame stretch is a measure of the variations of the flame surface A and is defined by:

1 dA
K=—— (2-37)
A dt

Flame stretch controls the growth of the flame surface via flame surface production and flame
quenching. The flamelet model reduces to the evaluation of the flame surface density . The

coherent flame model provides a conservation equation for X moving with the turbulent flame:

 _
£_gs-q, (2-38)
dt

where K is the mean stretch rate and Q. corresponds to flame surface annihilation between two
flame fronts. The mean turbulent reaction rate is given by:

W=w % (2-39)
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where wy, is the mean consumption rate per unit surface along the flame front. For a lean reaction,
wi = poULY o, Where pg is the density of the fresh gases, Yo is the fuel mass fraction in the fresh
gases, and Uy is the mean consumption speed along the flame front.

A number of different models have been proposed in which a transport equation is
developed to keep track of the flame surface density term, X. The existing models differ in the

structure of the proper source and consumption terms that are part of the conservation equation for

2 written as:
12)> Vv,
—+V-(@X)=V:|—VZ |+S,+S, +S;-D (2-40)
ot Oy

where oy is a turbulent Schmidt number and source terms are given by S;, including flame
stretching and the consumption term by D. Different forms for these terms are summarized in
Duclos, Veynante and Poinsot (1993). Equation (2-40) is coupled to the conservation equation for

the mean fuel mass fraction by including (2-39) as a consumption term:

DY,
o =cV{DVY,)-w, X (2-41)

The flamelet model is valid for configurations in which the flame thickness is small when
compared with the dimensions of the flame surface; however, when the reaction rates are slower
and the flame broader, the flamelet model will not work as well. The manner in which the flamelet
model decouples the turbulence and the chemistry works when the flame thickness is small, but this
benefit in modeling becomes a deficiency when the turbulent mixing has a strong influence on the
reaction rates, which is what the eddy-breakup model takes into consideration. In the flamelet
model, the reaction rates are based entirely on a database of the laminar flame behavior. This
information might not be accurate for much of the turbulent flame configurations. The flamelet
model might be beneficial to the study of the premixed flame in the dump combustor simulated in

this thesis, but not for the other configurations, due to the structure of the flame.
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2.4.4 Connecting Turbulence and Chemistry in ANSWER

For the simulations in this thesis, the eddy-breakup model is used to compute the turbulent
time scale for the reaction. The eddy-breakup constant, Cggy, is specified as 3.0 in all of the
simulations. The reaction rates are evaluated using the Arrhenius model given by equation (2-9)
and the eddy-breakup model given by equation (2-31). These two rates are compared and the
smallest reaction rate is used as the w; source term in equation (2-8). For the Rijke tube
simulations shown in Chapter 3, the eddy-breakup model is not included in the solution and the
chemistry reaction rates are specified only in terms of the chemical kinetics given by the Arrhenius

model.

2.5 Simulation of Acoustic Waves in Incompressible Flows

One of the major issues that needed to be resolved in the present work before further
analysis was conducted was the ability of the code to predict accurately the theoretical acoustic
modes within a given system. In the combustion configurations investigated as a part of this thesis,
the flow is low speed and incompressible. For this reason, the simulations performed in the results
to follow have used incompressible flow solvers. However, if the flow is assumed to be
incompressible, the speed of sound is infinite; therefore, the proper acoustic wave motion cannot be
established. Any change in the pressure field instantly propagates to the rest of the chamber. In
order to handle this problem, the ANSWER code modifies the continuity equation to take into
account fluctuations in the pressure. The density term is then solved for using the ideal gas law,

p=pRT.
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At any stage in the calculation, the old values of the flow field are used to compute the new
flow field values. The correct fluid velocity, density and pressure which satisfy the governing
equations are given by:

V.=V +V”

p=p +p" (2-42)

p=p +p”
where the starred quantities are the approximation of the new flow field variables at the next step

in the calculation and the quantities with a double prime are corrections to these approximations.

Substituting these in the mass continuity equation, and neglecting second order terms, leads to:

op”
ot

+V{p"V 1V{p'V*)=m,,,-V{p'V") (2-43)

Following Chorin (1967), it can be shown that the approximate average velocity field, \7* , differs
from the final, \% , by the gradient of a scalar field, ¢. Therefore, Vzv*+V¢. Now assuming that
this scalar field is related to the density correction, by p”’=c,¢, equation (2-43) transforms to:
0 ~ % * * %

a_t(cp¢) +V. (ch ¢)= V. (p ch¢)+ mjp;—V- (p \Y ) (2-44)
which can be solved for ¢. From the equation of state, p”’=p”’dp/dp, which for a perfect gas
becomes

p’=p”CRT = CRTc,0 (2-45)
where C = 1 for an isothermal process and 7y for an isentropic process, R is the gas constant, and T
is the temperature. The pressure correction can be determined from ¢ and related to the acoustic
speed of sound. This should provide a proper determination of the acoustics within a low speed
flow system.

Initially, the factor CRT in (2-45) was set equal to a constant in the ANSWER code. This

was not a problem for constant temperature simulations, in which the term could be directly



2-28

specified using the proper temperature. However, for simulations in which the temperature varied
over the flow field, the determined acoustic frequencies were a function of the constant value of
CRT and not of the given temperature field. In order to correct this problem, the value of CRT
was set equal to a local value, using the local values of R and T, to better represent the proper
acoustic speeds. The use of the local flow properties will allow for the capture of the correct local

acoustic speed in simulations where the temperature field might be changing dynamically.

2.5.1 Boundary Conditions

There are three basic boundary condition forms used by ANSWER: Dirichlet,
specification of a variable value; Neumann, specification of a normal gradient value; and mixed (or
Robbins), specification of the relationship between the boundary value and the normal gradient.
The default boundary condition values used by ANSWER are Dirichlet at the inlet, except for a
Neumann treatment of the pressure, and Neumann at the outlet.

The fundamental pressure standing mode is a quarter-wave for a basic flow through a tube
with default boundary conditions. The upstream (or inlet) numerical boundary behaves like an
acoustically closed boundary. The gradient of the pressure is zero for the default upstream
boundary and a positive incoming wave is reflected as a positive wave in the other direction (i.e.,
no change in phase). The reason for this is that the default condition for the numerical simulation
fixes the velocity at the inlet. An acoustically open upstream boundary condition can be obtained
by removing the inlet specification and replacing it with a Dirichlet pressure condition and a
Neumann velocity condition. The fundamental pressure standing mode for the acoustically open
upstream boundary and the default downstream boundary condition is a half-wave identical to the
theoretical prediction. The pressure is fixed at the upstream and downstream boundary such that a

positive incoming wave is reflected as a negative outgoing wave (i.e., 180° change in phase).
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The downstream (or outlet) boundary behaves like an acoustically open boundary under

the default boundary conditions. The specification of a zero velocity gradient at the outlet
dominates the behavior at the outlet, leading to a pressure that is nearly fixed at the outlet, in
relation to the fluctuating value at the inlet. As with the upstream boundary, the downstream
boundary can be changed to represent a closed acoustic boundary condition.

The default boundary conditions for ANSWER are therefore closed acoustically at the
inlet and open acoustically at the outlet for the transient simulations. For the dump combustor case
described in Chapter 4, the flow domain starts at the end of the plenum and ends at the opening to
the atmosphere. The theoretical modes for this flow domain, determined by Zsak (1993), indicate
that the inlet behaves like an acoustically closed end and the outlet behaves like an acoustically
open end. Because the default boundary conditions determined by the numerical code match the
theoretical boundary conditions, the results for the dump combustor require no adjustment. The
ENEL gas-turbine combustor, which will be described in Chapter 5, is similar to the dump
combustor in that the upstream boundary is a solid wall and the downstream boundary opens into
the turbine blades. The default numerical boundary conditions are therefore also acceptable for
this case as well.

The default boundary conditions are not ideal for the study of Rijke tubes, which will be
described in Chapter 3. The Rijke tube is defined as a tube with some form of heating at a
transverse section that is approximately acoustically open at both ends. Also, the experimental test
cases that are being conducted here at Caltech involve tubes that are acoustically open at both
ends. By altering the upstream boundary condition as described above, the acoustic information
for an open-open Rijke tube can be obtained. However, the mode shapes are not smooth upstream
of the flame, most likely due to the discontinuous jump in velocity across the flame. The difficulty
with obtaining a smooth mode shape is not as pronounced for the default boundary conditions. It is

therefore more desirable to simulate the simple flame in a tube that is acoustically closed at the
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upstream end and acoustically open at the downstream end. The interaction of the heat release
with the pressure and velocity fluctuations should still be the same regardless of the boundary
conditions. As will be mentioned in Chapter 3, there have been a wide variety of configurations
similar to the Rijke tube (Raun et al., 1993). Some of these configurations have had one end
acoustically closed and others have had both ends acoustically closed. Therefore, the numerical
results will be compared, where appropriate, to the experimental results for devices that are similar
to Rijke tubes, if not exactly fitting the definition of one.

Even though the default conditions can model the test cases in this thesis, the numerical
code is not as flexible as it could be. Work is being considered to make use of methods being
developed for non-reflecting boundary conditions, characteristic boundary conditions and
impedance boundary conditions. One of the main problems in this modification is that most of the
methods have been developed for compressible flow solvers, and therefore, the method are not
easily portable to ANSWER, which uses an incompressible flow solver.

Non-reflecting and characteristic boundary conditions can be used to ensure that the
outgoing acoustic waves do not unduly influence the incoming acoustic waves. These boundary
conditions are used to reduce the presence of spurious waves, which can be generated by numerical
approximations at the boundary (Poinsot and Lele, 1992; Lepelletier and Raichlen, 1987; Watson
and Myers, 1991; Rowley and Colonius, 1998). These methods have shown promise, but they do
not constitute a definite answer to the problem. Also, a possible concern with non-reflecting
boundary conditions is that in a real combustion system, the partial pressure reflecting is crucial to
the coupling between the pressure and heat release and to the development of standing waves
inherent in the system. A non-reflecting boundary would absorb all of the outgoing wave
information, which might not allow for the development of a large-amplitude limit cycle.

Impedance boundary conditions would make use of experimentally determined behavior at

a specified boundary. For steady waves, an acoustic boundary condition is specified in the form:
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w’'=(a+ib)p’=(a’+b*)*exp(i tan’ (b/a)) p’ (2-46)

It should be possible to define a relationship between the acoustic pressure and acoustic velocity at
a boundary in order to describe the behavior of an acoustic wave at a boundary. Knowledge of
temporal and spatial resolution of a and b could be used to describe an open boundary closely

related to experimental results. Work on this is continuing, but will not be used in this thesis.

2.5.2 Calculation of Standing Wave in Closed Tube
Figure 2-5 shows the results of a cold flow laminar simulation made in a 2-D

axisymmetric closed cylinder with length 2m and radius 0.1 m. The temperature is kept constant at
600 K and there is no inlet or outlet flow. The viscosity is set to 3.0e-5 kg/m-s. All of the
boundaries behave like a solid wall, in that the normal velocity at the boundary is zero. The
simulation is designed to examine the pure linear acoustic field when there is no other motion in the
chamber. Theoretical acoustics predicts that under these conditions, the fundamental longitudinal
frequency f; = a/(2*L) and that subsequent harmonics will be given by: f, = n * f;. The theoretical
fundamental frequency for this case is 122.75 Hz. The results shown in Figure 2-5 are for a
simulation with uniform grid spacing along the longitudinal axis of Ax = 0.05 m. The numerically
determined fundamental frequency for this case is 135.9 Hz. The discrepancy with the theoretical
frequency is due to the grid spacing near the boundary. To numerically simulate a zero pressure
gradient at the wall, the first and second grid elements next to the wall are kept constant with the
value at the wall. This effect causes the effective acoustic wavelength to be equal to Ly = L — 4Ax
= 1.80 m, leading to a fundamental frequency of 136.4 Hz, which is only a 0.4% difference from
the numerically determined value. The simulation was repeated with the grid spacing near the
walls equal to 0.001 m. The resultant fundamental frequency is 122.6 Hz which is 0.3% less than

the theoretical fundamental frequency with an effective wavelength of 1.996 m. This demonstrates
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that the simulation is correctly determining the acoustic frequency within a small margin of error

and emphasizes the importance of the grid spacing near the boundaries.
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Figure 2-5 Numerical Simulation of Acoustic Waves in a Closed Tube
(a) and (b) Non-Steady Pressure at Quarter Chord Location;

(¢) and (d) Fast Fourier Transforms of Pressure Signal

2.5.3 Attenuation and Time Step
As can be seen by the pressure records of Figure 2-5, there is exponential damping in the
chamber. Since the system is not reacting and has no other energy source terms, there is no
exponential growth term to take into consideration. The damping in the chamber is due to several

sources: bulk attenuation; reflection losses at the outlet and inlet plane; and attenuation due to
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dissipation in the boundary layer. Also, because the code uses a second-order finite difference
method, artificial dissipation and dispersion must be accounted for. The amount of artificial
damping will be discussed later in this section. The bulk attenuation values are normally more
than an order of magnitude lower than the other loss terms for the low frequency levels we are
interested in. The major sources of attenuation are due to the viscous and thermal losses in the
boundary layer. Morse and Ingard (Flugge, ed., 1961) showed that for no-slip conditions and
stationary isothermal walls, the velocity boundary layer thickness and thermal boundary layer

thickness are given by:

2
52 =1
po
52 _ 2k _ 2 (2-47a,b)
t mep pw Pr

For a circular duct of radius R, the sound level intensity for a sound wave propagating in the x-

direction is given by @y = @y Exp(-2ax) where:

2a=§{5v+(y—l)ﬁt] (2-48)
This shows that the linear damping rate is related to the viscosity and the frequency. Since the
sound wave is propagating at speed a, this damping rate can also be written in terms of time with
@y = dgy Exp (-2cat). The damping for the acoustic pressure field is half the damping rate for the
sound intensity since the sound intensity is proportional to the square of the acoustic pressure.
The exponential decay rate was determined as a function of time for the pressure record in Figure
2-5. Initially, when higher harmonic frequency components are noticeable, the decay rate is
around 0.015 m-1,

As the higher harmonics decay with time, the exponential decay of the fundamental
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