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Abstract

The gauge/gravity duality in the interaction between M theory objects has

taught us a lot about quantum gravity. The eleven-dimensional PP-wave

background provides a new arena for exploring this duality beyond flat and

almost flat, i.e., weakly curved, backgrounds. In this thesis we discuss the

gauge theories that describe the dynamics of interacting M theory objects,

the supergravity calculations that capture these dynamics, the comparison

of the two sides, and various objects (such as gravitons and membranes)

in the eleven-dimensional PP-wave background. We only consider the

one-loop gauge theory and linearized supergravity approximations.
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Chapter 1

Introduction

The five superstring theories in ten dimensions, Type IIA, Type IIB, Type I, Heterotic

SO(32), Heterotic E8×E8 are known to be related to each other via a web of dualities

[1]. Underlying these theories, there is believed to be a fundamental M theory whose

low energy effective theory is the eleven-dimensional supergravity.

Matrix theory was proposed by [2, 3] as a candidate of M theory for flat tar-

get space. This is a (0 + 1)-dimensional quantum mechanical theory whose degrees

of freedom reside in N by N matrices as a noncommutative generalization of the

usual concept of target space coordinates, and it is argued that it should provide a

nonperturbative description of quantum gravity in a manifestly unitary way.

The generalization of Matrix theory to a generic nonflat background was initiated

in [4, 5]. In [6, 7], this generalization was carried out in detail to linear order in the

background fields for a weakly curved background (i.e., a background whose metric is

gIJ = ηIJ +hIJ , with ηIJ being the flat metric, and |hIJ | << 1) which is independent

of the light like direction x−.

Not very long ago, another useful technique, different from the weakly curved

background approximation, for understanding nonflat backgrounds was put forward

in the context of string/M theory. This is the Penrose limit [8, 9, 10], a limit in which

one zooms in, roughly speaking, to the close neighborhood of a null geodesic. In

general, a space arising from Penrose limit may be highly curved, hence not restricted

to the weak background approximation. More importantly, when taking the limit, the

resulting background inherits the (super)symmetries of the original space. Hence one
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expects that upon taking the Penrose limit, the M theory in a nonflat background will

become more tractable, provided that the original background has a large amount of

(super)symmetries.

The Matrix theory in an eleven-dimensional Parallel-Plane-wave (henceforth ab-

breviated as PP-wave) background proposed in [10] is a good example of such an

application of the Penrose limit. As a matter of fact, the main subject of study in

this thesis will be the dynamics of this Matrix theory and other theories related to it.

Here the original space is the product of four-dimensional Anti de Sitter space and

seven-sphere AdS4×S7, or the product of seven-dimensional Anti de Sitter space and

four-sphere AdS7 × S4, and the eleven-dimensional PP-wave is the space resulting

from their Penrose limits.

Although the Matrix theory (in a general background) has the form of a (0+1)-

dimensional quantum mechanics, and can be interpreted as describing N D0-branes in

the IIA string theory obtained from compactifying the eleven-dimensional M theory

to ten dimensions, it does not only describe point particles. Philosophically, the

reason is, since the Matrix theory is supposed to be a realization of the fundamental

M theory, it must have the capability to describe the dynamics of all M theory objects

(e.g., M2-brane, M5-brane from the perspective of eleven-dimensional supergravity,

the fundamental string, NS5-brane, and higher-dimensional D-branes from the ten-

dimensional IIA string perspective), after including all sectors with different values

of N . Technically, the reasons are, to name a few, the Matrix theory can be obtained

by “discretizing” the supermembrane theory [11, 12], the D0-brane theory can be

T-dualized to give theories describing higher-dimensional D-branes, and by taking

the “continuum limit” of the Matrix theory, one gets field theories living in higher

dimensions. Depending on the problem at hand, e.g., the investigation of membrane

scattering, one may choose the (0 + 1)-dimensional theory, or, higher-dimensional

field theories as long as it is valid, whichever is more convenient, and the computed

physical quantities should be the same. This is one of the points that the discussions

in Sections 3.1 and 3.2 try to make.

The Matrix theory and related higher-dimensional field theories are nonabelian
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gauge theories, with which we can do perturbative loop computations in expansion of

the gauge coupling. One interesting thing observed is the gauge/gravity duality in the

dynamics of interacting M theory objects [13, 14, 15, 16, 17, 18, 19, 20, 7, 21, 22, 23,

24], where results of quantum loop computations on the gauge theories’ side are shown

to agree with results of solving classical equations of motion on the supergravity side.

This duality is physically motivated recalling that eleven-dimensional supergravity is

the low energy limit of M theory, although supersymmetry also seems to be a crucial

ingredient to bridge the disparate regions of validity on the two sides. Of course,

similar gauge/gravity duality also appears in many other settings, such as the well

known AdS/CFT correspondence in IIB string theory (in that case, taking the Penrose

limit actually gives us access to full string theory, not just the classical supergravity,

on the AdS side [10]). As stated in the title, this thesis is devoted to the study of

the gauge/gravity duality for interacting M theory objects in the eleven-dimensional

PP-wave background. In this study we shall restrict our attention to one-loop on

the gauge theory side, and to first order in κ2
11 on the supergravity side, that is,

linearized supergravity. As our contribution to the subject, this thesis discusses some

generalities in the gauge/gravity comparison, the results on two graviton interaction in

the absence of transfer of the momentum along the light-like x− direction, the so-called

M-momentum, and some initial steps taken towards understanding two membrane

interaction with M-momentum transfer, based mainly on works in collaboration with

Hok Kong Lee and Tristan McLoughlin.

The thesis is organized as follows:

In Chapter 2 we briefly review features of the eleven-dimensional PP-wave, giving

the expressions for its 38 Killing vectors, 32 Killing spinors, and the (anti)commutators

of the symmetry superalgebra [25, 26, 27], also describing how it arises as the Penrose

limit of AdS × S space [8, 9, 28].

In Chapter 3 we discuss the gauge theories that describe M-theory objects in the

eleven-dimensional PP-wave background.

Section 3.1 is devoted to the Matrix theory proposed by [10]. In this section we

mainly review three different ways of deriving this matrix theory: the approach taken
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by [10] which starts with a superparticle and then nonabelianizes the resulting theory;

the one taken by [29] where the Matrix theory is obtained by “discretizing” the su-

permembrane in 11-D PP-wave background; and the one taken by [29] which uses the

framework developed in [6, 7] to derive the Matrix theory from the dynamics of multi

D0-branes in the IIA supergravity background arising from a space-like compactifi-

cation of 11-D PP-wave, in the weakly curved background approximation. We pay

particular attention to the multi D0-brane approach because firstly it illustrates the

connection between the dynamics in eleven dimensions and that in ten dimensions,

as well as the appropriate limit [4] in which this connection is made, and secondly

it illustrates how, given a large number of (super)symmetries, sometimes the weak

background matrix theory actually needs no correction and is exact.

Section 3.2 is devoted to the three-dimensional theory describing multi spherical

membranes in 11-D PP-wave. This theory was first obtained by [30] as the continuum

limit of the matrix theory proposed by [10] expanded around its k-membrane vacuum.

In Subsection 3.2.1 we present an alternative derivation which obtains this theory

directly from the supermembrane theory, expanding around the single membrane

vacuum to get an abelian theory and then carrying out a nonabelian generalization.

In Subsection 3.2.2 we discuss the vacua and instantons of this theory in the two

membrane case, presenting the instanton solution which interpolates between the flux

one vacuum and the flux zero trivial vacuum, and briefly comment on the application

of this instanton solution to the study of M-momentum transfer between two spherical

membranes in an 11-D PP-wave background.

Section 3.3 is an application based on [21]. In short, [21] computes the two-

graviton one-loop effective action for the Matrix theory in the eleven-dimensional

PP-wave background, and compares it to the effective action on the supergravity

side in the same background. Agreement is found for the effective action on both

sides, to all orders of µ (i.e., beyond the weak background approximation), which

provides evidence for the Matrix theory proposed by [10] being the correct description

of M theory in the eleven-dimensional PP-wave background, and also points to the

existence of a supersymmetric nonrenormalization theorem in this background. This



5

section is mainly the computation on the gauge theory side given in [21].

In Chapter 4 we discuss the treatment of M theory objects’ interaction on the su-

pergravity side. On the supergravity side we use the method of source-probe analysis,

which is valid when the source is much heavier than the probe.

Section 4.1 works out the light-cone Lagrangian, which is the supergravity quan-

tity that should in the end be compared with the gauge theory one-loop effective

Lagrangian, for a point particle and a membrane in an arbitrary (yet static, i.e., x+-

independent) background. In doing so, we give a careful treatment of the constrained

Hamiltonian mechanics of the systems concerned.

Section 4.2 addresses the issue of finding the background fields that the probe feels,

describing the diagonalization of the supergravity field equations for arbitrary static

sources. The idea here is quite straightforward, and the results given are technical

in nature, but since they are necessary for solving the field equations and have not

been explicitly given elsewhere to the best of our knowledge, we present them in this

section.

The above two sections provide the framework for the computation on the super-

gravity side. In Section 4.3 we apply the general formalism to the specific application

of two graviton interaction in the absence of M-momentum transfer, completing our

investigation of gauge/gravity duality in this particular physical problem. This sec-

tion is based on the supergravity computation of [21].

In Chapter 5 we briefly review supersymmetric nonrenormalization theorems in

the Matrix theory quantum mechanics in flat space, following [31, 32, 33, 34, 35, 36,

37], and comment on the generalization to a 11-D PP-wave background.

In Chapter 6, we make some concluding remarks, discussing possible future direc-

tions to pursue.
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Chapter 2

Review of the Eleven-Dimensional
PP-wave Geometry

The fields of eleven-dimensional supergravity are the metric gµν , the three-form gauge

potential Aµνρ, and the gravitino ψµ.

In the eleven-dimensional PP-wave, the gravitino field ψµ vanishes, whereas the

nonzero components of the metric gµν and the four-form field strength Fµνρλ are given

by

g+− = 1, g++ = −µ2

[
1

9

3∑
i=1

(xi)2 +
1

36

9∑
a=4

(xa)2

]
, gAB = δAB (2.1)

F123+ = µ (2.2)

Here µ is a parameter with the dimension of inverse length.

In our conventions, µ, ν, ρ, . . . take the values +,−, 1, . . . , 9; A,B,C, . . . take the

values 1, . . . , 9; i, j, k, . . . take the values 1, . . . , 3; and a, b, c, . . . take the values

4, . . . , 9. This solution to eleven-dimensional supergravity was first given by [25],

and it also goes under the name KG space (where KG stands for Kowalski-Glikman).
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2.1 Isometries and Supersymmetries of the 11-D

PP-wave

The explicit expressions for the Killing vectors (as well as the algebra of the isometry

group) and Killing spinors of the 11-D PP-wave were first given in [26]. Here we follow

the exposition of the same subject given by [27]. A slight change of the notation of

[27] is necessary to bring it in accordance with ours: exchange x+ and x−; change µ

to −µ; also in [27] the transverse index i goes from 1 to 9, thus corresponding to our

transverse index A.

The isometry group of the 11-D PP-wave has 38 generators, coinciding with the

dimension of the isometry algebras of AdS4×S7 and AdS7×S4. This is no accident,

because the former solution can be obtained from the latter solutions via a Penrose

limit [9], which we shall discuss shortly. The Killing vectors of 11-D PP-wave are

ξe− = −∂−, ξe+ = −∂+

ξei
= − cos

(
µx+

3

)
∂i − sin

(
µx+

3

)
µxi

3
∂−

ξe∗i = − sin

(
µx+

3

)
µ

3
∂i + cos

(
µx+

3

)
µ2xi

9
∂−

ξea = − cos

(
µx+

6

)
∂a − sin

(
µx+

6

)
µxa

6
∂−

ξe∗a = − sin

(
µx+

6

)
µ

6
∂a + cos

(
µx+

6

)
µ2xa

36
∂−

ξMij
= xi∂j − xj∂i

ξMab
= xa∂b − xb∂a (2.3)

A little explanation of the subscripts in the above expressions is in order: a generic

so-called Cahen-Wallach space, of which the 11-D PP-wave is a special case, can be

written as the coset space G/K, where G is the group whose algebra is spanned by

{e−, e+, eA, e∗A}, and K is the subgroup whose algebra is spanned by e∗A; Mij,Mab

are the generators of SO(3) and SO(6), which are the symmetry transformations
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preserving the (++) component of the 11-D PP-wave metric.

Next let us look at the Killing spinors, which are determined by the condition

that the supersymmetry variation of the gravitino field ψµ must vanish

∇Mε =
1

288
FPQRS(Γ

PQRS
M + 8ΓPQRδSM)ε (2.4)

where ∇M ≡ ∂M + 1
4
ω AB
M ΓAB and the gamma matrices are those of SO(10, 1). There

are 32 independent solutions to this equation, making the 11-D PP-wave a maximally

supersymmetric solution of 11-D supergravity. These 32 Killing spinors depend only

on x+ and not the other coordinates, and are given by

ε =

[
cos

(
µx+

4

)
+ sin

(
µx+

4

)
Γ123

]
ψ− +

[
cos

(
µx+

12

)
+ sin

(
µx+

12

)
Γ123

]
ψ+

+
µ

6

(∑
i

xiΓi −
1

2

∑
a

xaΓa

)[
− sin

(
µx+

12

)
− cos

(
µx+

12

)
Γ123

]
Γ−ψ+

(2.5)

where ψ± are arbitrary constant spinors satisfying Γ±ψ± = 0

Now let us look at the symmetry superalgebra. In the superalgebra, the commuta-

tor between two bosonic generators is realized as the Lie bracket of the two correspond-

ing Killing vector fields. The commutator between a bosonic generator and a fermionic

generator is realized as the spinorial Lie derivative LXε ≡ XM∇Mε+
1
4
∇[MXN ]Γ

MNε,

where X and ε are the corresponding Killing vector and Killing spinor, respectively.

The anti-commutator between two fermionic generators is realized as the bilinear of

the corresponding Killing spinors, namely, for two Killing spinors ε1, ε2, one simply

takes ε̄1Γ
Mε2 to get a Killing vector.
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The commutators of the bosonic generators are

[e+, eA] = e∗A, [e+, e
∗
i ] = −µ

2

9
ei, [e+, e

∗
a] = −µ

2

36
ea

[e∗i , ej] = −µ
2

9
e−δij, [e∗a, eb] = −µ

2

36
e−δab

[MAB, eC ] = −δACeB + δBCeA

[MAB, e
∗
C ] = −δACe∗B + δBCe

∗
A (2.6)

The commutators of the bosonic generators and the fermionic generators, with

Q± being the 32 fermionic generators generating shifts proportional to the constant

spinors ψ± parametrizing the Killing spinors, are

[e−, Q±] = 0, [e+, Q−] =
µ

4
Γ123Q−, [e+, Q+] =

µ

12
Γ123Q+

[ei, Q−] =
µ

6
Γ123ΓiΓ−Q+, [ea, Q−] =

µ

12
Γ123ΓaΓ−Q+

[e∗i , Q−] = −µ
2

18
ΓiΓ−Q+, [e∗a, Q−] = −µ

2

72
ΓaΓ−Q+

[MAB, Q±] =
1

2
ΓABQ± (2.7)

The anticommutators between fermionic generators are (suppressing spinor in-

dices)

{Q−, Q−} = −Γ+C
−1e−

{Q−, Q+} = −
∑
A

ΓAC−1eA −
3

µ

∑
i

Γ123Γ
iC−1e∗i −

6

µ

∑
a

Γ123Γ
aC−1e∗a

{Q+, Q+} = −Γ−C
−1e+ −

µ

6

∑
ij

Γ−Γ123Γ
ijC−1Mij +

µ

12

∑
ab

Γ−Γ123Γ
abC−1Mab

(2.8)

with C being the charge-conjugation matrix.
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2.2 How the PP-wave Arises as a Penrose Limit of

AdS × S

We follow [9, 28] in our review of the Penrose limit in the context of 11-D supergravity

(again, we exchange the x+ and x− in their notation).

The Penrose limit of a space-time can be thought as a blowup of the space-time

along a null geodesic. The starting point for the derivation of the Penrose limit is

the metric g and p-form potential (p = 3 in the 11-D supergravity context) Ap in a

neighborhood of a conjugate-point-free 1 segment of a null geodesic γ in the original

space-time given by

g = dV

(
dU + αdV +

∑
A

βAdY
A

)
+
∑
AB

CABdY
AdY B (2.9)

where α, βA, CAB are functions of all the coordinates, and CAB is a symmetric positive-

definite matrix. In this coordinate system, the null geodesic is parametrized by U ,

with V = Y A = 0. Also

AUB1B2...Bp−1 = AUV B1B2...Bp−2 = 0 (2.10)

where this form of Ap can be achieved by using its gauge freedom.

Then we rescale the coordinates to

U = u, V = Ω2v, Y A = ΩyA (2.11)

with Ω being a positive real constant. Acting with this diffeomorphism on the tensor

fields of the theory we obtain the Ω-dependent family of fields g(Ω), Ap(Ω). Then the

1Recall the following definition of conjugate points [38]: Use γ to denote a geodesic. A solution
ηa of the geodesic deviation equation va∇a(vb∇bη

c) = −R c
abd ηbvavd is called a Jacobi field on γ. A

pair of points p, q ∈ γ are said to be conjugate points, if there exists a Jacobi field ηa which is not
identically zero but vanishes at both p and q. Roughly speaking, two points p and q are conjugate
if an “infinitesimally nearby” geodesic intersects γ at both p and q.
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Penrose limit of the original space-time is defined as

ḡ ≡ lim
Ω→0

Ω−2g(Ω), Āp ≡ lim
Ω→0

Ω−pAp(Ω) (2.12)

The limiting fields depend only on the coordinate u, which is the affine parameter

along the null geodesic. The space-time resulting from this limit is expressed in Rosen

coordinates. One can change to the more usual Brinkman (or harmonic) coordinates

(we will not give the details of this coordinate transformation here) in which the

metric takes the form

ḡ = 2dx+dx− +

(∑
BC

ABC(x+)xBxC

)
(dx+)2 +

∑
A

dxAdxA (2.13)

When ABC is constant the above metric is a Lorentzian symmetric Cahen-Wallach

space.

The nice thing about the Penrose limit is that, if the original space-time is a so-

lution to the supergravity field equations, so is its Penrose limit; also, the number of

(super)symmetries of the original space-time does not decrease in this limit. Hence,

even if the M-theory of concern in the original space-time is beyond our analytical ca-

pability, we can still take a Penrose limit, usually making the problem more tractable

and still getting physically meaningful data.

Now let us see how the Penrose limit works for the original space-times of interest,

namely, AdS4× S7 and AdS7× S4, which are the near horizon geometries of M2 and

M5 branes 2. If we define ρ ≡ RAdS

RS
as the ratio of the radii of the AdS part and the

S part, then ρ = 1
2

for AdS4 × S7 and ρ = 2 for AdS7 × S4.

2A quick review of the near horizon geometries following [39]: The metric created by N M2 branes
is ds2 = f−2/3(−dt2 + d~x2) + f1/3(dr2 + r2dΩ2

7), f = 1 + (R/r)6, where R6 = 32π2Nl6p and ~x is a
two-dimensional Euclidean vector. In the near horizon region r << R, so f ≈ (R/r)6. Plugging this
into the metric and letting r = R3/2(u/2)1/2, one gets ds2 = (R/2)2

[
(du2/u2) + u2(−dt2 + d~x2)

]
+

R2dΩ2
7, which is of the form AdS4×S7 with the AdS part in the Poincaré coordinates, and RAdS =

R/2, RS = R. The derivation of the near horizon geometry of N M5 branes is similar.
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The metric of the original AdS × S space-time is

R−2
S g = ρ2

[
−dτ 2 + (sin τ)2

(
dr2

1 + r2
+ r2dΩ2

p

)]
+ dψ2 + (sinψ)2dΩ2

8−p (2.14)

with p = 2 for the M2 case, and p = 5 for the M5 case. One can change the coordinates

(ψ, τ) to (u, v)

u = ψ + ρτ, v = ψ − ρτ (2.15)

in terms of which the metric becomes

R−2
S g = dudv + ρ2 sin2

(
u− v

2ρ

)(
dr2

1 + r2
+ r2dΩ2

p

)
+ sin2

(
u+ v

2

)
dΩ2

8−p (2.16)

One then takes the Penrose limit along the null geodesic parametrized by u. In

practice this amounts to dropping the dependence on coordinates other than u, and

replacing the spherical metric dΩ2
8−p with the flat space metric ds2(E8−p) (because

in the Penrose limit we are looking at a small region near the null geodesic on the

sphere S8−p, which is effectively flat space). The metric then becomes

R−2
S ḡ = dudv + ρ2 sin2

(
u

2ρ

)
ds2(Ep+1) + sin2

(u
2

)
ds2(E8−p) (2.17)

with ds2(E) denoting the metric of Euclidean flat space.

The above ḡ is in Rosen coordinates, so let us change it to Brinkman coordinates.

First introduce coordinates yA, A = 1, ..., 9 so that

R−2
S ḡ = dudv +

∑
A

sin2(λAu)

(2λA)2
dyAdyA (2.18)

where

λA =
1

2ρ
, A = 1, ..., p+ 1; λA =

1

2
, A = p+ 2, ..., 9 (2.19)
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then change coordinates to (x+, x−, xA) where

x+ =
u

2
, x− = v − 1

4

∑
A

yAyA
sin(2λAu)

2λA
, xA = yA

sin(λAu)

2λA
(2.20)

The metric becomes

R−2
S ḡ = 2dx+dx− − 4

(∑
A

λ2
Ax

AxA

)
(dx+)2 +

∑
A

dxAdxA (2.21)

As is easily seen, the ρ = 1
2

and ρ = 2 cases are isometric, with the explicit diffeomor-

phism given by x+ → 1
2
x+, x− → 2x−, and (x1, ..., x6, x7, ..., x9) → (x4, ..., x9, x1, ..., x3).

Also, this metric is just the 11-D PP-wave, as is seen by rescaling all the coordinates

by RS, and then scaling x+ and x− oppositely by µ/3.

Finally, let us give an alternative (and easier to remember) way of taking the

Penrose limit of AdSp+2 × S9−p (p = 2 or 5) to get the 11-D PP-wave, which is

parallel to the treatment of AdS5 × S5 in [10].

Let us use the global coordinates (τ, ρ,Ωp) for the AdS part, and coordinates

(β, θ,Ω′
7−p) similar to those in [10] for the S part. The metric is

ds2 = ρ̃2R2(− cosh2 ρdτ 2 + dρ2 + sinh2 ρdΩ2
p) +R2(cos2 θdβ2 + dθ2 + sin2 θdΩ′ 2

7−p)

(2.22)

Notice that now we use ρ̃ to denote the ratio RAdS

RS
, with ρ denoting a coordinate.

Consider the null geodesic γ given by ρ = 0, θ = 0, β = ρ̃τ . To zoom in to the

neighborhood of γ, we introduce x̃± = τ±(β/ρ̃)
2

, and perform the rescaling

x̃+ = x+, x̃− =
x−

ρ̃2R2
, ρ =

r

ρ̃R
, θ =

y

R
(2.23)

Now let us take the R→∞ limit. The infinite terms (i.e., terms proportional to R2)
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in the metric (2.22) cancel out, and we get

ds2 = −4dx+dx− − (r2 + ρ̃2y2)(dx+)2 + (dr2 + r2dΩ2
p) + (dy2 + y2dΩ′ 2

7−p)

(2.24)

Notice that in the above metric, the ++ component arises from expanding cosh ρ

and cos θ to second order in ρ and θ, respectively. This metric is again just the 11-D

PP-wave, as can be seen by rescaling x+ by µ
3

and x− by − 3
2µ

.



15

Chapter 3

The Gauge Theories Describing
M-theory Objects in an
Eleven-Dimensional PP-wave
Geometry

First, a few remarks on the notations and conventions used in the rest of this thesis:

other authors’ results are cited at various places, however different authors use their

own notations and conventions, differing by extra minus signs and numerical factors.

We do not always bother to recast them in a uniform way, except when necessary, e.g.

when comparing gauge theory results with supergravity results where these factors

really do matter.

3.1 Matrix Theory

The action of Matrix theory in the 11-D PP-wave background was first proposed by

Berenstein, Maldacena, and Nastase (BMN) in [10]. It is given by

S =

∫
dtTr

{
9∑
I=1

1

2R
(D0X

I)2 + iψTD0ψ +
(M3R)2

4R

9∑
I,J=1

[XI , XJ ]2

+(M3R)
9∑

J=1

ψTγJ [ψ,XJ ] +
1

2R

[
−(
µ

3
)2

3∑
i=1

(X i)2 − (
µ

6
)2

9∑
a=4

(Xa)2

]

−iµ
4
ψTγ123ψ −

(M3R)µ

R
i

3∑
i,j,k=1

εijk(X
iXjXk)

}
(3.1)
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where D0X
I = ∂tX

I − i[X0, X
I ], and D0ψ = ∂tψ − i[X0, ψ]. Here X0, X

I , and ψ are

all N by N hermitian matrices. M is the 11-dimensional Planck mass, and R is the

radius of light-like compactification in Discrete Light Cone Quantization (DLCQ) [3].

Eqn. (3.1) is a one-parameter generalization of the flat-space formula of [2].

3.1.1 Derivations

There are many derivations of (3.1). We will explain three of them. Different ap-

proaches are motivated by different (although usually related) physical pictures, and

they give answers that agree. Being maximally supersymmetric (that is, having 32

supersymmetries, 16 of them linearly realized, and the other 16 nonlinearly realized)

is a very restrictive condition, with very few theories satisfying it, so agreement is not

surprising.

I. The BMN Approach

One approach is that taken by [10]. The starting point is the κ-symmetric action

of a superparticle in the 11-D PP-wave

S =

∫
dt e−1LAt L

A
t (3.2)

where LAt is the pull-back of the 11-D PP-wave supervielbeins, which can be obtained

by taking the Penrose limit of the supervielbeins of AdS × S spaces given in [40].

Upon gauge fixing the κ symmetry by choosing the fermionic light-cone gauge, and

also fixing the bosonic light-cone gauge by setting e = 1, x+ = t, S takes the form of

free massive bosons X and fermions ψ with the masses ∼ µ. Then one generalizes

this action to a nonabelian one by promoting the fields X and ψ to N ×N hermitian

matrices. One then adds the Myers term [41] ∼ µεijkTr(X iXjXk) and the usual flat-

space commutator terms. In this way one gets the matrix theory in 11-D PP-wave

background.

II. Supermembrane Approach

Another approach, given in [29], is also based on the eleven-dimensional perspec-

tive. However, the starting point is not the superparticle, but the supermembrane.
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The basic idea is the same as that in flat space [11].

First one writes out the action for the supermembrane in 11-D PP-wave, which

consists of the kinetic term and the Wess-Zumino term

S =

∫
d3σ

[
−
√
− det(Πr

iΠ
s
jηrs)−

1

6
εijkΠA

i ΠB
j ΠC

k BCBA

]
(3.3)

where ZM(σ) = (Xµ(σ), θα(σ)) are the target superspace embedding coordinates,

ΠA
i = ∂ZM

∂σi E
A
M is the pull-back of the supervielbein EA

M to the membrane world-

volume, and BMNP is the three-form superfield whose bosonic part is the three-form

Aµνρ. The bosonic part of this action is worked out in Subsection 4.1.2 (see eqn.

(4.32)), as a simple example of constructing the light cone Lagrangian for a membrane

in an arbitrary eleven-dimensional supergravity background. As for the fermionic part

of the action, one again uses the expressions for the supervielbeins in terms of the

component world-volume and background fields given in [40], imposes fermionic light

cone gauge to fix κ-symmetry, similar to the superparticle approach. The resulting

supermembrane Hamiltonian is, in the notation of [29]

H =

∫
d2σ

{
1

p+

[P 2
A

2
+

1

4
{XA, XB}2 +

1

2

((
µp+

3

)2

(X i)2 +

(
µp+

6

)2

(Xa)2

)

−µp
+

6
εijk{X i, Xj}Xk

]
− i

2
ΨTγA{XA,Ψ} − i

4
µΨTγ123Ψ

}
(3.4)

with the Poisson bracket defined as {XA, XB} ≡ (∂1X
A∂2X

B − ∂2X
A∂1X

B), not to

be confused with an anti-commutator.

Now to pass to the Matrix theory action, one has to “regularize” the above su-

permembrane theory using the prescription of [11], which, roughly speaking, says one

should expand functions on the membrane using a complete set of basis functions,

and truncate the basis to a finite subset. The result is that one replaces functions

on the membrane with hermitian N ×N matrices, integrals with traces, and Poisson
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brackets with commutators

XA(σ) → 1

N
XA, Ψ(σ) → Ψ, p+

∫
d2σ → 1

R
Tr, {, } → −i[, ] (3.5)

This gives the action (3.1).

III. Multiple D0-brane Approach

Yet another approach is from the ten-dimensional perspective, by considering the

dynamics of multi D0-branes in IIA string theory, as given in [29]. That analysis is

based on [6, 7], which gives the matrix theory in a general weakly curved background.

In [6] it was proposed that up to terms linear in the background metric perturba-

tion hIJ (gIJ = ηIJ + hIJ) and three-form AIJK , with I, J,K = 0, ..., 10, the matrix

theory action in a weakly curved (i.e., |hIJ | << 1, |AIJK | << 1, noting that AIJK

is also dimensionless) general 11-D background is given by, in the notation of that

paper

S = Sflat + Sweak (3.6)

with Sflat being the formula for flat space

Sflat = − 1

2R

∫
dτTr

{
−DτXiDτXi +

1

2
[Xi, Xj][Xi, Xj] + ΘαDτΘα −Θαγ

i
αβ[Xi,Θβ]

}
(3.7)

with i, j = 1, ..., 9, and R being the radius of the light-like compactified x− direction

as in (3.1). The additional term

Sweak =

∫
dτ

∞∑
n=0

∑
i1,...,in

1

n

(
1

2
T IJ(i1...in)∂i1 ...∂inhIJ(0) + J IJK(i1...in)∂i1 ....∂inAIJK(0)

+M IJKLMN(i1...in)∂i1 ....∂inA
D
IJKLMN(0) + fermionic terms

)
(3.8)

with AD being the six-form potential dual to the three-form A. Note that Sweak

is in the form of the moments of the currents, the moments of the stress tensor
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T IJ(i1...in), those of the membrane current J IJK(i1...in), and those of the five-brane

current M IJKLMN(i1...in), coupling to the background fields. The currents are obtained

by taking a trace which is symmetrized over all orderings of terms of the forms Ẋ i,

Fij ≡ i[X i, Xj], Θ, and [X i,Θ] (we denote this symmetrized trace as STr). As

examples,

T++ =
1

R
STr(1)

T+− =
1

R
STr

(
1

2
Ẋ iẊ i +

1

4
FijFij +

1

2
Θγi[X i,Θ]

)
(3.9)

There are two types of terms which contribute to higher moments of the currents.

For example, the higher moments of the stress tensor are given by

T IJ(i1...in) = Sym
(
T IJ ;X i1 , X i2 , ..., X in

)
+ T

IJ(i1...in)
fermion (3.10)

where the contributions Sym (STr(Y );X i1 , X i2 , ..., X in) are defined as the symmetrized

average over all possible insertions of the matrices X ik into STr(Y ) (where Y is the

product of terms of the forms Ẋ i, Fij, Θ, and [X i,Θ]). T
IJ(i1...in)
fermion are additional terms

containing fermions, with one simple example being

T
+i(j)
fermion =

1

8R
STr

(
Θγ[ij]Θ

)
(3.11)

The higher moments of the membrane current and five-brane current are given in

a similar manner. For a more complete list of the moments of the currents, see

Appendix A of [7].

Before relating the above matrix theory to multiple D0-brane dynamics in ten-

dimensional IIA string theory and applying the formalism to the IIA background

obtained from a space-like compactification of the 11-D PP-wave, we would like to

make one remark: as pointed out in [29], using the matrix theory action given in eqn.

(3.6), one can directly derive the matrix theory in 11-D PP-wave in the weakly curved

approximation. The reason that we would like to present the somewhat indirect
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10-D approach is that the 10-D viewpoint in term of D0-brane dynamics is quite

informative, e.g., it clarifies the subtleties involved in light-like compactification as

well as how dynamics in eleven dimensions is related to that in ten dimensions. Also,

in [7] this procedure is actually used to predict the previously unknown multi D0-

brane action in a general weakly curved type IIA supergravity background.

As pointed out by Seiberg [4] and Sen [5], light-like compactification and space-

like compactification of M theory are related by a certain limit. More specifically,

M theory with Planck scale MP compactified on a light-like circle of radius R and

momentum P− = N
R

is the same as M̃ theory with Planck scale M̃P compactified on

a spatial circle of radius Rs with N D0-branes in the limit

Rs → 0

M̃P →∞

RsM̃
2
P = RM2

P = fixed

M̃P R̃i = MpRi = fixed (3.12)

where Ri is the characteristic length of the transverse metric. The IIA string the-

ory resulting from M̃ theory has its string coupling and string scale given by g̃s =

R
3/4
s (RM2

P )3/4 and M̃2
s = R

−1/2
s (RM2

P )3/2, and is thus a weakly coupled string theory

with large string tension in the Seiberg-Sen limit, which is a very simple theory and

lies at the root of the simplification of the matrix theory. Also note that the condition

RsM̃
2
P = RM2

P = fixed is to ensure that the energies of the states we are interested

in remain finite rather than going to zero in this limit. Now let us apply the above

Seiberg-Sen limit to the weak 11-D background at hand.

Recall that our light-like compactified M theory has the background gIJ = ηIJ +

hIJ , with the light-like (in the flat space limit) direction x− being a circle of radius R.

This theory can be obtained by an infinite boost of a space-like compactified theory

as follows. Consider the M̃ theory with background metric g̃IJ = ηIJ + h̃IJ , where

the space-like direction x10 is a circle of radius Rs. These two theories are related by
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a boost along the x10 direction with the boost parameter being

γ =

√
R2

2R2
s

+ 1 (3.13)

in the Rs → 0 limit. The components h̃IJ and hIJ are related in an obvious manner

through this coordinate transformation.

The M̃ theory compactified on the space-like circle x10 is equivalent to type IIA

string theory with the background metric, Ramond-Ramond (R-R) one-form, and

dilaton given to leading order by

hIIAµν = h̃µν +
1

2
ηµν h̃10 10

Cµ = h̃10µ

φ =
3

4
h̃10 10 (3.14)

where µ, ν = 0, ..., 9, with the string coupling and the string scale being gs =

(RsMP )3/2, Ms = R
1/2
s M

3/2
p .

Combining the above two steps, namely, boosting and compactifying to ten di-

mensions, one obtains the following relations between the metric components

hIIA00 =
3

2
h+− +

R2
s

8R2
h++ +

R2

2R2
s

h−−

hIIA0i =
Rs

2R
h+i +

R

Rs

h−i

hIIAij = hij +
1

2
δij

(
−h+− +

R2
s

4R2
h++ +

R2

R2
s

h−−

)
φ = −3

4
h+− +

3R2
s

16R2
h++ +

3R2

4R2
s

h−−

C0 =
R2
s

4R2
h++ −

R2

R2
s

h−−

Ci =
Rs

2R
h+i −

R

Rs

h−i (3.15)

where on the right-hand side we have kept only the leading term in Rs/R for each

of the components of the metric hIJ . In the above we have only considered the 10-D



22

fields resulting from the 11-D metric. The relations for the other 10-D fields, i.e.,

the Neveu-Schwarz-Neveu-Schwarz (NS-NS) two-form and R-R three-form, can be

worked out similarly.

Apparently the right-hand sides in the above expressions for the IIA string theory

fields diverge when Rs → 0. This is because we are not done with Seiberg-Sen limit

yet. In the spirit of that limit, we should make the further rescaling in the IIA string

theory action

R→
(
Rs

R

)1/2

R, xi →
(
Rs

R

)1/2

xi, h(~x) → h(~x) (3.16)

with the goal that the energies that we are interested in should remain finite when

Rs → 0. Note the above rescaling of the transverse direction xi can be inferred from

the rescaling of Ri in eqn. (3.12). Section 2.2.2 of [7] gives a nice illustration of this

rescaling in the single D0-brane case.

The multi D0-brane action in weak IIA supergravity background is given by

S = Sflat + Sweak (3.17)

with Sflat being the flat space expression, and

Sweak =

∫
dt

∞∑
n=0

1

n!

[1
2
(∂k1 ...∂knh

IIA
µν )I

µν(k1...kn)
h + (∂k1 ...∂knφ)I

(k1...kn)
φ

+ (∂k1 ...∂knCµ)I
µ(k1...kn)
0 + (∂k1 ...∂knC̃µνλρστζ)I

µνλρστζ(k1...kn)
6

+ (∂k1 ...∂knBµν)I
µν(k1...kn)
s + (∂k1 ...∂knB̃µνλρστ )I

µνλρστ(k1...kn)
5

+ (∂k1 ...∂knC
(3)
µνλ)I

µνλ(k1...kn)
2 + (∂k1 ...∂knC̃

(3)
µνλρσ)I

µνλρσ(k1...kn)
4

]
(3.18)

Let us explain the meaning of the various terms in this action. Similar to the 11-D

case, the additional term Sweak in the action due to the curved background takes

the form of moments of currents coupling to 10-D background fields. Ih is the stress

tensor, Iφ is the current coupling to the dilaton, I0 and I2 are D0 brane current and
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D2 brane current coupling to the R-R one-form C and three-form C(3), respectively.

I6 and I4 are D6 brane current and D4 brane current coupling to the dual seven form

C̃ and dual five form C̃(3), respectively. And Is and I5 are the currents associated

with fundamental string and NS5-brane which couple to NS-NS two form B and its

dual B̃, respectively. It is understood that in the above action the Rs → 0 limit is

taken, with the rescaling of parameters as described earlier performed to ensure a

finite result.

By requiring the action (3.17) to reproduce the action (3.6), the various currents

I and their moments in (3.17) can be related to the 11-D stress tensor, membrane

current, and five-brane current. The results are given in equations (17), (19), (21),

(22) of [7], and we do not reproduce those equations here.

Finally it is time to apply the above formalism to the 11-D PP-wave [29]. The

metric of 11-D PP-wave is given in light-cone coordinates, so we first (un)boost it

with a boost parameter γ =
√

R2

2R2
s

+ 1. Under this boost,

x+ → Rs√
2R

x+, x− →
√

2R

Rs

x− (3.19)

As one can see, the 11-D PP-wave metric is invariant under this boost, except that

its (++) component, or equivalently µ2, is rescaled by
(

Rs√
2R

)2

. Combining this with

the rescaling of dimensionful parameters R, xA described earlier [7] to ensure finite

energies, one sees that the overall effect of boost and rescaling is µ→ µ/
√

2.

Hence, in the unboosted frame, the 11-D metric becomes

ds2 = −
(

1 +
F 2

4

)
dt2 +

(
1− F 2

4

)
(dx10)2 − F 2

2
dtdx10 +

9∑
A=1

dxAdxA (3.20)

with the positive quantity F 2 ≡ −g++ = µ2
[

1
9

∑3
i=1(x

i)2 + 1
36

∑9
a=4(x

a)2
]
. The four-

form field strength in the unboosted frame is

F123(10) = −F0123 =
µ

2
(3.21)
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Next we perform a space-like compactification along the x10 direction to get a IIA

supergravity background

ds2
IIA = −e

−2φ
3 dt2 + e

2φ
3 δABdx

AdxB (3.22)

with the dilaton, R-R one-form, R-R three-form, and NS-NS two-form given by

e
4φ
3 = 1− F 2

4
, C0 = − F 2

4− F 2
, C0ij =

µ

6
εijkx

k, Bij =
µ

6
εijkx

k (3.23)

If we now use the approximation that the background is weakly curved, i.e., F 2 <<

1 (recall that −F 2 = g++ = h++), then to linear order in F 2, the dilaton, R-R one-

form, and metric perturbation are

φ ≈ − 3

16
F 2, C0 ≈ −

F 2

4
, hIIA00 ≈ −F

2

8
, hIIAAB ≈ −F

2

8
δAB (3.24)

As a check, these expressions do agree with the general expressions given in eqn.

(3.15), with h++ set to −F 2 and all other components of h set to zero (also after

rescaling by (Rs/R)2).

Now consider the multi D0-brane action (3.17) in the above weakly curved back-

ground. One finds that the terms arising from the eleven-dimensional metric are

S2 =
1

2
∂A∂BφI

(AB)
φ +

1

4
∂A∂Bh

IIA
µν I

µν(AB)
h +

1

2
∂A∂BC0I

0(AB)
0

= − 1

16
(∂A∂BF

2)

[
3

2
I

(AB)
φ +

1

2
I

00(AB)
h +

1

2
δCDI

CD(AB)
h + 2I

0(AB)
0

]
(3.25)

Dropping higher-order terms that vanish in the Seiberg-Sen limit, eqn. (17) in [7]

gives the following expressions for the currents Iφ, Ih, I0

Iφ = T++ − 1

3
T+− − 1

3
δCDT

CD

I00
h = T++ + T+−, ICDh = TCD

I0
0 = T++ (3.26)
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and their (AB) moments are given by just adding superscript (AB) to both sides of

the above expressions. Plugging these moments into eqn. (3.25), one finds

S2 = −1

4
(∂A∂BF

2)T++(AB) (3.27)

Using eqn. (3.10), one finds T++(AB) = 1
R
Tr(XAXB). Plugging in the explicit expres-

sion for F 2 = −g++ we see that S2 gives the bosonic mass term in the matrix model

(3.1). The terms arising from the eleven-dimensional three-form are

S3 = ∂ABµνI
µν(A)
s + ∂ACαβγI

αβγ(A)
2

= ∂m

(µ
6
εijkx

k
) [
I ij(m)
s + 3I

0ij(m)
2

]
(3.28)

Dropping higher-order terms that vanish in the Seiberg-Sen limit, eqn. (19) in [7]

gives following expressions for the currents Is, I2

I ijs = 3J+ij, I0ij
2 = J+ij (3.29)

and their (m) moments are given by adding superscript (m) to both sides of the above

expressions. Plugging these moments into eqn. (3.28), one finds

S3 = µεijkJ
+ij(k) (3.30)

with

J+ij(k) = − 1

6R
Tr

(
i[X i, Xj]Xk +

i

8
ΨTγijkΨ

)
(3.31)

as given in Appendix A of [7]. Now it is easy to see that S3 gives the fermionic mass

term and the Myers term in (3.1).

We know that the Matrix model (3.1) is true to all orders in F 2, since the other two

derivations of it described earlier did not require the background to be weakly curved.

Hence it is interesting, from the perspective of this third derivation using the formula
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for multi D0-brane action in weakly curved backgrounds, that there are no corrections

to the weak background result. Also, as can be computed, the scalar curvature of the

IIA supergravity background obtained by compacting the 11-D PP-wave along x10 is

given by

R = −µ
2

8
(1− F 2/4)−3/2

[
a− bµ2

∑
i

(xi)2 − cµ2
∑
a

(xa)2

]
(3.32)

with a, b, c being positive constants. This scalar curvature diverges as F 2 approaches

4, making the IIA background singular. This is due to the fact that g10 10 changes

sign when F 2 goes beyond 4, making our space-like compactification along x10 lose

its validity. All in all, the reason that the Matrix model derived above turned out to

be valid beyond the weak background approximation is likely to be due to the fact

that the 11-D PP-wave we started with is maximally supersymmetric.

3.1.2 Supersymmetric Classical Vacua

The vacua of the Matrix model in the 11-D PP-wave are given by configurations

which minimize the potential term. The nice thing about the potential term is that

it can be written as a sum of squares,

V =
R

2
Tr

[( µ

3R
X i + iεijkXjXk

)2

+
1

2
(i[Xa, Xb])2 + (i[Xa, X i])2 +

( µ

6R

)2

(Xa)2

]
(3.33)

in the notation of [29]. The last term in the above potential requires Xa to vanish at

a minimum. Then one finds that the whole potential vanishes for

X i =
µ

3R
J i (3.34)

with J i being the generators of an SU(2) algebra in the N -dimensional representation

[J i, J j] = iεijkJk (3.35)

Hence the classical vacua are labelled by N -dimensional representations of SU(2),
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which are specified by (N1, ..., Nk) : partitions of N into sums of positive integers with

the Ni’s being the dimensions of the individual irreducible representations making

up the N -dimensional representation. The interpretation of this result is that each

vacuum corresponds to a set of membrane fuzzy spheres with radii ri = µ
6R

√
N2
i − 1 ≈

µNi

6R
when the Ni’s are large.

The above classical vacua preserve all of the sixteen linearly realized supersymme-

tries of the theory [10]. As it turns out these classical vacua are also exact quantum

vacua [42].

One interesting observation about these vacua made in [30] is that they actually

can also be interpreted as transverse five-branes in M theory. For example, the trivial

vacuum X i = 0, labelled by the partition (1, 1, ..., 1), can be interpreted as a single

five brane in the large N limit. The evidence for this is provided by comparing the

spectrum of fluctuations about the single five-brane in 11-D supergravity with the set

of protected excited states about the X i = 0 vacuum on the Matrix theory side and

finding precise agreement.

3.2 The Three-Dimensional Theory Describing Mul-

tiple Concentric Spherical Membranes

3.2.1 Derivation

The three-dimensional theory describing multiple concentric spherical membranes in

the 11-D PP-wave background is a SYM-Higgs theory with 16 supersymmetries living

on R × S2, first derived in [30]. The approach adopted in [30] is taking the Matrix

quantum mechanics model in 11-D PP-wave proposed by [10], expanding it around

the k-membrane vacuum where there are k copies of the N -dimensional irreducible

representations of SU(2), then by letting N → ∞ going to the continuum limit to

get a 3d theory with gauge group U(k).

However, in a certain sense, the above approach is unnecessarily complicated, be-

cause the (0 + 1)d matrix model can be obtained by discretizing the supermembrane
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theory, and then what the above approach does is taking the continuum limit to get

back to a 3d gauge theory. Here we take a different approach that goes directly from

supermembrane theory to the 3d gauge theory, without the detour just described (see

also Section 7 of [29]). We take the supermembrane action given in [29], which is

already a 3d theory, expand it around the single spherical membrane vacuum, throw

away higher-order terms, get a U(1) 3d gauge theory, and then by adding adjoint

indices to the fields obtain the nonabelian theory which describes multiple concentric

membranes. The result of this simpler approach turns out to be the same as that of

[30], which is not surprising because both can be regarded as deforming the usual 3d

SYM-Higgs theory in flat space while preserving sixteen supersymmetries, and there

are not so many such deformations! The following are the details of this approach.

I. The Abelian Theory

Ref. [29] gives the following supermembrane action in the 11-D PP-wave back-

ground

L0 =
1

2
p+
(
ẊA
)2

− 1

p+

[
1

4
{XA, XB}2 +

1

2

((
µp+

3

)2 (
X i
)2

+

(
µp+

6

)2

(Xa)2

)
− µp+

6
εijk{X i, Xj}Xk

]
+ibΨT Ψ̇ + icΨTγA{XA,Ψ}+

i

4
µΨTγ123Ψ (3.36)

The indices: A = 1, ..., 9, i = 1, 2, 3, a = 4, ..., 9. {f, g} ≡ εrs∂rf∂sg is the Poisson

bracket on the membrane. Ψ is a 16 component real spinor. γA are the 16×16 gamma

matrices of SO(9), {γA, γB} = 2δAB; and we choose all the γA’s to be real and sym-

metric. (One explicit representation of the γA’s can be found in eqn. (5.B.1) of [43];

however in the following derivation we don’t need to use those explicit expressions).

γ123 = γ1γ2γ3. b and c in the fermionic part of the lagrangian are real constants to

be determined later on by requiring supersymmetry. (We don’t take the values for

b, c given in [29], since our conventions for spinors and gamma matrices shall differ

from [29].)
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We take the world volume of the membrane to be R×S2, with R parametrized by

time t (which is the x+ of the 11-D target space) and the unit sphere S2 parametrized

by (θ, φ) and the action is S =
∫
dtdθdφ sin θ L. Note that on a unit sphere the

Poisson bracket of two functions f(θ, φ) and g(θ, φ) is given by

{f, g} ≡ 1

sin θ
(∂θf∂φg − ∂φf∂θg) (3.37)

A solution to the classical supermembrane equations of motion is one satisfying

{X i, Xj} = εijk µp
+

3
Xk, which minimizes the potential. This is a sphere X i = xi, with

x1 =
µp+

3
sin θ cosφ, x2 =

µp+

3
sin θ sinφ, x3 =

µp+

3
cos θ (3.38)

Fluctuations about this spherical membrane background give us a U(1) SYM

theory. More specifically, let us expand about this background: X i = xi + Y i. Then

in terms of the fluctuation fields Y i, Xa and Ψ, eqn. (3.36) becomes

L0 = L+ L′ (3.39)

where L consists of terms quadratic in the fluctuation fields, and is given by

L(Y i, Xa,Ψ) =
1

2
p+

[(
Ẏ i
)2

+
(
Ẋa
)2
]

− 1

2p+

[(
F k
)2

+ {xi, Xa}2 +

(
µp+

6

)2

(Xa)2

]
+ibΨT Ψ̇ + icΨTγi{xi,Ψ}+

i

4
µΨTγ123Ψ (3.40)

with F k ≡ εijk{xi, Y j} − µp+

3
Y k. L′ consists of terms of cubic and quartic orders

in the fluctuation fields. Using the shorthand notation x for xi, Y for Y i, X for

Xa, and suppressing gamma matrices, we see that the cubic terms are of the forms

{Y, Y }{x, Y }, {Y, Y }Y , {Y,X}{x,X}, Ψ{Y,Ψ}, and Ψ{X,Ψ}. The quartic terms

are of the forms {Y, Y }{Y, Y }, {X,X}{X,X}, and {Y,X}{Y,X}.

By looking at the quadratic kinetic terms in L, we determine that Y i and Xa
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both have mass dimension one half, and Ψ has mass dimension one. Noticing that

the Poisson bracket {, } contributes two spatial derivatives, and the appearance of

x inside the Poisson bracket cancels one spatial derivative, we find that the cubic

terms in L′ are of mass dimensions 7
2

and 9
2
, and the quartic terms in L′ are of mass

dimension 6. Hence all the terms in L′ have mass dimensions greater than 3 and are

thus non-renormalizable. So, in what follows we throw L′ away, and only look at L

as given in (3.40).

Consider the following U(1) gauge transformation, with a time-independent trans-

formation parameter Λ(θ, φ) (the time-independence of Λ is a result of taking the

gauge where the temporal component of the U(1) gauge potential At vanishes):

δgaugeY
i = {Λ, xi}, δgaugeX

a = 0, δgaugeΨ = 0 (3.41)

As can be easily verified using the Jacobi identity of the Poisson bracket and the

fact {xi, xj} = εijk µp
+

3
xk, the F k we introduced above is gauge-invariant. Since Λ is

time-independent, Ẏ i is also gauge-invariant. Hence this U(1) gauge transformation

leaves L unchanged.

Now let’s show that our theory has 16 supersymmetries. Consider the following

supersymmetry transformation with the parameter being a 16-component real spinor

ε(t) (Recall that ε is time-dependent due to the supersymmetry algebra of the 11-D

PP-wave target space) is

δY i = iεTγiΨ + λ{Λ0, x
i}, δXa = iεTγaΨ

δΨ = e1

(
Ẏ iγi + Ẋaγa

)
ε+ e2F

kγkγ123ε

+e3{xi, Xa}γiγaε+ nµXaγaγ123ε (3.42)

where Λ̇0 = iεTΨ. Also ε̇ = mµγ123ε. We will determine the constants λ, e1, e2, e3, n

in the supersymmetry transformation, the constant m in the expression for ε̇, and the

constants b, c in the action (3.40) simultaneously by requiring supersymmetry.

The above supersymmetry transformation basically comes from truncating higher-
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order terms in the supersymmetry transformation of the original supermembrane

theory when expanding around the vacuum background. The Λ0 term in the super-

symmetry transformation of Y i is a compensating gauge transformation needed to

remain in the At = 0 gauge. Recall that the supersymmetry transformation of At is

δAt = i
p+
εTΨ, and the gauge transformation is δgaugeAt = − 1

p+
∂tΛ0. Requiring these

two transformation to cancel so that we remain in the At = 0 gauge gives Λ̇0 = iεTΨ.

Demonstrating the supersymmetry is fairly easy and not so instructive, so we

don’t bother to write out the details and only explain the strategy here: Since the

SO(3) and SO(6) parts don’t mix, we’ll look at their variations separately, namely,

we consider δL that only depends on the Y i’s, and δL that only depends on the Xa’s.

When there are two time-derivatives on the fields (time-derivatives on ε can always

be replaced by a term proportional to µγ123ε), we let one of them act on the boson

and the other on the fermion. When there is only one time-derivative, we always

move it to act on the bosons by integration by parts. We always let the Poisson

bracket act on the bosons using integration by parts. Also, it helps to first look at

terms containing two powers of µ explicitly (in comparison, there are many terms

containing one power of µ, because the Poisson bracket of two x’s gives a µ). Some

useful gamma matrix identities are γiγ123 = 1
2
εijkγjγk, 1

2
εjpqγpγqγn = δjnγ123− εjnpγp,

and γkγ123γi = δkiγ123 − εkijγj. The fact {xk, F k} = 0 comes in handy, too.

We find the following values for the coefficients:

b = −1, c = − 1

p+
, λ = − 1

p+
, e1 =

p+

2
, e2 = −1

2
, e3 = −1

2
, n = −p

+

12
, m = − 1

12

(3.43)

plugging these values into the expressions for the Lagrangian and supersymmetry
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transformation, we get the action

L(Y i, Xa,Ψ) =
1

2
p+

[(
Ẏ i
)2

+
(
Ẋa
)2
]

− 1

2p+

[(
F k
)2

+ {xi, Xa}2 +

(
µp+

6

)2

(Xa)2

]
−iΨT Ψ̇− i

1

p+
ΨTγi{xi,Ψ}+

i

4
µΨTγ123Ψ (3.44)

and the supersymmetry transformation

δY i = iεTγiΨ− 1

p+
{Λ0, x

i}, δXa = iεTγaΨ

δΨ =
p+

2

(
Ẏ iγi + Ẋaγa

)
ε− 1

2
F kγkγ123ε

− 1

2
{xi, Xa}γiγaε− p+

12
µXaγaγ123ε (3.45)

with ε̇ = − 1
12
µγ123ε.

II. The Nonabelian Generalization

Generalizing the theory to the nonabelian case by adding adjoint indices to the

fields is fairly straightforward. We use the latter half of the alphabet, e.g., m,n, p,

as group adjoint indices. fmnp is the real, totally antisymmetric structure constant of

the gauge group. The gauge transformation of the fields is given by

δgaugeY
i
m = {Λm, x

i}+ gfmnpΛnY
i
p

δgaugeX
a
m = gfmnpΛnX

a
p

δgaugeΨm = gfmnpΛnΨp (3.46)

where g is the gauge coupling, Λm is the time-independent gauge transformation

parameter. Also, the adjoint indices are raised/lowered by the Kronecker delta.
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Define the following gauge-covariant field strength and covariant-derivatives:

F k
m = εkij

(
{xi, Y j

m}+
g

2
fmnpY i

nY
j
p

)
− µp+

3
Y k
m

F ia
m = {xi, Xa

m}+ gfmnpY i
nX

a
p

F ab
m = gfmnpXa

nX
b
p

ξim = {xi,Ψm}+ gfmnpY i
nΨp (3.47)

which all have the standard gauge transformation δgauge(...)m = gfmnpΛn(...)p.

Now it’s easy to see that, in terms of these gauge-covariant objects, the nonabelian

generalization is

Lnonabelian =
p+

2

[
(Ẏ i

m)2 + (Ẋa
m)2
]

− 1

2p+

[
(F k

m)2 + (F ia
m )2 +

1

2
(F ab

m )2 +

(
µp+

6

)2

(Xa
m)2

]
−iΨT

mΨ̇m − i
1

p+
ΨT
mγ

iξim − i
1

p+
gfmnpΨT

mγ
aXa

nΨp + i
1

4
µΨT

mγ
123Ψm

(3.48)

The supersymmetry transformation is

δY i
m = iεTγiΨm −

1

p+

(
{(Λ0)m, x

i}+ gfmnp(Λ0)nY
i
p

)
δXa

m = iεTγaΨm −
1

p+
gfmnp(Λ0)nX

a
p

δΨm =
p+

2
(Ẏ i

mγ
i + Ẋa

mγ
a)ε− 1

2
F k
mγ

kγ123ε

− 1

2
F ia
m γ

iγaε− 1

4
F ab
m γ

aγbε− p+

12
µXa

mγ
aγ123ε

− 1

p+
gfmnp(Λ0)nΨp (3.49)

where ˙(Λ0)m = iεTΨm is the time-dependent compensating gauge transformation

parameter, and we still have ε̇ = − 1
12
µγ123ε as in the abelian case.

The gauge-invariance of Lnonabelian is easily seen since it is built from gauge-
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covariant objects. Demonstrating that it is invariant under the supersymmetry trans-

formation given above is straightforward, although a bit tedious. Compared with flat

space-time we now have many more terms due to two facts: time and space are now

divided into R × S2; the nine transverse directions are now divided into SO(3) and

SO(6). We relegate the detailed proof of the invariance of Lnonabelian in eqn. (3.48)

under the sixteen supersymmetries to Appendix A.

III. Writing the Theory in a More Conventional Form

Let’s first restore At. Now the gauge transformation parameter Λm(t, θ, φ) can

have time-dependence. The gauge transformation is

δgaugeAmt = Λ̇m + gfmnpΛnApt

δgaugeY
i
m = {Λm, x

i}+ gfmnpΛnY
i
p

δgaugeX
a
m = gfmnpΛnX

a
p

δgaugeΨm = gfmnpΛnΨp (3.50)

The action is

Lnonabelian =
p+

2

[
(DtY

i)2
m + (DtX

a)2
m

]
− 1

2p+

[
(F k

m)2 + (F ia
m )2 +

1

2
(F ab

m )2 +

(
µp+

6

)2

(Xa
m)2

]
−iΨT

m(DtΨ)m − i
1

p+
ΨT
mγ

iξim − i
1

p+
gfmnpΨT

mγ
aXa

nΨp + i
1

4
µΨT

mγ
123Ψm

(3.51)

where (DtY
i)m ≡ Ẏ i

m − {Amt, xi} − gfmnpAntY
i
p , (DtX

a)m ≡ Ẋa
m − gfmnpAntX

a
p ,
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(DtΨ)m ≡ Ψ̇m − gfmnpAntΨp. The supersymmetry transformations are

δY i
m = iεTγiΨm, δXa

m = iεTγaΨm, δAmt =
i

p+
εTΨm

δΨm =
p+

2
((DtY

i)mγ
i + (DtX

a)mγ
a)ε− 1

2
F k
mγ

kγ123ε

− 1

2
F ia
m γ

iγaε− 1

4
F ab
m γ

aγbε− p+

12
µXa

mγ
aγ123ε (3.52)

So far we have used the Poisson bracket extensively in our proof of gauge symmetry

and supersymmetry, because this makes the derivation quite concise (e.g., the Jacobi

identity of the Poisson bracket is used at many places of the proof). The fields

transform as world volume scalars. This is OK for computation of any physical

quantity, e.g., a scattering amplitude. However, let’s also write the theory in the

more familiar form where the fields transform as world volume scalars, vectors, and

spinors 1.

First let’s look at the bosonic part of (3.51). In the abelian case, the gauge

transformation of the components of the Y i’s in the spherical coordinates is

δgaugeYr = 0, δgaugeYθ =
−1

sin θ
∂φ

(
µp+

3
Λ

)
, δgaugeYφ = sin θ∂θ

(
µp+

3
Λ

)
(3.53)

which suggests we should define new fields Φ, Aθ, Aφ as

Φ = Yr, Aθ =
1

sin θ
Yφ, Aφ = − sin θYθ (3.54)

which has the simple gauge transformation:

δgaugeΦ = 0, δgaugeAθ = ∂θ

(
µp+

3
Λ

)
, δgaugeAφ = ∂φ

(
µp+

3
Λ

)
(3.55)

In the nonabelian case, we do the same thing, i.e.,

Φm ≡ Ymr, Amθ ≡
1

sin θ
Ymφ, Amφ ≡ − sin θYmθ (3.56)

1There is a catch about the spinors, though, as we shall explain later.
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Also, define the rescaled fields

X̃a
m ≡

µ
√
p+

3
Xa
m, Φ̃m ≡

µ
√
p+

3
Φm

Ãmθ ≡
√
p+Amθ, Ãmφ ≡

√
p+Amφ, Ãmt ≡

µ(p+)3/2

3
Amt (3.57)

In terms of these rescaled fields, the bosonic part of the action (3.51) is

SB =

∫
dtdθdφ

(
3

µ

)2

sin θ
[
− 1

4
F̃mµνF̃

µν
m − 1

2
(D̃µΦ̃)m(D̃µΦ̃)m −

1

2

(µ
3

)2

(Φ̃m)2

−1

2
(D̃µX̃

a)m(D̃µX̃a)m −
1

2

(µ
6

)2

(X̃a
m)2 − 1

4
g̃2fmnpfmrsX̃a

nX̃
b
pX̃

a
r X̃

b
s

−1

2
g̃2fmnpfmrsΦ̃nX̃

a
p Φ̃rX̃

a
s

]
+
µ

3

∫
Vm ∧ F̃m (3.58)

where g̃ = −
(

3
µ

)
(p+)−3/2g, F̃mµν = ∂µÃmν − ∂νÃmµ + g̃fmnpÃnµÃpν , (D̃µΦ̃)m =

∂µΦ̃m + g̃fmnpÃnµΦ̃p, (D̃µX̃
a)m = ∂µX̃

a
m + g̃fmnpÃnµX̃

a
p . and the one-form Vm has

the following components: Vmt = Φ̃m, Vmθ = 0, Vmφ = 0.

The above action is of the form of a SYM-Higgs theory on a sphere of radius 3
µ
.

Besides the usual flat space terms, the presence of the three-form in the 11-D PP-wave

background adds mass terms for the scalars Φ̃m, X̃a
m, and also the term ∝

∫
Vm∧F̃m.

The last term, which in components is ∝
∫

Φ̃mF̃mθφ , comes from the corresponding

three-form term in the supermembrane action. From the IIA D2 brane view point, it

comes from the wedge product of the R-R one-form potential and the field strength

of the world-volume gauge field. We see that our SB has the same form of that of

eqn. (7) in [30] (their µ is our µ/3.)

Now let’s look at the fermionic part of the action (3.51). Let’s start with the

abelian theory. In the abelian case, the ΨT
mγ

iξim term in the action (3.51) becomes

ΨTγi{xi,Ψ} =
µp+

3
ΨT 1

sin θ
[(cos θ cosφγ1 + cos θ sinφγ2 − sin θγ3)∂φΨ

+(sin θ sinφγ1 − sin θ cosφγ2)∂θΨ] (3.59)

The above expression contains unwanted explicit-φ-dependence which we will get rid



37

of by applying an SO(3) rotation on Ψ; after that, we will still have to apply another

SO(3) rotation on Ψ to bring the θ dependence into the standard form for a field on

R× S2. Both rotations will have to depend on φ or θ.

The coefficients of the ∂φΨ term form a vector (cos θ cosφ, cos θ sinφ,− sin θ); and

the coefficients of the ∂θΨ term form another vector (sin θ sinφ,− sin θ cosφ, 0). It is

easily seen that, a rotation around the 3-axis by an angle −φ rotates the first vector

into 1-3 plane and the second vector into 2-axis, thus eliminating the φ-dependence in

both vectors. The explicit rotation matrix is given by R1 = cos(φ/2)− sin(φ/2)γ1γ2

(recall that rotating the γi’s is equivalent to rotating their coefficients). The second

rotation is given by R2 = cos(θ/2) − sin(θ/2)γ3γ1, which rotates the first vector

into the 1-axis, keeping the second vector fixed. Define the rotated spinor ψ by

Ψ = R1R2ψ. In terms of ψ, the fermionic part of the lagrangian (3.51) in the abelian

case becomes

LF = −iψT ψ̇ − i
µ

3

[
−ψTγ2∂θψ + ψT

1

sin θ
γ1∂φψ −

1

2
ψT

cos θ

sin θ
γ2ψ

]
− i

µ

12
ψTγ123ψ

(3.60)

Now let’s compare the above lagrangian with that of a Majorana (real) spinor in

3d η (which is a two-component spinor) with mass m on R × S2 with the radius of

the sphere being 3
µ

L3d = iηT η̇ + i
(µ

3

)[
−ηT τ1∂θη + ηT τ3

1

sin θ

(
∂φ − i cos θ

τ2
2

)
η

]
+mηT τ2η (3.61)

(we have taken the 3d gamma matrices, denoted as γ̃’s to avoid confusion with the

SO(9) gamma matrices γ’s, to be all real

γ̃ t̂ = iτ2, γ̃
θ̂ = τ3, γ̃

φ̂ = τ1 (3.62)

with τ1, τ2, τ3 being the Pauli matrices).

We see that LF and L3d have the same form, with the correspondence γ1 →
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τ3, γ
2 → τ1,

µ
12
→ m, except that in the mass terms iγ123 does not correspond to τ2

(because iγ123 commutes with γ1, γ2, while τ2 anti-commutes with τ3, τ1). We would

like to show that LF can be written as the sum of 8 copies of L3d. However, this is

going to be highly non-trivial. The analog of this in string theory is that, to relate the

GS formalism to the RNS formalism, we have to perform a non-trivial bosonization

and re-fermionization of the fermions. What we should do is probably to decompose

Ψ into 8-component spinors Ψ+ and Ψ− with eigenvalue ±1 under γ9. Ψ± transform

as 8s’s of SO(8). Then we should exploit the triality of SO(8) so that after some kind

of three-dimensional analog of bosonization and re-fermionization, the Ψ± become S±

which transform as 8v’s. Then we should combine S± to get eight 3d Majorana spinors

ηM ,M = 1, ..., 8 which transform as 8v. This nontrivial nature of relating target space

spinors to world-volume spinors is also the reason underlying the mismatch between

iγ123 and τ2 noted above.

Carrying out the procedures outlined in the previous paragraph is an interesting

exercise in group theory for its own sake. However we are not going to do it here. So

we will just leave the fermionic part of the action as it is in eqn. (3.51), in terms of

the world-volume scalar Ψ. (The fermions in [30] are also world-volume scalars and

space-time spinors.)

3.2.2 Properties

In what follows we will mostly work in the static gauge where Amt = 0, and also use

the formalism where the fields are world-volume scalars, i.e., we shall use (3.48) as our

Lagrangian, because in terms of the Y i’s, the SO(3) symmetry in this formalism (let’s

call it the “Y -formalism”) is manifest. Occasionally we go to the formalism given in

(3.58) where the Y i’s are split into Ã’s and φ̃ (let’s call it the “A-Φ-formalism”).
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3.2.2.1 Supersymmetric Classical Vacua

Let us look at the potential term of (3.48)

V =
1

2p+

[
(F k

m)2 + (F ia
m )2 +

1

2
(F ab

m )2 +

(
µp+

6

)2

(Xa
m)2

]
(3.63)

To minimize this potential, Xa
m has to vanish due to its mass term, hence F ia

m and

F ab
m also vanish. Thus vacuum configurations must have Y i

m that satisfy F k
m = 0.

And by looking at the supersymmetry transformation (3.49), one sees that the vacua

preserve all the sixteen supersymmetries. In the A-Φ-formalism the form of these

vacuum configurations is most easily seen [30]. In what follows we will focus on the

case where the gauge group is SU(2), which describes two membranes. Basically the

classical vacua in this theory are just “abelian monopoles” in the U(1) ⊂ SU(2). The

following are the details.

Setting X̃a
m = 0, Ã1µ = Ã2µ = 0, and Φ̃1 = Φ̃2 = 0, with the only nonzero fields

being the U(1) part Ã3µ, and Φ̃3 = constant on the sphere, the potential in (3.58)

becomes

[
Φ̃3 −

µ

3

1

sin θ
F̃3θφ

]2

(3.64)

because the F̃ 2 term, the mass term for Φ̃, and the Vm ∧ F̃m term nicely form a

complete square. Thus we need

F̃3θφ =
3

µ
sin θ Φ̃3 (3.65)

Then, by the Dirac quantization condition, one can work out that

Φ̃3 =
µ

3

n

g̃
(3.66)

(which gives a flux
∫
S2 F̃3 =

∫
dθdφF̃3θφ = 2πn

g̃
), with the flux number n being integer.

Recall that
√

(Φ̃m)2 is the radial separation between the two membranes. In flat space
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the separation can be continuously varied, while here in the PP-wave we see that the

radial separation is quantized in units of µ. In the appropriate limit where µ → 0,

n→∞, the radial separation can then be regarded as varying continuously.

Going back to the Y -formalism, we find that in the classical vacuum labelled by

flux number n

Y k
1 = Y k

2 = 0

Y 1
3 = −nµp

+

3g

cosφ(1∓ cos θ)

sin θ

Y 2
3 = −nµp

+

3g

sinφ(1∓ cos θ)

sin θ

Y 3
3 = −nµp

+

3g
(±1) (3.67)

where the upper sign is for the northern hemisphere patch and the lower sign for the

southern hemisphere patch. As can be easily verified, the above Y i
m indeed yields a

vanishing F i
m.

3.2.2.2 Euclidean Instantons

Just as the theory itself can be regarded as arising from the continuum limit of the

Matrix theory, the instantons in this theory can regarded as the continuum limit of

the instantons in the Matrix theory (see [44] where instanton solutions in the matrix

theory interpolating between an arbitrary vacuum and the trivial vacuum are found).

Define the Euclidean time τ ≡ it. Then the Euclidean action is given by, upon setting
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Xa
m = 0, Ψm = 0

SE ≡ −iS = −
∫
dτdθdφ sin θL

=

∫
dτdθdφ sin θ

[
p+

2

(
∂Y k

m

∂τ

)2

+
1

2p+
(F k

m)2

]

=

∫
dτdθdφ sin θ

p+

2

[(
±∂Y

k
m

∂τ
+
F k
m

p+

)2

− 2(±)
∂Y k

m

∂τ

F k
m

p+

]

=

∫
dτdθdφ sin θ

p+

2

(
±∂Y

k
m

∂τ
+
F k
m

p+

)2

∓ [K(τ → +∞)−K(τ → −∞)]

(3.68)

where to get to the last line we have used that fact that the ∂Y k
m

∂τ
Fk

m

p+
term can be

written as a total τ -derivative of K(τ), where the quantity K(τ) is defined to be the

integral over S2

K(τ) ≡ 1

2

∫
dθdφ sin θ

[
εkijY k

m{xi, Y j
m} −

µp+

3
(Y k

m)2 +
g

3
εkijεmnpY k

mY
i
nY

j
p

]
(3.69)

Since we require Y i
m to interpolate between two vacua, K(τ → ±∞) can be evaluated

using the expression (3.67) worked out earlier for Y i
m in the final/initial vacuum.

Hence for given initial and final vacua, to minimize SE the following BPS condition

has to be satisfied

±∂Y
k
m

∂τ
+
F k
m

p+
= 0 (3.70)

and then SE is given just by the boundary term and is a function of the initial and

final flux numbers (ni, nf ). It is easy to verify that the BPS condition implies the

equation of motion for Y i
m.

Now let us look at the supersymmetry transformation (3.49), which becomes (us-
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ing the BPS condition (3.70))

δΨm =

(
p+

2
Ẏ i
mγ

i − 1

2
F i
mγ

iγ123

)
ε

= ip+∂Y
i
m

∂τ
γi
(

1∓ iγ123

2

)
ε (3.71)

where the matrix 1∓iγ123

2
has eight unity eigenvalues and eight zero eigenvalues, and

is a projection operator. Thus we see that the instanton breaks eight of the sixteen

supersymmetries.

As is usually the case, the BPS condition (3.70) is nonlinear in Y (recall that F k
m

is quadratic in Y ) and finding its solution is not easy. Below we present the instanton

solution interpolating between the n = 1 and n = 0 vacua.

In the n = 0 vacuum, Y k
m(n = 0) = 0. In the n = 1 vacuum, Y k

m(n = 1) = µp+

3g
δkm.

As can be verified, this expression of Y k
m(n = 1) indeed gives a zero F k

m, and its radial

component Φm ≡ Ymr = Y k
m

xk

µp+/3
= xm

g
has a gauge invariant length

√
(Φm)2 = µp+

3g
,

as it should be for the n = 1 vacuum. This form of Y k
m(n = 1) is related to that

given in (3.67) by a gauge transformation. We shall call this form of Y k
m(n = 1)

the hedgehog gauge because of the form of Φm (we’ll call that in (3.67) the sigma-3

gauge). As it turns out, the instanton has a nice form in this hedgehog gauge.

Take the trial solution

Y k
m(τ) = ω(τ)Y k

m(n = 1) (3.72)

and plug it into the BPS condition (3.70), one gets

dω

dτ
= ±µ

3
(ω − ω2) (3.73)

whose solution is the kink function

ω(τ) =
1

1 + exp
[
∓µ

3
(τ − τ0)

] (3.74)
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with τ0 being the integration constant which gives the location of the kink. The

solution with the upper sign corresponds to ni = 0, nf = 1, and the one with the

lower sign corresponds to ni = 1, nf = 0. From now on let us take the one with the

lower sign.

To summarize, the instanton solution that interpolates between ni = 1 and nf = 0

is given by

Y k
m(τ) =

1

1 + exp
[
µ
3
(τ − τ0)

] µp+

3g
δkm (3.75)

Note that this instanton solution, in the Y -formalism, is a constant on the sphere.

The Euclidean action for this instanton is

SE(ni = 1, nf = 0) =
2π

g2

(
µp+

3

)3

(3.76)

As a matter of fact, the function obtained from the Y k
m in (3.75) by replacing δkm

with Okm also satisfies the BPS equation, where the matrix Okm is a constant (i.e.,

(τ, θ, φ)-independent) SO(3) group element. However, this new solution is related to

the original one in (3.75) by a gauge transformation, as one can verify.

We can expand the action about the above instanton solution, keeping up to terms

quadratic in the fluctuations. There are bosonic zero modes and fermionic zero modes

for the quadratic part of the action. As can be easily seen,

ykm(τ) =
dY k

m

dτ0
=
dω

dτ0

µp+

3g
δkm (3.77)

is a bosonic zero mode, because it arises from shifting τ0 which is a symmetry opera-

tion preserving the action. This bosonic zero mode is square integrable over R× S2.

(There are also three bosonic zero modes arising from replacing δkm with Okm as de-

scribed above. However, since this is just a gauge transformation, and the resulting

three zero modes are not square integrable, we usually discount them.)

The fermionic zero modes, which we denote as ψm, are given by the solutions to
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the Dirac equation in the instanton background

∂ψm
∂τ

− i

p+
gεmpnY i

pγ
iψn + i

1

4
µγ123ψm = 0 (3.78)

where we have assumed that ψm is (θ, φ)-independent. Take

ψm =
dω

dτ
γmε (3.79)

where
(

1−iγ123

2

)
ε = 0, i.e., iγ123ε = ε. One can explicitly verify that this satisfies the

Dirac equation. There are eight such fermionic zero modes given by the eight choices

of ε. Comparing ψm with the supersymmetry transformation of Ψm given in (3.71)

(where we now take the lower sign specific to our instanton), we see that they are just

the eight supersymmetries broken by the instanton background, as expected. These

eight fermionic zero modes are square integrable.

The physical meaning of this instanton: at τ = −∞, the two membranes are

separated by one unit of distance (because ni = 1) in the radial direction; at τ = +∞,

these two membrane coincide (because nf = 0). Since the radius of each membrane is

proportional to its p− momentum, this instanton describes the exchange of one unit of

p− momentum (the so called M-momentum) between the two membranes. Given this

instanton, one could try to compute the transition amplitude when relative transverse

velocity between the two membranes is turned on and compare the result with a

supergravity computation, which we are currently investigating, in collaboration with

Hok Kong Lee and Tristan McLoughlin. Also, note that for this instanton, the radial

separation between the two concentric membranes
√

(Φm)2 goes from µp+

3g
to zero,

which is always much smaller than the size of the membranes
√

(xi)2 = µp+

3
when

the gauge coupling g is large. Hence, if we also require that the separation between

the two membranes in the x4 through x9 directions are much smaller than µp+

3
, the

supergravity computation can be done in the near-membrane limit explained at the

end of Section 4.2 and in Appendix F. For discussions on M-momentum transfer

between membranes, gravitons, and other M theory objects, see [22, 23, 24].
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We would like to make a few more comments on the application of instantons

in this 3d gauge theory to the investigation of M-momentum transfer between two

membranes. In flat space, because of the SO(7) symmetry for the seven scalars

corresponding to the dimensions transverse to a membrane (recall that x− is non-

dynamical in the light cone gauge), the separation vector between the two membranes

for a given instanton can be rotated, thus producing a transverse velocity. Put in other

words, suppose the initial separation is along the 4th direction and we want to turn

on a velocity along the 5th direction, we can turn on a vev for the scalar of the 5th

direction which is in the same gauge as that initial scalar of the 4th direction. In

PP-wave, we no longer have this SO(7) symmetry, instead the transverse directions

are now divided into the radial direction Yr of the Y i’s, and the six directions Xa.

As we have seen, the instantons lie in the Y i’s. Hence given a instanton specified by

Y , if we want to turn on a velocity along, say, the 4th direction, we have to find an

X4 that is in the appropriate gauge, namely, the gauge in accordance with Y . As it

turns out, finding this gauge is not so straightforward technically.

Also, it is of interest to find instanton solutions with more general ni, nf rather

than the simplest one presented above. Given the form of the BPS condition (3.70),

one could try to expand the Y ’s in terms of spherical harmonics and consider the

resulting nonlinear equations for the coefficients.

3.3 Two Graviton Interaction without M-momentum

Transfer—Gauge Theory Computation

The content of this section is based on work in collaboration with Hok Kong Lee

[21]. In short, [21] computes the two-graviton one-loop effective action for Matrix

theory in the 11-D PP-wave background, and compares it to the effective action on

the supergravity side in the same background. Agreement is found for the effective

action on both sides, to all orders of µ. Besides providing further evidence for Matrix

theory as a description of M-theory in the 11-D PP-wave background, this agreement
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also points to the existence of a supersymmetric nonrenormalization theorem in the

11-D PP-wave background. In this section, we mainly present the computation on

the gauge theory side.

In their original paper [2], the authors computed graviton scattering in flat space

using the Matrix theory and found exact agreement with eleven-dimensional super-

gravity. Since then, more detailed investigations have been performed in flat space

[13, 14, 15, 16, 17, 18, 19, 20]. After the Matrix theory in a weak background was

proposed by Taylor and Van Raamsdonk in [6], the case of a space weakly curved in

the transverse directions was checked explicitly in [7].

Now that we have the Matrix theory in the 11-D PP-wave proposed by [10] at our

disposal, which is exact in this curved background, we expect it to provide further

test of the Matrix theory conjecture beyond the weak background approximation

proposed by [6]. In addition, the 11-D PP-wave is different from the cases studied in

[7], because the metric now has a nontrivial g++ component.

Finally a remark about terminology: we use the terms “effective potential”, “effec-

tive action”, and “effective Lagrangian” in an interchangeable sense, although strictly

speaking we really mean the last one; this should not cause any confusion.

3.3.1 Brief Review of Known Results

In [14], the one-loop effective potential for two gravitons in flat spacetime background

was computed in Matrix theory to be

V 1−loop
eff =

15NpNsv
4

16M9R3r7
(3.80)

where Np and Ns are the numbers of D0-branes making up the probe graviton and

source graviton, respectively, v and r are the transverse relative velocity and distance

between them, M is the eleven-dimensional Planck mass, and R is the radius of com-

pactification in DLCQ. This effective potential agrees precisely with the supergravity

result [17].

In [7], the effective potential for a weakly curved background with nontrivial trans-
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verse metric components was computed. Again agreement was found. In fact, the

only modification needed was the replacement of r by d, the geodesic distance between

the two gravitons.

3.3.2 The Effective Potential

The main object for comparison on both sides of the proposed duality is the effective

potential Veff. The computation is carried out in the DLCQ formalism, which was

proposed in Susskind’s finite N conjecture [3], and further elucidated by [4, 5]. In

this formalism x− and x− + 2πR are identified. p− is therefore quantized in units of

1/R.

The implications of such a light-like compactification, however, are far from trivial

[45]. One such complication arises from the longitudinal zero modes, which appear

to cause perturbative amplitudes to diverge. In addition, there are concerns that the

DLCQ of M-theory in the low energy limit is not necessarily the DLCQ of eleven-

dimensional supergravity because some exotic degrees of freedom such as membranes

wrapped around the lightlike direction may contribute.

Here we are going to take the viewpoint in [46]. Essentially, the presence of a

source exerts a pressure that decompactifies the region surrounding it, rendering x−

effectively space-like by providing a nonzero g−− component in the metric. In the limit

of large N , this bubble of eleven-dimensional space expands, and the approximation

of supergravity as a low energy description is justified. This view is further elucidated

in [47], and we do not expect new issues to arise in the PP-wave background.

One important fact is, the regions of validity for the gauge theory and supergravity

are actually disjoint, as can be seen through the following argument by Hok Kong

Lee (see also [47]): On the gauge theory side, it can be shown that the loop counting

parameter is NM−3r−3, which must be small for loop expansion to make sense. This

gives the gauge theory’s region of validity r > N1/3M−1. On the supergravity side, the

source graviton produces a metric component h−− ∼ NM−9R−2r−7, which gives an

effective space-like compactification radius Rs =
√
h−−R = N1/2M−9/2r−7/2. Recall
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that the string length is given by ls = M−3/2R
−1/2
s = M3/4r7/4N−1/4. For supergravity

to make sense, we must have r > ls (otherwise there is no such notion as spacetime).

This gives supergravity’s region of validity r < N1/3M−1.

Therefore, in general there is no reason why they should match, as each effective

action is valid only within its own validity region. Thus a mismatch does not imme-

diately invalidate the Matrix conjecture. An exact match, however, will point to the

existence of a nonrenormalization theorem, which protects the terms evaluated from

gaining higher-loop corrections. If such a nonrenormalization theorem does exist,

then the agreement of both sides can be viewed as positive evidence for the Matrix

conjecture. It is with these points in mind that the comparison of the effective action

is made here.

On the Matrix theory side, the effective potential is computed up to 1-loop. As

in flat space, it should correspond to terms of order κ2
11 on the supergravity side.

The relation κ2
11 = 16π5/M9 [17] means only terms of order 1/M9 are relevant on the

Matrix theory side for the purpose of such comparison.

A natural length scale that arises on the Matrix theory side is 1/(M3R)1/2, which

for convenience we will denote as (α)1/2. 2 In addition to the low velocity and large

r approximation necessary to facilitate comparison in flat space, we will also assume

that

α2µ2

r2
<< 1 (3.81)

where µ is the 123+ component of the four-form field strength.

This dimensionless number, as we will see in eqn. (3.82), is simply the relative

strength of the new terms in the action arising from the PP-wave background to

the quartic terms already present in flat space. In the opposite limit, r2

α2µ2 << 1,

the effective potential on the Matrix theory side resums to give 1/µ dependence3,

which does not appear possible to be reproduced on the supergravity side. In fact,

2This α should not be confused with the string scale α′.
3This can be seen in eqn. (3.94), a typical term in the effective potential.
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this is nothing new. A similar issue arises already in flat space, where the effective

potential only matches when we take the small v and large r limit, or more precisely,

by expanding in the small parameter vα/r2. In other words, even with the existence

of a nonrenormalization theorem, the results on both sides should only be compared

at very large r, where supergravity is applicable.

3.3.3 Background Field Method

We will follow the background field method as reviewed in [48]. X is expanded into

a background field B and a fluctuating field Y , i.e., X = B+Y . Only the part of the

action that is quadratic in Y will be of interest below.

Recall the Matrix theory action in the DLCQ of M-theory in 11-D PP-wave back-

ground [10], given in eqn. (3.1)

S =

∫
dtTr

{
9∑
I=1

1

2R
(D0X

I)2 + iψTD0ψ +
(M3R)2

4R

9∑
I,J=1

[XI , XJ ]2

+(M3R)
9∑

J=1

ψTγJ [ψ,XJ ] +
1

2R

[
−(
µ

3
)2

3∑
i=1

(X i)2 − (
µ

6
)2

9∑
a=4

(Xa)2

]

−iµ
4
ψTγ123ψ −

(M3R)µ

R
i

3∑
i,j,k=1

εijk(X
iXjXk)

}
(3.82)

Taking the ratios of any of the µ-dependent terms to the µ-independent non-

derivative terms gives the parameter in eqn. (3.81). In other words, the assumption

stated in the previous section is identical to treating the new terms arising from

the PP-wave background as a perturbation of flat space. Note that this is exactly

the opposite of the approximation made in [29], where the µ-independent terms are

treated as perturbations to the µ-dependent terms. While the computation of the

1-loop effective potential is possible in both limits on the Matrix theory side, an

agreement with supergravity is possible only in the large r limit given in eqn. (3.81).

In what follows, unless stated otherwise, we will always assume the indices i goes

from 1 to 3, a goes from 4 to 9, and I goes from 1 to 9. In addition to the action

above, there are terms arising from the ghosts and gauge fixing, which we simply
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state below:

Sgf =

∫
dtTr

[
− 1

2R
(∂tX0 + i[Bi, Xi])

2

]
(3.83)

Sghost =

∫
dtTr

[
c∂2

t c− ∂tc[X0, c] + c[Bi, [X i, c]]

]
(3.84)

Thus, the complete Matrix theory action is

SM = S + Sgf + Sghost (3.85)

To simplify the notation, we will put M3R = 1/α = 1. This factor can be restored

by dimensional analysis. It is also convenient to define g2 ≡ R, which corresponds to

a loop counting parameter in the Matrix theory.

3.3.3.1 Expansion about the Background

The fields X, ψ, and c are expanded in the following way, with a purely bosonic

background

Xµ = Bµ + gYµ ; µ = 0, 1, 2, ..., 9

BI =

xI 0

0 0

 ; YI =

ζI zI

zI ζ̃I


B0 =

0 0

0 0

 ; Y0 =

ζ0 z0

z0 ζ̃0


ψ =

η θ

θ η̃

 ; c =

 ε c1

c2 ε̃

 (3.86)

Here we have set Np = Ns = 1, i.e., we deal with 2 × 2 matrices. We will later

restore Np and Ns. The above background has the interpretation of one graviton (the

source) sitting at the origin4, while another graviton (the probe) approaches from the

4Another possible interpretation is a transverse five brane at the origin [30].
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position given by xI in the matrix B. We will use the shorthand r2 =
∑9

I=1(x
I)2.

After a Wick rotation, where we define S = iS(E) and τ = it, and at the same

time rotating X0 to iX
(E)
0 , the quadratic part of the action is 5

S(E)
boson =

∫
dτ

{
− 1

2
ζ0∂

2
τ ζ0 −

1

2
ζ̃0∂

2
τ ζ̃0 +

1

2
ζi(−∂2

τ + (µ/3)2)ζi +
1

2
ζa(−∂2

τ + (µ/6)2)ζa

+
1

2
ζ̃i(−∂2

τ + (µ/3)2)ζ̃i + ζ̃a(−∂2
τ + (µ/6)2)ζ̃a

+ z0(−∂2
τ + r2)z0 − 2i∂τxI(zIz0 − z0zI)

+ zi(−∂2
τ + r2 + (µ/3)2)zi + za(−∂2

τ + r2 + (µ/6)2)za − iµεijkxizjzk

}
(3.87)

S(E)
fermion =

∫
dτ

{
η(i∂τ − i

µ

4
γ123)η+ η̃(i∂τ − i

µ

4
γ123)η̃+ 2θ(i∂τ +xIγI − i

µ

4
γ123)θ

}
(3.88)

S(E)
ghost =

∫
dτ

{
ε∂2
τ ε + ε̃∂2

τ ε̃ + c1(∂
2
τ − r2)c2 + c2(∂

2
τ − r2)c1

}
(3.89)

3.3.3.2 The Sum over Mass

The partition function, Z, of the above action can be computed as a product of

functional determinants. The one-loop effective action Γ is then simply related to Z

via

exp(−Γ) = Z (3.90)

The one-loop effective potential is defined as

5For simplicity, all subsequent superscripts (E) on the Euclideanized fluctuation fields will be
omitted.
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Γ = −
∫
dτ Veff (3.91)

To first approximation, however, it is not necessary to compute the functional

determinants. As was suggested by Talfjord and Periwal [50], and [49], one could de-

duce the effective potential by simply evaluating the mass spectrum of the fluctuating

fields. From the masses, the one-loop contribution to Veff can be easily deduced using

the formula

V 1−loop
eff = −1

2

( ∑
real bosons

mb −
∑

real fermions

mf −
∑

real ghosts

mg

)
(3.92)

The physical reason for this is that at large distances, i.e., the limit where su-

pergravity is valid, all strings stretching between the D0-branes can be assumed to

lie in their ground state. This result can also be verified using the complete expres-

sion for Veff in terms of functional determinants. We provide an argument for this in

Appendix B. In what follows, we will omit the superscript “1-loop”, assuming this

is understood. The contribution from tree level, which does not concern us here, is

simply the Lagrangian with X replaced by B. Both contributions will be put back

together at the end in eqn. (3.100).

One important point to note is that this method is valid only up to the lowest

powers of v, as is already known in the flat space case. In flat space, the above

formula reproduces every term predicted by a supergravity computation with the

right coefficients, but the Matrix theory corrections to supergravity, i.e., terms with

even higher powers of v and 1/r which would not be found in supergravity, will not

come out with the correct coefficients. In fact, the parameter α can be treated as the

counting parameter for this purpose. All terms of order α3, which is basically κ2
11 in

the supergravity language, will be found on the supergravity side, but terms on the

Matrix theory side with higher powers of α, which represent short distance effects,

should be treated as corrections. To compute them correctly, one needs to make use

of the complete expression in terms of functional determinants.

For our purpose, however, the above approach is sufficient. We are not interested
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in computing the correction to supergravity, rather we would like to check whether

the terms already predicted by supergravity in the PP-wave background can be re-

produced by a Matrix theory calculation.

3.3.4 A Simple Case

In the next section we will work out a more efficient method to compute Veff without

explicitly diagonalizing the mass matrix. Nevertheless, it is instructive to work out

the simplest case in a direct approach to get the basic idea of the computation.

In this simple case, we put x8 = b and x9 = vτ , while all the other xI are set to

zero6. Here b is a constant, which can be interpreted as the impact parameter of the

approaching probe graviton towards the source sitting at the origin. In this case, the

mass matrix constructed from eqn.’s (3.87), (3.88) and (3.89) is easily diagonalized

to give the mass spectrum listed in Table 3.1. It should be noted that the velocity in

the table above is measured in Euclidean time τ , i.e., v = ∂x
∂τ

. In a comparison with

supergravity, a Wick rotation back into Minkowski time t = −iτ is required, which

introduces extra minus signs in Veff.

With the mass spectrum at hand, Veff can be evaluated using eqn. (3.92)

Veff = −1

2
(2)(3

µ

3
+ 6

µ

6
− 8

µ

4
)− 1

2

{
6
√
r2 + µ2/32 + 10

√
r2 + µ2/62 + 2

√
r2 + η+

+ 2
√
r2 + η− − 8

√
r2 + µ2/42 + v − 8

√
r2 + µ2/42 − v − 4r

}
(3.93)

At this point it is useful to restore the factors of M3R, which we denote as 1/α.

For instance, the first square root term in the about equation becomes

√
r2

α2
+
µ2

32
(3.94)

6Note that by putting all xi to zero for i = 1, 2, 3, we ensure that in this case the Myers term
will not contribute to the mass matrix.
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m2 Fields

0 ζ0

µ2/32 ζ i ; i = 1, 2, 3

µ2/62 ζa ; a = 4, ..., 9

0 ζ̃0

µ2/32 ζ̃ i ; i = 1, 2, 3

µ2/62 ζ̃a ; a = 4, ..., 9

r2 + µ2/32 zi, zi ; i = 1, 2, 3

r2 + µ2/62 za, za ; a = 4, ..., 8

r2 + η+ z0 + z9, z0 + z9

r2 + η− z0 − z9, z0 − z9

µ2/42 η (8)

µ2/42 η̃ (8)

r2 + µ2/42 + v θ (8)

r2 + µ2/42 − v θ (8)

0 ε, ε

0 ε̃, ε̃

r2 cI , cI ; I = 1, 2

Table 3.1: The Mass Spectrum for a Simple Case. The numbers inside the
round brackets indicate the number of physical degrees of freedom of the fermions

with the given mass. η± is given by 1
2
[µ

2

62 ±
√

(µ
2

62 )2 + 16v2] .
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This can in turn be written as

r

α

√
1 +

1

32
(
α

r2
)(αµ2) (3.95)

The expression for Veff given above, being a Matrix theory result, is only expected

to match with supergravity in the large r limit (if it does at all!). Defining the large

r limit by eqn. (3.81), we can then expand the one-loop effective potential in powers

of α2µ2/r2. Thus, expanding Veff gives

Veff = α3(
15

16

v4

r7
+

7

96

µ2v2

r5
+

1

768

µ4

r3
) +O[α5] (3.96)

Wick rotating v, and restoring Np, Ns gives

Veff =
NpNs

M9R3
(
15

16

v4

r7
− 7

96

µ2v2

r5
+

1

768

µ4

r3
) +O[α5] (3.97)

The α3 terms give the factor 1/M9, which translates into κ2
11 in the supergravity

language. This is the order we are interested in. We throw away the higher powers

of α (which are always accompanied by powers of 1/r) because they correspond to

short distance corrections to supergravity, just as in flat space.

Here the first term is just the flat space result. The second and the third term

are the interesting ones, with new µ2v2 and µ4 dependence created by the PP-wave

background. A comparison of their coefficients with supergravity will show exact

agreement.

3.3.5 Mass Matrix Computation

In the more general cases, when the velocity and the impact parameter point in

arbitrary directions, calculating the effective potential Veff by finding the entire m2

spectrum, then taking their square roots and expanding them in powers of µ and v

becomes inefficient. In the most general case this involves finding the eigenvalues of
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mass matrices of very high dimension. Instead, it is possible to make use of the sum

over mass formula in eqn. (3.92) without explicitly diagonalizing the mass matrix.

Let us denote the square of the mass matrix as W = M2. Since there is never any

mixing between the bosons, the fermions and the ghosts, we can study their mass

matrices separately.

In terms of W , the sum over mass formula becomes

V 1−loop
eff = −1

2
tr(
√
Wb −

√
Wf −

√
Wg) (3.98)

The square root of W can be defined unambiguously by its expansion in powers

of α/r2 in the supergravity limit, as was discussed in Section 3.3.4. Note that Mb is

defined to be the mass matrix for real bosons. If it is taken to be the mass matrix for

the complex bosons, then there will be an extra factor of two in front of
√
Wb.

Simple Recipe for Mass Matrix

In this subsection we will give a simple recipe for writing out M2 for both the

bosons and the fermions. The mass for the ghosts is exactly the same as in the simple

case of Section 3.3.4.

First of all, we should note that the mass of ζ i and ζa are always µ/3 and µ/6,

respectively, for i = 1, 2, 3 and a = 4, ..., 9. The mass of all eight physical degrees

in η is always µ/4. These are independent of the background B. Mixing occurs

only among the zI and among the θ and θ. Hence in what follows, we will denote the

component arising from say zIzJ in the bosonic Lagrangian simply as (M2)IJ without

mentioning z explicitly. Note also that M2 is symmetric.

I. Rules for Bosons

1. (M2)00 = r2; (M2)ii = r2 + µ2/32; (M2)aa = r2 + µ2/62;

2. ẋI = vI mixes z0 and zI ⇒ (M2)0I = −2vI

3. x1 = b1 mixes z2 and z3... etc. ⇒ (M2)jk = iµεijkbi

Note that Rule 3 applies only to zi but not za. Such mixing is the effect of the

Myers term in the Matrix theory action.
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II. Rules for Fermions

The mass matrix for the fermions can be written in a closed form

M2 = r2 + µ2/42 +
9∑
I=1

vIγI +
3∑
i=1

iµxi

4
{γi, γ123} (3.99)

3.3.6 The General Case

Once the mass matrix squared W = M2 is known, eqn. (3.98) can be used to compute

the one-loop effective potential explicitly. In accordance with our earlier discussions,

only terms up to order α3 ∼ 16π5/M9 = κ2
11 are kept. After restoring all factors of

M3R, Np, and Ns, the sum of zero and one-loop effective potentials is given by

V 0,1−loop
eff =

Np

2R
(

9∑
I=1

v2
I + g++) +

NpNs

M9R3

{
15(
∑9

I=1 v
2
I )

2

16r7
− µ2

∑3
i=1 v

2
i

96r5
− 7µ2

∑9
a=4 v

2
a

96r5

+
15µ2

32r7

[
3∑
i=1

x2
i

(
−

3∑
i=1

v2
i +

9∑
a=4

v2
a

)
+ 2(

3∑
i=1

xivi)
2

]}

+
µ4NpNs

R3M9

1

768r7

{
32

[
3∑
i=1

(xi)2

]2

+

[
9∑

a=4

(xa)2

]2

− 12
3∑
i=1

(xi)2 ·
9∑

a=4

(xa)2

}
(3.100)

In (3.100), Np

2R
(
∑9

I=1 v
2
I + g++) is the zero-loop potential, and the rest is the one-loop

potential. Note that, compared with (3.97), the one-loop potential given in (3.100)

contains additional terms arising from the x1, x2, x3 directions. This is the equation to

be compared with the supergravity result. Notice the effective potential has manifest

SO(3)× SO(6) symmetry, as should be expected from the symmetry of the original

Matrix theory action. Just as in flat space [6], one should be able to recast this

1-loop effective potential in the form T µνGµν . A comparison with the supergravity

side will indeed confirm this, as this is precisely the form of the effective potential on

the supergravity side as derived in Appendix C.

Having computed the effective potential on the Matrix theory side, the next step

will be to compare it with the result from a supergravity calculation. Before this can
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be done, the issue of gauge choice has to be addressed.

It is necessary to make a gauge choice when solving the Einstein equations. A

gauge choice corresponds to a choice of the coordinate system one uses to describe

the physics. On the Matrix theory side, such a choice of coordinates was made right

from the very beginning: The action in eqn. (3.82) was written in coordinates that

made the SO(3) × SO(6) symmetry manifest. Before a comparison is possible, a

corresponding choice of coordinates, i.e., a choice of gauge has to be made on the

supergravity side.

A comparison of the above equation with the general expression for Veff in eqn.

(4.113) will in the end determine the correct gauge choice for the supergravity com-

putation. There will be a further discussion about gauge choice in the supergravity

section.
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Chapter 4

Interaction of M-theory Objects in
Eleven-Dimensional Supergravity

On the supergravity side, we adopt the source-probe viewpoint, which is valid when

the source is much heavier than the probe. Section 4.1 deals with the action of

the probe via constrained Hamiltonian mechanics with the constraints arising from

worldline/worldvolume diffeomorphism, for a point particle probe and a membrane

probe. Section 4.2 deals with the determination of the background fields the probe

feels, by diagonalizing the linearized supergravity field equations in the presence of the

source. These first two sections provide the basis for investigating M-theory objects’

interactions on the supergravity side, at linear κ2
11 order. Section 4.3 is an application

to the two graviton interaction without M-momentum transfer.

4.1 The Light Cone Lagrangian

The light cone Lagrangian is the quantity that will be computed on the supergravity

side and then compared with the gauge theory result. We shall only consider bosonic

degrees of freedom, because we are only concerned with the bosonic coordinates of

the probe, and also the background fermionic fields are set to zero.
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4.1.1 Point Particle Probe

Let us start with the case of a point particle (the graviton). By “light-cone La-

grangian” we mean a quantity Llc(x
−, p−, x

A, ẋA) which will be defined below. Roughly

speaking, it is the original Lagrangian Legendre transformed in the x− degree of free-

dom. Appendix C gives a quick derivation of it. The dynamics of a point particle is a

system with constraint due to time reparametrization symmetry, and has to be dealt

with in the Hamiltonian formalism if one wants full rigor. The derivation in Appendix

C is in the Lagrangian formalism and not so rigorous. Hence let us now give a careful

derivation of the light-cone Lagrangian using the constrained Hamiltonian formalism.

This is also a useful warm-up before we derive the same quantity for a membrane.

A very quick review about constraints: Constraints are relations between coordi-

nates and momenta. Constraints that arise directly from the definition of momenta,

i.e., without using the equations of motion, are called primary constraints. Con-

straints that arise when imposing the consistency requirement that the primary con-

straints are preserved in time evolution are called secondary constraints. Constraints

that arise when imposing the consistency requirement that the secondary constraints

are preserved in time evolution are called tertiary constraints, etc. Secondary, tertiary,

etc., constraints are obtained by using the equations of motion. The classification of

constraints into primary, secondary, tertiary, etc., constraints is of little importance

in the final form of the Hamiltonian formalism. A more fundamental classification of

constraints is to define first-class constraints and second-class constraints as follows: a

constraint is called a first-class constraint if its Poisson bracket with every constraint

vanishes weakly (i.e., vanishes on the submanifold defined by the constraints in phase

space); a constraint that is not first-class is called a second-class constraint. This

classification of constraints plays a central role in the Hamiltonian formalism, be-

cause first-class constraints are generators of gauge transformations. Equalities that

hold only on the submanifold defined by the constraints in phase space are called

weak equalities and usually denoted with the weak equality symbol “≈”, but in what

follows we will simply use the equality symbol “=” for them, expecting no confusion.
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For a comprehensive discussion on systems with constraints, see, for example, [51]

and [52].

Consider a point particle of mass m in a general curved background Gµν(x) (this

background includes that generated by the source object, in the context of investigat-

ing M-theory objects’ interaction on the supergravity side). The Lagrangian of the

particle is

L(xµ, ẋµ) = −m
√
−Gµν(x)ẋµẋν (4.1)

where a dot means a derivative with respect to the world line parameter τ .

The momenta are then given by

pµ ≡
∂L

∂ẋµ
=

m√
−Gµν(x)ẋµẋν

Gµβ(x)ẋ
β (4.2)

As can be easily verified, γ1(x
µ, pµ) ≡ Gµν(x)pµpν + m2 = 0, which is the primary

constraint of our system. The Hamiltonian is given by H ≡ pµẋ
µ − L = 0, which

is expected because in general the Hamiltonian of a system with reparametrization

symmetry vanishes.

The consistency condition γ̇1 = 0 trivially holds, hence we don’t have any sec-

ondary constraint. So the only constraint of our system is γ1 = 0, which is a first-

class constraint and is the generator of the gauge symmetry — the reparametrization

freedom of the world line.

The extended Hamiltonian is then given by HE = u1γ1, where the arbitrary

function u1 is the Lagrange multiplier that embodies the gauge degree of freedom

(i.e., reparametrization freedom). The evolution of any function F (xµ, pµ) is given

by Ḟ = [F,HE]PB, where [F,G]PB ≡
∑

µ=+,−,A

(
∂F
∂xµ

∂G
∂pµ

− ∂F
∂pµ

∂G
∂xµ

)
is the Poisson
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bracket. Hence the equations of motion are

ẋµ = 2u1Gµα(x)pα

ṗµ = −u1∂G
αβ(x)

∂xµ
pαpβ

γ1 = Gµν(x)pµpν +m2 = 0 (4.3)

The next step is gauge fixing. Let us use the light-cone coordinates xµ = {x+, x−, xA},

and impose the light-cone gauge condition C1̃ ≡ x+− τ = 0. We see that [γ1, C1̃]PB =

−2G+ν(x)pν which can reasonably be assumed to be nonzero. Hence upon gauge

fixing we get two second-class constraints χα = (γ1, C1̃).

Then, by the usual story of gauge fixing, now that we have two second-class

constraints, we should replace Poisson brackets with the Dirac brackets (which we

denote as [, ]D. Recall that the Dirac bracket for two phase space functions is defined as

[F,G]D ≡ [F,G]PB−[F, χα]PBC
αβ[χβ, G]PB, where χα, χβ are second-class constraints,

and Cαβ is the inverse matrix of Cαβ ≡ [χα, χβ]PB ), and in this case since the gauge

fixing condition C1̃ is time-dependent, we should also add a corresponding correction

term (for a discussion on time-dependent gauge fixing, see, e.g., exercise 4.8 in [52]).

One gets the follow law for time evolution

Ḟ = [F,HE]D − Cab̃∂Cb̃
∂τ

[F, γa]PB =
1

2G+ν(x)pν
[F, γ1]PB (4.4)

where we have used the fact that [F,HE]D = 0. In particular, this gives

ẋµ =
Gµβ(x)pβ
G+ν(x)pν

ṗµ = − 1

2G+ν(x)pν

(
∂Gαβ(x)

∂xµ
pαpβ

)
γ1 = 0, C1̃ = 0 (4.5)

It easy to verify that this indeed gives ẋ+ = 1, which agrees with the gauge choice

x+ = τ .

Using Dirac brackets is the longer (and more rigorous) way of fixing the gauge.
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However, there is also a shortcut which avoids using Dirac brackets. Remember that

the gauge freedom is embodied in u1. Hence gauge fixing amounts to specifying u1.

So we just have to go to the equations of motion before gauge fixing, which contain

u1, and set x+ = τ . Then the x+ equation gives us u1 = 1
2G+ν(x)pν

, which we can then

substitute into other equations and get back the gauge fixed equations of motion

obtained using Dirac brackets. This shortcut approach is what we shall use when

investigating membranes.

Now let’s restrict our attention to situations where the metric is static, i.e., inde-

pendent of x+, Gµν = Gµν(x−, xA). Also, let’s consider functions which are indepen-

dent of x+, p+, i.e., F = F (x−, xA, p−, pA). In this case, if we define the “light-cone

Hamiltonian” as Hlc(x
−, xA, p−, pA) ≡ −p+, where p+(x−, xA, p−, pA) is obtained by

solving γ1 = 0 (in which x+ is set to τ) for p+ in terms of the other variables, then

one can verify that

Ḟ =
∑
µ=−,A

(
∂F

∂xµ
∂Hlc

∂pµ
− ∂F

∂pµ

∂Hlc

∂xµ

)
(4.6)

The above expression justifies the name of Hlc. It generates time evolution in the

smaller phase space consisting of (x−, xA, p−, pA).

Using the gauge fixed equation of motion for ẋµ and also the expression of p+(x−, xA, p−, pA),

we can express ẋµ as a function of (x−, xA, p−, pA). Now let’s make the reasonable

assumption that the relation ẋB = ẋB(x−, xA, p−, pA) is invertible so that we can

solve for pB(x−, p−, x
A, ẋA).

Now by making a Legendre transformation in the transverse degrees of freedom,

we define the “light-cone Lagrangian” as

Llc(x
−, p−, x

A, ẋA) ≡ pAẋ
A −Hlc (4.7)

Then it’s easy to see that, in the Llc formalism, the equations of motion are

pA =

(
∂Llc
∂ẋA

)
x−,p−,xB

, ṗA =

(
∂Llc
∂xA

)
x−,p−,ẋB

(4.8)
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The above two equations can be combined to give the expected Euler-Lagrange equa-

tion

d

dτ

(
∂Llc
∂ẋA

)
−
(
∂Llc
∂xA

)
= 0 (4.9)

Also

ẋ− = −
(
∂Llc
∂p−

)
x−,xA,ẋA

, ṗ− =

(
∂Llc
∂x−

)
p−,xA,ẋA

(4.10)

One more look at Llc: recall that 0 = H = pµẋ
µ −L = p+ẋ

+ + p−ẋ
− + pAẋ

A −L,

which upon gauge-fixing x+ = τ becomes 0 = p+ +p−ẋ
−+pAẋ

A−L = −Hlc+p−ẋ
−+

pAẋ
A−L = Llc + p−ẋ

−−L, which gives Llc = L− p−ẋ−, which is just the L′ defined

in eqn. (C.2) of Appendix C, as expected. (The P+
p in Appendix C is the p− here.)

When investigating graviton interactions in a PP-wave, the background metric is

Gµν = gµν + hµν , with gµν being the unperturbed PP-wave, and hµν being the metric

perturbation due to the source graviton. Keeping terms up to linear order in hµν , one

finds that the light cone Lagrangian for the probe graviton is

Llc = p−

{
1

2

[
v2 + g++ + h++ + g++

(
1

4
g++h−− − h+−

)
+
∑
A

[2h+A − h−A(v2 + g++)]vA +
∑
A,B

hABv
AvB

]

+
1

8
h−−v

4 − 1

2
v2

(
h+− −

1

2
g++h−−

)}
(4.11)

which is the object one compares to the gauge theory effective Lagrangian (and gets

agreement on).

Recall that the change of the longitudinal momentum p− is governed by ṗ− =(
∂Llc

∂x−

)
p−,xA,ẋA . Hence the x−-dependence of Llc is what’s responsible for the longitu-

dinal momentum exchange between the probe graviton and source graviton. In the

Llc given in (4.11), x−-dependence comes in only through hµν . Hence what one does

is to Fourier transform hµν along the x− direction, and solve the Einstein equations
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for the Fourier components of hµν . When one is only considering transverse momen-

tum transfer, one plugs the zeroth Fourier component of hµν into Llc; when one is

considering one unit of longitudinal momentum transfer, one plugs the first Fourier

component of hµν in, etc.

Also, notice that in the Llc given in (4.11), lower powers of velocity are accom-

panied by hµν with more lower + indices, or equivalently fewer lower − indices (“at

higher level”, in the language of Section 4.2). In Section 4.2, we shall see that the

metric perturbations at lower level are easier to compute. Hence, in Llc the v4 term

is the easiest to find, next is v2, and then the v-independent term is the hardest to

compute. In flat space, only the lowest level h−− is nonzero, and there is only the v4

term. In the PP-wave, we have metric perturbations at all levels, and life is harder.

In the membrane case the situation is similar.

4.1.2 Membrane Probe

Now we consider the membrane. A brief review of constrained Hamiltonian mechanics

in field theory is given in Appendix D. The previous discussion on the point particle

may be said to be merely a quest for rigor, but for the membrane the following dis-

cussion is a necessity. The reason is, although people have discussed the membrane

in a fairly general background [12], the background there is taken to be the special

case which is independent of x−, which certainly is not true in the physical situation

where there is p− transfer (see discussion near the end of 4.1.1). Also, in [12], the

background metric G−− and G−A are set to zero using the target space diffeomor-

phism freedom. This is not the right gauge to use even in the investigation of only

transverse momentum transfer (We know that in the two graviton interaction it is

the background G−− that gives the v4 term in the effective potential of the probe

graviton). For the above two reasons, we would like to discuss the derivation of the

light cone Lagrangian for a membrane in an arbitrary static background (note: by

“static” we mean there is no x+-dependence, yet x−-dependence is allowed).

Denote the background metric and three-form as Gµν(x), Aµνρ(x), respectively,



66

and the membrane embedding coordinates as Xµ(σi), with σi, i = 0, 1, 2 being the

world-volume coordinates. Our membrane is considered to be a probe membrane,

hence it does not have any back reaction on the background geometry. The back-

ground geometry can include the contribution from a source, though. The membrane

Lagrangian density is given by

L(Xµ, ∂iX
µ) = T

[√
− det(gij)−

1

6
εijkAµνρ∂iX

µ∂jX
ν∂kX

ρ

]
(4.12)

with T being the membrane tension, and gij ≡ Gµν∂iX
µ∂jX

ν being the pullback

metric. The momentum density is

Πλ ≡
∂L

∂(∂0Xλ)
= T

[√
− det(gij) g

0k(∂kX
µ)Gλµ − Aλνρ∂1X

ν∂2X
ρ

]
(4.13)

Define

Π̃λ ≡ Πλ + TAλνρ∂1X
ν∂2X

ρ = T
√
− det(gij) g

0k(∂kX
µ)Gλµ (4.14)

Then it is easy to see we have the following primary constraint

φ0 ≡ GλξΠ̃λΠ̃ξ + T 2 det(grs) = 0 (4.15)

where r, s = 1, 2 label the spatial world-volume coordinates. It is also easily seen that,

φ0 only contains Πµ, X
µ, and spatial derivatives of Xµ, as required for a constraint.

One can also verify that there are two more primary constraints:

φr ≡ Πλ∂rX
λ, r = 1, 2 (4.16)

Of course, we know the gauge freedom these constraints arise from: φ0 comes from

world-volume temporal reparametrization freedom and the φr’s come from world-

volume spatial reparametrization freedom. The Hamiltonian density is given by

H ≡ Πλ∂0X
λ − L = 0 (4.17)
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as it should be for a system with general covariance. The total Hamiltonian density

is given by

HT = H + ciφi = ciφi = c0φ0 + crφr (4.18)

where the ci’s denote the Lagrange multiplier fields. HT =
∫
dσ1dσ2 HT .

Computing the Poisson bracket withHT (see Appendix D), one finds the equations

of motion (using ∂φ0

∂Πµ
= 2GµξΠ̃ξ,

∂φr

∂Πµ
= ∂rX

µ)

∂0X
µ = 2c0GµξΠ̃ξ + cr∂rX

µ

∂0Πµ = ∂r

(
ci

∂φi
∂(∂rXµ)

)
− ci

∂φi
∂Xµ

(4.19)

where to facilitate the evaluation of ∂0Πµ we list below some useful expressions

∂φ0

∂(∂rXµ)
= 2Gλξ ∂Π̃λ

∂(∂rXµ)
Π̃ξ + T 2∂(det(grs))

∂(∂rXµ)
(4.20)

with

∂Π̃λ

∂(∂rXµ)
= TAλµρ(δ

r
1∂2X

ρ − δr2∂1X
ρ)

∂(det(grs))

∂(∂rXµ)
= Gµα {2δr1(∂1X

α)g22 + 2δr2(∂2X
α)g11 − 2g12(δ

r
1∂2X

α + δr2∂1X
α)}

(4.21)

∂φ0

∂Xµ
=
∂Gλξ

∂Xµ
Π̃λΠ̃ξ + 2Gλξ ∂Π̃λ

∂Xµ
Π̃ξ + T 2∂(det(grs))

∂Xµ
(4.22)

with

∂Π̃λ

∂Xµ
= T

∂Aλνρ
∂Xµ

∂1X
ν∂2X

ρ

∂(det(grs))

∂Xµ
=
∂Gαβ

∂Xµ
(∂1X

α∂1X
βg22 + g11∂2X

α∂2X
β − 2g12∂1X

α∂2X
β)

(4.23)
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also

∂φs
∂(∂rXµ)

= δrsΠµ,
∂φs
∂Xµ

= 0 r, s = 1, 2 (4.24)

We need to check whether there are any secondary constraints. Using the above

equations of motion, one shows after a somewhat tedious manipulation,

∂0φi = 0 (4.25)

for arbitrary ci, which means that there is no secondary constraint, and the φi’s are all

first class constraints with the Lagrange multipliers ci’s embodying the gauge degrees

of freedom. This is an expected result, but it’s reassuring to see that is the case

for arbitrary backgrounds, not just the special backgrounds (e.g., flat background,

x−-independent backgrounds) investigated previously.

Next we should gauge fix the membrane system. In the spirit explained in the

point particle case, we will not do so by introducing Dirac brackets, but rather by

specifying the ci’s, which is somewhat shorter.

Now use the light-cone coordinates {x+, x−, xA}, and assume static background

Gµν(x
−, xA) and Aµνρ(x

−, xA). Use the light cone gauge X+ = σ0. Then the equation

of motion for X+ gives

c0 =
1

2G+ξΠ̃ξ

(4.26)

So now the constraint φ0(X
−, XA, ∂rX

−, ∂rX
A,Π+,Π−,ΠA) = 0 (in which X+ is set

to σ0) can be used to solve for Π+(X−, XA, ∂rX
−, ∂rX

A,Π−,ΠA). Then we define

the light cone Hamiltonian Hlc(X
−, XA, ∂rX

−, ∂rX
A,Π−,ΠA) ≡ −Π+

Before defining the light-cone Lagrangian, similar to the point particle case, we

need to express ΠA as a function of (X−, XA, ∂rX
−, ∂rX

A,Π−, ∂0X
A). This is done

by looking at the equations of motion for XA:

∂XA

∂σ0
=
GAξΠ̃ξ

G+νΠ̃ν

+ cr
∂XA

∂σr
(4.27)
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where we have used the expression for c0 given above. We should fix the gauge by

specifying the cr’s to be functions of (X−, XA, ∂rX
−, ∂rX

A,Π−,ΠA). Then using

the expression Π+(X−, XA, ∂rX
−, ∂rX

A,Π−,ΠA) obtained earlier, we can invert this

equation of motion to find ΠA(X−, XA, ∂rX
−, ∂rX

A,Π−, ∂0X
A). Then we can define

the light-cone Lagrangian

Llc(X−, XA, ∂rX
−, ∂rX

A,Π−, ∂0X
A) ≡ ΠA∂0X

A −Hlc (4.28)

• An Easy Example: A Probe Membrane in the Unperturbed PP-

wave Background

Now, as an easy example, let us derive Llc for a probe membrane in the unper-

turbed PP-wave background using the above prescription. We will see that we get

the expected answer given in [29]

In the unperturbed PP-wave, the only nonzero component of Aµνρ is A+ij =

µ
3
εijkx

k, and we don’t bother to write down the familiar PP-wave metric here again.

Solving the constraint φ0 = 0, we find

Π+ =
−1

2Π−

{
−g++Π2

− + ΠAΠA + T 2 det(grs)
}
− T

µ

3
εijk(∂1X

i)(∂2X
j)Xk (4.29)

Also easily seen is det(grs) = 1
2
(∂1X

A∂2X
B − ∂1X

B∂2X
A)2. Also the equations of

motion for XA are

∂0X
A =

ΠA

Π−
+ cr∂rX

A (4.30)

To motivate a gauge choice, let us note that ∂0Π− = ∂r(c
rΠ−). (This is just

equation (2.21) in [12], in the particular case of PP-wave). Hence we choose cr = 0,

which means Π− will be σ0-independent. This gauge choice gives us

ΠA = Π−∂0X
A (4.31)
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Hence we find

Llc = ΠA∂0X
A −Hlc

= Π−∂0X
A∂0X

A + Π+

=
1

2
Π−∂0X

A∂0X
A − Π−

2
µ2

[
1

9
(X i)2 +

1

36
(Xa)2

]
− T 2

4Π−
(∂1X

A∂2X
B − ∂1X

B∂2X
A)2 − T

µ

3
εijk(∂1X

i)(∂2X
j)Xk (4.32)

which agrees with [29] upon setting T = −1 (this minus sign is to conform to [12]’s

convention eqn. (2.16) for the membrane action, which [29] follows.) and identifying

our Π− with their p+.

• A Less Trivial Example: A Probe in the PP-wave Background

Perturbed by a Source

Let us compute Llc in the PP-wave background perturbed by some source. The

background is now Gµν = (Gµν)pp + hµν , and Aµνρ = (Aµνρ)pp + aµνρ, with the

quantities with subscript pp being those of the unperturbed PP-wave background,

and hµν , aµνρ being metric and three-form perturbations caused by the source. We

only need the light-cone Lagrangian to linear order in the perturbation.

Llc = (Llc)pp + δLlc (4.33)

with (Llc)pp being the expression given in the previous example of unperturbed PP-

wave.

The computation is, as in the previous example, quite straightforward, although

a bit tedious, because solving for ΠA in terms of (X−, XA, ∂rX
−, ∂rX

A,Π−, ∂0X
A)

in the perturbed background requires some work. But the four-time-derivative term,

i.e., the v4 term in Llc is not hard to find. Making the gauge choice cr = 0, we find

L(4)
lc =

Π−

8
h−−(δAB∂0X

A∂0X
B)2 (4.34)
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(the superscript (4) means it’s the four-time-derivative term) which is quite similar

to the graviton case. To know this term, we only need h−− produced by the source.

Of course, to get terms with lower powers of the velocity, we need other components

of hµν and also the three-form perturbation aµνρ.

To summarize, to get the explicit expression for the light-cone Lagrangian, we

only need to figure out the hµν and aµνρ produced by the source, which is the subject

of the next section.

4.2 Diagonalizing the Supergravity Field Equations

for Arbitrary Static Sources

Now let us present the diagonalization of the linearized supergravity equations of

motions for arbitrary sources. There is, of course, no highbrow knowledge involved

here: we are just solving the linearized Einstein equations and Maxwell equations,

which are coupled; and by “diagonalization” we basically just mean the prescription

using which we get a decoupled Laplace equation for each component of the metric

and three-form perturbations. The unperturbed background is the 11-D PP-wave,

and we only consider static, i.e., x+-independent, field configurations, thanks to the

fact that the sources considered are taken to be static, i.e., with x+-independent stress

tensor and three-form current.

Since we leave the source arbitrary, what we’ll present here are the left-hand side

of the linearized equations. These are tensors whose computation is straightforward

though a bit tedious: the reason we present them here is because they are necessary

when solving the field equations, and to the best of our knowledge have not been

explicitly given elsewhere.

A somewhat related problem is the diagonalization of the equations of motion

when the source is absent. This requires field configurations with x+-dependence.

One good reference along this line is [53]. Roughly speaking, borrowing the language

of electromagnetism, what’s considered in [53] are electromagnetic waves in vacuum,
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while what we are considering here are electrostatics and magnetostatics for arbitrary

sources.

Denote the metric perturbation δgµν as hµν , and the gauge potential perturbation

as δAµνρ = aµνρ. Once again, the nonzero components of the PP-wave background

metric and the four-form field strength are given by

g+− = 1, g++ = −µ2

[
1

9

3∑
i=1

(xi)2 +
1

36

9∑
a=4

(xa)2

]
, gAB = δAB (4.35)

F123+ = µ (4.36)

In our conventions, µ, ν, ρ, . . . take the values +,−, 1, . . . , 9; A,B,C, . . . take the values

1, . . . , 9; i, j, k, . . . take the values 1, . . . , 3; and a, b, c, . . . take the values 4, . . . , 9. Also,

we follow [54] for the conventions of various tensors.

The nonzero components up to (anti)symmetry of the Christoffel symbol, Riemann

tensor, etc., of the 11-D PP-wave are

ΓA++ = − 1

2
∂Ag++, Γ−+A =

1

2
∂Ag++

R+A+B = − 1

2
∂A∂Bg++, R++ = − 1

2
∂C∂Cg++, R = 0 (4.37)

(We usually don’t substitute the explicit expression of g++, unless that brings signif-

icant simplification to the resulting formula)

Now let’s add a source, thus perturbing the background. hµν , aµνρ are treated as

rank-two and rank-three tensors, respectively, the covariant derivative ∇ acting on

them is defined using the connection coefficient of the unperturbed PP-wave back-

ground, and indices are raised/lowered, traces are taken using the background metric

gµν . Let’s deal with the Einstein equations first.

Define h̄µν ≡ hµν − 1
2
gµνh, where h ≡ gµνhµν . Without the source, the Einstein

equation is

Rµν −
1

2
Rgµν − κ2

11[Tµν ]A = 0 (4.38)
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Recall that the stress tensor of the gauge field is

[Tµν ]A =
1

12κ2
11

(
FµλξρF

λξρ
ν − 1

8
gµνF

ρσλξFρσλξ

)
(4.39)

The source perturbs the Einstein equation to

δ

(
Rµν −

1

2
Rgµν

)
− κ2

11δ[Tµν ]A = κ2
11[Tµν ]S (4.40)

with [Tµν ]S standing for the stress tensor of the source.

As usual, it helps to proceed in an organized manner, grouping different terms in

the above perturbed Einstein equations. One finds, δ
(
Rµρ − 1

2
Rgµρ

)
= −1

2
∇σ∇σh̄µρ+

Kµρ+Qµρ, and κ2
11δ[Tµν ]A = Nµν+Lµν , where the explicit expressions of the symmet-

ric tensors ∇σ∇σh̄µν , Kµν , Qµν ,Nµν , and Lµν can be obtained after some work. Their

definitions and components are given below 1

• ∇σ∇σh̄µν

∇σ∇σh̄++ = gµν∂µ∂ν h̄++ +

[
−(∂A∂Ag++)h̄+− +

1

2
(∂Ag++∂Ag++)h̄−−

]
+2
[
∂Ag++∂−h̄+A − ∂Ag++∂Ah̄+−

]
(4.41)

∇σ∇σh̄+− = gµν∂µ∂ν h̄+− −
1

2
(∂A∂Ag++)h̄−− + ∂Ag++∂−h̄−A − ∂Ag++∂Ah̄−−

(4.42)

∇σ∇σh̄+C = gµν∂µ∂ν h̄+C−
1

2
(∂A∂Ag++)h̄−C+∂Ag++∂−h̄AC−∂Cg++∂−h̄+−−∂Ag++∂Ah̄−C

(4.43)

∇σ∇σh̄−− = gµν∂µ∂ν h̄−−

(4.44)

1Notice that ∂+ will never appear because we only consider the static case; also note gµν∂µ∂ν =
−g++∂2

− + ∂A∂A for static configurations.
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∇σ∇σh̄−C = gµν∂µ∂ν h̄−C − ∂Cg++∂−h̄−− (4.45)

∇σ∇σh̄CD = gµν∂µ∂ν h̄CD − ∂Cg++∂−h̄−D − ∂Dg++∂−h̄−C (4.46)

• Kµν Its definition is

Kµρ ≡
1

2

(
R ξ
µ h̄ξρ +R ξ

ρ h̄ξµ
)

+Rσ ξ
µρ h̄σξ +

1

2
gµρR

ξσh̄ξσ −
1

2
Rh̄µρ (4.47)

Its components are given by

K++ =

(
−1

2
∂A∂Ag++

)(
h̄+− +

1

2
g++h̄−−

)
+

1

2
(∂A∂Bg++) h̄AB (4.48)

K+− =

(
−1

2
∂A∂Ag++

)
h̄−− (4.49)

K+A =

(
−1

4
∂C∂Cg++

)
h̄−A +

(
−1

2
∂A∂Bg++

)
h̄−B (4.50)

K−− = 0 (4.51)

K−A = 0 (4.52)

KAB =
1

2

[
∂A∂Bg++ −

1

2
δAB∂C∂Cg++

]
h̄−− (4.53)

• Qµν Its definition is Qµρ ≡ 1
2
(∇µqρ +∇ρqµ)− 1

2
gµρ∇αqα, where qα ≡ ∇βh̄βα.

As one can recognize, Qµρ contains the arbitrariness of making different gauge choices

when solving the Einstein equation, where one makes a gauge choice by specifying
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the qµ’s. The components of Qµρ are

Q−− = ∂−q−, Q−A =
1

2
(∂−qA + ∂Aq−), Q−+ =

1

2
(g++∂−q− − ∂AqA)

QAB =
1

2
(∂AqB + ∂BqA)− 1

2
δAB(∂−q+ − g++∂−q− + ∂AqA)

Q+A =
1

2
[∂Aq+ − (∂Ag++)q−]

Q++ =
1

2
(∂Ag++)qA −

1

2
g++(∂−q+ − g++∂−q− + ∂AqA) (4.54)

Let’s make a few more remarks about gauge choice here. If one chooses the

“Lorentz gauge” where all the qµ’s vanish, then Qµν all vanish. One can also choose,

say, the “harmonic gauge” in which δ(gρσΓµρσ) = 0. (Note that in the unperturbed

PP-wave background gρσΓµρσ vanishes.) These two gauges are in general different

because δ(gρσΓµρσ) = −hρσΓµρσ+qµ, or more explicitly, δ(gρσΓ+
ρσ) = q−, δ(gρσΓ−ρσ) =

−h−A∂Ag++ + q+ − g++q−, and δ(gρσΓAρσ) = 1
2
h−−∂Ag++ + qA. One may also choose

gauges in between, of which our graviton computation in [21] is an example. We don’t

concern ourselves much with the issue of gauge choice here, because in any gauge,

provided the qµ’s are set to some known functions, we shall be able to diagonalize the

linearized equations. The gauge choice issue will resurface later when one compares

the results of the supergravity calculation with that of the gauge theory calculation.

There, for the results from both sides to match, one has to make a “most natural”

gauge choice (usually motivated by the symmetry of the problem) on the supergravity

side. We will discuss that in Section 4.3 in the specific example of two graviton

interactions.

• Nµν It is defined to be the part of κ2
11δ[Tµν ]A that contains only the metric

perturbation, but not the three-form gauge potential perturbation. Its components
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are given by

N++ = µ2

(
1

3
h̄+− +

1

12
g++h̄−− −

1

3

3∑
i=1

h̄ii +
1

6

9∑
a=4

h̄aa

)

N+− =
µ2

4
h̄−−, N+i =

µ2

2
h̄−i, N+b = 0

N−− = 0, N−i = 0, N−b = 0

Nij = −µ
2

4
δijh̄−−, Nib = 0, Nab =

µ2

4
δabh̄−− (4.55)

• Lµν This is defined to be the part of κ2
11δ[Tµν ]A that contains only the three-

form perturbation, but not the metric perturbation. Its components are given by

L++ = µ

(
δF123+ −

1

2
g++δF123−

)
, L+− = 0, L+i =

µ

4
εijkδF+jk−, L+b =

µ

2
δF123b

L−− = 0, L−i = 0, L−b = 0

Lij =
µ

2
δijδF123−, Lib =

µ

4
εijkδFbjk−, Lbd = −µ

2
δbdδF123− (4.56)

Next let us deal with the Maxwell equation. In the absence of the source, it is

1√
−g

∂λ
(√
−g F λµ1µ2µ3

)
− η̃

1152

εµ1...µ11

√
−g

Fµ4...µ7Fµ8...µ11 = 0 (4.57)

where η̃ is either +1 or −1 depending on the convention, which we can always fix later

by requiring the consistency of the conventions for the equations and the solutions

that we consider. (As it turns out, in the two graviton interaction case [21] it does not

matter because this F∧F term has no effect on the final effective potential. Of course,

for membrane interactions, that would no longer be the case.) When the source is

present, we add its current Jµ1µ2µ3 to the left-hand side of the above equation, and

get

δ

[
1√
−g

∂λ
(√
−g F λµ1µ2µ3

)
− η̃

1152

εµ1...µ11

√
−g

Fµ4...µ7Fµ8...µ11

]
= Jµ1µ2µ3 (4.58)

We can write the left-hand side of the above equation as the sum of two totally

antisymmetric tensors Zµ1µ2µ3 + Sµ1µ2µ3 , where Zµ1µ2µ3 is defined to be the part that
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contains the metric perturbation only, and Sµ1µ2µ3 is defined to be the part that

contains the three-form perturbation only. One finds

Z+−i = µεijk∂jh̄−k, Z+−b = 0, Z+ij = µεijk(∂−h̄−k − ∂kh̄−−), Z+ib = 0, Z+bc = 0

Z−ij = µεijk

[
∂k

(
1

3
h̄− h̄ −

− −
3∑
i=1

h̄ii

)
− ∂bh̄kb

]
, Z−ib = µεijk∂jh̄kb, Z−bc = 0

Zijk = −µεijk

[
∂−

(
1

3
h̄− h̄ −

− −
3∑
i=1

h̄ii

)
− ∂bh̄−b

]
, Z ijb = µεijk(∂−h̄kb − ∂kh̄−b)

Zibc = 0, Zbce = 0 (4.59)

and

S+−A = gµν∂µ∂νa−+A + ∂Bg++∂−aBA− − ∂−(∇µaµ+A) + ∂A(∇µaµ+−) (4.60)

S+AB = gµν∂µ∂νa−AB − ∂−(∇µaµAB) + ∂A(∇µaµ−B)− ∂B(∇µaµ−A) (4.61)

S−AB = gµν∂µ∂νa+AB − g++S
+AB

+ {[(∂Ag++)(∂−a−+B) + ∂A(∇µaµ+B)− ∂A (aEB−∂Eg++)]− [A↔ B]}

−(∂Dg++)δFD−AB − µ
η̃

24
ε−ABµ4...µ7123+δFµ4...µ7 (4.62)

SABE = gµν∂µ∂νaABE − (∂Ag++)(∂−a−BE)− (∂Bg++)(∂−a−EA)− (∂Eg++)(∂−a−AB)

−∂A(∇µaµBE)− ∂B(∇µaµEA)− ∂E(∇µaµAB)− µ
η̃

24
εABEµ4...µ7123+δFµ4...µ7

(4.63)

Notice that Sµ1µ2µ3 contains ∇µaµρλ and its derivatives. Those terms correspond to

the gauge freedom for the three-form gauge potential. One could use the “Lorentz

gauge” where ∇µaµρλ = 0. But for the sake of generality, let’s leave the gauge choice

for the three-form arbitrary.
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Now that we have collected the expressions for the various tensors, we are ready

to diagonalize the field equations. Recall that the Einstein equation is

−1

2
∇σ∇σh̄µν +Kµν +Qµν −Nµν − Lµν = κ2

11[Tµν ]S (4.64)

and the Maxwell equation is

Zµ1µ2µ3 + Sµ1µ2µ3 = Jµ1µ2µ3 (4.65)

The right-hand sides of these equations are given by specifying the source that we

consider (recall that the three-form current J is of order κ2
11), hence we only need to

concentrate on diagonalizing the left-hand sides.

As will be seen shortly, it is useful to define “level” for tensors: lower +/upper

− indices contribute +1 to the level; lower −/upper + indices contribute −1 to

level; and the upper A/lower A indices contribute zero to the level. We shall see

that the field equations should be solved in ascending order of their levels. The

following is the detailed prescription of the diagonalization procedure. Let us use the

shorthand notation (E.E.)µν for the lower (µν) component of the Einstein equation,

and (M.E.)µ1µ2µ3 for the upper (µ1µ2µ3) component of the Maxwell equation.

• at level −2

The only field equation at this level is (E.E.)−−, which reads, upon using the

expressions of the various tensors ∇σ∇σh̄µν , Kµν , Qµν ... etc., that we’ve given above

−1

2
gµν∂µ∂ν h̄−− +Q−− = κ2

11[T−−]S (4.66)

This equation can be immediately solved for h̄−− after specifying the source term and

the gauge choice term Q−−.

• at level −1

We have (E.E.)−A, which reads

−1

2

[
gµν∂µ∂ν h̄−A − (∂Ag++)(∂−h̄−−)

]
+Q−A = κ2

11[T−A]S (4.67)
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which can now be solved for h̄−A, using the h̄−− found previously. Also at this level

is (M.E.)+AB, which reads,

gµν∂µ∂νa−ij − ∂−(∇µaµij) + ∂i(∇µaµ−j)− ∂j(∇µaµ−i) + µεijk(∂−h̄−k − ∂kh̄−−) = J+ij

gµν∂µ∂νa−ib − ∂−(∇µaµib) + ∂i(∇µaµ−b)− ∂b(∇µaµ−i) = J+ib

gµν∂µ∂νa−bc − ∂−(∇µaµbc) + ∂b(∇µaµ−c)− ∂c(∇µaµ−b) = J+bc (4.68)

from which we can find a−AB, upon specifying the gauge choice ∇µaµρλ for the three-

form and using the h̄−A and h̄−− found previously.

• at level 0

At this level we have (E.E.)+−, (M.E.)+−A, (E.E.)AB, and (M.E.)ABE.

(E.E.)+− is of the form

−1

2
gµν∂µ∂ν h̄+− = known terms (4.69)

(From now on, we will not bother writing down the detailed equations; “known terms”

refers to the gauge choice terms Qµν , ∇µaµρλ, source terms, and terms containing pre-

viously found h̄µν ’s and aµνρ’s, one can write those down by looking up the expressions

given earlier for the various tensors.) Hence solving it we get h̄+−. Solving (M.E.)+−A

gives a−+A.

(E.E.)AB and (M.E.)ABE are coupled, so a little more work is needed. The

following are the details. First notice that the only unknown in (M.E.)bce is abce, hence

solving this equation we find abce ((M.E.)bce contains the usual term gµν∂µ∂νabce and

also a term of the form ∂−adfg which comes from the F ∧F in the Maxwell equation,

hence it is not quite a Laplace equation. But, that being said, one shouldn’t have

any difficulty solving it.)

(M.E.)ibc is of the form gµν∂µ∂νaibc = known terms, solving which gives aibc.
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(M.E.)ijb and (E.E.)kb are coupled in the following manner

gµν∂µ∂νaijb + µεijk∂−h̄kb = known terms

−1

2
gµν∂µ∂ν h̄kb +

1

4
µεklm∂−almb = known terms (4.70)

Decoupling these two equations are quite easy. Let us take a12b and h̄3b as the repre-

sentative case. One sees that these two equations can be recombined to give

(gµν∂µ∂ν + iµ∂−)(h̄3b + ia12b) = known terms

(gµν∂µ∂ν − iµ∂−)(h̄3b − ia12b) = known terms (4.71)

Solving these equations gives (h̄3b + ia12b) and (h̄3b − ia12b), and in turn h̄3b and a12b.

(M.E.)ijk is coupled to (E.E.)ij and (E.E.)bd through the quantityH ≡ 2
3

∑3
i=1 h̄ii−

1
3

∑9
a=4 h̄aa in the following manner

gµν∂µ∂νa123 + µ∂−H = known terms

−1

2
gµν∂µ∂ν h̄ij +

1

2
µδij∂−a123 = known terms

−1

2
gµν∂µ∂ν h̄bd −

1

2
µδbd∂−a123 = known terms (4.72)

Combining the last two equations gives

−gµν∂µ∂νH + 4µ∂−a123 = known terms (4.73)

Recombining this with first equation, we get

(gµν∂µ∂ν + 2iµ∂−)(H + 2ia123) = known terms

(gµν∂µ∂ν − 2iµ∂−)(H − 2ia123) = known terms (4.74)

solving which individually gives H and a123. Using the obtained expression for a123

one can then find h̄ij and h̄bd. Thus we are done with (E.E.)AB and (M.E.)ABE.

• at level 1
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(M.E.)−AB is of the form gµν∂µ∂νa+AB = known terms, solving which gives a+AB.

(E.E.)+A is of the form −1
2
gµν∂µ∂ν h̄+A = known terms, solving which gives h̄+A.

• at level 2

(E.E.)++ is of the form −1
2
gµν∂µ∂ν h̄++ = known terms, solving which gives h̄++.

Thus we have completely diagonalized the whole set of Einstein equations and Maxwell

equations!

Let us use � to denote gµν∂µ∂ν (which we call the Laplacian). In Appendix E we

discuss the Green’s function of �̃, the Fourier transform of � along x−. Since it does

not have x+ dependence, this Green’s function is different from the scalar propagator

discussed in [55], which has a closed form expression.

In Appendix F we give the expression for h−− (again Fourier transformed along

the x− direction) when the source is a membrane which is a sphere in the first three

transverse directions, a point at the origin of the other six transverse directions, and

moving along the trajectory X+ = σ0, X− = 0, in the near-membrane limit (see

Appendix F for what is meant by the “near-membrane limit”). In that case h−− has

the form of a massive scalar Green’s function in seven-dimensional Euclidean space,

with its “mass” proportional to the k− that the graviton carries. Plugging this h−−

into (4.34) gives the v4 term of the light cone Lagrangian of a probe membrane in

the PP-wave background perturbed by this spherical source membrane, in the case

when every point on the probe membrane is in the near-membrane limit with respect

to the source membrane.

4.3 Two Graviton Interaction Without M-momentum

Transfer—Supergravity Computation

Completing our investigation of the gauge/gravity duality appearing in two graviton

interactions without M-momentum transfer in a PP-wave, the content of this section

is basically taken from the computation on the supergravity side given in [21]. This
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is an application of the general formalism developed in Sections 4.1 and 4.2, although

since [21] was done before the writing up of this thesis, the following differs from the

general formalism in some nonessential details, e.g., it solves for hµν instead of h̄µν ,

and the term “level” is not mentioned explicitly. (The “solving the field equations in

ascending order of the level” pattern can be very easily recognized though.) Because

there is no M-momentum transfer in this application, many terms containing ∂− which

couple different equations simply disappear, making the diagonalization easier.

To find the two-body effective action, one only needs to solve for the metric

perturbation caused by the source graviton at the linear order (∼ κ2
11). The action is

given by

S = SG + SA + SP (4.75)

SG is the Einstein action for the metric, given by

SG =
1

κ2
11

∫
d11x

√
|g|R (4.76)

SA is the action for the three-form, given by

SA = − 2

κ2
11

∫
d11x

{ √
|g|

2 · 2 · 4!
F µνλξFµνλξ +

η̃

12

1

3!(4!)2
εµ1...µ11Aµ1µ2µ3Fµ4...µ7Fµ8...µ11

}
(4.77)

SP is the action for the source graviton (the subscript P means “particle”), given by

SP = CP
1

2

∫ +∞

−∞
dξ

(
1

β(ξ)
gµν(y)

dyµ

dξ

dyν

dξ
− β(ξ)m2

)
(4.78)

with CP being some constant.

The above action gives the equations of motion for the metric, the three-form

field, and the source graviton, listed below.

The Einstein equation is

Rµν −
1

2
Rgµν = κ2

11

(
[Tµν ]A + [Tµν ]P

)
(4.79)
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The Maxwell equation is

∂µ

(√
|g|F µνλξ

)
− η̃

1152
ενλξρ1...ρ8Fρ1...ρ4Fρ5...ρ8 = 0 (4.80)

The geodesic equation is
d2yµ

dξ2
+ Γµρν(y)

dyρ

dξ

dyν

dξ
= 0 (4.81)

[Tµν ]A and [Tµν ]P are the stress tensors obtained by varying SA and SP with respect

to the metric

[Tµν ]A =
1

12κ2
11

(
FµλξρF

λξρ
ν − 1

8
gµνF

ρσλξFρσλξ

)
(4.82)

[Tµν ]P (x) =
CP
2

1√
|g(x)|

gµρ(x)gνλ(x)

∫ +∞

−∞
dξ

1

β(ξ)

dyρ(ξ)

dξ

dyλ(ξ)

dξ
δ(11)(x− y(ξ))

(4.83)

Setting CP to zero means the absence of the source graviton. In this case, a

solution to the above equations of motion is the 11-D PP-wave background. Recall

that the metric gµν and the four-form field strength of the unperturbed 11-D PP-wave

background are given by

g+− = 1, g++ = −µ2

[
1

9

3∑
i=1

(xi)2 +
1

36

9∑
a=4

(xa)2

]
, gAB = δAB (4.84)

F123+ = µ (4.85)

As before, in our conventions, µ, ν, ρ, . . . take the values +,−, 1, . . . , 9; A,B,C, . . .

take the values 1, . . . , 9; i, j, k, . . . take the values 1, . . . , 3; and a, b, c, . . . take the

values 4, . . . , 9

The introduction of a source graviton, i.e., a non-zero CP , perturbs the above

PP-wave solution to

gµν −→ gµν + hµν ≡ Gµν ; Fµνρσ −→ Fµνρσ + fµνρσ (4.86)

It suffices to solve the geodesic equation at the zeroth order of CP , which gives a
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solution

x+ = ξ, x− = 0, xA = 0 (4.87)

and the corresponding stress tensor of the source graviton is then

[Tµν ]P (x) = p+gµ+gν+δ(x
−)

9∏
A=1

δ(xA) (4.88)

where p+ = CP

2β0
is just the p− of the source graviton (note that β(ξ) is a constant

β0 for a geodesic) and in what follows we will use p+ instead of CP . Note that the

order of κ2
11 is the same as the order of p+. Also note that the only non-vanishing

component of [Tµν ]P is [T−−]P = p+δ(x−)
∏9

A=1 δ(x
A).

In what follows we will integrate everything over the x− direction, thus getting rid

of δ(x−) and derivatives with respect to x−. On the Matrix theory side, the effective

potential was only computed up to 1-loop. In supergravity language, that means we

are only looking at order κ2
11. To find the effective potential on the supergravity side

up to this order, we need only the linearized (i.e., to the linear order of p+) Einstein

equation and Maxwell equation.

We consider static solutions which have no x+ dependence. Also, we restrict our

attention to metric and gauge field perturbations that go to zero at infinity. The

linearized Einstein equation in 11 dimension is

δRµν = κ2
11

[
δTµν +

1

9
gµν
(
Tαβhαβ − gαβδTαβ

)]
≡ Tµν (4.89)

where the perturbation to the total stress tensor is given by

δTαβ = [δTαβ]A + [Tαβ]P (4.90)

[δTαβ]A is the perturbation to the stress tensor of the gauge field, which is to be

expressed in terms of the perturbation to the field strength.

First look at the (−−) component of the Einstein equation, which is
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δR−− = −1

2

9∑
A=1

∂2h−−
∂xA∂xA

(4.91)

and

T−− = κ2
11δT−− = κ2

11 [T−−]P = κ2
11p

+

9∏
A=1

δ(xA) (4.92)

where [δT−−]A = 0 (as can be readily verified) has been used. This gives

h−− =
κ2

11p
+

π4

15

16

1

|~x|7
(4.93)

where we use ~x to denote the nine-dimensional vector in the transverse directions.

The (−A) component of the Einstein equation is

δR−A = −1

2

9∑
B=1

∂2h−A
∂xB∂xB

+
1

2

9∑
B=1

∂2h−B
∂xA∂xB

(4.94)

and

T−A = 0 (4.95)

which gives

h−A = 0 (4.96)

Now we look at the linearized Maxwell equation, in terms of the gauge potential

perturbation aµνρ (note fλµνρ = ∂λaµνρ − ∂µaνρλ + ∂νaρλµ − ∂ρaλµν). We choose to

work in the “Lorentz gauge” where
∑9

D=1 ∂DaµνD = 0. The upper (AB+) component

of the Maxwell equation gives

9∑
D=1

∂2
DaAB− −

9∑
D=1

∂D [h−−FDAB+] = 0 (4.97)
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Using the expression for h−− that we just found, we have

aij− =
µκ2

11p
+

π4

15

32

3∑
k=1

εijk
xk

|~x|7
(4.98)

while all other aAB−’s vanish. Hence we find that the field strength is

f−ijk =
µκ2

11p
+

π4

15

32
εijk

[
7

∑3
i=1(x

i)2

|~x|9
− 3

1

|~x|7

]

f−ijb =
µκ2

11p
+

π4

15

32

3∑
k=1

εijk

[
7
xkxb

|~x|9

]
(4.99)

Next consider the upper (ABC) component of the Maxwell equation. Using the

fact that h−A = 0 and aAB− = 0 except for aij−, we have

9∑
D=1

∂2
DaABC = 0 (4.100)

hence, all aABC = 0. Now the (A+−) component. Using h−A = 0 we get

9∑
D=1

∂2
DaA−+ = 0 (4.101)

thus aA−+ = 0. Now we go back to look at the (+A) component of the Einstein

equation. Using h−A = 0, we get

δR+A = −1

2

9∑
B=1

∂2h+A

∂xB∂xB
+

1

2

9∑
B=1

∂2h+B

∂xA∂xB
(4.102)

Using aA−+ = 0, aABC = 0, and h−A = 0, we get

T+A = 0 (4.103)

So we conclude that

h+A = 0 (4.104)
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Now consider the (+−) component of the Einstein equation

δR+− = −1

2

9∑
A=1

∂2h+−

∂xA∂xA
+

1

2

9∑
A=1

∂g++

∂xA
∂h−−
∂xA

(4.105)

and

T+− =
1

6

(
µ2h−− − µf−123

)
(4.106)

In writing T+−, we made use of the following equations

[δT+−]A =
µ2

4κ2
11

h−−

[δTij]A =
1

4κ2
11

δij
(
−2µf−123 − µ2h−−

)
[δTbc]A =

1

4κ2
11

δbc
(
2µf−123 + µ2h−−

)
[δTib]A = − µ

4κ2
11

3∑
j,k=1

εijkf−jkb (4.107)

Solving the (+−) component of the Einstein equation, we get

h+− = −µ
2κ2

11p
+

π4

[
5

64

∑3
i=1(x

i)2

|~x|7
+

1

192

1

|~x|5

]
(4.108)

The (AB) component of the Einstein equation reads

δRAB = −1

2

[
9∑

C=1

∂2hAB
∂xC∂xC

−
9∑

C=1

∂2hAC
∂xB∂xC

−
9∑

C=1

∂2hBC
∂xA∂xC

+
9∑

C=1

∂2hCC
∂xA∂xB

+ 2
∂2h+−

∂xA∂xB

]

+
1

4

[
2h−−

∂2g++

∂xA∂xB
+ 2g++

∂2h−−
∂xA∂xB

+
∂g++

∂xA
∂h−−
∂xB

+
∂g++

∂xB
∂h−−
∂xA

]
(4.109)
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and

Tij = − 1

3
δij
(
2µf−123 + µ2h−−

)
Tbc =

1

6
δbc
(
2µf−123 + µ2h−−

)
Tib = − µ

4

3∑
j,k=1

εijkf−jkb (4.110)

So far the need to make a gauge choice for the metric has not arisen. Now to

solve for hAB we must make a gauge choice for the metric. Let Gρσ and Γµρσ denote

the complete inverse metric and Christoffel symbol, respectively (by “complete”, we

mean they include both the unperturbed and perturbed part). We shall fix the gauge

by specifying GρσΓµρσ.

As can be easily verified,

GρσΓ+
ρσ =

9∑
C=1

∂Ch−C = 0

GρσΓ−ρσ =
9∑

C=1

(−h−C∂Cg++ + ∂Ch+C − g++∂Ch−C) = 0

GρσΓAρσ =
9∑

C=1

∂ChAC −
1

2
∂A

(
9∑

C=1

hCC + 2h+− − g++h−−

)
(4.111)

so we need to specify GρσΓAρσ to fix the gauge. Using the above expressions for GρσΓAρσ,

we can rewrite δRAB as

δRAB = −1

2

[
9∑

C=1

∂2hAB
∂xC∂xC

−
∂
(
GρσΓAρσ

)
∂xB

−
∂
(
GρσΓBρσ

)
∂xA

+
1

2

(
∂g++

∂xA
∂h−−
∂xB

+
∂g++

∂xB
∂h−−
∂xA

)]
(4.112)

In general relativity one often uses the “harmonic gauge”, where one setsGρσΓAρσ =

0 (which is satisfied by the unperturbed PP-wave background). Here, however, we

shall opt for a different gauge.
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As derived in the Appendix C, the effective potential is given by

Veff =
Np

R

{
1

2

[
v2 + g++ + h++ + g++

(
1

4
g++h−− − h+−

)
+
∑
A

[2h+A − h−A(v2 + g++)]vA +
∑
A,B

hABv
AvB

]

+
1

8
h−−v

4 − 1

2
v2

(
h+− −

1

2
g++h−−

)}
(4.113)

where Np is the number of D0-branes forming the probe graviton, and vA ≡ ẋA,

v2 ≡
∑9

A=1(v
A)2. As h+A, h−A all vanish, they simply drop out of the effective

potential.

The computation on Matrix theory side in section 3.3.6 tells us that in the effective

potential there are no terms of the form vavb for a 6= b, nor are there terms of the

form viva. This suggests we choose the gauge such that hab ∝ δab, and hia = 0. To

make hab ∝ δab, we set

GρσΓaρσ =
1

2
h−−∂ag++ (4.114)

then, to make hia = 0, we set

∂b
(
GρσΓiρσ

)
=

1

2
∂ig++∂bh−− −

µ

2
εijkf−jkb (4.115)

which implies

GρσΓiρσ =
35

96

µ2κ2
11p

+

π4

xi

|~x|7
(4.116)

Note that the above expression makes the gauge different from the “Lorentz gauge”

where all the qµ’s vanish (see Section 4.2). Hence our gauge is something in between

the harmonic gauge and the Lorentz gauge. In this gauge, the Einstein equation gives

hab = δab
µ2κ2

11p
+

π4

1

96

[
15

2

∑3
k=1(x

k)2

|~x|7
− 1

|~x|5

]
(4.117)
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hij = δij
µ2κ2

11p
+

π4

1

96

[
−15

∑3
k=1(x

k)2

|~x|7
+

1

2

1

|~x|5

]
+
µ2κ2

11p
+

π4

15

64

xixj

|~x|7
(4.118)

Now let us look at the upper (AB−) component of the Maxwell equation. It gives

the following equations

9∑
D=1

∂2
Daij+ − g++

9∑
D=1

∂2
Daij− −

9∑
D=1

∂Dg++ (∂Daij− + ∂iajD− + ∂jaDi−)

+µ
3∑

k=1

εijk

{
−

9∑
D=1

∂DhDk +
3∑

m=1

(∂mhmk − ∂khmm) + ∂k

[
1

2

(
g++h−− +

9∑
D=1

hDD

)]}
= 0

9∑
D=1

∂2
Dabc+ = 0

9∑
D=1

∂2
Daib+ = 0 (4.119)

Solving them gives

aij+ =
µ3κ2

11p
+

π4

(
3∑

k=1

εijkx
k

)
1

384 |~x|7

[
−29

3∑
m=1

(xm)2 +
9∑

a=4

(xa)2

]
abc+ = 0

aib+ = 0 (4.120)

Hence the field strength is given by

f+ijk =
µ3κ2

11p
+

π4
εijk

1

384 |~x|9

[
−58

3∑
m=1

(xm)2 − 3
9∑

a=4

(xa)2 + 149
3∑

m=1

(xm)2 ·
9∑

a=4

(xa)2

]

f+ijb =
µ3κ2

11p
+

π4

(
3∑

k=1

εijkx
k

)
5

384

xb

|~x|9

[
−41

3∑
m=1

(xm)2 +
9∑

a=4

(xa)2

]
(4.121)

As can be easily checked, all the aµνρ we have found indeed satisfy the Lorentz gauge.
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Finally, we consider the (++) component of the Einstein equation

δR++ = − 1

2

9∑
A=1

∂2
Ah++ +

1

2

9∑
A,B=1

∂Ag++∂BhAB −
1

4

9∑
A,B=1

∂Ag++∂AhBB

+
1

2

9∑
A,B=1

hAB∂A∂Bg++ +
1

2

9∑
A=1

∂Ag++∂Ah+− +
1

4

9∑
A=1

g++∂Ag++∂Ah−−

− 1

4

9∑
A=1

h−− (∂Ag++)2 (4.122)

and

T++ = − µ

2

(
2f+123 + µ

3∑
i=1

hii

)
+
µ

6
g++ (2f−123 + µh−−) (4.123)

From this we find

h++ =
µ4κ2

11p
+

π4

1

6912 |~x|7

116

[
3∑
i=1

(xi)2

]2

+ 2

[
9∑

a=4

(xa)2

]2

− 17
3∑
i=1

(xi)2 ·
9∑

a=4

(xa)2


(4.124)

To summarize, the nonzero components of the metric perturbation are h−− [eqn.

(4.93)], h+− [eqn. (4.108)], hab [eqn. (4.117)], hij [eqn. (4.118)], and h++ [eqn.

(4.124)]; and the nonzero components of the field strength perturbation are f−ijk, f−ijb

[eqn. (4.99)], and f+ijk, f+ijb [eqn. (4.121)].

Substituting the expressions for the metric into our formula for Veff in eqn. (4.113),

averaging hµν over x− (i.e., dividing by 2πR), and noting that κ2
11 = 16π5

M9 , p+ = Ns

R
,
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we find

Veff =
Np

2R
(v2 + g++) +

15

16

NpNs

M9R3

v4

|~x|7

+
µ2NpNs

R3M9

{[
− 1

96

1

|~x|5
− 15

32

(x1)2 + (x2)2 + (x3)2

|~x|7

] 3∑
i=1

(vi)2 +
15

16

∑3
i,j=1 x

ixjvivj

|~x|7

+

[
− 7

96

1

|~x|5
+

15

32

(x1)2 + (x2)2 + (x3)2

|~x|7

] 9∑
a=4

(va)2

}

+
µ4NpNs

R3M9

1

768 |~x|7

32

[
3∑
i=1

(xi)2

]2

+

[
9∑

a=4

(xa)2

]2

− 12
3∑
i=1

(xi)2 ·
9∑

a=4

(xa)2


(4.125)

Comparison of the above formula with eqn. (3.100) on the Matrix theory side shows

exact agreement.

We would like to emphasize the approximation involved once again. We treated

the source graviton as a perturbation to the exact PP-wave background, and the

calculation was performed to first order in p+. However, the solution that we found

for these linearized equations is exact in µ.

So, we have finished our comparison of the effective potentials describing two gravi-

ton interactions on the gauge theory side and the supergravity side, and have found

precise agreement at order κ2
11, up to quantum corrections at short distances. Let us

make a few comments on our result: our result at order µ2 agrees with Taylor and

Van Raamsdonk’s proposal in [6] for Matrix theory in a weakly curved background up

to linear terms. As mentioned in their discussion, their proposal is proven only in the

case where the background is produced by well-defined Matrix theory configurations.

This is not the case for the PP-wave background, so their proposal for the Matrix

theory in this background, while convincing, is not a proven fact. Thus, the result

at µ2, i.e., terms linear in the background, can be treated as additional evidence for

their proposal, similar to the explicit calculation in [7], this time with a nontrivial

g++ metric component.

The result at order µ4 is beyond linear order in the background, and hence is a
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new result. In fact, our calculation explicitly shows that there are no higher powers

of µ in the effective action of the supergravity side at the order κ2
11. On the Matrix

theory side, higher powers of µ are also not expected for long distances. When they

do appear, they are always accompanied by higher powers of α/r2, which indicates

that they are corrections to supergravity at short distances. However, as it stands,

the corrections for velocity dependent terms are unreliable because they are computed

using the sum over mass formula, which is exact only for terms independent of velocity

or terms proportional to κ2
11, as is shown in the Appendix B. Evaluating these

corrections exactly requires going beyond the sum over mass formula, and an efficient

way of handling the mass matrix will be of use.

As pointed out by [56, 57], Matrix theory in a generic curved background is not

expected to agree with supergravity. In the PP-wave case, however, we do find precise

agreement as has been shown above. This is likely to be a result of the large number of

supersymmetries of the PP-wave background, or in other words, we can say that this

agreement predicts the existence of a supersymmetric nonrenormalization theorem.

This leads us naturally to the discussion in Chapter 5.
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Chapter 5

Supersymmetric
Nonrenormalization Theorems

The role of supersymmetric nonrenormalization theorems in Matrix theory has been

crucial from the very beginning (see [2]). As a matter of fact, they are very likely

to be the reason why the two theories, namely, gauge theory and supergravity, with

disparate regions of validity (see Subsection 3.3.2), would give agreement in the first

place.

The most convincing way to address this issue is brute force evaluation of higher

loop contributions, as [14] did in showing that there is no correction to the v4 term

from two-loops in the context of graviton scattering in flat space. An alternative ap-

proach is to proceed without using detailed knowledge of the underlying theory. One

wants to see how sixteen supersymmetries alone, together with the SO(9) invariance of

the transverse part of the flat space metric, and CPT invariance, would constrain the

effective Lagrangian. Amazingly, to the v4 order these global symmetries completely

fix the effective Lagrangian, up to an overall constant. This approach was pioneered

by [31], whose argument we will briefly review below. See also [32, 33, 34, 35, 36, 37].

In [31]’s notation, the bosonic part of the effective action can take the general

form

Sboson =

∫
dt(f1(r)v

2 + f2(r)v
4 + higher derivative terms) (5.1)

and one then uses supersymmetries to constrain the functions f1(r), f2(r).
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At order v2, the supersymmetry transformations can be written in the form

δxi = −iεγiψ, δψ = γiviε+Mε (5.2)

where the matrix M contains v and two fermions. The closure of the above super-

symmetry transformations then requires M to vanish, which in turn implies that f1

must be a constant, which one normalizes to 1
2
. Hence adding the fermions the action

at this order takes the form

S1 =

∫
dt

(
1

2
v2 + iψψ̇

)
(5.3)

At the v4 order, the bosonic action can be written in the form

S2 =

∫
dt
(
f

(0)
2 (r)v4 + ...+ f

(8)
2 (r)ψ8

)
(5.4)

where the ellipsis stands for v3ψ2, v2ψ4, and vψ6 terms.

The supersymmetry variation in general mixes terms with different numbers of

fermions. However, the “top” term, i.e., the eight-fermion term, provides some sim-

plifying clues. Its variation is

δ(f
(8)
2 (r)ψ8) = δf

(8)
2 (r)ψ8 + f

(8)
2 (r)δψ8 (5.5)

where the first term is the only one that contains nine fermions, and thus does not

mix with other terms. Hence this nine-fermion term must vanish by itself.

After the use of Fierz identities, the most general eight-fermion term of the effec-

tive Lagrangian can be written as

(ψγijψψγjkψψγlmψψγmnψ)(g1(r)δinδkl + g2(r)δklxixn + g3(r)xixkxlxn) (5.6)

As argued earlier, the nine-fermion term in the supersymmetry variation of the above

expression should vanish. Upon applying the operators γqac
d
dψc
∂q and γqac

d
dψc
xq to the
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nine-fermion variation, one gets a set of coupled differential equation for the g’s,

whose solution is, unique up to a constant c

g1(r) =
2

143

c

r11
, g2(r) = − 4

13

c

r13
, g3(r) =

c

r15
. (5.7)

This gives precisely the same eight-fermion Lagrangian, up to the overall constant,

as obtained in [58] by an explicit loop computation. The other terms with differ-

ent numbers of fermions in the order v4 action S2 can be further determined using

the eight-fermion result obtained above; for details of that calculation see [34]. In

the above proof(s) of supersymmetric nonrenormalization theorems, there are sub-

tleties related to higher derivative terms and integration by parts. After taking those

subtleties into account, one finds that the result is unaffected [37].

It is natural to ask whether we can give a similar proof of the supersymmet-

ric nonrenormalization theorem in the 11-D PP-wave. The 11-D PP-wave has a

non-vanishing g++ component which breaks the transverse SO(9) symmetry into

SO(3)×SO(6). As pointed out by [34] in their discussion section, when the SO(9) is

broken, the v4 order effective action should take a form similar to that in flat space,

with the coefficient function f(~x) for the v4 term now being a harmonic function of

the nine-vector ~x, not just its length r, and the coefficient functions of the two, four,

six, eight fermion terms being given by partial derivatives ∂i...∂kf(~x). Unlike in the

SO(9) invariant case, where supersymmetry constraints lead to ordinary differential

equations with respect to r, now one has to solve partial differential equations with

respect to ~x. One would expect that this requires substantially more work. For ex-

ample, one could introduce the dimensionless quantity ρ/z which is the ratio between

the SO(3) radius and the SO(6) radius, and the functions’ dependence on ρ/z would

not be so easy to determine. Simplifying facts could appear after scrutinizing the

system carefully enough, and it would be an interesting project to give a proof of the

supersymmetric nonrenormalization theorem in 11-D PP-wave.
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Chapter 6

Conclusion and Discussion

Gauge/gravity duality for M theory in flat and almost flat (i.e., weakly curved) back-

grounds has been investigated extensively, and nice agreements have been found. In

generic curved backgrounds, things are less clear, and we certainly want to under-

stand them better. The two graviton results reported in this thesis can be regarded

as a step in this direction.

We hope that our ongoing investigation of membrane interactions will shed some

new light on M theory in generic curved backgrounds in the case of nonzero M-

momentum transfer. There are also many other directions that are very natural to

explore. One of them is going away from the Penrose limit towards M theory in the

full AdS×S, in the spirit of [59], which is in the IIB string context. To be more spe-

cific, we can add 1/R corrections (R→∞ in the Penrose limit) to the Matrix theory

proposed by [10] and investigate the dynamics of that model. Another direction is

M theory in backgrounds with fewer supersymmetries, e.g., those preserving sixteen

supersymmetries considered in [27]. Since supersymmetric nonrenormalization the-

orems seem to be crucial for the gauge/gravity duality, those backgrounds that are

not maximally supersymmetric should teach us something valuable. Finally, in this

thesis we have restricted our attention to one loop in the gauge theory and linearized

supergravity. In the future we will try to push our computation to higher loops and

nonlinear supergravity.



98

Appendix A

Proof of Invariance of Lnonabelian
under Sixteen Supersymmetries

In this appendix we prove that the action Lnonabelian given in eqn. (3.48) is invariant

under sixteen supersymmetries. The supersymmetry transformation given in eqn.

(3.49) can be written as

δ = δε + δΛ0 (A.1)

where δε is the part containing ε, and δΛ0 is the compensating gauge transformation

part containing Λ0. So we have

δLnonabelian = δεLnonabelian + δΛ0Lnonabelian (A.2)

As we will see in the following, it makes the proof neater to separate the supersym-

metry variation δLnonabelian into δεLnonabelian and δΛ0Lnonabelian at the very beginning.

Carrying out the variation explicitly, we find

δΛ0Lnonabelian = −Ẏ i
m({ ˙(Λ0)m, x

i}+ gfmnp ˙(Λ0)nY
i
p )

−Ẋa
m(gfmnp ˙(Λ0)nX

a
p )−

ig

p+
fmnp ˙(Λ0)nΨ

T
pΨm (A.3)

Deriving the result given in eqn. (A.3) involves some algebra. For example, to show

that the g3Y 4 term which arises from δΛ0(F
k
m)2 vanishes, one has to deal with the
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product of three structure constants and use the Jacobi identity for the structure

constants. We do not present the details of the derivation here, because the form of

(A.3) is what one would expect, in two aspects. Firstly, it only depends on the time-

derivative of Λ0. The reason is, if Λ0 were time-independent, δΛ0 would just be a usual

time-independent gauge transformation of the form eqn. (3.46) with Λm = − 1
p+

(Λ0)m,

and we have already shown that Lnonabelian is invariant under time-independent gauge

transformations. Secondly, it only contains g0 and g1 powers, but not g2 and g3 terms

(recall that Lnonabelian has order g2 terms, and δΛ0 has order g terms, so potentially

δΛ0Lnonabelian could have up to g3 order terms). The reason is, terms containing the

time-derivative of Λ0 come purely from δΛ0(Ẏ
i
m)2, δΛ0(Ẋ

a
m)2, and δΛ0(Ψ

T
mΨ̇m), so are

only of orders g0 and g1. Order g2 and g3 terms only contain Λ0 not acted on by time-

derivative, and must vanish, because Lnonabelian is invariant under time-independent

gauge transformations order by order in g.

Now let us show that δLnonabelian vanishes order by order in g (of course, what we

really mean is it vanishes up to total derivatives; in what follows we drop the total

derivative terms).

δLnonabelian = (δLnonabelian)
(0) + (δLnonabelian)

(1) + (δLnonabelian)
(2) + (δLnonabelian)

(3)

(A.4)

with the superscript denoting the power of g it contains. Also, as in the abelian case,

we always move the time-derivative and Poisson bracket (spatial-derivative) to act on

the boson through integration by parts. (δLnonabelian)(0) = 0 since this is just a sum

of copies of the variation of the abelian Lagrangian.

Let us first consider (δLnonabelian)
(3). (We will return to the g2 and g1 terms

afterwards.) Eqn. (A.3) already tells us that (δΛ0Lnonabelian)
(3) = 0. Also, easily seen

δεLnonabelian does not contain any order g3 terms. Hence (δLnonabelian)
(3) = 0.

Next, let us consider (δLnonabelian)
(2). Here eqn. (A.3) again gives (δΛ0Lnonabelian)

(2) =

0, so the contribution comes purely from (δεLnonabelian)
(2). There are four types of

terms in it, which we write schematically as X3εΨ, Y X2εΨ, Y 2XεΨ, and Y 3εΨ, and
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in what follows we’ll write these structures as subscripts to denote the relevant types

of variation of the Lagrangian.

First look at the X3εΨ terms. These come from the variation of two terms in the

Lagrangian, one being the Yukawa term ΨXΨ, the other being the (F ab)2 term. It is

given by

(δLnonabelian)
(2)

X3εΨ =
ig2

2p+
fmnpfmrsXa

rX
b
s(γ

aγb)αβεβγ
c
αλX

c
nΨλp

− ig2

2p+
fmnpXa

nX
b
pf

mrs(εαγ
a
αβΨβr)X

b
s

− ig2

2p+
fmnpXa

nX
b
pf

mrsXa
r (εαγ

b
αβΨβs)

=
ig2

4p+
fmspfmnrXa

rX
b
sX

c
nε
TγaγbγcΨp (A.5)

where to get to the last line we have renamed indices at various places and also used

the Jacobi identity of the gauge group structure constants. This vanishes because

fmspfmnrXa
rX

b
sX

c
nγ

aγbγc

(by using the Jacobi identity for the structure constants)

= −(fmnpfmrs + fmrpfmsn)Xa
rX

b
sX

c
nγ

aγbγc

(renaming n↔ s, b↔ c in the 1st term, and r ↔ s, a↔ b in the 2nd term)

= −fmspfmrnXa
rX

c
nX

b
sγ

aγcγb − fmspfmrnXb
sX

a
rX

c
nγ

bγaγc

= −2fmspfmrnXa
rX

b
nX

b
sγ

a + fmspfmrnXa
rX

c
nX

b
sγ

aγbγc

−2fmspfmrnXa
sX

a
rX

c
nγ

c + fmspfmrnXb
sX

a
rX

c
nγ

aγbγc

(the two terms with only one gamma matrix cancel

upon renaming n↔ r in the 2nd of them)

= −2fmspfmnrXa
rX

b
sX

c
nγ

aγbγc = 0 (A.6)

Thus we have shown (δLnonabelian)
(2)

X3εΨ = 0.

(δLnonabelian)
(2)

Y 3εΨ = 0 by manipulations similar to the above.

Now look at Y X2εΨ terms. These come from the variations of three terms in the
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Lagrangian, one being the Ψξ term, one being the (F ia)2 term, and the other being

the Yukawa term ΨXΨ. We have

(δLnonabelian)
(2)

Y X2εΨ = − ig2

2p+
fmnpfmrsY i

rX
a
nX

b
pε
TγaγbγiΨs

− ig2

p+
fmnpfmrsY i

nX
a
pX

a
s ε
TγiΨr

+
ig2

p+
fmnpfmrsY i

nX
a
pX

b
sε
TγiγaγbΨr

(renaming the indices to bring the fields into the same form

and then using the Jacobi identity)

= 0 (A.7)

(δLnonabelian)
(2)

Y 2XεΨ = 0 by similar steps.

So we have shown that (δLnonabelian)
(2) = 0.

Next consider (δLnonabelian)
(1). At this order we have contributions from both

(δΛ0Lnonabelian)
(1) and (δεLnonabelian)

(1). There are: terms containing µ, µX2εΨ, µY 2εΨ,

µY XεΨ; terms containing a Poisson bracket, {x,X}XεΨ, {x, Y }Y εΨ, {x,X}Y εΨ,

{x, Y }XεΨ; terms containing a time-derivative, ẊXεΨ, Ẏ Y εΨ, ẊY εΨ, Ẏ XεΨ; terms

containing four spinors, εΨ3. Compared with g2 order, g1 order is more straightfor-

ward because structure constants only appear once in each term, hence it doesn’t

involve the Jacobi identity for the structure constants.
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Let’s first consider terms containing µ. The most complicated term is

(δLnonabelian)
(1)

µY 2εΨ = igµ [
1

3
Y k
mε

ijkfmnp(εTγiΨn)Y
j
p

+
1

6
εkijfmnpY i

nY
j
p (εTγkΨm)

+
1

24
εkijfmnpY i

nY
j
p (γkγ123)αβγ

123
βλ ελΨαm

− 1

3
Y k
m(γkγ123)αβεβγ

i
αλf

mnpY i
nΨλp

− 1

8
εkijfmnpY i

nY
j
p (γkγ123)αβεβγ

123
αλ Ψλm]

(renaming indices to bring the fields into the same form

and also using gamma matrix identities given before)

= igµεijkfmnpY i
nY

j
p (εTγkΨm)

(
1

3
+

1

6
− 1

24
− 1

3
− 1

8

)
= 0 (A.8)

The other terms containing µ all vanish by similar manipulations and we omit the

details here. The terms containing the Poisson bracket and time-derivative also all

vanish by similar steps and we don’t bother to write the details down, either.

As always, it is worthwhile to write out the proof for the vanishing of the four

spinor term in detail. So let us do this now. We have

(δLnonabelian)
(1)

εΨ3 =
g

p+
fmnp

[
(εTγAΨn)(Ψ

T
mγ

AΨp)− (εTΨn)(Ψ
T
mΨp)

]
(A.9)

We just have to work out the Fierz transformation for SO(9) spinors. Any 16 × 16

matrices can be expanded using the complete set of 256 matrices

{γM} = {1, γA, iγAB, iγABC , γABCD} (A.10)

which satisfy tr(γMγN) = 16 δMN .

So we can expand

γMΨnΨ
T
mγ

N = CQγ
Q (A.11)
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with

CQ = − 1

256
tr(γNγQγMγW )(ΨT

mγ
WΨn) (A.12)

Using the above result, we find

(εTγAΨn)(Ψ
T
mγ

AΨp) = − 9

16
(ΨT

mΨn)(ε
TΨp) +

7

16
(ΨT

mγ
AΨn)(ε

TγAΨp)

+
5

16
(ΨT

mγ
ABΨn)(ε

TγABΨp)−
3

16
(ΨT

mγ
ABCΨn)(ε

TγABCΨp)

− 1

16
(ΨT

mγ
ABCDΨn)(ε

TγABCDΨp) (A.13)

Upon contraction with fmnp the γAB and γABC terms vanish because these two types

of matrices are antisymmetric. Hence we find

fmnp(εTγAΨn)(Ψ
T
mγ

AΨp) = − 9

16
fmnp(ΨT

mΨn)(ε
TΨp) +

7

16
fmnp(ΨT

mγ
AΨn)(ε

TγAΨp)

− 1

16
fmnp(ΨT

mγ
ABCDΨn)(ε

TγABCDΨp) (A.14)

Similarly, we find

fmnp(εTΨn)(Ψ
T
mΨp) = − 1

16
fmnp(ΨT

mΨn)(ε
TΨp)−

1

16
fmnp(ΨT

mγ
AΨn)(ε

TγAΨp)

− 1

16
fmnp(ΨT

mγ
ABCDΨn)(ε

TγABCDΨp) (A.15)

Hence we have

(δLnonabelian)
(1)

εΨ3 =
g

p+

[
fmnp(εTγAΨn)(Ψ

T
mγ

AΨp)− fmnp(εTΨn)(Ψ
T
mΨp)

]
(using the Fierz identities derived above)

=
g

p+

[
− 1

2
fmnp(ΨT

mΨn)(ε
TΨp) +

1

2
fmnp(ΨT

mγ
AΨn)(ε

TγAΨp)

]
(renaming indices n↔ p)

= − 1

2

g

p+

[
fmnp(εTγAΨn)(Ψ

T
mγ

AΨp)− fmnp(εTΨn)(Ψ
T
mΨp)

]
= − 1

2
(δLnonabelian)

(1)

εΨ3 (A.16)
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which gives

(δLnonabelian)
(1)

εΨ3 = 0 (A.17)

So we have proved (δLnonabelian)
(1) = 0. Thus δLnonabelian = 0.
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Appendix B

The One-Loop Effective Potential

In this appendix we will prove the sum over mass formula in eqn. (3.92).

The one-loop effective action Γ of a theory expanded upon a background B in the

background field method is given by

Γ =
1

2
[Trboson ln(−∂2

τ +Wb(τ))−Trfermion ln(−∂2
τ +Wf (τ))−Trghost ln(−∂2

τ +Wgh(τ))]

(B.1)

Here W = M2 is the mass matrix squared for the fluctuating fields, and the trace Tr

is over both the functional space and the field component indices (which are, besides

the U(2) indices, the space-time indices 0, 1, .., 9 for the bosons, and the 16 Dirac

spinor indices for the fermions).

Take the trace of the boson, for example

Γboson =
1

2
Trboson ln(−∂2

τ +W (τ))

= −1

2
Tr

∫ ∞

0

ds

s
exp[−s(−∂2

τ +W (τ))] (B.2)

The trace over functional space can be computed by sandwiching the operator

between the “plane-wave” basis wave-functions |ω〉 = 1√
2π
e−iωτ and the conjugate
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wave-functions 〈ω| = 1√
2π
eiωτ

Γboson = −1

2
tr

∫
dτ

∫
dω

2π

∫ ∞

0

ds

s
eiωτ exp[−s(−∂2

τ +W (τ))]e−iωτ (B.3)

The trace tr is now over only the field component indices. If we define Veff(τ) by

Γ = −
∫
dτVeff(τ) (B.4)

Then, the bosonic part of Veff becomes

Veff(boson) =
1

2
tr

∫
dω

2π

∫ ∞

0

ds

s
eiωτ exp[−s(−∂2

τ +W (τ))]e−iωτ (B.5)

The operator in the middle can be rewritten as

exp[−s(−∂2
τ +W (τ))] = Xe−sW (τ)e+s∂

2
τ (B.6)

Where X is defined as

X ≡ exp[−s(−∂2
τ +W (τ))]e−s∂

2
τ e+sW (τ)

= 1 + commutator terms (B.7)

The commutator terms give corrections to supergravity, so for the purpose of

this paper, which is to see whether the Matrix theory can reproduce supergravity

results, we can ignore them. This claim will be proven shortly, after the result from

approximating X = 1 is examined. In this approximation, we have

Veff(boson) =
1

2
tr

∫
dω

2π

∫ ∞

0

ds

s
exp[−s(ω2 +W (τ))]

⇒ Veff = −1

2
tr M (B.8)

Note that M , the square root of W , can be defined through its expansion in powers
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of 1/r. Putting everything together, and minding the minus signs for the fermions

and the ghosts, we get the sum over mass formula in eqn. (3.92). Now, we return to

the claim made above, that the commutator terms in X will not contribute to terms

in the supergravity limit. To show this, we first write X in a most general form

X =
∑
n,m

K[mn ](W (τ))sn∂mτ (B.9)

Here K[mn ](W (τ)) is a general function of W (τ) and its τ -derivatives, and is defined

by eqn. (B.9). Looking back at the definition of X in eqn. (B.7), we see that n counts

the number of terms involved in forming the commutator, and m is the number of

derivatives not acting on W . For example, when n = 0, it implies m = 0, and

K[00] = 1, corresponding to the approximation we made above. All the other values

of n correspond to commutator terms in X, and in particular, K = 0 when n = 1,

because a commutator takes at least two terms.

Putting X in terms of K into Veff, we will encounter the following factor inside

the integrand:

eiωτ∂me−iωτ =
m∑
l=0

(ml )(−iω)l∂m−l =

[m/2]∑
l=0

(m2l)(−ω2)l∂m−2l (B.10)

[m/2] is the biggest integer no larger than m/2. In the last line, we made use of

the fact that ω will be integrated from −∞ to +∞ so that any odd functions in the

integrand will give zero. As a result, only terms with even powers of ω are kept.

Therefore, the effective potential becomes
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Veff(boson) =
1

4π

∑
n,m

tr

∫
dω

∫ ∞

0

ds

s
K[mn ]sneiωτ∂me−iωτe−sW e−sω

2

=
1

4π

∑
n,m

[m/2]∑
l=0

tr

∫
dω

∫ ∞

0

ds

s
(m2l)(−ω2)le−sω

2

K[mn ]sn∂m−2le−sW

=
1

4π

∑
n,m

[m/2]∑
l=0

tr

∫ ∞

0

ds

s
(m2l)(

∂l

∂sl

√
π

s
)snK[mn ]∂m−2le−sW

= tr
∑
n,m

[m/2]∑
l=0

1

4
(m2l)

1

Γ(1/2− l)
K[mn ]∂m−2l

∫ ∞

0

ds

s
sn−l−1/2e−sW

= tr
∑
n,m

[m/2]∑
l=0

1

4
(m2l)

Γ(n− l − 1/2)

Γ(1/2− l)
K[mn ]∂m−2l 1

W n−l−1/2
(B.11)

Thus, the effective potential can be recast as

Veff = tr
∑
n,m

[m/2]∑
l=0

1

4
(m2l)

Γ(n− l − 1/2)

Γ(1/2− l)
α2(n−l)−1K[mn ](W )∂m−2l 1

(α2W )n−l−1/2
(B.12)

As before, α = 1/(M3R). The reason these factors of α are inserted will be clear

shortly.

In a comparison of one-loop Matrix theory with supergravity, the relevant terms on

the supergravity side are proportional to κ2
11, which is of order α3 on the Matrix theory

side. This means that any higher powers of α are irrelevant for such a comparison

as they represent Matrix theory corrections to supergravity, and finding them is not

the purpose of this paper. In other words, to examine whether the Matrix theory can

reproduce supergravity in the appropriate limit, only terms up to order α3 need to

be kept.

It makes sense, therefore, to examine each factor in Veff and count the powers of

α it contains. We begin with the mass matrix squared. By inspection of the explicit

expressions given in Subsection 3.3.5, one sees that W can always be schematically
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written as

W ∼ 1

α2
r2 +

1

α
N

⇒ α2W ∼ r2 + αN

⇒ (α2W )k ∼ 1 + αN + (αN)2 + · · · (B.13)

where powers of r and numerical coefficients have been suppressed in the last expres-

sion. For example, using eqn. (3.99), we have

αNf = α

(
9∑
I=1

vIγI +
3∑
i=1

iµxi

4
{γi, γ123}

)
+ α2µ2/42 (B.14)

Similarly, αNb can be constructed using the rules given in Subsection 3.3.5 (we omit its

explicit expression here), while αNgh = 0. From the explicit expressions for N , it can

be shown easily that tr αN = 0, tr [(αN)2] = 0+O[α4], and tr [(α∂N)2] = 0+O[α4].

These facts are related to the large number of supersymmetries of our system and

will be of use shortly. The last line in eqn. (B.13) is a symbolic statement that for

any k, whether positive or negative, (α2W )k will only give non-negative powers of α.

Another important point to note is that every α arising from (α2W )k is accompanied

by a factor of N . Now look at K[mn ]: Let K[mn ] =
∑

p,qK[m p
n q ] where p is the number

τ -derivatives acting on W inside K, and q is the number of W inside K. By definition,

we have
p+m

2
+ q = n (B.15)

For n = 0 ⇒ K = 1;

For n = 1 ⇒ K = 0;

For n ≥ 2 ⇒ K consists of commutators. In this case, we have

 q < n

p+m
2

< n
(B.16)

For fixed q and n ≥ 2, m and p have the following extremal values:
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mmin = 0 ⇒ pmax = 2(n− q)

pmin = 1 ⇒ mmax = 2(n− q)− 1

The reason pmin = 1 is that ∂2
τ must act at least once on W to give non-vanishing

commutators like [W, [W, [W, Ẇ ]]] in K. Consider

α2(n−l)−1K[mn ](W )∂m−2l 1

(α2W )n−l−1/2
=

∑
p,q

α2(n−l)−1K[m p
n q ](W )∂m−2l 1

(α2W )n−l−1/2

=
∑
p,q

α2(n−q)−1−2lK[m p
n q ](α2W )∂m−2l 1

(α2W )n−l−1/2

=
∑
p,q

αaK[m p
n q ](α2W )∂m−2l 1

(α2W )n−l−1/2
(B.17)

where a = 2(n− q)−1−2l. Noting l ≤ [m/2] ≤ [mmax/2] = [n− q−1/2] = n− q−1,

we must have

lmax = n− q − 1

⇒ a ≥ 1 (B.18)

From this derivation of the lower bound of a, we see that the equality holds only when

m = mmax = 2(n− q)− 1 and l = lmax = n− q − 1. Then, eqn. (B.15) gives

m− 2l = 1

p = pmin = 1 (B.19)

A comparison of supergravity with one-loop Matrix theory means keeping terms only

up to α3 ∼ κ2
11. Therefore, we need only consider the range of a to be

1 ≤ a ≤ 3 (B.20)

For a = 3: There can be no factors of αN from α2W because they increase the powers

of α beyond 3, hence taking us beyond the limit of supergravity. Without any factors
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of αN , the effective potential is simply

Veff = f(r)tr 1

⇒ Veff ∼ tr 1 = 0 (B.21)

Here, tr is again the trace over the boson minus the trace over the fermions and

the ghosts. For a = 2: There can be at most one αN , either from K(α2W ) or

∂m−2l(α2W )−n+l+1/2 But for only one N , we have

Veff ∼ tr ∂kN

= ∂ktr N

= 0 (B.22)

For a = 1: Now it is possible to have (αN)2 coming from one of the following three

cases: (i) Both (αN)2 come from ∂m−2l(α2W )−n+l+1/2

Veff ∼ αtr ∂m−2l (αN)2

∼ α∂m−2ltr (αN)2

∼ αO[α4]

∼ O[α5] (B.23)

(ii) Both (αN)2 come from K(α2W ): Since we showed that p = 1 when a = 1, there

is only one τ -derivative acting on W in K, we must have either: (a) Veff ∼ tr N2 or

(b) Veff ∼ tr (N∂τN) ∼ 1
2
∂τ tr (N2). In either case, Veff = 0 +O[α5].

(iii) One (αN) comes from K(α2W ) and one from ∂m−2l(α2W )−n+l+1/2: We already

showed that m− 2l = 1 when a = 1, so we have

Veff ∼ K∂(α2W )−n+l+1/2 (B.24)

This implies either: (a) Veff ∼ tr (N∂N) or (b) Veff ∼ tr (∂N∂N)



112

(a) is identical to case (iib) above. (b) is of order α5 using the fact mentioned

before. This exhausts all cases contributing to terms up to order α3 ∼ κ2
11 in Veff. In

particular, we have shown that none of the commutator terms in X, corresponding

to K[mn ] with n ≥ 2, contributes to terms relevant to supergravity. This completes

the proof of the claim made following eqn. (B.7).
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Appendix C

An Alternative Derivation of Veff
for the Point Particle Probe

In this appendix, we give an alternative derivation of the effective potential Veff for a

point particle probe (a probe graviton). The same quantity is derived in Subsection

4.1.1 under the name of light-cone Lagrangian, with a more rigorous treatment of

constraints.

The Lagrangian of the probe graviton moving in the perturbed PP-wave with

metric Gµν = gµν + hµν , with gµν being the unperturbed PP-wave metric, and hµν

being the metric perturbation due to the source graviton, is given by1

L = −m
√
−Gµν ẋµẋν = −m

√
−(gµν + hµν)ẋµẋν (C.1)

We make a Legendre transformation

L′ = L− P+
p ẋ

− (C.2)

where upon setting x+ = 1

P+
p =

δL

δẋ−
= m

1 + h−ν ẋ
ν√

−Gµν ẋµẋν
(C.3)

1This approach is the one used in [17].
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When we let m→ 0, this gives

Gµν ẋ
µẋν = (gµν + hµν)ẋ

µẋν = 2ẋ− + g++ + v2 + hµν ẋ
µẋν = 0 (C.4)

This is a quadratic equation for ẋ−, which we will solve for ẋ−, keeping only terms

up to linear order in hµν . We find

ẋ− = −

{
1

2

[
v2 + g++ + h++ + g++

(
1

4
g++h−− − h+−

)
+
∑
A

[2h+A − h−A(v2 + g++)]vA +
∑
A,B

hABv
AvB

]

+
1

8
h−−v

4 − 1

2
v2

(
h+− −

1

2
g++h−−

)}
(C.5)

Taking the limit m → 0, the L′ in eqn. (C.2) is simply −P+
p ẋ

−, which is the

effective potential Veff that we need. It contains the interaction between the probe

and the source up to terms linear in hµν . An alternative way of writing such an

interaction is

δL

δGµν

hµν = T µνhµν (C.6)

This structure was used by [6] to identify the effective potentials on both sides.



115

Appendix D

Constrained Hamiltonian
Dynamics in Field Theory

For simplicity of notation let us consider field theory in (1 + 1) dimensions. The

generalization to field theory in higher dimensions is straightforward. Denote the

field as η(t, x), its momentum density π(t, x) ≡ ∂L(η,∂tη,∂xη)
∂(∂tη)

, and the Hamiltonian

density H(η, ∂xη, π) ≡ π∂tη − L. The equations of motion are

∂tη =
∂H
∂π

∂tπ = −
(
∂H
∂η

− ∂

∂x

(
∂H

∂(∂xη)

))
(D.1)

The Poisson bracket in field theory is defined as follows. In field theory, we can

have density f(t, x) = f(η, ∂xη, π, ∂xπ), or integrated density F (t) =
∫
dx f(t, x) =∫

dx f(η, ∂xη, π, ∂xπ). Let us denote both densities and integrated densities collec-

tively as ξ. For any two such objects ξ1 and ξ2, we define their Poisson bracket to

be

[ξ1, ξ2]PB ≡
∫
dy

(
δξ1

δη(t, y)

δξ2
δπ(t, y)

− δξ2
δη(t, y)

δξ1
δπ(t, y)

)
(D.2)

where δ(...)
δ(...)

is the functional derivative.

In terms of the Poisson bracket one can see that ∂tη(t, x) = δH
δπ(t,x)

= [η(t, x), H]PB,

and ∂tπ(t, x) = − δH
δη(t,x)

= [π(t, x), H]PB with H ≡
∫
dx H(t, x) being the Hamilto-

nian. Using this, one also see that for any function f(t, x) = f(η, ∂xη, π, ∂xπ), we
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have

∂tf(t, x) = [f(t, x), H]PB (D.3)

So far we have been talking about an unconstrained system. Now let us introduce

constraints. Suppose the system has M primary constraints

φm(η, ∂xη, π) = 0, m = 1, 2, ...,M (D.4)

Define the total Hamiltonian density as HT ≡ H+ umφm, and the total Hamilto-

nian as

HT ≡
∫
dx HT = H +

∫
dx umφm (D.5)

with um(t, x) being the Lagrange multiplier fields. Then the time evolution is given

by, for any function f(t, x) = f(η, ∂xη, π, ∂xπ)

∂tf(t, x) = [f(t, x), HT ]PB (D.6)

This completes our brief review of constrained Hamiltonian dynamics in field

theory. We didn’t introduce the extended Hamiltonian HE which is different from

the total Hamiltonian HT only when there exist secondary constraints, since in the

application to the membrane one can show that there is no secondary constraint (see

Subsection 4.1.2).
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Appendix E

The Green’s Function for the x−

Fourier Transformed Laplacian �̃

In Section 4.2, upon diagonalizing the supergravity field equations, the components of

the metric and three-form perturbations satisfy Laplace equations. (See, for example,

eqn. (4.66).) So in this appendix we discuss the Green’s function for the Laplace

equation Fourier transformed along the x− direction.

Let us use � to denote the Laplacian gµν∂µ∂ν , and its x− Fourier transform

�̃ ≡ g++k
2
− +

∑9
A=1 ∂

2
A =

∑9
A=1 �̃A where �̃i ≡ ∂2

(∂xi)2
− 1

9
k2
−µ

2(xi)2, �̃a ≡ ∂2

(∂xa)2
−

1
36
k2
−µ

2(xa)2,

Of course, −�̃A is just a harmonic oscillator’s Hamiltonian along the xA direction.

Let us use φnA
and EnA

to denote its normalized eigenfunctions and eigenvalues.

Then Φ{n1,...,n9} ≡ φn1(x
1)...φn9(x

9) and E{n1,...,n9} ≡
∑9

A=1EnA
are the normalized

eigenfunctions and eigenvalues of −�̃.

Use ~x to denote the nine vector (x1, ..., x9). Define

K(~x, ~y) ≡
∑

{n1,...,n9}

−1

E{n1,...,n9}
Φ{n1,...,n9}(~x)Φ

∗
{n1,...,n9}(~y) (E.1)

which is the Green’s function of �̃: �̃~xK(~x, ~y) = δ(~x− ~y)

The above Green’s function doesn’t have closed form. Thus although in principle

h̄µν and aµνρ can all be obtained by integrating over the source using this Green’s

function, in practice one may have to take some limit to get an answer, e.g., the
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near-membrane limit in Appendix F.
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Appendix F

h−− for a Spherical Source
Membrane in the Near-Membrane
Limit

In this appendix, we discuss the solution h−− to the field equation (4.66), in the

near-membrane limit. Also see the end of Subsection 3.2.2.2 and the end of Section

4.2 for discussions on the near-membrane limit in the investigation of two membrane

interactions.

Note h̄−− = h−−. In the following we use the same symbol for the metric pertur-

bation and its Fourier transform. Its meaning should be clear from context.

For a source membrane extending a sphere of radius r0 in the (X1, X2, X3) direc-

tions, with its center sitting at X− = 0, X4 = ... = X9 = 0, and X+ = σ0, the (−−)

component of its stress tensor is

[T−−]S = Tδ(x−)δ(r − r0)δ(x
4)...δ(x9)

(
−1

2

)(µr0
3

)−1

(F.1)

where r ≡
√
xixi. Recall h−− satisfies eqn. (4.66)

−1

2
�h−− +Q−− = κ2

11[T−−]S (F.2)

Let us make the gauge choice q− = 0 (thus Q−− = ∂−q− = 0) and take its Fourier
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transform along the x− direction

−1

2
�̃h−− = κ2

11Tδ(r − r0)δ(x
4)...δ(x9)

(
−1

2

)(µr0
3

)−1

(F.3)

Integrating the Green’s function K over the sphere is not such a great idea. In-

stead, we consider the near-membrane limit (so that the source membrane looks

almost flat), where w ≡ r− r0 << r0, also
√
xaxa << r0. In this limit (and assuming

h−− only depends on (w, x4, ..., x9)), we get

[
−
(µr0

3

)2

k2
− +

∂2

(∂w)2
+

∂2

(∂x4)2
+ ...

∂2

(∂x9)2

]
h−− =

(µr0
3

)−1

κ2
11Tδ(w)δ(x4)...δ(x9)

(F.4)

which is just a massive scalar equation in seven-dimensional flat space. The solution

to this is, defining ξ ≡
√
w2 + xaxa

h−− = − κ2
11T

15Ω6

(
µr0
3

) exp
(
− µr0

3
k−ξ
)

ξ5

[
3 + 3

(µr0
3
k−ξ
)

+
(µr0

3
k−ξ
)2
]

(F.5)

where Ω6 = 16π3

15
is the area of unit six sphere.
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