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Abstract

Absolute deuterium coverage on the diamond C(100) surface has been measured under a variety of dosing conditions by nuclear reaction analysis (NRA) using $^2$D($^3$He,p)$^4$He. The (2×1) surface with ~1.0 D per surface C is produced under typical dosing conditions. However, at unusually high filament temperatures *circa* 2000°C, coverages up to 1.34±0.09 D per surface C are observed. Coverage is calibrated by comparing to a standard containing 1.5×10^{18} D/cm². Signal from subsurface deuterium is estimated to be negligible by comparison to previous scattering experiments and by secondary-ion mass spectroscopy of a homoeptaxial CVD (100) sample. D breakage of surface dimer bonds at high filament temperature is proposed as a mechanism to generate surface dideuterides. The relevance of dimer breakage and dihydride formation to recent experiments on surface degradation is briefly discussed.

Previous models of hydrogen reactions with C(100) are substantially revised to include all types of sites on the reconstructed terrace, and it is shown that saturation coverage determines the ratio of site-averaged abstraction rate to site-averaged recombination rate, $k_A/k_R$. NRA coverage measurements of 0.95 ± 0.04 D per surface C imply a $k_A/k_R$ of 0.06 ± 0.04 at 1800°C gas temperature and 360°C surface temperature. Results indicate that thermochemical kinetic models overpredict by a factor of ~20 the fraction of sites available for growth during diamond CVD.

In a separate issue, C(110) surface mobility is demonstrated by calculating activation energies for the migrations of H, F, and Cl with quantum chemical methods using hydrocarbon cluster models. The calculations included extensive basis sets with many-body effects at the level of single and double excitations from Hartree-Fock and Complete-Active-Space wavefunctions. Intra-chain migrations of H along [110] carbon chains and nearest-neighbor F migration are found to be too slow to compete with thermal desorption. However, inter-chain migrations of H and Cl are calculated to be sufficiently fast to compete with thermal desorption under ultrahigh vacuum
conditions and with gas-surface reactions under typical diamond growth conditions. This was the first study to consider migration rates as well as barriers, establishing mobility’s competitiveness during diamond growth. \( D_{[110]}/D_{[001]} \) is estimated to be \(~10^4\). Finally, a kinetic Monte-Carlo algorithm is presented to directly combine mobility with gas-surface reactions in the same iteration step when simulating hydrogen processing of diamond.
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Chapter 1  Introduction

Diamonds have fascinated humans since their discovery near Golconda, India in the 7th Century B.C. The Greco-Romans termed them “adamas,” meaning unconquerable, for their ability to withstand blows from a sledgehammer without fracturing.\footnote{Pliny the Elder wrote that the best way to test diamonds is “upon an anvil, and they are so recalcitrant to blows that an iron hammer head may split in two and even the anvil itself be unseated. Indeed the hardness of adamas is indescribable.” [1]} Rarely used as gemstones, and then only by the very wealthy, they often functioned as hard components of cutting and polishing tools, and they were highly valued for their mythical ability to ward off diseases and evil spirits [2]. In the 1870s the diamond market was flooded by the discovery of the prodigious Kimberly mines in South Africa. To preserve the industry, de Beers introduced a centrally-controlled cutting and polishing, sales and distribution system [2, pp. 202–205], and they developed an entirely new market through campaigns to sell diamonds to the masses in the form of jewelry and engagement rings [3].

Recently diamond has attracted a great deal of attention because its unique material properties make it an excellent candidate for high-technology commercial applications such as heat sinks, wear-resistant and low-friction coatings, and electron emitters for flat-panel displays. As a semiconductor with one of the least number of electrons, diamond is also an excellent candidate for theoretical investigations of surface chemistry relevant to low-pressure growth. Despite the commercial and theoretical importance of diamond, very little is currently understood about two of the reactions central to its processing and chemistry: hydrogen recombination with and abstraction from the diamond surface,

\begin{align}
H_{\text{gas}}^{} + C_{\text{surf}}^{} & \xrightarrow{k_R} \ C-H_{\text{surf}}^{} + h\nu_{\text{phonon}} \tag{1.1} \\
H_{\text{gas}}^{} + C-H_{\text{surf}}^{} & \xrightarrow{k_A} \ C_{\text{surf}}^{} + H_{\text{gas}}^2 \tag{1.2}
\end{align}

\footnote{Pliny the Elder wrote that the best way to test diamonds is “upon an anvil, and they are so recalcitrant to blows that an iron hammer head may split in two and even the anvil itself be unseated. Indeed the hardness of adamas is indescribable.” [1]}
where $C^{surf}$ represents a radical surface site and $C-H^{surf}$ represents a hydrogenated surface site.\(^2\)

These reactions determine key parameters in low-pressure diamond growth [4, 5], surface science [6, 7, 8], and tribology [9]. In diamond chemical-vapor deposition (CVD), reactions between the surface and gas-phase atomic hydrogen determine the number of surface sites available for growth.\(^3\) In diamond surface science, the hydrogen coverage determines the number of surface sites available for reconstruction. In tribology, hydrogen recombination with reactive radical sites reduces friction and wear on sliding surfaces [10]. Nevertheless, there is very little data on the rates of these hydrogen reactions with diamond. Diamond growth modelers have found it necessary to estimate gas-surface reaction rates from the data of analogous gas-phase reactions [11]. The lack of rate data limits the accuracy of the growth models as well the understanding of surface reconstruction and wear processes.

Rate data is also quite scarce in the case of adsorbate diffusion on diamond surfaces. Although diffusion plays a key role in determining surface structure in silicon growth, before 1990 diffusion had not been considered possible on diamond [12]. Some studies considered only the activation barriers to migrations [12] and growth reactions [13, 14, 15] and often concluded that migrations were negligibly slow due

\(^2\)Reactions 1.1 and 1.2 are highly simplified models and do not account for the many types of sites present on a typical diamond surface. Chapter 3 analyzes the (100) surface in detail and shows that these simplified models yield the abstraction and recombination rate constants averaged over all types of surface sites present.

\(^3\)The number of radical surface sites is determined by the rate equations for reactions 1.1 and 1.2.

\[
\frac{d[C-H^{surf}]}{dt} = k_R[C^{surf}][H_{gas}] - k_A[C-H^{surf}][H_{gas}].
\]  

(1.3)

In steady state this reduces to $[C-H^{surf}] = \frac{k_R}{k_A}[C^{surf}]$. For $[C^{surf}] = 1 - [C-H^{surf}]$ (once again neglecting other types of surface sites; see chapter 3 for a more thorough analysis),

\[
[C-H^{surf}] = \frac{1}{\frac{k_A}{k_R} + 1}.
\]  

(1.4)

Therefore the abstraction and recombination rates determine the coverage of surface radical sites available for growth.
to their high barriers. The study described in chapter 3 [16, 17, 18] compared the migration rates to gas-surface reaction rates and was instrumental in demonstrating the competitiveness of diffusion on diamond surfaces.

The present research focuses on understanding diamond surface processes, such as diffusion and hydrogen abstraction, at a microscopic level. Diamond surface science is fundamental to this investigation, and a broad overview of it is presented in section 1.1. The relevance of this investigation to diamond CVD is briefly discussed at several points in the text, and a short introduction to CVD is presented in section 1.2. Finally, section 1.3 gives an overview of the thesis.

1.1 Diamond Surface Science

1.1.1 Structure of the three major faces

The diamond surface is typically formed by cleaving the crystal and then polishing with diamond grit in an olive oil lubricant. On (110) and (111) the dangling bonds produced by cutting the bulk crystal are typically saturated by hydrogen which presumably derives from the olive oil. However, complete saturation is not possible on the (100) surface because the diamond lattice is too tight, i.e., the hydrogen nuclei on neighboring carbon centers would be less than 1 Å apart. Therefore the surface reconstructs to the (2×1):H structure shown in fig. 1.1 [19]. A (3×1) reconstruction is also possible on the (100) surface [20] but has never been observed experimentally. The (111) surface desorbs hydrogen upon heating to about 1000°C and reconstructs to the (2×1) structure [21, 22]. The (100) [23, 24, 25] and (110) [26, 27] surfaces also desorb hydrogen upon heating but no major reconstructions occur.4

The foregoing picture is highly oversimplified. In reality, some freshly-polished samples reconstruct upon heating, while as many as 40% do not [21, 24]. Clean, smooth samples are difficult to produce reliably, and reconstruction is sensitive to

---

4One group [26] has reported the appearance of faint half-order LEED spots upon heating the (110) surface to 1227°C. This indicates a partial (2×1) reconstruction. The half-order spots were removed by adsorption of approximately 0.1 H per surface C.
(a) $2 \times 1$ reconstruction of C(100).

Figure 1.1: Atomic-scale geometry of the diamond (100) $(2\times1)$ surface. The large grey spheres represent carbon centers, and the small white spheres represent hydrogen centers. The arrows indicate the crystallographic directions.

Surface roughness as well as to small amounts of contamination from the polishing process or the vacuum chamber. Oxygen contamination has been associated with the inability of a (100) surface to reconstruct [24], and exposure to atomic oxygen has been found to destroy the $(2\times1)$ LEED pattern on the (100) surface [23]. The mechanism by which oxygen interferes with reconstruction is unknown; however, adsorption of oxygen at a bridge site affects the adjacent surface dimer [28]. Even when parts of the sample are locally reconstructed, oxygenated sites might possibly interfere with long-range reconstruction by allowing uncorrelated surface domains. If the resulting domain size were less than 100 Å, then the local reconstruction would not be detectable by LEED [29].
<table>
<thead>
<tr>
<th>Surface</th>
<th>$A$ (s$^{-1}$)</th>
<th>$E_d$ (kcal/mol)</th>
<th>Order</th>
<th>Method</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100)</td>
<td>$10^{13}$</td>
<td>72.7</td>
<td>1</td>
<td>TPD</td>
<td>[23]</td>
</tr>
<tr>
<td></td>
<td>$10^{13}$</td>
<td>79.5</td>
<td>1</td>
<td>TPD</td>
<td>[30]</td>
</tr>
<tr>
<td></td>
<td>$10^{13}$</td>
<td>71</td>
<td>1</td>
<td>TPD$^b$</td>
<td>[31]</td>
</tr>
<tr>
<td></td>
<td>$3 \times 10^5$</td>
<td>37</td>
<td>1</td>
<td>TPD</td>
<td>[24, 25]</td>
</tr>
<tr>
<td>(110)</td>
<td>$10^{13}$</td>
<td>75</td>
<td>1</td>
<td>TPD$^b$</td>
<td>[27]</td>
</tr>
<tr>
<td></td>
<td>$5 \times 10^{13\pm 1}$</td>
<td>95 ± 5</td>
<td>1</td>
<td>TPD</td>
<td>[26]</td>
</tr>
<tr>
<td>(111)</td>
<td>$10^{13}$</td>
<td>78</td>
<td>1</td>
<td>TPD$^b$</td>
<td>[32]</td>
</tr>
<tr>
<td></td>
<td>$10^{15\pm 2}$</td>
<td>92 ± 9</td>
<td>1.3 ± 0.3</td>
<td>SFG</td>
<td>[33]</td>
</tr>
<tr>
<td>polycrystalline</td>
<td>$10^{10.5\pm 0.9}$</td>
<td>69 ± 6</td>
<td>1</td>
<td>TOF-SARS</td>
<td>[7, 34]</td>
</tr>
<tr>
<td></td>
<td>$5 \times 10^7$</td>
<td>51</td>
<td>1</td>
<td>TPD$^{b,c}$</td>
<td>[35]</td>
</tr>
</tbody>
</table>

$^a$The prefactor was assumed to be $10^{13}$ s$^{-1}$.
$^b$D$_2$ desorption from a D-terminated surface.
$^c$In addition to D$_2$, HD and H$_2$ desorption resulted from background hydrogen present during deuterium exposure. All three species gave the same desorption parameters.

Table 1.1: Kinetic parameters for thermal desorption of hydrogen from various diamond surfaces. TPD is temperature-programmed desorption, SFG is the surface-spectroscopic technique of sum-frequency generation, and TOF-SARS is time-of-flight scattering and recoil-ion spectroscopy.

### 1.1.2 Thermal desorption

On the three major faces, adsorbed hydrogen desorbs as molecular hydrogen upon heating to ~1000°C in vacuum. The rate of thermal desorption is first order in surface coverage, i.e.,

$$\frac{d\theta_H}{dt} = -A \exp^{-E_d/kT} \theta_H^n,$$

where $n = 1$ for first-order desorption and $\theta_H$ is the areal density of surface hydrogen. The values for activation barrier, $E_d$, and the pre-exponential factor, $A$, vary from experiment to experiment and are summarized in table 1.1.

Although thermal desorption spectra often show a single peak characteristic of a single desorption mode, some spectra exhibit an additional peak at lower temperature [27, 30, 31, 32]. The first peak is attributed to desorption from adjacent monohydride sites. On silicon surfaces the second peak is attributed to the presence of dihydride sites, with a desorption barrier lower than that of monohydrides. In some diamond cases, the second peak does not appear until a series of exposures to several
times the amount of H necessary to saturate the surface. Both a mechanical polishing during sample preparation and a slow etching by atomic hydrogen during dosing can cause surface roughness, leading to dihydrides. Therefore surface degradation may generate dihydrides, causing a second thermal desorption peak to develop. All data reported in table 1.1, except that of refs. [30] and [32], were based on spectra with single desorption peaks.

1.1.3 Atomic hydrogen exposure: surface reconstruction and degradation

Exposure to gas-phase atomic hydrogen changes the reconstruction of the (111) surface. Chemisorption of \( \approx 0.05 \) D per surface C onto a bare (111) surface starts to rapidly transform the surface from \((2 \times 1)\) to \((1 \times 1)\) [22, 33], presumably by unzipping the \( \pi \)-bonded chains. The \((2 \times 1)\) reconstruction is restored by thermally desorbing the deuterium upon heating the sample to 1420 K in vacuum. Subsequent exposure to atomic D returns the surface to a \((1 \times 1)\) state. These adsorption-induced phase transitions have been studied by thermal desorption spectroscopy (TDS), X-ray photoemission spectroscopy (XPS), Auger electron spectroscopy (AES), second-harmonic generation (SHG) and LEED [22, 33, 36], and by sum-frequency generation (SFG) [33, 36].

Some experiments have found that cycling the diamond surface through a series of atomic hydrogen exposures followed by desorption (thermal annealing) degrades the sharpness of the \((2 \times 1)\) LEED pattern [21, 24]. However, other experiments found the \((2 \times 1)\) pattern to be completely reproducible when the sample was heated during dosing to 800–850°C [33] or 500°C [36]. Degradation might be caused by surface roughness. Since mechanical polishing likely produces a rougher surface than plasma treatment, Hoffman et al. [31] compared polished surfaces to plasma-treated ones. They found that polished C(100) degrades upon cyclic deuterium adsorption and desorption, even for doses performed at surface temperatures up to 800°C. However, no degradation is reported for C(100) samples prepared by hydrogen-plasma
treatment [19, 31], even when the sample temperature was as low as 27°C during dosing. The ability of heating during dosing to prevent degradation in some cases, and its inability in other cases, might also be explained by surface roughness. The experiments which found no surface degradation when the sample was heated during dosing [33, 36] were performed on polished C(111), whereas experiments which found surface heating unable to prevent degradation were performed on polished C(100). As a cleavage plane, polished C(111) is likely to be smoother than polished C(100).

Surface roughness has also been proposed to explain the need for ~1000°C annealing to produce the (2×1) LEED pattern on polished surfaces [19]. Whereas plasma-treated C(100) exhibits a sharp (2×1) LEED pattern [19] upon insertion into the vacuum chamber, mechanically-polished samples give a (1×1) pattern [23, 37, 38, 39], though sometimes only after heating to 400–500°C [21, 24]. The (2×1) pattern does not emerge until annealing to 800°C [23], 1200°C [39] or 1227°C [24].

The (1×1) LEED pattern also degrades upon cyclic H exposure and desorption, again possibly due to the roughness of mechanically polished surfaces. Hamza et al. [24] found that exposing the polished C(100) surface to large doses of atomic hydrogen at -93°C destroyed even the (1×1) pattern. Although the (1×1) pattern was later restored by annealing to 427°C, heating to 1227°C did not produce a fully reconstructed surface. The (1×1) LEED pattern further degraded upon successive cycling through thermal desorption and atomic hydrogen exposure, necessitating periodic repolishing of the sample.

In some experiments, surface degradation causes a second peak to appear in thermal desorption spectra, possibly by generating dihydride sites, as discussed in section 1.1.2.

In summary, surface degradation is a complex, poorly-understood process. Surface roughness, as caused by mechanical polishing or adsorption-desorption cycling below T_s of 500°C, appears to be a prerequisite for degradation. Cycling the surface above a temperature of 500°C causes negligible degradation, possibly due to self-healing of local roughness by surface migration [40]. The physical mechanism for degradation has yet to be identified, but may involve local graphitization, slow etch-
ing of the surface by atomic or molecular hydrogen, or rupture of surface C-C bonds. Carbon-carbon bond breakage is likely a slow process initiated by $\beta$-scission through H abstraction [11, 41], or C-C bond breakage may be catalyzed by contamination originating from the atomic hydrogen source [Chapter 2].

1.1.4 Molecular hydrogen exposure

Molecular hydrogen does not dissociatively chemisorb on either bare or hydrogenated diamond surfaces below 400°C [21, 23, 27, 33, 42, 43]. However, hydrogenated diamond powders become fully deuterated after one hour of exposure to D$_2$ at 700°C [43]. Since the experiment reported in chapter 2 saw desorption above 450°C, desorption may preceed deuteration. If desorption activates the reaction, then holding the surface temperature below 450°C would preclude diamond from reacting with gas-phase D$_2$. Above 840°C, mass spectroscopic analysis gives evidence for the evolution of small quantities of CD$_4$ from deuterated diamond [43]. This may indicate local reconstruction of the diamond surface followed by graphitization and subsequent etching by D$_2$ at elevated temperatures. Annealing of diamond powders above 900°C causes local graphitization, as detected by Raman spectroscopy [44], and heating CH$_x$-covered C(111) to 1200°C converts part of the CH$_x$ into graphitic carbon, as detected by AES [22]. However, any graphitization is limited below 860°C, as the weight gained by the powders (determined by thermogravimetric analysis) is exactly what would be expected from replacing the surface hydrogens with deuterium [43]. Therefore, any graphitization and subsequent vaporization to CD$_4$ would be below the detection limit of the gravimetric instrument [43].

1.1.5 Experimental technique

Diamond surface science experiments are limited by the difficulty in preparing reliably clean surfaces [6, 21]. Over the years samples have been prepared by a variety of methods, including polishing with diamond grit lubricated by olive oil, boiling in acids to remove metal contaminants, and ultrasonic rinsing in solvents to remove hy-
drocarbons. Plasma treatment has arisen as one of the most reliable ways to clean
diamond. The hydrogen plasma smooths the (100) surface and causes it to recon-
struct to (2x1):H [45], a surface which remains stable even in air. During experiments
physisorbed contaminants are eliminated by heating, and surface cleanliness is typi-
cally checked via XPS or HREELS. Auger spectroscopy is minimized to avoid surface
damage or degradation [31].

Diamond experiments are also challenged by the difficulty in accurate temperature
measurement. The emissivity of clear, polished diamond is typically much lower than
that of the sample holder material. Therefore, pyrometers measure the temperature of
the sample holder, usually rough molybdenum or tantalum, rather than the diamond
itself. Since thermocouples do this job just as well without requiring line-of-sight
access or viewport corrections, the majority of diamond surface science experiments
measure temperature by attaching a thermocouple to the sample holder. However,
thermocouples clamped to sample holders can be greater than the actual diamond
temperature by as much as 150°C [19] to 200°C [46]. The best accuracy is obtained
by positioning the thermocouple inside of a hole laser-drilled into the side of the
sample [46]. The graphitized surface of the hole radiates as a black-body, producing
good thermal contact, and diamond’s high thermal conductivity assures a uniform
sample temperature.

One might question why issues such as reliable sample preparation and repro-
ducible results, problems long since solved in the silicon field [47], remain central to
diamond experiments. Diamond differs fundamentally from silicon in that it graphi-
tizes upon damage or heating, transforming the sp$^3$ bonds into sp$^2$ hybridization.
Therefore, a process commonly used to clean silicon surfaces, sputtering and anneal-
ing, destroys diamond surfaces [37, 38]. Moreover, the high-pressure process used to
grow diamond commercially produces crystals of a much smaller size and higher defect
density than the float-zone method of growing silicon crystals. Therefore, the results
of diamond experiments are much more sample-dependent than those of silicon.

The extreme physical properties that make diamond an attractive material com-
mercially also make it difficult to investigate scientifically. As the hardest natural
material in the world, diamond is difficult to cut and polish smooth crystal faces. As one of the widest-bandgap semiconductors, it is difficult to probe with charged particles. Most surface analysis techniques utilize charged beams, and sample charging becomes a significant problem when one moves from silicon to diamond. Moreover, as a semiconductor which forms one of the strongest bonds with hydrogen and cannot be sputter-cleaned, diamond must be heated to at least 1000°C in vacuum to desorb the surface hydrogen. At such an extreme temperature most materials have intolerably high vapor pressures, and the materials available to fabricate ultrahigh vacuum components for diamond are severely limited compared to those for sputter-cleaned silicon. Diamond sample holders typically consist of molybdenum, which is easier to machine than tungsten and which outgasses orders of magnitude less hydrogen than does tantalum [25]. However, molybdenum is itself difficult to machine, and square corners and intricate grooves must be cut electrochemically to avoid chipping.\(^5\) The myriad of unusual challenges faced by diamond surface experiments makes them more rare and less reproducible than those of silicon.

1.1.6 Rate parameters and dynamics of reactions with $\text{H(D)}$

Since molecular hydrogen has been found to be unreactive with diamond at room temperature [21, 23, 48], reaction rates are typically investigated using atomic hydrogen. Atomic hydrogen is commonly produced by passing $\text{H}_2$ over a hot tungsten filament. The tungsten catalyzes the cracking of $\text{H}_2$ and desorbs atomic hydrogen equilibrated to the temperature of the tungsten, typically 0.1 to 0.2 eV. To minimize tungsten transfer to the sample, hot tungsten capillary sources are shielded by a cooled copper block [49]. Hyperthermal hydrogen has also been produced in the case of silicon experiments by laser photolysis of a pulsed free-jet expansion of $\text{HI}$ [50]. However, the interaction of hyperthermal beams with diamond surfaces has yet to be investigated.

\(^5\)Moreover, sample manipulator parts which are standard in stainless steel are either unavailable or custom in molybdenum. For example, the sample holder of chapter 2 was electrochemically machined from molybdenum plate and was clamped together with threaded rod and nuts, molybdenum screws being rarely available commercially and prohibitively expensive.
In theory, once atomic hydrogen has been formed, the sticking probability on the various crystal faces can be measured. However, the difficulty in calibrating H flux has thus far prevented this from being accomplished. For a hot tungsten filament source, H flux calibration requires an elaborate differentially-pumped mass spectrometer with careful analysis of a modulated hydrogen beam to account for entrapment of radicals on the vacuum chamber walls [55, 56].

Even though absolute sticking or recombination rates have not been measured, reaction-rate ratios may be measured. Two particularly important reactions are hydrogen abstraction from and recombination with the diamond surface. The ratio of the rates of these two reactions, \( k_A/k_R \), determines the fraction of surface sites available for growth during CVD. Two groups have measured \( k_A/k_R \), one by high-resolution electron energy-loss spectroscopy (HREELS) [8] and time-of-flight scattering and recoil spectroscopy (TOF–SARS) [7], and the other by sum-frequency generation (SFG) [33]. The SFG results are inconsistent with the others, and all three disagree with a value commonly used in diamond growth models [11]. Due to the dearth of gas-surface reaction-rate data, diamond growth modelers extract their rates from analogous gas-phase reactions [11, 57]. However, surface reactions differ from gas-phase reactions due to the presence of surface phonons and the strain of the underlying lattice. The models approximate surface effects by taking the high-pressure limit of gas-phase rate constants, and the inconsistencies between the model rate constants and the experimental rate constants may have been due in part to this approximation. Nevertheless, this does not explain the differences between the HREELS and SFG results, and further experiments are necessary to resolve the inconsistencies.

Measuring the reaction rate for a range of gas-phase and surface temperatures

---

6Langmuir presents quite an elegant analysis of the degree of dissociation of molecular hydrogen by a hot tungsten filament [51]. However, due to the vacuum practice at the time [52], the initial rates of dissociation he obtained may have been affected by oxygen contamination [53]. Brennan and Fletcher [54] investigated the effect of oxygen contamination and extended the work to cleaner vacuum. They found that on clean W filaments the measured rate of atomization was consistent with atomic and molecular hydrogen desorbing from the W surface in their equilibrium ratio. The equilibrium constant is determined by the temperature of the filament and the pressure of the molecular hydrogen.
gives information about the mechanism by which hydrogen reacts with the diamond surface. It has recently been suggested that hydrogen reacts with diamond via a generalized Eley-Rideal (ER) mechanism [8]. In contrast to the Langmuir-Hinshelwood mechanism, where the reactants fully accommodate to the surface before reacting, in the ER mechanism the gas-phase reactant does not equilibrate with the surface. Instead the incident H provides the energy for surmounting the activation barrier, and the reaction rate depends on the temperature of the incident H rather than on the temperature of the surface. Each diamond experiment to date has investigated only a single gas-phase temperature and the types of samples (single vs. poly-crystalline) have varied across experiments. A single experiment investigating a range of gas-phase and surface temperatures on the same sample would strengthen the evidence for the ER mechanism.

The dynamics of hydrogen reactions with diamonds have yet to be investigated. In the ER mechanism, the majority of the reaction energy is deposited into molecular excitations of the gas-phase products rather than into the surface. For example, in the abstraction of H(D) on D(H)/Cu(111), which has recently been shown to be an ER reaction [58], approximately all of the available reaction energy is deposited into the HD product in the form of translational, vibrational, and rotational excitation. H abstraction of hydrogen and halogens from Si(100) has also been proposed to proceed via a generalized ER mechanism [59, 60], and the lack of sample heating by this process makes it an attractive candidate for low sample-temperature cleaning of semiconductor surfaces [59].

In summary, issues surrounding rate parameters and dynamics of diamond surface reactions with atomic hydrogen have yet to be resolved. A single experiment investigating a range of gas-phase temperatures would resolve inconsistencies in previous rate measurements. Future experiments could extend the data to include abstraction barriers and dynamic effects by investigating reaction rates over a wide range of incident atomic hydrogen energies, from thermal energies relevant to hot-filament CVD to hyperthermal energies relevant to plasma-enhanced deposition [61]. Results will be vital to the development of accurate computer models of surface processing and low-
pressure diamond growth as well as to the development of theoretical understanding of radical-surface reaction dynamics.

1.2 Diamond Growth Experiments

Attempts to grow diamonds artificially date back to the early 1800s. In 1796, Smith-son Tennant, building on the research of Sir Isaac Newton and Antoine-Laurent Lavoisier, discovered that diamonds consisted of the same material as charcoal (car-bon) [62]. Growth methods then focused on hydrocarbon feedstocks. Early workers tried a variety of methods to grow diamond including crystallizing it out of carbon-rich aqueous solutions [63][7] and producing electrical discharges across carbonaceous mate-rials [65, 66]. In the 1870s researchers realized that diamonds were made in volcanoes[8] and created various types of ovens and explosions to mimic their high-temperature, high-pressure conditions. This yielded large quantities of soot and some small stones rumored to be diamond [2]. The technology at the time did not allow high pressures to be sustained for long enough to grow significant amounts of diamond, and before the advent of Raman spectroscopy it was difficult to establish growth by distinguishing between polycrystalline diamond and amorphous carbon. Researchers refined their growth technique and in the 1950s developed a method to produce diamond at high pressure using Fe or Ni as a catalyst [67].

Attempts to grow diamond from low-pressure reacting gases began as early as 1911, when J. W. Hershey experimented with an oxy-acetylene blowtorch [68]. Although his attempts were unsuccessful, in 1988 researchers succeeded in growing diamond films from blow torches [69, 70].

---

7Due to the lack of high-pressure conditions, it is unlikely that the few crystals produced in 1828 [63] actually consisted of diamond. Recently, Zhao et al. [64] succeeded in growing diamond from seed crystals in a solution of nickel and glassy carbon in water. However, their growth occurred at 1.4 kbar and 800°C, vastly higher pressures and temperatures than the atmospheric conditions used in 1828.

8Before the 1860s, diamonds were panned from rivers or found scattered on beaches. Water had washed these diamonds from their sources, volcanic ducts, so long ago that the sources were no longer evident. In the 1860s, the first primary source of diamonds, the Kimberley mines in South Africa, were discovered, and researchers realized that diamonds were made in volcanoes. [2, p. 199]
In the 1960s, Eversole [71] patented a method to grow diamond at low pressure and high temperature by passing methyl-containing gas over diamond powder at $\sim 1000^\circ$C. Under these conditions black carbon grew along with diamond, and Eversole found it necessary to interrupt the growth periodically and clean off the amorphous carbon by heating the powder in hydrogen gas at about 50 atmospheres. In the past two decades researchers have combined the cleaning and growth steps by diluting the hydrocarbon gas in $\text{H}_2$ [4, 72, 73, 74]. To eliminate the need for high pressure, the gas is activated by cracking hydrogen over a hot tungsten filament [75] or in a microwave plasma discharge [76]. The atomic hydrogen in turn activates the hydrocarbon gas and the growing surface by abstracting hydrogen from them to produce radical sites. Methyl radicals in the gas grow the diamond by recombining with surface radical sites [4, 11, 57]. A series of abstractions and rearrangements subsequently bond the methyl carbon to the other carbons in the diamond lattice. Similar reaction mechanisms have been proposed for diamond growth from acetylene [77, 78].

In low-pressure CVD reactors, feedgas composition is typically 1% methane or acetylene and 99% hydrogen. Higher methane fractions give rougher growth surfaces [79] and codeposition of amorphous carbon. Diborane and phosphine have also been included in the feedgas at the ppm level to p- or n-dope the diamond either for electronic applications or to simply increase the conductivity to allow ex-situ SEM observation [80]. However, n-doping has not yet been reported to be successful. Substrate temperature is typically 700–1000$^\circ$C during growth. Reducing the substrate temperature from 700$^\circ$C to 400$^\circ$C decreases the growth rate from 0.1 $\mu$m/hr to 0.006 $\mu$m/hr [81].

### 1.2.1 Experimental challenges

In-situ growth monitoring is difficult; high temperature and atomic hydrogen are not particularly welcoming to many probe materials. Non-intrusive optical techniques such as REMPI [82] have been the most successful at gaining information about the gas-phase growth environment. The gas composition at the growing surface has
been measured quite elegantly, by drilling into the substrate an entrance hole to a molecular-beam mass spectrometer [83]. McMaster et al. have built upon this technique to measure the gas-phase concentrations of H, CH₃, CH₄ and C₂H₂ in MWCVD [84] and HFCVD [85] reactors.

One of the challenges in growth experiments is temperature measurement. The diamond temperature is usually measured by optical pyrometers or thermocouples. There is a temperature gradient over the substrate, and quoted growth temperatures are often averages over the substrate area, in the case of pyrometric measurement, or the thermocouple locations, in the case of thermocouple measurement. Thermocouple measurements are complicated by thermal gradients between the sample and junction. Gradients can be minimized by inserting the junction directly into a hole drilled in the diamond [46]. However, typical diamond samples are too small to contain holes for thermocouple junctions, and thermocouples are usually located on the sample holder. Optical pyrometric measurements are complicated by diamond’s low emissivity. The emissivity is so low that most of the radiative flux impinging on the pyrometer originates from the material directly behind the substrate. Typically the emissivity of the sample holder is assumed to be constant, neglecting the variation with temperature, chemical state and roughness of the surface.

In practice temperatures are measured to ensure repeatable results between growth runs rather than to identify the exact surface temperature. For example, in Kamotype reactors there is no temperature control independent of the plasma, and the microwave power and cavity length are adjusted during the run to produce the desired temperature. This is an important point to keep in mind when comparing theoretical predictions to experimental data.

Measurement questions aside, growth experiments are time-consuming. Unlike silicon, where huge market forces have reduced sample preparation to a fine art, diamond sample preparation is generally done by “cut and try.” Moreover, investigating the effect of growth conditions on growth rate or film quality requires a large num-

---

9For example, in MWCVD experiments performed by the author at the National Institute for Research in Inorganic Materials, temperatures typically varied by 30°C over the area of the 6 mm×6 mm substrate. Temperatures were measured pyrometrically assuming a constant emissivity of 0.5.
ber of runs to span the huge parameter space of temperature, pressure, flow rate, and gas-phase composition. The difficulty of preparing samples and optimizing the growth experimentally motivated the development of diamond growth models [4, 11].

1.3 Thesis Overview

The present research addresses some of the challenges in diamond surface science and uncovers new ones. In chapter 2, measurements of absolute deuterium coverage on C(100) by nuclear reaction analysis (NRA) are reported. This is the first time absolute coverage has been measured on a (2x1) surface with LEED characterization, confirming the (2x1):D reconstruction. Previous models of hydrogen reactions with C(100) are substantially revised to include all types of sites on the reconstructed surface, and it is shown that steady-state coverage measurements give the ratio of site-averaged abstraction rate to site-averaged recombination rate, \( k_A/k_R \). The coverage measurements are analyzed to determine \( k_A/k_R \) at 1800°C filament temperature and 360°C surface temperature. Absolute deuterium coverage is also reported under a variety of dosing and annealing conditions. However, high filament temperature during dose produced unexpectedly high coverage, and D breakage of surface dimer bonds is proposed as a mechanism to increase coverage. The relevance of dimer breakage and dihydride formation to recent experiments on surface degradation are briefly discussed. All NRA measurements reported in Chapter 2 were completed at the Oak Ridge National Laboratory in Oak Ridge, Tennessee.

Issues related to the NRA measurements are addressed in the appendices. In appendix A, the question of subsurface signal in the NRA spectra is addressed by measurements of subsurface deuterium content via secondary-ion mass spectroscopy (SIMS). To prevent charging during SIMS, boron-doped samples were grown by microwave-plasma CVD. Sample growth and SIMS measurements took place at the National Institute for Research in Inorganic Materials, Tsukuba, Japan. In appendix B, a summary is given of the design and development of an ultrahigh vacuum endstation to perform measurements equivalent to NRA in the Caltech Pelletron.
The question of surface mobility at growth temperatures is addressed in chapter 3. Mobility is demonstrated by calculating activation energies for the migrations of H, F, and Cl on the C(110) surface by quantum chemical methods using hydrocarbon cluster models. The calculations included extensive basis sets with many-body effects at the level of single and double excitations from Hartree-Fock and Complete-Active-Space wavefunctions. The calculated activation barriers for the (1,2) migrations of H, F and Cl and the (1,3) migration of H indicate that such migrations are too slow to compete with thermal desorption. The (1,4) migration of F is also slow. However, the (1,4) migrations of both H and Cl are calculated to be sufficiently fast to compete with thermal desorption under ultrahigh vacuum conditions and with gas-surface reactions under typical diamond growth conditions. Previous studies had considered only the activation barriers to migrations [12] and growth reactions [13, 14, 15] and often concluded that migrations were negligibly slow due to their high barriers. This was the first study to consider the migration rates and establish that they were sufficiently fast to compete with gas-surface reactions during growth [16, 17, 18]. Implications of mobility for thermal desorption and diamond growth are briefly discussed. In appendix C, a kinetic Monte-Carlo algorithm is presented which incorporates mobility into diamond surface reaction models. The algorithm cuts in half the number of required integrations by addressing migration in the same iteration step as gas-surface reactions and developing a general scheme to weight reaction probabilities accordingly.
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Chapter 2  Deuterium Reaction with C(100): Ion-Beam Scattering Experiment

2.1  Introduction

Diamond surface experiments have attracted attention in recent years [1], fueled by the relevance to models of low-pressure diamond thin-film growth [2, 3, 4] for electronic and industrial applications. Although the experiments have increased our understanding of diamond surface processes, several issues remain unresolved. These include absolute hydrogen coverage on C(100) and the rates of abstraction and recombination with gas-phase atomic hydrogen. Absolute coverage is an important parameter in diamond surface models, and predictions for the (100) face range from 0 to 1.33 hydrogen per surface carbon [5, fig. 4]. A coverage of two hydrogen per surface carbon has also been proposed, but has been found to be unstable due to the steric crowding of the hydrogens [5, 6]. Reaction rate constants are intimately related to coverage, in that they determine the saturation coverage under typical hydrogen dosing conditions and the fraction of sites available for growth during thin-film deposition. Issues relating to hydrogen coverage are reviewed in section 2.1.1, and reaction-rate research is discussed in section 2.1.2. Section 2.1.3 concludes with an overview of the chapter.

2.1.1  Hydrogen coverage

Measurements of absolute hydrogen coverage are rare. Relative coverages may be measured by integrating peaks generated by surface spectroscopies or temperature-programmed desorption (TPD), but the normalization factors are difficult to calibrate. In contrast, ion-beam scattering techniques are easily calibrated by compari-
son to ion-implanted standards, and nuclear sensitivity assures that the measurement integrates equally over all bonding configurations. Derry et al. [7] measured coverage on polished C(100) by nuclear reaction analysis and found 2 H per surface C. However, the sample was unheated and may have contained physisorbed hydrocarbons. Yagi et al. [8] found 3–4 H per surface C on MWCVD homoepitaxial C(100) by elastic-recoil spectrometry. Their samples were also unheated. Dollinger et al. [9] found a coverage of 1 H per surface C on plasma-treated C(100) by medium-energy ion-scattering (MEIS). The exact value of hydrogen coverage on C(100) remains unresolved.

The coverage is modified when diamond is dosed with atomic hydrogen gas, due to abstraction and recombination reactions. The absolute saturation coverage from dosing has not been measured but may be estimated from reaction-rate ratios implied by relative coverage measurements. Thoms et al. [10] obtained a ratio implying $0.95 \pm 0.01$ D per surface C on polycrystalline diamond by high-resolution electron-energy loss spectroscopy (HREELS). The gas-phase temperature was equal to the filament temperature, 1800°C, and the surface temperature was 80°C in one set of experiments and 600°C in another. Both surface temperatures implied the same coverage. Koleske et al. [11] obtained a ratio implying $0.97 \pm 0.01$ D per surface C at a filament temperature of 1560°C from time-of-flight scattering and recoil-ion spectroscopy (TOF-SARS). However, Chin et al. [12, 13] measured a ratio implying $0.83$ H per surface C from sum-frequency generation (SFG) spectroscopy of hydrogen-dosed diamond (111). Chin's filament was at 1800°C during dosing, and his surface temperature varied from room temperature to 200°C due to radiative heating by the hot filament. The saturation coverage may vary with filament temperature, surface temperature, hydrogen isotope and crystallographic orientation of the surface. Full characterization of the effect of dosing parameters on absolute coverage has yet to be accomplished.

**Monohydride vs. dihydride production by dosing**

Although the (100):(2×1) surface contains up to 1 H per surface C, hydrogen coverage can be greater than 1 due to the presence of dihydrides. The (100) crystal plane cuts
2 bonds for each carbon, leaving enough unpaired electrons to form up to two CH bonds, or 2 H per surface C. However, the steric crowding of neighboring hydrogen centers makes this surface unstable to reconstruction to a (2×1) structure, with up to 1 H per surface C, or a (3×1) structure, with up to 1.33 H per surface C [5, fig. 4]. The carbon centers on the (2×1) surface form rows of dimer bonds with monohydride termination, and those of the (3×1) surface form rows of dimer bonds alternating with undimerized dihydrides. Low-energy electron diffraction (LEED) distinguishes between the (2×1) and (3×1) structures. However, for small surface domains less than ~100 Å across, LEED shows only the (1×1) pattern of the underlying bulk atoms. Reported LEED patterns of C(100) include both the (1×1) [14, 15, 16, 17, 18], consistent with disordered dihydrides or monohydrides, and (2×1) [17, 18, 19, 20], consistent with ordered monohydrides. Sample preparation [16, 19], surface roughness [12], and surface temperature during hydrogen dosing [13] have all been found to affect reconstruction and surface quality. The existence of dihydrides cannot be established by LEED, and conditions which generate dihydrides remain controversial.

Infrared spectroscopy is able to distinguish between mono- and di-hydrides and has the advantage of good resolution, ~6-20 cm⁻¹. Infrared sum-frequency generation (SFG), a nonlinear optical effect, is symmetry-forbidden in the bulk and therefore has excellent surface sensitivity. Chin [12] found peaks with shoulders in the CH stretch region on polished C(100) by SFG. However, he was unable to observe bending modes, and he interpreted the spectra as indicating monohydrides with two different bonding arrangements. Fourier-transform infrared spectroscopy (FTIR) has good resolution but poor surface sensitivity. Surface sensitivity is increased by performing multiple-internal-reflection FTIR (MIRIRS). Yang et al. [5] found a CD deformation mode at 901 cm⁻¹ on polished C(100) by MIRIRS following exposure to atomic deuterium. However, they were unable to distinguish surface CH stretches from background due to hydrocarbon impurities.

HREELS identifies hydrides by assigning loss peaks to CH and CH₂ stretch and deformation modes. However, peak assignment is rendered difficult by poor resolution, typically 60–100 cm⁻¹ [21]. For a surface with a mixture of mono- and di-
hydrides, CH$_2$ symmetric and antisymmetric stretches may be indistinguishable from the CH stretch peak. Spectral deconvolution and off-specular collection are two of the most powerful tools in interpreting spectra. However, specular deconvolution which assumes dipole selection rules is invalid on C(100), and impact scattering selection rules are difficult to apply [22]. When dipole scattering dominates, on-specular collection gives sensitivity to modes with dynamic-dipole moments perpendicular to the surface, namely CH stretch and CH$_2$ symmetric stretch. However, in off-specular collection, impact scattering increases relative sensitivity to CH$_2$ antisymmetric stretch. Therefore, dihydrides may be identified by a splitting in the CH stretch peak as the collection moves from on-specular through off-specular angles.

HREELS experiments show evidence for both mono- and di-hydrides. Lee and Apai [17] performed spectral deconvolution on data from polished C(100) and concluded that the (1×1) surface contained mono-, di- and tri-hydrides. However, the assumption of dipole selection rules may be inaccurate [22]. Heating the sample to 1200°C produced a (2×1) surface which was concluded to be totally free of hydrogen from the lack of any CH stretch modes near 2900 cm$^{-1}$. Dosing the sample with atomic hydrogen reproduced the (1×1) pattern and the original spectra with multiple-hydride modes. Results were completely reproducible upon repeated dosing–annealing (adsorption–desorption) cycles. Aizawa et al. [23] found no splitting of the CH stretch peak at off-specular angles and concluded that the surface contained only monohydrides. Their sample was grown by microwave-plasma CVD on a (100) substrate. Sun et al. [24] assigned modes to the features in their specular HREEL spectra and concluded that the surface contained dihydrides. However, the assumption of dipole selection rules may again be inaccurate. The sample was faceted (100) grown by hot-filament CVD on a silicon substrate. Thoms et al. [19] detected no CH peak split at off-specular angles and concluded that their sample was terminated by monohydrides. The sample was hydrogen-plasma treated C(100). The sample remained (2×1) even upon hydrogen dosing, and spectra were completely reproducible upon repeated adsorption–desorption cycles.

Evidence for mono- and di-hydrides has been found by temperature-programmed
desorption (TPD) and electron-stimulated desorption (ESD). TPD spectra from C(100) typically show a single peak near 900°C assigned to H₂ desorption from monohydride sites [20]. However, Yang et al. [5] observed a low-temperature shoulder in the desorption peak from polished C(100) and suggested dihydrides as a cause by analogy with Si(100).¹ Hoffman et al. [27] found two desorption peaks from C(100):(1×1).² Double desorption peaks appeared after repeated adsorption–desorption cycles, coupled with electron bombardment, which may indicate dihydride generation. Hamza et al. [18] observed two H⁺ peaks in time-of-flight ESD on polished C(100):(1×1) and assigned the fast peak to dihydrides. Upon annealing to 900°C the fast H⁺ peak disappeared, the surface displayed a (2×1) LEED pattern, and the remaining peak was assigned to monohydrides. Dosing the sample with atomic hydrogen returned the surface to a (1×1) structure and reproduced the original ESD peaks. After repeated adsorption–desorption cycles, the (2×1) pattern was no longer generated.

Clearly, both monohydrides and dihydrides exist on the C(100) surface, and the conditions to generate dihydrides remain unclear. The greater roughness of polished surface increases the probability of dihydrides. However, even a smoother H-plasma treated samples can exhibit double TPD peaks upon repeated adsorption–desorption cycling (coupled with electron-beam irradiation) [27]. Conditions under which dihydrides appear upon adsorption–desorption cycling have yet to be understood.

### 2.1.2 Abstraction and recombination reaction rates

The ratio of the rate constant for hydrogen abstraction (k_A) to that for recombination (k_R), when averaged over all surface sites, is important in both diamond surface science and diamond growth experiments. In diamond surface science it determines the maximum surface coverage attainable by typical hydrogen dosing conditions, and in diamond chemical-vapor deposition (CVD) it determines the fraction of surface

---

¹Butler et al. [25] also published desorption peaks with distinct shoulders from C(110), and Hagstrom et al. [26] found double desorption peaks from C(111).

²Hoffman [28] recently found low and high-temperature desorption peaks from C(111) and assigned them to desorption from dihydride dimers at steps and monohydride sites on terraces, respectively.
sites available for growth.

Recently several groups have measured the ratio, $k_A/k_R$. The results are not directly comparable across experiments due to variations in crystallographic orientation of the sample surface, hydrogen gas temperature and hydrogen isotope. However, all experiments disagree by an order of magnitude with a ratio commonly used in diamond growth models. Thoms et al. [10] inferred a $k_A/k_R$ of 0.05±0.01 from HREELS of deuterium-dosed polycrystalline diamond. Due to the low pressure in the reaction chamber, the gas-phase temperature was equal to the filament temperature, 1800°C, and the surface temperature was 80°C in one set of experiments and 600°C in another. Both surface temperatures gave the same $k_A/k_R$. Koleske et al. [11] obtained a similar reaction-rate ratio of 0.03±0.01 at a filament temperature of 1560°C from TOF-SARS. However, Chin et al. [12, 13] obtained a ratio of 0.2 from SFG spectroscopy of hydrogen-dosed diamond (111). Chin’s filament was at 1800°C during dosing, and his surface temperature varied from room temperature to 200°C due to radiative heating by the hot filament. On the other hand, reaction rates typically used in thermochemical kinetic diamond growth models [29, 30] give a ratio of 2.14 at 1800°C. These rate constants were estimated from gas-phase data, where the hydrogen temperature is the same as that of the alkane modeling the surface.

Due to the dearth of gas-surface reaction-rate data, diamond growth modelers extract their rates from analogous gas-phase reactions [29, 31]. However, surface reactions differ from gas-phase reactions due in part to steric hindrance from surrounding surface atoms and the strain of the underlying lattice. Surface effects are approximated by taking the high-pressure limit of gas-phase rate constants [29, 31], and errors are introduced by the inadequacy of this approximation. Moreover, due to the exponential dependence on temperature and the variation across experiments, many gas-phase rate constants are not known to better than a factor of five. Therefore the ratio of rate constants taken from gas-phase data may be in error by an order of magnitude. Directly measuring the ratio of recombination to abstraction rate constants on a diamond surface would improve the accuracy of growth models.

Nevertheless, reaction rates measured by surface-science experiments are difficult
to apply to CVD conditions. Surface-sensitive techniques such as HREELS, TOF-SARS, and SFG require low pressure to minimize beam attenuation and ultra-low pressure to avoid surface contamination. At such low pressures the mean free path of the gas molecules is much larger than the size of the vacuum chamber itself. Although this gives surface-science experiments the unique ability to separately control gas and surface temperatures, the large difference between gas and surface temperature make the data difficult to apply to continuum reactions. To date all experiments have fixed the gas temperature and most have investigated only one or two surface temperatures. Only the TOF-SARS experiment has measured reaction rate for a series of surface temperatures and found an apparent activation barrier of 0.8 ± 0.2 kcal/mol, suggesting a direct (Eley-Rideal) reaction upon impact with the surface, with an early transition state. In contrast, in a Langmuir-Hinshelwood mechanism the gaseous species equilibrates with the surface before reacting, and the rate is determined by the surface temperature, $T_s$. Measuring $k_A/k_R$ for a series of gas and surface temperatures would tell which mechanism is active or whether both participate to a degree, e.g., $\frac{k_A}{k_R} = A \exp \frac{-E_g}{k_BT_g} \exp \frac{-E_s}{k_BT_s}$. It would also clarify the relevance of low-pressure data, where $T_g \neq T_s$, to diamond growth, where $T_g = T_s$.

The effect of isotope on reaction rate is unknown. Some experiments exposed a deuterated diamond surface to hydrogen gas while others exposed a hydrogenated diamond to deuterium gas. Most groups assume $k_H = k_D$ when reducing their data, and in some cases the isotopic effect has been investigated and found to be small.³ In SFG experiments Chin et al. [13] found the rate of reaction of gas-phase H with C(111) to be similar to that of gas-phase D. However, Koleske et al. [11] measured the rate of D(g) abstraction of surface-bonded H to be 2–4 times the rate of H(g) abstraction of D on polycrystalline diamond. They suggest that on C(111)-like sites, D(g) is more efficient at abstraction because its higher momentum allows it to impart a greater displacement to the surface carbon, establishing a weak $\pi$-bond between the surface and neighboring carbon atoms. It has yet to be determined whether the isotopic effect.

³In the case of a surface-surface reaction, thermal desorption, Schulberg et al. [32] observed no isotopic effect on desorption of H$_2$, HD and D$_2$ from polycrystalline CVD diamond.
varies with crystallographic orientation. On a surface analogous to C(100), Si(100), Sinniah et al. [33] found an isotopic effect opposite to that on polycrystalline diamond: the rate for D(g) abstraction of surface-bonded H was only 0.2 times the rate for H(g) abstraction of D. Thus, the isotopic effect on diamond surface reactions remains unresolved, and its dependence on surface orientation requires further investigation.

2.1.3 Chapter overview

The issues of absolute coverage on C(100), its dependence on dosing conditions, and the reaction-rate ratio \( k_A/k_R \) are addressed by measuring the amount of deuterium on the diamond surface by nuclear reaction analysis (NRA). Absolute deuterium coverage is reported under a variety of sample annealing and atomic deuterium dosing conditions. The experimental procedure is described in section 2.2, and results are reported in section 2.3. Coverage is measured for dosing at 1800°C filament temperature and 360°C surface temperature. However, an attempt to identify the effect of gas and surface temperatures on reaction rates revealed unexpectedly high coverages at high filament temperature. A generic mechanism to generate high coverage at high filament temperature is proposed in section 2.4.5 and compared to the results of previous dosing experiments. In section 2.5 previous models of hydrogen reactions with C(100) are substantially revised to include all types of sites on the reconstructed terrace, and it is shown that steady-state coverage measurements give the ratio of site-averaged abstraction rate to site-averaged recombination rate, \( k_A/k_R \). Section 2.5 discusses the relevance of the results to chemical kinetics models of diamond growth. Finally, section 2.6 summarizes the conclusions.

2.2 Experimental procedure

Unless otherwise noted, all experiments were performed at the Surface Modification and Characterization (SMAC) Research Center of Oak Ridge National Laboratory in Oak Ridge, Tennessee.
2.2.1 Sample preparation

The sample was a type IIA natural diamond cut along (100) ± 3° by Harris Diamond Corporation. In a prior experiment at Caltech, the sample had been bombarded with 1.9 MeV $^4$He$^+$ at 5 nA for ~50 minutes to obtain RBS and ERS spectra. The bombardment produced some lattice damage and turned the sample from colorless to light grey.

To clean the surface for the NRA experiment, the sample was hydrogen-plasma treated in an Astex reactor at the Gas/Surface Dynamics Section of the Naval Research Laboratory. Hydrogen plasma treatment is one of the most reliable methods to prepare diamond samples. Plasma treatment smooths the (100) surface and causes it to reconstruct to (2x1):H [34]. Prior to treatment the sample was boiled for 15 minutes in a solution of 3 parts HCl to 1 part HNO$_3$ aqua regia, followed by boiling for 18 minutes in a solution of 3 parts H$_2$SO$_4$ to 2 parts HNO$_3$. The sample was then hydrogen-plasma treated at 750°C and 10 torr for 20 minutes. The microwave power was 600 W, and the hydrogen flow rate was 500 sccm. The temperature was measured by a thermocouple located behind the substrate heater; the actual diamond surface temperature was estimated to be 800°C. The reactor contained a CVD-diamond-coated substrate holder to minimize sample contamination. Finally, the back side of the sample was also plasma treated.

2.2.2 Deuterium dosing

The sample was mounted on an all-molybdenum holder and installed in a stainless steel ultrahigh vacuum chamber (fig. 2.1). The chamber was pumped by turbomolecular and ion pumps. The base pressure was $2.0 \times 10^{-10}$ torr, and the dosing pressure was $5.0 \times 10^{-6}$ torr. During sample annealing, the pressure momentarily rose to ~$2 \times 10^{-8}$ torr, presumably due to outgassing of D$_2$ from the ceramic beads insulating the thermocouple leads. The sample was heated by electron bombardment of the back of the molybdenum holder. The sample temperature was measured by an E-type thermocouple clamped to the front of the sample holder about 3 mm from the
sample. The filament's brightness temperature was measured via optical pyrometry, and values were converted to absolute temperature [35, p. 10-283] without correcting for viewport bias. The sample temperature during bake-out was similar to that of the rest of the chamber, and the sample surface and doser filament were annealed prior to each dose. The ion pump was valved-off during dosing, to extend its life, and during annealing, to minimize the partial pressure of $D_2$.

Prior to each dose, the sample and doser filament were annealed simultaneously to avoid cross-contamination. Before annealing the sample was positioned to face $\sim 180^\circ$ away from the doser. Then the doser filament was outgassed at 2220°C for 2 minutes in order to desorb any tungsten oxide [36, 37]. After 2 minutes, the sample was flashed to 990°C and held between that and $\sim 1050^\circ$C for about 2 minutes to desorb the
surface hydrogen. (Thoms et al. [19] conclude from their HREEL spectra that C(100) is free of adsorbed hydrogen upon heating to 1050°C for approximately one minute.) Then the heater bias voltage was turned off, and the hot filament was decreased to \( \sim 50^\circ\text{C} \) above the filament dosing temperature. Once the sample had cooled to a few degrees above the surface dosing temperature, the filament temperature was decreased to its dosing value, and the D\(_2\) leak valve was opened. After the pressure had stabilized to \( 5.0 \times 10^{-6} \) torr, the sample was quickly rotated into the dosing position. About 3 seconds were required to rotate the sample into position, and exposures were not corrected for the rotation time. In the dosing position, the distance between the sample surface and doser filament was about 4 cm. Throughout dosing the sample temperature was maintained to within \( 3^\circ\text{C} \) of the desired surface dosing temperature by radiative heating from behind. Upon completion of dosing, the sample was quickly rotated to face \( \sim 180^\circ \) away from the doser, the leak valve was simultaneously closed, and then the doser filament amperage was turned off.

During exposure the surface temperature was either \( 80^\circ \pm 3^\circ\text{C} \) or \( 360^\circ \pm 3^\circ\text{C} \), and the filament temperature was \( 1735^\circ \pm 20^\circ\text{C} \), \( 1800^\circ \pm 20^\circ\text{C} \), \( 1975^\circ \pm 20^\circ\text{C} \), or \( 2025^\circ \pm 20^\circ\text{C} \). The true filament temperature is higher than the measured value by about \( 50^\circ\text{C} \) due to viewport bias [38].

### 2.2.3 Coverage measurement and calibration

The total deuterium coverage, \( \theta_D \), was measured by counting the protons produced by the nuclear reaction \(^2\text{D}(\text{He},p)^4\text{He}\). The incident \(^3\text{He}^+\) beam energy was \( 0.7 \pm 0.003 \) MeV, the current was typically 1 nA, and the beam spot diameter at the sample was 2 mm. Collection time for each spectrum was about 100 seconds. Relative beam dose was measured by accumulating backscattered ions from a gold-plated beam chopper rotating at \( \sim 10 \) Hz. The beam was incident normal to the sample, and the proton spectra were collected by four solid-state detectors located about 2 cm in front of the sample. Stopper foils of 25.4 \( \mu\text{m} \) thick nickel were placed in front of the four detectors to filter out backscattered \(^3\text{He}^+\) ions and pass the \( \sim 13 \) MeV protons [39, p. 238]. The
deuterium doser filament, which was located a few cm from the four detectors, was turned off during NRA to keep the spectrum's proton peak well-separated from the thermal noise peak.

![Graph showing NRA spectrum of D-terminated C(100)](image)

Figure 2.2: NRA spectrum of D-terminated C(100). The quoted errors represent the resolution in the measurement due to the finite number of events counted. For example, a total of 44 events were detected in this spectrum. The spectrum was collected subsequent to 1500L exposure at a filament temperature of 1800°C and a surface temperature of 360°C, followed by a series of anneals to 800°C and 630°C.

The sample was aligned with respect to the beam spot by scanning in the two directions perpendicular to the beam, y and z, and by rotating the sample about the z axis. Coverage values peaked on the sample and decreased when the beam was scanned off the sample onto the holder. After alignment, spectra were typically collected at two to four locations completely on the sample, and often more than one spectrum was taken at any one location. The spatial deuterium distribution was uniform over the sample to within the scatter from spectrum to spectrum at any one location. The coverage is assigned to be the average value of all the spectra taken at the two to four locations. The resolution in the coverage measurement is taken to be $\frac{\theta_D}{\sqrt{N}}$, where $\theta_D$ is the measured coverage, and $N$ is the total number of events counted.

Deuterium coverage was calibrated by comparing the total counts from the sample
Figure 2.3: NRA spectrum of calibration standard. The quoted errors represent the resolution in the measurement due to the finite number of events counted. A total of 70873 events were detected in this spectrum.

to the total counts from a secondary standard. The secondary standard was an $a$-C film chemically vapor-deposited in deuterium atmosphere on a Si substrate. In a prior experiment the D incorporation in the film was measured to be $(1.5 \pm 0.01) \times 10^{18}$ D/cm$^2$ by comparison to a primary (ion-implanted) $a$-C standard. In the NRA experiment, the (secondary) standard was first located with respect to the beam spot by scanning in the $y$ and $z$ directions. Spectra were then collected at four locations on the standard, and the resulting deuterium distribution was uniform to within 3%. The average of the total counts in the four spectra was taken to be equivalent to $1.5 \times 10^{18}$ D/cm$^2$. Calibration spectra were collected several times over the course of the experiment, and the average value varied by only about $\sim$1%. The error in the calibration factor is taken to be 1%. Sample NRA spectra are shown in figs. 2.2 and 2.3.

Deuterium coverages are reported in units of D per surface C, where the areal density of surface carbons is assumed to be that of an ideal (100) surface, $1.566 \times 10^{15}$/cm$^2$.

The lower detection limit of NRA is determined by the background cosmic radia-
tion incident on the detectors. For spectral collection times typical to this experiment, the spectrum for no incident helium ions consisted of one count, implying a lower detection limit of $0.02 \times 10^{15}$ D/cm$^2$ or 0.013 D per surface C.

2.3 Results

2.3.1 Surface reconstruction

Due to the hydrogen-plasma pretreatment, the sample surface was reconstructed upon insertion into the vacuum chamber [34]. The (2x1) reconstruction remained even after several thousand langmuirs (L) of deuterium dosing. After about $10^4$ L of exposure, the surface reconstruction was characterized via LEED at $\sim$115 V, and a (2x1) pattern was clearly evident. During LEED the sample was heated to $\sim$100°C to avoid charging.

2.3.2 Coverage at 1800°C

Figure 2.4 shows deuterium coverage after dosing at a filament temperature of 1800°C and a surface temperature of 360°C. Coverages are reported in units of monolayers, where one monolayer is one D per surface C, and the atomic density is taken to be that of the ideal (100) surface, $1.57 \times 10^{15}$ C/cm$^2$. An exposure of 2500L appears to be sufficient to reach saturation coverage. The saturation coverage of $0.95 \pm 0.04$ agrees with the coverage of $0.95 \pm 0.01$ implied by Thoms et al.’s [10] analysis of their HREELS data. The saturation coverage differs from the value of 0.83 implied by Chin et al.’s [12, 13] data for C(111), and the significance of the difference is discussed in section 2.5.3. Table 2.1 compares the saturation coverages implied by previous experiments to that obtained by NRA.

\[\text{\footnote{During NRA the sample was cooling subsequent to exposure, and the sample temperature was decreasing between 285°C and 40°C.}}\]
Figure 2.4: Deuterium coverage as a function of exposure at a filament temperature of 1800°C and a surface temperature of 360°C. Each point represents an independent experiment. The sample was not annealed after exposure. The error bars represent the resolution in the coverage measurement. For example, a total of 697 events were detected in the 2500L case. The error due to the number of events counted was greater than the error in the calibration factor.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Surface</th>
<th>$T_{\text{surface}}$</th>
<th>$T_{\text{filament}}$</th>
<th>$k_A/k_R$</th>
<th>Saturation coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Koleske [11]</td>
<td>poly</td>
<td>500°C</td>
<td>1560°C</td>
<td>0.03 ± 0.01</td>
<td>0.97 ± 0.01 D/surf C</td>
</tr>
<tr>
<td>Thoms [10]</td>
<td>poly</td>
<td>80–600</td>
<td>1800</td>
<td>0.05 ± 0.01</td>
<td>0.95 ± 0.01</td>
</tr>
<tr>
<td>NRA</td>
<td>(100)</td>
<td>360</td>
<td>1800</td>
<td>0.06 ± 0.04</td>
<td>0.95 ± 0.04</td>
</tr>
<tr>
<td>Chin [13]</td>
<td>(111)</td>
<td>25–200</td>
<td>1800</td>
<td>0.20 ± ?</td>
<td>0.83 ± ? H/surf C</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison to coverages implied by previous experiments. The reaction-rate ratios measured by previous experiments were converted into coverages via eq. 2.27.
Thermal desorption

The sample was heated subsequent to dose, and coverages were measured as a function of heating temperature. Results are shown in fig. 2.5. For heating temperatures under 200°C, the sample was heated at a rate of ~10°C/sec and held at the annealing temperature for about 2-5 minutes. Below 200°C the annealing time did not affect coverage. For temperatures over 200°C, the sample was flashed to a temperature of $T_{\text{flash}}$ at a rate of ~10°C/sec, and heating was turned off within seconds of attaining $T_{\text{flash}}$. The amount of deuterium desorbed between 470°C and 800°C in fig. 2.5 implies a desorption barrier of 3.0 eV, assuming first-order desorption with a pre-exponential factor of $10^{13}$/sec and a heating rate of 10°C/sec. The desorption barrier of 3.0 eV agrees with the barrier of 3.08 eV implied by the temperature-programmed desorption data of Hoffman et al. [27] for D$_2$ desorption and Thomas et al. [20] for H$_2$ desorption. However, any rate parameters calculated from the NRA flashing results are less reliable than those of TPD experiments because the NRA heating rate was not carefully controlled.

Note that 10%±7% of a monolayer desorbs upon heating to ~600–620°C, whereas a negligible amount of deuterium desorbs at temperatures below 450°C. Hoffman et al. [27] also detected desorption at 600°C from a plasma-pretreated, undegraded C(100):D sample. Thomas et al. [20] found desorption from C(100) at 600°C after ~1000 L hydrogen exposure. However, Thoms et al. [10] found negligible desorption at 600°C from polycrystalline diamond. The reason for the discrepancy is unknown. The lower limit of the NRA desorption value, 3% ML, may be within the experimental uncertainty of the HREELS measurement. The HREELS coverages were uncalibrated, and no error bars were reported.\(^5\) It is also possible that the (100) samples contain a small fraction of dihydride sites, yielding low-temperature des-

\(^5\)Temperature measurements across experiments using different sample holders and different thermocouple locations are not directly comparable. Other experiments have found imperfect thermal contact to cause temperature variations between a diamond and the sample holder where the thermocouple was located. Smentkowski et al. [40] found that a thermocouple attached to the the sample heater registered a temperature up to 200°C greater than one inserted into the diamond sample. In a separate experiment, Thoms et al. [19] found thermocouple measurements to be 100–150°C greater than pyrometric measurements at sample temperatures above 1000°C.
Figure 2.5: Deuterium coverage as a function of flashing temperature subsequent to exposure at a surface temperature of 360°C. The heating rate was approximately 10°C/sec. The error bars represent the resolution in the coverage measurement.

Adsorption. Ex-situ AFM found an upper bound to the surface roughness of the NRA sample, indicating a maximum macroscopic step coverage of \( \sim 4\% \). However, even with 4% dihydride sites, the D coverage of monohydride sites would still lie within the error bars of the measurement, 0.95 ± 0.04 D per dimerized carbon.

### 2.3.3 Coverage at low surface temperature

Figure 2.6 shows deuterium coverages resulting from dosing at a surface temperature of 80°C and a filament temperature of 1800°C. An exposure of 1500L appears to be sufficient to reach saturation coverage. The coverages at 1500L and 2500L are within the error bars of the corresponding coverages obtained by dosing at a surface temperature of 360°C. Since both of these surface temperatures are low enough for migration and desorption to be inactive, coverage is expected to be insensitive to surface temperature. The HREELS data of Thoms et al. [10] also indicate little difference in \( k_A/k_R \) between a surface temperature of 80°C and one of 600°C, implying
little difference in saturation coverage.

![Graph](image)

**Figure 2.6:** Deuterium coverage as a function of exposure at a filament temperature of 1800°C and a surface temperature of 80°C. Each point represents an independent dosing experiment. The sample was annealed at up to 200°C after exposure. The coverages reported are averages of the annealed values. The error bars represent the resolution in the coverage measurement.

One major difference between the 360°C and 80°C exposures is that the cooling time prior to dose is an order of magnitude longer for the latter. The majority of the cooling time is spent between the temperatures of 360°C and 80°C, and during this time the sample is exposed to ~0.9 L of total background gas, based on ion-gauge pressure. Thoms et al. [19, 41] cleaned their samples by a similar annealing procedure and found that after cooling to 80°C a small amount of hydrogen was evident on the surface, possibly due to readsoption from the background gas during cooling. However, any hydrogen would be replaced by deuterium during dosing, and the steady-state NRA coverages are not expected to be affected by small initial coverages of hydrogen.\(^6\)

\(^6\) If anything, the error bars of the 80°C D coverages fall slightly above the error bars of the 360°C data, indicating no interference to D adsorption by any potential surface-bonded H.
Thermal desorption

After deuterium dosing, the UHV chamber with base pressure of $2 \times 10^{-10}$ torr was opened to the NRA beamline, whose pressure was about $8 \times 10^{-8}$ torr. During NRA the sample was sometimes cooled with $\ell\text{N}_2$, and at sample temperatures below $\sim30^\circ\text{C}$ the deuterium coverage was found to rise. Since the coverage would subsequently decrease upon heating to temperatures less than 200$^\circ\text{C}$, the rise was presumably due to physisorption of $\text{D}_2\text{O}$ from the gas in the beamline.\(^7\) Derry \textit{et al.} [7] also used a $\ell\text{N}_2$ dewar in their vacuum chamber and sometimes found coverages greater than one D per surface C. The high coverages might also have been caused by physisorption of water.

![Dosing Conditions for $T_{\text{surf}}$ 80$^\circ\text{C}$](image)

- $T_{\text{fill}}$ 1735$^\circ\text{C}$; 3000L
- $T_{\text{fill}}$ 1800$^\circ\text{C}$; 1500L, 2500L, and 5000L

Figure 2.7: Deuterium coverage as a function of flashing temperature subsequent to exposure at a surface temperature of 80$^\circ\text{C}$. The error bars represent the resolution in the coverage measurement due to the limited number of events counted.

To avoid surface contamination subsequent to dose, the sample was heated and coverages were measured as a function of heating temperature. Results are shown

\(^7\)Russell [42] has found water to physisorb on diamond at $\ell\text{N}_2$ temperatures and desorb above -93$^\circ\text{C}$.
in fig. 2.7 for heating subsequent to exposures at a surface temperature of 80°C. For heating temperatures under 200°C, the sample was heated at a rate of \( \sim 10^\circ\text{C/sec} \) and held at the annealing temperature for about 2-5 minutes. For temperatures over 200°C, the sample was flashed to a temperature of \( T_{\text{flash}} \) at a rate of \( \sim 10^\circ\text{C/sec}. \) Annealing up to 200°C did not significantly change coverage, except in cases where the sample was annealed after \( \ell N_2 \) cooling. Therefore, little or no D\(_2\)O contamination is expected to be physisorbed on the surface in the uncooled cases or in the low-temperature annealed cases, and all data reported herein are for such cases.

2.3.4 Coverage at high filament temperature

Saturation coverages at filament temperatures above 1800°C ranged up to 1.34 ± 0.09 D per surface C. The high coverages might have been caused by surface dihydrides, such as those present on a disordered surface or an ordered (3\( \times \)1) reconstruction.\(^8\) Since NRA is a nuclear-sensitive technique, it cannot distinguish between mono- and di-hydrides. Although Thoms \textit{et al.} [19] saw no HREELS evidence for dihydrides on C(100) after dosing at a filament temperature of 1800°C, dihydrides may be produced through an activated process at higher filament temperatures. Sakurai and Hagstrum [43] proposed that adsorption of H onto a Si(100) (2\( \times \)1):H surface breaks the silicon dimer bonds, and Si dimer-bond breakage and etching by exposure to atomic hydrogen have been widely supported by other studies [44, 45]. It is possible that atomic D also breaks carbon dimer bonds on diamond (100). Although bond breakage may be too slow to detect at typical filament temperatures of 1500–1800°C, elevated temperatures may activate the process.

Other possible causes of high deuterium coverage are considered to be less likely. The deuterium doser contains a molybdenum collimation tube behind the hot filament, and radiative heating of the tube increases as the fourth power of the filament temperature. Elements such as C and O are present at the 0.01% (atomic) level in bulk molybdenum [46], and at elevated temperatures C and O can diffuse to the

\(^8\)A (3\( \times \)1) reconstruction cannot be established because no LEED was performed after the high-temperature exposures.
molybdenum surface and desorb as CO. Surface dihydrides may then be produced on the diamond by CO activation of surface dimer bonds. Although very high filament temperatures may activate CO desorption from the molybdenum tube, the flux of CO reaching the sample is negligible. For example, even at a molybdenum temperature of 500°C, less than 0.006 ML of C would desorb from the molybdenum and directly impinge on the sample during the longest dosing times. A previous experiment in the same set-up confirmed negligible oxygen production by the doser by mass-spectroscopic analysis. Outgassing of O (or CO) was detected only after the filament had been heated for several hours at ~2000°C [47]. In the present experiment, all high temperature exposure times were less than 0.2 hr, and O and CO outgassing are expected to be negligible.

Elemental tungsten is also generated at too low a rate to accumulate in significant amounts on the sample. The vapor pressure of elemental tungsten is greater than $10^{-10}$ torr above 1900°C, implying a total evaporation at the filament of 0.3 L during the 1975°C exposure and 0.45 L during the 2025°C exposure. However, the flux of tungsten decreases with the square of the distance from the filament. The shape factor describes the decrease in radiative flux from the filament to the diamond, and an upper bound is estimated in section 2.4.3. It is shown that total direct exposure to elemental tungsten is less than 0.0002 monolayers during both deuterium dosing and filament outgassing. Therefore, contamination by elemental tungsten is negligible.

Another possible cause of high deuterium coverage is the presence of molybdenum or tungsten-deuteride on the sample. However, hydrogen has not been reported to etch tungsten [48]. Moreover, ex-situ XPS of the sample performed at Caltech subsequent to the NRA experiment showed no evidence for the presence of molybdenum or tungsten. The detection limit was ~0.1% (atomic) W. Therefore, if the sample were in fact contaminated by molybdenum or tungsten-deuteride, any contaminant must have desorbed upon the final 700°C anneal prior to removal from the NRA chamber.

---

9 The only elements detected on the diamond surface were C (90.97%±0.10%), O (7.16%±0.10%) and Si (1.87%±0.10%). The composition was calculated from the area of the C(1s), O(1s) and Si(2p) peaks. The source of the oxygen may have been contamination received in transit from the NRA to XPS chambers, and the source of the silicon may have been pump oil in the XPS chamber. The sample was not heated to desorb physisorbed contaminants prior to XPS.
A fourth possible cause of high coverage, macroscopic surface roughness, is precluded by *ex-situ* atomic-force microscopy (AFM). Detected roughness levels were too low to produce excess coverages of 0.3 D per surface C. Fig. 2.8 shows AFM images of regular grooves spaced approximately 330 Å apart and about 4 Å high. These measurements were performed at room temperature in contact mode in an atmospheric AFM (Digital Instruments Nanoscope® III). The AFM measurements were taken at Caltech subsequent to the NRA experiment.

Fig. 2.9 shows a flat surface of mica scanned at the same rate (5 Hz) as the diamond sample. No smoothing was performed on either image. The fact that the local roughness (or noise) in the mica image is similar to the roughness in the diamond image demonstrates that the atomic-scale roughness of the diamond is below the detection limit of the AFM. The absence of regular grooves in the mica image demonstrates that the diamond grooves are not an artifact of the imaging process. Diamond grooves were found at all scan rates used and at all locations scanned. The spacing of the grooves ranged between 330 and 450 Å, and the apparent peak-to-valley height ranged up to 14 Å at the highest scan rate.
Figure 2.8: AFM image of diamond sample subsequent to NRA experiment. The image is slightly distorted between $x = 75$ and 100 nm due to the reversal of the tip's direction of travel during the scan (fig. 2.9).
Figure 2.9: AFM image of mica. The absence of regular grooves in the mica image demonstrates that the grooves in the diamond image are not an artifact of the scanning process. The bump at the end of the mica scan is an artifact of reversing the tip's direction of travel during the scan. The location of the bump changes with the location of the end of the scan. The actual mica sample is flat between $x = 75$ and $100$ nm.
Thermal desorption

Figure 2.10: Deuterium coverage as a function of annealing temperature subsequent to exposure at a surface temperature of 360°C. The error bars represent the resolution in the coverage measurement.

Fig. 2.10 shows coverage as a function of annealing temperature subsequent to dose. The sample was heated at a rate of approximately 10°C/sec, and to minimize the effect of variations in heating rate, the sample was held at the annealing temperature for 2-2.5 minutes. Holding the sample at the annealing temperature allows better equilibration between the thermocouple and the sample and more accurate measurement of temperature-time history. Therefore, these desorption measurements are more reliable than those performed by flashing the sample in section 2.3.2. The highest three anneals imply an average activation barrier of 2.9 eV, assuming first order desorption and a preexponential factor of $10^{13}$/sec. The barrier does not differ significantly from the value of 3.0 eV implied by the exposures at $T_{\text{fil}}$ of 1800°C, where the barrier calculation is less accurate due to the shorter anneal times ($\sim$1 sec).
2.4 Analysis of deuterium coverage

2.4.1 Subsurface deuterium signal

Since the resonance producing the nuclear reaction is broad [49, fig. A11.23, p. 568], NRA suffers from large sampling depth. The incident $^3$He$^+$ energy drops from 0.70 to 0.37 MeV before the nuclear-reaction cross section drops to half its peak value. Taking an average stopping power of 37 eV/(10$^{15}$ atoms/cm$^2$) [50], the ion travels 6750 Å through the diamond before losing 0.33 MeV. Therefore, in addition to the surface deuterium, the spectra integrate over the top 6750 Å of bulk deuterium. A rough upper bound for the subsurface deuterium content in natural diamond may be estimated from the measurements of Sellschop et al. [51]. Although their technique suffers from poor depth resolution, their results imply an upper bound of about 31 monolayers of bulk hydrogen in the top 6750 Å. The upper bound for the deuterium content is then 31 times the isotopic abundance of $1.5 \times 10^{-4}$ [52], or about 0.005 D per surface C.

Subsequent experiments on CVD diamond gave a more exact estimate of subsurface deuterium content. In the case of homoepitaxial diamond (100), the experiment of Appendix A estimated the H content to be 0.30 H per surface C in the top 6750 Å. The deuterium content in the top 6750 Å was estimated to be 0.003 D per surface C. In the case of polycrystalline CVD diamond, Dollinger et al. [9] detected less than $10^{-3}$ hydrogen content below the top 10-20 Å, with a depth resolution of 10 Å. Therefore, the hydrogen content in the first layers below the surface may be approximated to be the same as that in the bulk. The total subsurface deuterium content in the top 6750 Å of the Dollinger sample is then less than 7.6 monolayers times the isotopic abundance [52], or 0.0011 D per surface C. Therefore, the total contribution of subsurface deuterium to the NRA spectra is taken to be 0.0011 D per surface C.

The lower detection limit of the NRA system is determined by the background cosmic radiation incident on the detectors. For beam parameters typical to this experiment, our lower detection limit is 0.013 D per surface C. When compared to the lower detection limit, subsurface deuterium contributes negligibly to the surface
2.4.2 Subsurface deuterium diffusion

NRA spectra showed negligible increases in D coverage between 1500 and 5000L exposures, indicating negligible diffusion or incorporation into the subsurface region during exposure. At filament temperatures below 1975°C, coverages were close to 1.0 D per surface C, consistent with the (2×1):D structure and no subsurface deuterium content. At filament temperatures above 1975°C, coverages ranged up to 1.34 ± 0.09 D per surface C, consistent with the (3×1):1.33D structure and no subsurface deuterium content. Therefore, all coverage measurements are consistent with negligible D diffusion from the surface to the subsurface region, and no such diffusion is expected. Smentkowski et al. [40] recently suggested deuterium penetration into the subsurface region as one possible cause of sharpening of the C1s transition in XPS data. However, the NRA measurements show no direct evidence for subsurface diffusion.

2.4.3 Negligibility of elemental tungsten exposure

Although the vapor pressure of W becomes significant (> 1×10^{-10}torr) above 1900°C, the flux of W at the sample is negligible. Figure 2.11 shows an upper bound for the direct W exposure at the sample during outgassing prior to dosing, and fig. 2.12 shows the estimated direct W exposure during dosing. Exposures were estimated via the equation

\[ \varepsilon_W = \Gamma_{W@dia} t = \frac{A_{fil}}{A_{dia}} F_{fd} P_W(T_f) \sqrt{\frac{2\pi m_W kT_f}{t}} \]

(2.1)

where \( \varepsilon_W \) is the total elemental W exposure, \( \Gamma_{W@dia} \) is the elemental W flux at the diamond, \( t \) is the exposure time, \( A_{fil} \) and \( A_{dia} \) are the tungsten and diamond surface areas, respectively, \( F_{fd} \) is the shape factor, \( P_W(T_f) \) is the vapor pressure of elemental tungsten.

---

\footnote{Exposure times prior to dosing are taken to be 1020 s, the maximum sample cooling time between flashing and dosing, below the filament outgassing temperature (\( T_f = 2200°C \)) and 360 s, the maximum filament outgassing time, at the outgassing temperature. Exposure times during dosing are the maximum dose times: 600 s at 1735°C, 1000 s at 1800°C, 600 s at 1977°C, and 300 s at 2025°C.}
tungsten at filament temperature $T_f$, $m_W$ is the mass of W, and $k$ is the Boltzmann constant.

The factor $\frac{A_{f,d}}{A_{d,ine}} F_{jd}$ accounts for the decrease in direct radiative flux from the filament surface to the diamond location. The exact shape factor is difficult to calculate for the case of the NRA doser, with a pancake, spiral-wound filament. However, an upper bound is obtained by treating the filament as a disk of diameter 0.635 cm, the diameter of the doser collimation tube behind the filament. The diamond is treated as a disk 0.5 cm in diameter, parallel to the plane of the filament and 4 cm away for the dosing exposures and 20 cm away for the outgassing exposures. $F_{jd}$ is then 0.0039 for dosing and 0.00016 for outgassing [53, p. 32]. These shape factors are upper bounds for $F_{jd}$. The actual shape factors may be lower due to the fact that the hot part of the filament occupies less area than the exit of the collimation tube.

W exposures of the back side of the sample during outgas (fig. 2.11) are less than 0.0007 W per surface C, and those of the front side during dose (fig. 2.12) are less than 0.00012 W per surface C. Figure 2.11 shows the exposure of the back side of
Figure 2.12: Estimated direct elemental W exposure of the sample during dose.

The sample during outgas. The exposure of the front side of the sample is far less. Assuming a C-WD$_5$ surface moiety, direct W contamination during dose accounts for less than 0.0006 D per surface C. Therefore, contamination by elemental tungsten is negligible during both outgassing and dosing.

### 2.4.4 Estimated atomic deuterium flux during dosing

The atomic deuterium flux incident on the sample was not measured. In the absence of a calibration, a very rough estimate may be obtained by considering the flux at the filament surface. The flux of atomic deuterium out of the filament is given by

\[
\Gamma_{D_{\text{out}}} = 2s_m P_a \Gamma_{D_{\text{inc}}} \tag{2.2}
\]

where $s_m$ is the sticking coefficient of D$_2$ on the tungsten, $P_a$ is the atomization probability, and $\Gamma_{D_{\text{inc}}}$ is the flux of D$_2$ incident on the filament.

In steady-state mass flow, the flux of D$_2$ out of the filament is determined by the
difference between the incident D$_2$ flux and the outgoing D flux,

$$
\Gamma_{D_{out}^{\text{fil}}} = s_m \Gamma_{D_{inc}^{\text{fil}}} - \frac{1}{2} \Gamma_{out^{\text{fil}}} \tag{2.3}
$$

Atomic and molecular deuterium desorb from the filament in their equilibrium ratio given by eq. 2.37,

$$
\frac{\Gamma_{D_{out}^{\text{fil}}}}{\Gamma_{D_{out}^{\text{fil}}}} = \sqrt{\frac{m_D}{m_{D_2}} 2 \frac{P}{P_0 K} - \sqrt{1 + 4 \frac{P}{P_0 K} - 1}}. \tag{2.4}
$$

Combining these three equations, one obtains

$$
\Gamma_{D_{out}^{\text{fil}}} = s_m \sqrt{\frac{m_{D_2}}{m_D}} \left( \frac{4}{\sqrt{(\frac{P_0 K}{P})^2 + 4 \frac{P_0 K}{P} - \frac{P}{P_0 K}}} + \sqrt{\frac{m_{D_2}}{m_D}} - 2 \right) \times \frac{P}{\sqrt{2 \pi m_{D_2} k T_{inc}^{\text{fil}}}}, \tag{2.5}
$$

where $T_{inc}^{\text{fil}}$ is the temperature of the deuterium incident on the filament, 25°C. The sticking coefficient, $s_m$, is estimated to be 0.3 at 2300°C [54] and is assumed to be temperature-independent [55].

The deuterium flux directly incident at the diamond is lower than that emitted at the filament by the shape factor, $F_{fd}$, and the exposed area ratio, $A_{fil}/A_{dia}$,

$$
\Gamma_{D_{inc}^{\text{dia}}} = \frac{A_{fil}}{A_{dia}} F_{fd} \Gamma_{D_{out}^{\text{fil}}}, \tag{2.6}
$$

The shape factor may be roughly estimated, as in section 2.4.3, by treating the filament as a disk of 0.635 cm diameter and the diamond as a disk 0.5 cm in diameter, parallel to the filament and 4 cm away. $F_{fd}$ is then approximately 0.004 [53, p. 32].

Table 2.2 estimates $\Gamma_{D_{inc}^{\text{dia}}}$ from the shape factor and eqs. 2.5 and 2.6. All exposures are on the order of 10 D per surface C, indicating a D flux sufficient to obtain monolayer coverages with a reasonable sticking coefficient of atomic deuterium on bare diamond. The D exposures given in table 2.2 are intended to check the sufficiency of dosing and should in no way be taken as an accurate estimate of the actual D exposure. Accurate D flux can be measured by installing a differentially-
Rough order-of-magnitude estimates for D flux and exposure

<table>
<thead>
<tr>
<th>( P_{D_{\text{inc}}@fit} )</th>
<th>( T_{\text{fil}} )</th>
<th>( \Gamma_{D_{\text{inc}}@dia} )</th>
<th>( t_{\text{exposure}} )</th>
<th>( D_{\text{exposure}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1 \times 10^{-5} ) torr</td>
<td>1735</td>
<td>2.40 ( \times ) 10(^{-2} )</td>
<td>600</td>
<td>14</td>
</tr>
<tr>
<td>1800</td>
<td>2.41</td>
<td>1000</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>1975</td>
<td>2.42</td>
<td>600</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>2025</td>
<td>2.42</td>
<td>300</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Pressure of D\(_2\) at room temperature incident on filament, corrected for an ion gauge sensitivity to D\(_2\) of 0.5 \cite{56}. Ion gauge pressure was \( 5 \times 10^{-6} \) torr.

Table 2.2: Very rough estimate of D exposure. One monolayer (ML) is defined to be 1 D per surface C, or \( 1.566 \times 10^{15} \)D/cm\(^2\).

pumped mass spectrometer at the location of the diamond, with a beam chopper to distinguish between deuterium desorbing directly from the filament and background deuterium bouncing off the chamber walls.

### 2.4.5 Proposed effect of dosing on dihydrides and degradation

Coverages up to 1.34\( \pm \)0.09 D per surface C were found at filament temperatures \textit{circa} 2000\(^\circ\)C, indicating the possibility of surface dihydride generation. Surface dihydrides are proposed to form at high filament temperature through breakage of dimer bonds by hot atomic deuterium. Sakurai and Hagstrum \cite{43} proposed that adsorption of H onto a Si(100) \((2\times1):H\) surface breaks the silicon dimer bonds, and dimer bond breakage and etching of silicon surfaces by atomic hydrogen has been supported by many studies \cite{44, 45}. Although bond breakage may be slow at typical filament temperatures of 1500–1800\(^\circ\)C, elevated temperatures may activate the process.

The results of several previous experiments are consistent with dimer-bond breakage during dosing. Lee and Apai \cite{17} found that a polished (100) \((2\times1)\) surface converted to a \((1\times1)\) structure upon atomic hydrogen dosing\(^{11}\). Heating the sample

\(^{11}\) The filament temperature was not reported, and the sample temperature during dosing was not specified.
to ~1200°C desorbed hydrogen and restored the (2×1) pattern, and the adsorption–desorption process was completely reversible. To destroy the (2×1) reconstruction, it is necessary to break carbon–carbon bonds, and on terraces, dimer bonds, being the most strained, are likely to be among the first to be broken. Lee and Apai suggested the conversion of C–C bonds to C–H bonds, eventually leading to CH₄. Sun et al. [57] dosed a (100)-faceted polycrystalline sample at 2000°C filament temperature in 10⁻⁶ torr D₂. They interpreted their on-specular HREEL spectra to indicate surface monohydrides and dihydrides and suggested H breakage of dimer bonds. However, dipole selection rules were used when interpreting the spectra, and Thoms et al. [22] later demonstrated that dipole selection rules are not applicable on the smooth C(100):H surface.

Hamza et al. [18] also found that a polished C(100) (2×1) surface converted to a (1×1) structure upon dosing. Again, this can be caused by dimer-bond breakage. The filament temperature and dosing time were not reported. Pate found atomic hydrogen dosing to convert the (2×1) surface to a (1×1) structure at a filament temperature of 1800°C. Subsequent annealing did not restore the (2×1) LEED pattern, and Pate suggested etching or roughening of the surface by the single adsorption–desorption cycle. Dimer-bond breakage is consistent with all of these findings.

Filament temperature is not the only factor determining whether evidence of C–C bond scission will be seen. Once broken by adsorption of hydrogen, dimer bonds may be subsequently restored by thermal desorption of the hydrogen, freeing the carbon electrons to re-pair. Since surface temperature determines desorption rate, it is a second factor affecting whether C–C scission is detected. Although Pate saw indications of bond breakage on C(111) at 1800°C, Chin et al. [13] found no such indications when dosing at the same filament temperature. However, Pate’s surface temperature was ≤100°C, and Chin et al.’s was 800–850°C during dose. In a separate experiment, Chin et al. [13] found surface CH₃ species to desorb upon annealing to 400°C. It is possible that Pate’s low surface temperature stabilized di- and tri-hydrides, preventing reformation of C–C bonds after scission. At surface temperatures below 200°C, Chin et al. found repeated adsorption–desorption cycles to degrade the
surface. The CH stretch peaks in the SFG spectra broadened, and other (unspecified) hydrocarbon features appeared in the spectra, consistent with C–C bond scission and the stabilization of broken bonds by formation of di- or tri-hydrides. Dosing at 800–850°C was found to completely regenerate the surface, consistent with the desorption of di- and tri-hydrides and destabilization of broken C–C bonds. Since surface temperature determines desorption rate, it must be considered in addition to filament temperature when searching for evidence of dihydride formation through dimer-bond scission.

Indications of thermal desorption from dihydride sites on the C(100) surface have been found by TPD. Yang et al. [5] found a low-temperature shoulder in the thermal desorption peak and suggested desorption from dihydride sites by analogy with Si(100). Hoffman et al. [27] found a peak at 710°C and one at 900°C. Therefore, dihydride desorption may occur when dosing the sample at medium surface temperature, restoring broken C–C bonds.

![Diagram of reaction pathways](image)

Figure 2.13: Proposed effect of $T_{filament}$ and $T_{surface}$ on dimer breakage and hydrogen desorption from dihydride sites.
Figure 2.13 shows the proposed effect of the filament and sample temperatures on surface sites during dosing. The reactions of abstraction and recombination with unsaturated sites are omitted for clarity. Four temperature regimes are shown, with $T_{d1}$ and $T_{d2}$ being the temperatures at which $H_2$ desorbs from monohydride and dihydride sites, respectively. Significant thermal desorption begins when the dosing time reaches the characteristic thermal desorption time, i.e.,

$$t_{dose}^{-1} = A_{d2}e^{-E_{d2}/kT_{surf}},$$

(2.7)

where $t_{dose}$ is the dosing time, $T_{surf}$ is the surface temperature during dosing, and $A_{d2}$ and $E_{d2}$ are the pre-exponential factor and barrier, respectively, to thermal desorption from dihydride sites. Dihydride desorption parameters have not been measured on (100), but parameters have recently been calculated for a low-temperature peak on C(111) [28]. For a dosing time of 1000 sec, these give a $T_{d2}$ of $\sim 630^\circ C$.

The filament temperature at which dimer-bond breakage becomes active, $T_b$, is determined by the dosing time and hydrogen flux. Assuming dimer bond breakage proceeds via

$$D^\text{gas} + DC-CD^\text{surf} \xrightarrow{k_b} CD_2^\text{surf} + .CD^\text{surf},$$

(2.8)

the rate of change of dimer coverage is given by

$$\frac{d\theta_{DC-CD}}{dt} = -\sigma_b \Gamma_D \theta_{DC-CD}.$$  

(2.9)

Here $\theta_{DC-CD}$ is the number of monohydride dimerized surface carbons per surface C, $\sigma_b$ is the total dimer-scission reaction cross-section, and $\Gamma_D$ is the flux of atomic deuterium incident on the surface. The number of dimer breakage events during dose becomes significant when the dosing time is equal to the characteristic time,

$$t_{dose} = 1/(\sigma_b \Gamma_D).^{12}$$

Higher filament temperatures will give higher $\sigma_b$ and $\Gamma_D$ and therefore shorter dosing times to dimer breakage. Therefore, two experiments using

\footnote{Assuming $k_b = A_b e^{-E_b/kT_{surf}}$, the characteristic temperature, $T_b$, is determined by the transcen-
the same filament and surface temperatures may obtain conflicting results if one of them is dosing for long enough or at a high enough flux to break a significant number of dimer bonds while the other is not.

Surface roughness also affects the time to attain significant dimer breakage. Polished surfaces typically have smaller terrace domains than hydrogen-plasma treated samples, and therefore fewer dimer bonds must be broken in order to have a significant effect on the LEED pattern. However, polishing roughness can be compensated for by decreasing the filament temperature. Thomas et al. [20] found polished (100) to remain in the (2×1) state even after $4 \times 10^4$ L exposure to H$_2$. The filament temperature was 1500°C, and the rate of dimer breakage at this temperature may be too slow to affect the LEED pattern within the dosing time. Polishing roughness can also be compensated for by increasing the surface temperature during dose. Employing dosing parameters within the (medium surface temperature, low filament temperature) region of fig. 2.13 allows surface dihydrides to desorb faster than they are formed by dimer breakage.

Hydrogen-plasma pretreatment is recommended for studying dimerized monohydride sites. Thoms et al. [19] saw no HREELS evidence for dihydride production on C(100) (2×1) after dosing at a filament temperature of 1800°C. Spectral interpretation was reliable in that it did not assume any dipole selection rules. The rate of dimer production is therefore small at 1800°C for their dosing flux.

Hydrogen reactions with dimerized sites may be characterized by choosing dosing parameters in the lower left quadrant of fig. 2.13. However, long dosing times bring $T_b$ down and eventually result in dimer scission. Dosing at higher surface temperatures, in the lower right quadrant, is recommended for dynamically restoring broken bonds by desorbing from dihydrides. Dosing in the upper left quadrant is recommended for studying dimer breakage, as this preserves evidence of C–C bond scission by precluding desorption from dihydrides. Dosing above the monohydride desorption

dental equation

$$e^{E_b/kT_b} = \sqrt{\frac{2\pi m_D}{kT_b}} \Gamma_D A_b t_{dose}. \quad (2.10)$$
temperature may allow a disordered surface to be restored to a (2×1) reconstruction by reorganizing the dimer rows. These hypotheses may be tested by performing SFG on C(100) under various dosing conditions and observing the effect on CH$_2$ symmetric and antisymmetric and CH stretch signals. SFG has the resolution to distinguish these peaks, and because it is based on a process that is symmetry-forbidden in the bulk, SFG has excellent surface sensitivity.

In summary, the following interpretation of degradation is suggested. Degradation is the result of a dynamic competition between two processes: C–C bond breakage by insertion of atomic hydrogen from the gas phase, and C–C bond restoration initialized by desorption of molecular hydrogen from the dihydride C. If the rate of dimer bond breakage exceeds the rate of reformation, then the surface degrades and the (2×1) LEED pattern is eventually destroyed. The rate of dimer bond breakage is expected to depend mainly on filament temperature, flux of atomic hydrogen to the surface, and coverage of DC–CD sites. The rate of dimer bond reformation is expected to be limited by the rate of hydrogen desorption from the dihydride site, controlled by surface temperature. This interpretation is consistent with the NRA measurements of high deuterium coverage at high filament temperature, the findings of Lee and Apai [17] that the (2×1) LEED pattern can be destroyed by exposure to atomic hydrogen, the findings of Chin et al. [13] that the surface eventually degrades after low-surface-temperature exposures and is regenerated by high-surface-temperature exposures, and the findings of Hoffman [28] that low-surface-temperature exposures result in multiple peaks in thermal desorption spectra while 800°C exposures result in single desorption peaks.
2.5 Analysis of reaction-rate ratio

2.5.1 Relationship between surface coverage and gas-surface reaction rates

Total deuterium coverage is determined by the reaction of gas-phase atomic deuterium with the diamond surface. There are three types of sites on a fully reconstructed (100) surface: fully deuterated dimers, DC–CD$_{\text{surf}}$, half-deuterated dimers, DC–C$_{\text{surf}}^\ast$, and pi-bonded dimers, C–C$_{\text{surf}}^\ast$. Gas-phase atomic deuterium recombines with surface sites and abstracts deuterium from them.

Recombination:

\[ \text{D}^{\text{gas}} + \cdot \text{C}–\text{CD}_{\text{surf}} \xrightleftharpoons[k_{RA}]{k_{RA}} \text{DC–CD}_{\text{surf}} \quad (2.11) \]

\[ \text{D}^{\text{gas}} + \cdot \text{C}–\text{C}_{\text{surf}}^\ast \xrightleftharpoons[k_{RA}]{k_{RA}} \text{DC–C}_{\text{surf}}^\ast \quad (2.12) \]

Abstraction:

\[ \text{D}^{\text{gas}} + \text{DC–CD}_{\text{surf}} \xrightleftharpoons[k_{AJ}]{k_{AJ}} \text{D}^{2\text{gas}} + \cdot \text{C}–\text{CD}_{\text{surf}} \quad (2.13) \]

\[ \text{D}^{\text{gas}} + \text{DC–C}_{\text{surf}}^\ast \xrightleftharpoons[k_{AH}]{k_{AH}} \text{D}^{2\text{gas}} + \cdot \text{C}–\text{C}_{\text{surf}}^\ast \quad (2.14) \]

In addition, chemisorbed deuterium migrates from surface site to surface site and is thermally desorbed.

Migration:

\[ \text{DC–CD}_{\text{surf}} + \cdot \text{C}–\text{CD}_{\text{surf}} \xrightleftharpoons[k_{MFh}]{k_{MFh}} \text{DC–C}_{\text{surf}}^\ast + \text{DC–CD}_{\text{surf}} \quad (2.15) \]

\[ \text{DC–CD}_{\text{surf}} + \cdot \text{C}–\text{C}_{\text{surf}}^\ast \xrightleftharpoons[k_{MFp}]{k_{MFp}} \text{DC–C}_{\text{surf}}^\ast + \text{DC–C}_{\text{surf}}^\ast \quad (2.16) \]

\[ \cdot \text{C}–\text{CD}_{\text{surf}} + \cdot \text{C}–\text{CD}_{\text{surf}} \xrightleftharpoons[k_{Mhh}]{k_{Mhh}} \cdot \text{C}–\text{C}_{\text{surf}}^\ast + \text{DC–CD}_{\text{surf}} \quad (2.17) \]

\[ \cdot \text{C}–\text{CD}_{\text{surf}} + \cdot \text{C}–\text{C}_{\text{surf}}^\ast \xrightleftharpoons[k_{Mhp}]{k_{Mhp}} \cdot \text{C}–\text{C}_{\text{surf}}^\ast + \text{DC–C}_{\text{surf}}^\ast \quad (2.18) \]
Desorption:

\[
\text{DC-CD}^{\text{surf}} \xleftarrow{k_{Df}} \text{C-CD}^{\text{surf}} + \text{D}_2^{\text{gas}}
\] (2.19)

Summing the rate equations for reactions 2.11 through 2.19, one obtains

\[
\frac{d\theta_D}{dt} = \frac{d\theta_{D-D}}{dt} + \frac{1}{2} \left( \frac{d\theta_{D-\ast}}{dt} + \frac{d\theta_{\ast-D}}{dt} \right)
\] (2.20)

\[
= \{k_{Rp}\theta_{\ast-\ast} + \frac{1}{2}k_{Rh}(\theta_{D-\ast} + \theta_{\ast-D})\} \Gamma_D
\] (2.21)

\[
+ \{k_{Ah}\theta_{\ast-\ast} + \frac{1}{2}k_{Af}(\theta_{D-\ast} + \theta_{\ast-D})\} \Gamma_D
\]

\[
- \{k_{Af}\theta_{D-D} + \frac{1}{2}k_{Ah}(\theta_{D-\ast} + \theta_{\ast-D})\} \Gamma_D - k_{Df}\theta_{D-D},
\]

where \(\theta_D\) is the number of deuterium per surface carbon, \(\theta_{D-D}\) is the number of fully-deuterated dimers per pair of surface carbons, \(\theta_{D-\ast}\) is the number of half-deuterated dimers per pair, \(\theta_{\ast-\ast}\) is the number of pi-bonded dimers per pair of surface carbons, \(\Gamma_D\) is the atomic deuterium flux at the sample surface, \(\Gamma_D\) is the molecular deuterium flux, and \(k_{xx}\) is the total reaction cross section, or the rate constant expressed in terms of (1/flux/time).

Note that all surface migration terms have cancelled out of eq. 2.21. Surface migration conserves total deuterium coverage as it redistributes deuterium among the various surface sites. Migration affects overall coverage only indirectly, by determining the balance between \(\theta_{D-D}, \theta_{D-\ast},\) and \(\theta_{\ast-\ast}\) and by producing DC-CD\text{surf} sites for thermal desorption. For example, migration tends to convert half-deuterated dimers into pi-bonded dimers, weighting the \(k_{Rp}\) term more heavily than the \(k_{Rh}\) term in the first line of eq. 2.21. The balance between \(\theta_{D-D}, \theta_{D-\ast},\) and \(\theta_{\ast-\ast}\) affects total coverage because the rates of abstraction and recombination are expected to vary with surface site. For example, Dawnkaski et al. [58] estimated the probability for recombination with a \(\pi\)-bonded site to be 1.7 times that for recombination with an isolated radical.
Writing eq. 2.21 in terms of average rate constants and overall coverages,

\[
\frac{d\theta_D}{dt} = k_R \theta_s \Gamma_D + k_{-A} \theta_s \Gamma_{D_2} - k_A \theta_D \Gamma_D - k_{Df} \theta_{D-D},
\]  

(2.22)

where \(\theta_s\) is the number of unsaturated bonds per surface carbon and

\[
k_R \equiv \frac{k_{Rd} \theta_{s-\ast} + \frac{1}{2} k_{Rh} (\theta_{D-\ast} + \theta_{s-D})}{\theta_{s-\ast} + \frac{1}{2} (\theta_{D-\ast} + \theta_{s-D})},
\]  

(2.23)

\[
k_{-A} \equiv \frac{k_{-Ah} \theta_{s-\ast} + \frac{1}{2} k_{-A} (\theta_{D-\ast} + \theta_{s-D})}{\theta_{s-\ast} + \frac{1}{2} (\theta_{D-\ast} + \theta_{s-D})},
\]  

(2.24)

and

\[
k_A \equiv \frac{k_{Af} \theta_{D-D} + \frac{1}{2} k_{Ah} (\theta_{D-\ast} + \theta_{s-D})}{\theta_{D-D} + \frac{1}{2} (\theta_{D-\ast} + \theta_{s-D})}.
\]  

(2.25)

Since no study has detected thermal desorption below a surface temperature of 450°C, the desorption term in eq. 2.22 may be neglected. For a fully-dimerized surface \(\theta_s = 1 - \theta_D\). In steady state, the left hand side of eq. 2.22 is zero, and the steady-state coverage, \(\theta_f\) is

\[
\theta_f = \frac{k_R \Gamma_D + k_{-A} \Gamma_{D_2}}{(k_R + k_A) \Gamma_D - k_{-A} \Gamma_{D_2}}.
\]  

(2.26)

As discussed in section 2.5.2, the mole fraction of \(D_{\text{gas}}\) is likely to be large enough

\(^{13}\)These probabilities were calculated at 1527°C, with the surface temperature equal to the gas temperature, from molecular dynamics simulations using the Brenner potential [59].
for $\Gamma_D/\Gamma_{D_2} \gg k_{-A}/k_R$ (or $\sqrt{m_{D_2}/m_D} \times [D_{gas}]/[D_2] \gg k_{-A}/k_R$). Then eq. 2.26 reduces to

$$\theta_f = \frac{1}{1 + \frac{k_A}{k_R}} \quad (2.27)$$

Here $k_A$ and $k_R$ are the steady-state site-averaged abstraction and recombination rate constants. Therefore, the steady-state deuterium coverage, $\theta_f$, gives the ratio of the average abstraction rate constant to the average recombination rate constant, where the averages are weighted over all sites present in the steady state on a fully-dimerized surface with negligible thermal desorption.

**Deconvolving individual reaction-rate constants**

When the site-averaged reaction rates are constant in time, eq. 2.22 may be integrated to give

$$\theta_D = \theta_f + (\theta_0 - \theta_f) e^{-\alpha t}, \quad (2.28)$$

where $\theta_0$ is the initial coverage and $\alpha$ is the decay constant,

$$\alpha = \frac{(k_R + k_A) \Gamma_D - k_{-A} \Gamma_{D_2}}{k_R \Gamma_D + k_{-A} \Gamma_{D_2}}. \quad (2.29)$$

$$\theta_f = \frac{k_R \Gamma_D + k_{-A} \Gamma_{D_2}}{(k_R + k_A) \Gamma_D - k_{-A} \Gamma_{D_2}}. \quad (2.30)$$

Once again, as discussed in section 2.5.2, the mole fraction of $D_{gas}$ is likely to be large enough for $\Gamma_D/\Gamma_{D_2} \gg k_{-A}/k_R$ (or $\sqrt{m_{D_2}/m_D} \times [D_{gas}]/[D_2] \gg k_{-A}/k_R$). Then eqs. 2.29 and 2.30 reduce to

$$\alpha = \frac{(k_R + k_A) \Gamma_D}{k_R \Gamma_D + k_{-A} \Gamma_{D_2}}. \quad (2.31)$$
\[
\theta_f = \frac{1}{1 + \frac{k_A}{k_R}}
\] (2.32)

Therefore, the time-rate-of-change of the coverage gives the sum of the abstraction and recombination rate constants times the deuterium flux via eq. 2.31. Measuring \(\theta_f\), \(\alpha\), and \(\Gamma_D\) would enable the individual values of the average rate constants to be deconvolved from their ratio when the site-averaged rates do not vary with time. However, this has yet to be accomplished due to the difficulty of measuring \(\Gamma_D\), absolute atomic deuterium flux [54, 60].

### 2.5.2 Negligibility of inverse abstraction rates

The assumption \(\Gamma_D/\Gamma_{D_2} \gg k_{-A}/k_R\) in section 2.5.1 amounts to neglecting the inverse abstraction rate relative to the recombination rate. Goodwin [61] has estimated \([D_{\text{gas}}]/[D_2]\) (or \(\sqrt{m_D/m_{D_2}} \times \Gamma_D/\Gamma_{D_2}\)) to be \(\gg k_{-A}/k_R\) under diamond CVD conditions, where \(T_g = T_s\). Since deuterium flux was not calibrated and gas-surface reaction rates have not been measured under UHV conditions, where \(T_g > T_s\), the ratios \(\Gamma_D/\Gamma_{D_2}\) and \(k_{-A}/k_R\) cannot be accurately calculated under the NRA dosing conditions. In the absence of data, a rough estimate is obtained by comparing to tungsten cracking experiments and molecular-dynamics simulations of gas-surface reaction rates.

Low-pressure tungsten cracking experiments [54, 62] found that atomic and molecular hydrogen desorbed from the filament in a ratio consistent with their equilibrium ratio, where the equilibrium constant is determined by the filament temperature and the incident hydrogen pressure. Therefore, the outgoing flux of atomic and molecular deuterium at the filament, \(\Gamma_{D_{\text{out@fil}}}\) and \(\Gamma_{D_{2\text{out@fil}}}\), respectively, may be estimated as

\[
\frac{\Gamma_{D_{\text{out@fil}}}}{\Gamma_{D_{2\text{out@fil}}}} = \frac{P_{D_{\text{out}}}/\sqrt{2\pi m_D kT_f}}{P_{D_{2\text{out}}}/\sqrt{2\pi m_{D_2} kT_f}}
\] (2.33)

\[
= \sqrt{\frac{m_D}{m_{D_2}}} \frac{P_{D_{\text{out}}}}{P_{D_{2\text{out}}}}
\] (2.34)

\[
= \sqrt{\frac{m_D}{m_{D_2}}} \frac{X_D}{1-X_D}.
\] (2.35)
Here $P_{D_out}$ and $P_{D_{2out}}$ are the partial pressures of the desorbing atomic and molecular deuterium, respectively, $m_D$ and $m_{D_2}$ are the atomic and molecular masses, $k$ is the Boltzmann constant, and $X_D$ is the mole fraction of desorbing atomic deuterium. In equilibrium,

$$X_D = \frac{1}{2} \sqrt{\left(\frac{P_0}{P}K\right)^2 + 4\left(\frac{P_0}{P}K\right) - \frac{1}{2} \frac{P_0}{P}K}, \quad (2.36)$$

where $K$ is the equilibrium constant at the filament temperature and reference pressure, $P_0$, and $P$ is the pressure of $D_2$ incident on the filament ($5 \times 10^{-6}$ torr for the NRA dosing conditions). Substituting eq. 2.36 into eq. 2.35 yields

$$\frac{\Gamma_{D_{out@fil}}}{\Gamma_{D_{2out@fil}}} = \sqrt{\frac{m_D}{m_{D_2}}} \sqrt{1 + \frac{P}{P_0K}} - \frac{1}{\sqrt{1 + \frac{P}{P_0K}} + 1}. \quad (2.37)$$

The smallest $\Gamma_{D_{out@fil}}/\Gamma_{D_{2out@fil}}$ occurs at the lowest filament temperature, which in the NRA experiment is 1735°C. Woolley et al. [63] calculated the equilibrium constant for deuterium dissociation from spectroscopic data and statistical mechanics. They found $K$ at 1727°C and 760 torr to be $2.227 \times 10^{-6}$. Substituting these values into eq. 2.37 yields $\Gamma_{D_{out@fil}}/\Gamma_{D_{2out@fil}}$ of 240. Therefore, only a small fraction of the deuterium desorbs from the filament as molecular deuterium, and the NRA experiment probes mainly atomic deuterium reactions with the diamond surface.

The ratio of atomic to molecular deuterium flux incident on the sample, $\Gamma_D/\Gamma_{D_2}$, is

$$\frac{\Gamma_D}{\Gamma_{D_2}} = \frac{\Gamma_{D_{out}} + \Gamma_{D_{wall}}}{\Gamma_{D_{2out}} + \Gamma_{D_{2wall}} + \Gamma_{D_{2reflected}}}, \quad (2.38)$$

where $\Gamma_{D_{out}}$ is the atomic deuterium flux impinging on the sample directly from the filament, $\Gamma_{D_{wall}}$ is the atomic deuterium flux impinging on the sample from the vacuum chamber walls, $\Gamma_{D_{2out}}$ is the molecular deuterium flux impinging on the sample directly from the filament, and $\Gamma_{D_{2reflected}}$ is the molecular deuterium flux reflected from the filament (not adsorbed and desorbed). The $D_2$ which does not strike the tungsten filament is at room temperature. Since Ando et al. [64] found diamond powder to be unreactive with $D_2$ below 400°C and since the temperature of the diamond surface is
less than $400^\circ$C, the rate of reaction of room-temperature $D_2$ with the diamond may be neglected. Moreover, the temperature of the $D_2$ reflected from the tungsten is less than $170^\circ$C, assuming a thermal accommodation coefficient of 0.07 [54].\textsuperscript{14} Therefore, the reactions of $D_2$\textsuperscript{wall} and $D_2$\textsuperscript{reflected} with the diamond surface are neglected, yielding

$$\frac{\Gamma_D}{\Gamma_D^2} = \frac{\Gamma_{D_{\text{out}}} + \Gamma_{D_{\text{wall}}}}{\Gamma_{D_{\text{2out}}}} > \frac{\Gamma_{D_{\text{out}}}}{\Gamma_{D_{\text{2out}}}}.$$  \hspace{1cm} (2.39)

The $\Gamma_D$ incident on the sample is lower than the amount emitted at the filament by the shape factor describing radiative transfer from one to the other. However, since $\Gamma_{D_2}$ incident on the sample also decreases by the same amount, shape factor is irrelevant to the ratio of fluxes. Therefore,

$$\frac{\Gamma_D}{\Gamma_D^2} > \frac{\Gamma_{D_{\text{out}}}}{\Gamma_{D_{\text{2out}}}} = \frac{\Gamma_{D_{\text{out}}@fil}}{\Gamma_{D_{\text{2out}}@fil}} \geq 240.$$  \hspace{1cm} (2.40)

$k_{-A}/k_R$ may be estimated by the molecular-dynamics calculations of Dawnkaski \textit{et al.} [58]. At $1527^\circ$C ($k_{-A} \times \Gamma_{H_2}$) varied between $6.5 \times 10^{-6}$ and $2.3 \times 10^{-3}/\mu s/site$ at 0.1 torr partial pressure of $H_2$, depending on the type of surface site. ($k_R \times \Gamma_{H}$) varied between 0.023 and 0.039/\mu s/site at 18 torr partial pressure of $H$. Therefore, the maximum site-specific $k_{-A}/k_R$ is

$$\frac{k_{-A}}{k_R} \approx \frac{2.3 \times 10^{-3}}{0.023} \frac{P_{H}}{P_{H_2}} \sqrt{\frac{m_{H_2}}{m_{H}}} = 7.6 \times 10^{-4}.$$  \hspace{1cm} (2.41)

where $P_{H}$ is 0.1 torr and $P_{H_2}$ is 18 torr. These rate constants were calculated assuming gas temperature equal to surface temperature and so are not directly applicable to the NRA conditions, where $T_g > T_s$. Therefore, these rate constants are merely a qualitative estimate of $k_{-A}/k_R$.

\textsuperscript{14}Recently, Eenshuistra \textit{et al.} [65] detected vibrationally-excited $H_2(\nu'')$ effusing from a metal oven containing hot filaments. They attribute the excited molecules to atomic $H$ desorbing from the filament and recombining with wall $H$ in an Eley-Rideal reaction. The NRA dosing pressure was two orders of magnitude lower than Eenshuistra \textit{et al.'s} pressure, and the flux of $D_{\text{out}@fil}$ incident on the walls was many times lower in the NRA case due to the larger vacuum chamber. Therefore, the NRA experiment is likely to produce a significantly lower flux of vibrationally-excited $D_2$. Although its presence cannot be ruled out, in the absence of spectroscopic data, the reaction of vibrationally-hot $D_2$ is neglected in the present analysis.
Therefore, the best available estimates for $\Gamma_D/\Gamma_{D_2} (\geq 240)$ and $k_{-A}/k_R (7.6 \times 10^{-4})$ indicate that the assumption $\Gamma_D/\Gamma_{D_2} \gg k_{-A}/k_R$ is likely to be satisfied under NRA dosing conditions. In other words, the inverse abstraction rate may be neglected relative to the recombination rate.

### 2.5.3 Comparison to reaction rates on C(111)

The deuterium coverage on C(100) saturates at $0.95 \pm 0.04$, for exposure at a filament temperature of 1800°C and a surface temperature of 360°C. This saturation coverage agrees with the coverage of $0.95 \pm 0.01$ implied by Thoms et al.'s [10] HREELS data on polycrystalline diamond. However, the saturation coverage disagrees with the value of 0.83 implied by Chin et al.'s [12, 13] data for C(111). Chin et al. estimated coverage by comparing the rate at which atomic hydrogen replaced chemisorbed deuterium on C(111) to the rate at which atomic hydrogen recombined with clean C(111). Although in the NRA experiment atomic deuterium reacted with diamond, the deviation is unlikely to be an isotopic effect; for Chin states that the rate at which atomic deuterium reacted with the diamond surface was similar to the rate at which atomic hydrogen reacted.

The discrepancy is most likely due to a variation between site-specific reaction rates on C(100) and C(111). Dawnkaski et al. [58] recently estimated the recombination and abstraction probabilities for several types of sites on the (100) $(2 \times 1)$ surface and the (111) $(1 \times 1):0.75$H surface from molecular dynamics calculations using the Brenner potential [59]. At 1527°C their reaction probabilities imply a saturation hydrogen coverage of 0.84 for C(100) and 0.70 for C(111).\(^{15}\) Since Dawnkaski et al. assumed a surface temperature equal to the gas temperature, their results are not directly comparable to the experiments, where surface temperature was $\leq 360$°C and the gas temperature was 1800°C. Nevertheless, their calculations do imply a variation between site-specific reaction rates on C(100) and C(111), one large enough to

---

\(^{15}\)These coverages were calculated by eq. 2.27 using Dawnkaski et al.'s probability for abstraction from the C(100) $(2 \times 1):0.94$H surface and for recombination at an isolated radical site on the same surface.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Surface</th>
<th>$T_{\text{surface}}$</th>
<th>$T_{\text{filament}}$</th>
<th>$k_A/k_R$</th>
<th>Saturation coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Koleske [11]</td>
<td>poly</td>
<td>500°C</td>
<td>1560°C</td>
<td>0.03 ± 0.01</td>
<td>0.97 ± 0.01 D/surf C</td>
</tr>
<tr>
<td>Thoms [10]</td>
<td>poly</td>
<td>80–600</td>
<td>1800</td>
<td>0.05 ± 0.01</td>
<td>0.95 ± 0.01</td>
</tr>
<tr>
<td>NRA</td>
<td>(100)</td>
<td>360</td>
<td>1800</td>
<td>0.06 ± 0.04</td>
<td>0.95 ± 0.04</td>
</tr>
<tr>
<td>Chin [12, 13]</td>
<td>(111)</td>
<td>25–200</td>
<td>1800</td>
<td>0.20 ± ?</td>
<td>0.83 ± ? H/surf C</td>
</tr>
<tr>
<td>Dawnkaski [58]</td>
<td>(100)</td>
<td>1527°C</td>
<td>1527°C</td>
<td>0.09/0.46</td>
<td>0.84 H/surf C</td>
</tr>
<tr>
<td>Dawnkaski [58]</td>
<td>(111)</td>
<td>1527</td>
<td>1527</td>
<td>0.14/0.32</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table 2.3: Comparison to reaction-rate ratios obtained by previous experiments. Reaction rates are converted into coverages via eq. 2.27. The experimental uncertainty is not specified in the work of Chin et al. [12, 13].

qualitatively explain the difference between the experimental saturation coverages of 0.95 ± 0.04 on C(100) and 0.83 on C(111). Results are summarized in table 2.3.

### 2.5.4 Comparison to reaction rates in growth models

Thoms et al. [10] found $k_A/k_R$ to be independent of surface temperature below 600°C, indicating that at temperatures low enough to neglect migration and thermal desorption, filament temperature controls the net rate of reaction on diamond. Abstraction on Si(100) has also been shown to be independent of surface temperature [66]. Although Koleske et al. [11] found a slight surface-temperature dependence in $k_A$, this dependence has a negligible effect on the extrapolation of NRA data, as shown at the end of this section. Therefore, gas temperature is likely to control the rate of reaction with the diamond surface, and filament temperature is used to extrapolate the NRA data down to diamond growth temperatures.

The NRA reaction-rate ratio of 0.06 at 1800°C is extrapolated down to a growth temperature of 927°C by assuming an activation barrier of 7.3 kcal/mol [29, table I]. The resulting ratio is 0.017 at 927°C, compared to a ratio of 0.59 in thermochemical kinetic models of diamond growth on C(100) [29].\(^6\) These reaction rates may be

---

\(^6\)Since the present work expresses reaction-rate constants on a per C–D basis and the thermochemical model expresses rate constants on a per cluster basis, the thermochemical abstraction rates must be divided by the number of equivalent C–H bonds in the cluster to convert to the conventions of the present work. The resulting $k_A$ is that of reactions a, d, and o in ref. [29], or half of the rate
converted to open-site fraction via eq. 2.27 assuming \( \theta_s = 1 - \theta_f \). The NRA ratio implies an open-site fraction of 1.6% ± 1.1% at 927°C, whereas the growth model ratio implies an open-site fraction of 37%. Therefore, the extrapolated NRA data indicate that the thermochemical growth model overpredicts the fraction of surface sites available for growth by a factor of ~20.

Molecular dynamics simulations based on the Brenner potential [59] obtain a \( k_A/k_R \) consistent with the extrapolated NRA ratio. Dawnkaski et al. [58] determined the abstraction and recombination reaction probabilities at various sites on a slab modeling the C(100) surface. The slab contained 3 rows of 3 dimers on the surface and 7 layers in the bulk. At 927°C the ratio of reaction probabilities on half-deuterated dimers gave a \( k_A/k_R \) of 0.041.\(^{17}\) Reaction-rate ratio is converted to coverage via eq. 2.27, and the coverage is converted to open-site fraction by assuming \( \theta_s = 1 - \theta_D \). The molecular-dynamics \( k_A/k_R \) implies an open-site fraction of 4.0%, in much better agreement with the NRA fraction of 1.6% ± 1.1% than thermochemical kinetic models.

Due to the distance between the filament and the sample, the velocity of the incoming deuterium in the NRA experiment is more predominantly perpendicular to the surface than that of a Maxwell-Boltzmann distribution. Since the abstraction transition state is collinear with (111) [67, 68], the (100) directionality of the NRA deuterium would tend to slightly decrease \( k_A \). Therefore, it is not surprising that the molecular dynamics calculations obtained a higher \( k_A \) for a Maxwell-Boltzmann distribution of incoming H velocities.\(^{18}\) The higher \( k_A \) accounts in part for the larger open-site fraction obtained by molecular dynamics simulations.

Table 2.5.4 summarizes the dependence of open-site fraction on the activation barrier to abstraction, \( E_A \). Chang et al. [68] determine \( E_A \) for a hydrogen bonded to

\(^{17}\)Since Dawnkaski et al. [58] express reaction probability on a per C–H basis, their reaction-rate ratios may be directly compared to those of the present work.

\(^{18}\)The magnitude of the directionality effect may be estimated by repeating the molecular-dynamics simulations for the NRA conditions. The velocity distribution of the incoming D may be generated by approximating the filament source as a disk ~0.625 cm in diameter, ~4 cm from the sample and parallel to it.
<table>
<thead>
<tr>
<th>Experiment</th>
<th>$E_A$ (kcal/mol)</th>
<th>$k_A/k_R$(1800°C)</th>
<th>$\theta_*$ (927°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chang et al. [68]</td>
<td>10.61</td>
<td>0.06</td>
<td>0.9%</td>
</tr>
<tr>
<td>Dawnkaski et al. [58]</td>
<td>7.84–9.69</td>
<td></td>
<td>1.1–1.5%</td>
</tr>
<tr>
<td>Harris et al. [29]</td>
<td>7.30</td>
<td></td>
<td>1.6%</td>
</tr>
<tr>
<td>Krasnoperov et al. [69]</td>
<td>6.21–7.15</td>
<td></td>
<td>1.7–2.0%</td>
</tr>
</tbody>
</table>

Table 2.4: Effect of activation barrier on the extrapolation of open-site fraction from NRA filament temperature down to diamond-growth temperature.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$E_A$ (kcal/mol)</th>
<th>$k_A/k_R$(1800°C)</th>
<th>$\theta_*$ (927°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chang et al. [68]</td>
<td>10.61</td>
<td>0.02–0.10</td>
<td>0.3–1.5%</td>
</tr>
<tr>
<td>Dawnkaski et al. [58]</td>
<td>7.84–9.69</td>
<td></td>
<td>0.4–2.4%</td>
</tr>
<tr>
<td>Harris et al. [29]</td>
<td>7.30</td>
<td></td>
<td>0.5–2.7%</td>
</tr>
<tr>
<td>Krasnoperov et al. [69]</td>
<td>6.21–7.15</td>
<td></td>
<td>0.6–3.2%</td>
</tr>
</tbody>
</table>

Table 2.5: Effect of experimental uncertainty in NRA coverage measurement on extrapolated open-site fraction.

an $sp^3$ surface carbon from quantum wave packet calculations based on an empirical potential for hydrocarbons [59]. Dawnkaski et al. [58] calculate $E_A$ from molecular dynamics simulations on C(100)(2×1) and C(111). Harris et al. [29] take $E_A$ from analogous gas-phase data, and Krasnoperov et al. [69] measure the reaction of gas-phase hydrogen with polycrystalline diamond at ~2 torr. The resulting activation barriers range from 6.2 to 10.6 kcal/mol. However, the range of activation barriers changes the extrapolated open-site fraction by only a small amount, less than 1%. Although the uncertainty in the NRA value for $k_A/k_R$ has a larger effect on open-site fraction, table 2.5.4 shows that the extrapolated open-site fraction remains one to two orders of magnitude lower than predicted by the thermochemical growth model.

The better agreement between the NRA data and molecular-dynamics simulations indicate that molecular dynamics more accurately simulates surface effects than thermochemical kinetic models. In molecular dynamics, surface effects are approximated by calculating the interaction of the surrounding slab with the gas-phase species and surface sites. On the other hand, thermochemical kinetics models take their surface reaction rates from analogous gas-phase reactions. Surface effects are approximated by taking high-pressure rate constants and accounting for the strain of the surround-
ing lattice when calculating $\Delta G$ to find the reverse rate constants.

Thermochemical models assume that the total reaction cross section per surface site equals the total reaction cross section per equivalent site in an analogous gas-phase reaction [29, 30]. However, the disagreement with the NRA data implies that the two cross sections differ. There are several mechanisms by which a gas-surface reaction cross section differs from an analogous gas-gas reaction cross section. The diamond atoms surrounding the surface site change the reaction cross section by constraining the geometry of the transition state and the angle of approach of the incoming hydrogen. The surface also lacks the $kT$ of translational energy that the analogous gas-phase species would contribute to the reaction. All of these effects are accounted for by the molecular-dynamics simulations and are absent in thermochemical models. Therefore, molecular dynamics rate constants based on well-tested potentials are likely to model diamond growth more accurately than rate constants of analogous gas-phase reactions. These physical reasons and the consistency with the NRA data suggest that molecular-dynamics rate constants be incorporated into diamond growth models to improve reliability.

**Extrapolation from dosing temperatures to diamond growth temperature**

The quantitative relationship has not yet been determined between reaction rates under dosing conditions, where $T_g > T_s$, and rates under CVD conditions, where $T_g = T_s$. In the absence of data, the following method is proposed for extrapolating from dosing conditions to diamond growth conditions.

The gas and surface temperature dependence of the ratio $k_A/k_R$ may be expressed as

$$
\frac{k_A}{k_R} = \frac{A_{gA} e^{-E_{sA}/kT_g} A_{sA} e^{-E_{sA}/kT_s}}{A_{gR} e^{-E_{sR}/kT_g} A_{sR} e^{-E_{sR}/kT_s}},
$$

(2.42)

where $A_{gX}$ is the pre-exponential factor for the gas-phase temperature ($T_g$) dependence of the rate constant for reaction $X$, $A_{sX}$ is the pre-exponential factor for the surface temperature ($T_s$) dependence, $E_{gX}$ is the activation barrier associated with the gas-phase temperature, and $E_{sX}$ is the activation barrier associated with the
surface temperature. Eq. 2.42 assumes that the modes are separable into gas and surface, occupied according to the thermal distribution of states at $T_g$ and $T_s$, respectively. Eq. 2.42 holds for a Langmuir-Hinshelwood reaction, where the gas equilibrates with the surface before reacting and $E_s = 0$, and holds for some Eley-Rideal direct reactions, where the gas-phase reactant forms a product immediately upon striking the surface.\textsuperscript{19} Experiments performed with $T_g = T_s$ measure activation barrier $E_X = E_{gX} + E_{sX}$ and pre-exponential factor $A_X = A_{gX} \times A_{sX}$. The effective activation barriers for the ratio $k_A / k_R$ are

$$
\frac{k_A}{k_R} = \frac{A_A}{A_R} e^{-(E_{gA} - E_{gR})/kT_g} e^{-(E_{sA} - E_{sR})/kT_s}.
$$

(2.43)

The net activation barrier associated with the surface temperature, $E_s = E_{sA} - E_{sR}$, is estimated as follows. Koleske et al. \cite{11} found a slight surface-temperature dependence for the rate of abstraction from polycrystalline diamond, with an apparent $E_{sA}$ of $0.8 \pm 0.2$ kcal/mol. An $E_{sA}$ of 0.6 kcal/mol falls closer to the range of the data Thoms et al. \cite{10}, which found $k_A / k_R$ at 600°C to be at most 1.5 times that at 80°C. Dawnkaski et al. found the probability of recombination with C(100) and C(111) to decrease between 927°C and 1527°C \cite[fig. 3]{58}. Taking $A_R$ to be constant, the decrease implies an $E_R$ between 0.0 and $\sim 1.5$ kcal/mol.\textsuperscript{20} The HREELS experiment of Thoms et al. \cite{10} found the probability of recombination to differ negligibly at 80°C from 600°C. From the error bars of the HREELS analysis, $|E_{sR}|$ is less than 0.2 kcal/mol. Therefore, $E_{sR}$ is taken to be zero. The net surface activation barrier for the ratio $k_A / k_R$ is then $E_s = E_{sA} - E_{sR} \approx 0.6$ kcal/mol.

The net activation barrier associated with the gas temperature, $E_g = E_{gA} - E_{gR}$, is estimated as follows. As in the preceding paragraph, $E_R$ is estimated to be $\sim 1.5$ kcal/mol from the recombination probabilities of Dawnkaski et al. \cite[fig. 3]{58}. Since

\textsuperscript{19}Reactions with hot precursor mechanisms, where the reactant is trapped on the surface for a time then reacts before fully equilibrating with it, may have several modes not thermalized to either temperature and may not be well-described by eq. 2.42.

\textsuperscript{20}The activation barrier, $E_R$, was calculated by $E_R = \frac{\sum (927°C)}{p_R(1527°C)} = \sqrt{\frac{1800}{1200}} e^{\frac{-E_R}{(kT)}}$, where $k$ is the Boltzmann constant and $p_R$ is the probability of recombination at an isolated radical site on C(100) taken from fig. 3 of ref. \cite{58}.
\( E_{sR} \) is small, \( E_R \) is taken to be \( E_{gR} \), or \( E_{gR} \approx \) 1.5 kcal/mol. \( E_{gA} \) is taken from experiments performed with \( T_g = T_s \), which measure \( E_A = E_{gA} + E_{sA} \). \( E_{sA} \) has not been measured for C(100) or C(111). In the absence of data, \( E_{sA} \) is taken to be 0.6 kcal/mol, as in the preceding paragraph. Therefore, the net gas activation barrier for \( \frac{k_A}{k_R} \) is \( E_g \approx (E_A - 0.6) + 1.5 = E_A + 0.9 \) kcal/mol, where \( E_A \) is the abstraction activation barrier when \( T_g = T_s \).

The net gas and surface temperature dependence of \( \frac{k_A}{k_R} \) is

\[
\frac{k_A}{k_R} \approx \frac{A_{gA} A_{sA}}{A_{gR} A_{sR}} e^{-\frac{E_A + 0.9 \text{ kcal/mol}}{kT_g}} e^{-\frac{0.6 \text{ kcal/mol}}{kT_s}},
\]

where \( E_A \) is the abstraction activation barrier when \( T_g = T_s \). Taking the pre-exponential factors to be temperature-independent, \( \frac{k_A}{k_R} \) at NRA dosing temperatures \( (T_{g1}, T_{s1}) \) may be extrapolated to \( \frac{k_A}{k_R} \) at diamond growth temperatures \( (T_{g2}, T_{s2}) \) via

\[
\frac{k_A}{k_R} (T_{g2}, T_{s2}) \approx \frac{k_A}{k_R} (T_{g1}, T_{s1}) e^{-\frac{E_A + 0.9 \text{ kcal/mol}}{k} \left( \frac{1}{T_{g2}} - \frac{1}{T_{g1}} \right)} e^{-\frac{0.6 \text{ kcal/mol}}{k} \left( \frac{1}{T_{s2}} - \frac{1}{T_{s1}} \right)}
\]

The 0.9 kcal/mol is a correction term to account for the negative barrier to recombination, as well as for the fact that the measured \( E_A \) includes not only the gas- but also the surface-temperature dependence of abstraction. Since this correction factor is approximate, and since the 0.6 kcal/mol correction term was chosen from data on polycrystalline diamond, the exact values of the 0.9 and 0.6 correction terms will change as data become available for \( E_{sA} \) on C(100) and C(111), but the magnitudes are expected to remain small.

Since the 0.9 kcal/mol term in eq. 2.45 decreases \( \frac{k_A}{k_R} \) and the 0.6 term increases \( \frac{k_A}{k_R} \), the net effect on the extrapolation to diamond growth temperatures is small. Numerical calculation of eq. 2.45 for the activation barriers in table 2.5.4 reveals a negligible change in open-site fraction.
2.6 Conclusions

The absolute deuterium coverage on the diamond (100) surface was measured via NRA, and for the first time absolute coverage was studied as a function of deuterium exposure. The saturation coverage is $0.95 \pm 0.04$ D per surface C upon exposure to deuterium at 1800°C and a surface temperature of 360°C.

Subsurface deuterium content was estimated to be negligible by comparison to SIMS of microwave plasma-treated C(100) (Appendix A) and to results of previous scattering experiments [9, 51]. The maximum coverages measured by NRA were consistent with negligible diffusion or incorporation into the subsurface region during NRA. Therefore, no deuterium diffusion is expected into the subsurface region.

The coverage was measured for a range of dosing parameters, gas-phase ($T_f$) and surface ($T_s$) temperatures. At high filament temperatures *circa* 2000°C coverages up to $1.34 \pm 0.09$ D per surface C were observed, consistent with the presence of surface dihydrides. A mechanism for dihydride production is suggested: insertion into the dimer bond by hot D from the filament, and a working hypothesis is suggested to explain the surface-temperature dependence of degradation in previous experiments [13]. Despite the high filament temperatures, exposure to elemental tungsten is negligible, and *ex-situ* XPS showed no evidence for the presence of W or Mo (less than 0.1% atomic W) on the sample subsequent to NRA. At low filament temperatures ($\leq 1800$°C), saturation coverages were close to the expected value of 1 D per surface C. Coverage measurements for the range of $T_f$ and $T_s$ extend the work of Thoms *et al.* [10] and Koleske *et al.* [11], which investigated a single $T_f$, and the work of Chin *et al.* [12, 13], which measured reaction-rate ratio at a single $T_s$.

Coverage was studied as a function of anneal temperature subsequent to dosing, and desorption was seen at temperatures above 450°C. Anneals subsequent to the 1800°C exposures gave a thermal desorption barrier of $\sim 3.0$ eV assuming first-order desorption with a pre-exponential factor of $10^{13}$ s$^{-1}$, consistent with the barriers obtained from TPD by Hoffman *et al.* [27] and Thomas *et al.* [20].

Hydrogen abstraction and recombination with the diamond surface are two of the
most important reactions in diamond CVD, as they determine the number of sites available for growth. The NRA results imply that the ratio of recombination rate to abstraction rate on C(100) is 0.06 ± 0.04 at 1800°C. The measured reaction-rate ratio provides a consistency check for the set of reaction parameters used in diamond CVD models. The NRA data are extrapolated down to diamond growth temperatures (927°C) and compared to growth models of C(100) based on analogous gas-phase reactions [29]. Results indicate that thermochemical growth models overpredict the fraction of radical surface sites available for growth by a factor of ~20. Molecular-dynamics simulations [58] are in better agreement with the NRA results, and their reaction parameters are recommended for use in diamond CVD models.

At a filament temperature of 1800°C, the measured ratio of reaction rates, 0.06 ± 0.04, agrees with the HREELS result of Thoms et al. [10] and the TOF-SARS measurements of Koleske et al. [11]. However, it differs from the value of 0.2 obtained by Chin et al. [12, 13] on C(111), possibly due to a variation between site-specific reaction rates on C(100) and C(111), re. Appendix D.

**Recommendations for future work**

A working hypothesis is suggested to explain the high coverages at high filament temperatures in the present experiment and to explain the surface-temperature dependence of degradation in other experiments [13]. This hypothesis may be tested by dosing the sample in the four different filament and surface temperature regimes and monitoring the coverage.

Further experiments could also be performed to confirm assumptions made here. For example, subsurface deuterium content could be confirmed to be negligible by heating the sample to 1000°C and taking an NRA spectrum to see zero coverage. Negligible contamination by trace elements may be confirmed by performing NRA in a chamber equipped with an X-ray photoelectron spectrometer (XPS). XPS could be performed as a function of sample cooling time without dosing, to eliminate the possibility of contamination during cooling time.

Filament temperatures up to 1800°C are expected to preserve the surface re-
construction, and are recommended for studying reactions with a dimerized surface. However, filament temperature may be raised to $\geq 2000^\circ \text{C}$ to investigate the potential process of dimer-bond cracking by hot $\text{D}$ emitted from the filament. Low surface temperatures may stabilize dihydrides by precluding $\text{D}_2$ desorption and are recommended for preserving evidence of dimer-bond breakage. Medium surface temperatures may activate $\text{D}_2$ desorption from dihydrides and are recommended for maintaining a dimerized surface. High surface temperatures ($\gtrsim 800^\circ \text{C}$) activate desorption from monohydrides and may restore a disordered, degraded surface to the (2×1):D reconstruction.

The reaction of molecular deuterium with the diamond surface may be studied by keeping the filament temperature low enough to minimize atomic $\text{D}$ formation ($\lesssim 1000^\circ \text{C}$). Although room-temperature $\text{D}_2$ and $\text{H}_2$ are unreactive with the diamond surface [13, 16, 20, 25, 41, 64], molecular $\text{D}_2$ reacts with diamond powder above 450$^\circ \text{C}$ at atmospheric pressure [64]. In UHV hot $\text{D}_2$ may react with bare diamond by inserting into surface $\pi$-bonds. This hypothesis may be tested by exposing a bare sample to $\text{D}_2$ at low filament temperature and investigating coverage as a function of temperature.

On the issue of reaction-rate measurements, future studies of atomic $\text{D}$ reactions with diamond could determine not only the value of $k_A/k_R$ but also the activation barrier. This could be accomplished by dosing at a series of filament temperatures while keeping the surface fully dimerized. I suggest filament temperatures up to 1800$^\circ \text{C}$, where $\text{D}$ cracking of dimer bonds is expected to be negligibly slow, and a surface temperature at or above 360$^\circ \text{C}$, where background gas exposure, prior to dosing, is minimized. However, at filament temperatures below $\sim 1200^\circ \text{C}$, the hydrogen cracking efficiency is small [70]. Reaction rates of molecular hydrogen may be studied at lower filament temperature. To obtain data more directly comparable to diamond CVD conditions (700–1000$^\circ \text{C}$), an UHV-compatible radio-frequency glow discharge oven may be fabricated to produce lower-temperature atomic hydrogen [71].

Finally, future work could extend the NRA experiment by separately determining the individual reaction rates, $k_A$ and $k_R$, in addition to their ratio, $k_A/k_R$. These
parameters can be measured by calibrating the atomic deuterium flux via a chopped, differentially-pumped mass spectrometer and by performing the analysis described in section 2.5.1. The resulting site-averaged reaction rates may be compared to site-specific rates by modeling site-specific coverages via the kinetic Monte Carlo algorithm of Appendix C. Diamond surface science is one area where neither modeling nor experiment alone can yield all the relevant reaction mechanisms and parameters, but only the two working in concert.
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Chapter 3  Migration on the C(110) Surface: Ab-initio Computations

3.1  Introduction

Mobile surface adsorbates play a key role in surface processes of semiconductors such as silicon and gallium arsenide. However, before this work was first published [1] diamond surface science studies had generally assumed mobility to be low [2], and diamond chemical-vapor deposition (CVD) studies had not established the competitiveness of surface migration with gas-surface reactions. In diamond surface science, the thermal desorption of H₂ from C(100) was found to obey first-order rate kinetics [3, 4]. Desorption from Si(100) was also first-order, and a pre-pairing mechanism had been proposed to explain why the two-body desorption was not second-order [5]. However, the possibility of pre-pairing on diamond had not been investigated, and a mobility mechanism to produce the pre-pairing had not been established. In diamond chemical-vapor deposition studies, activation barriers to migration of surface CH₂ and CH₃ [6] had been calculated, yet the competitiveness of these migration rates with gas-surface reaction rates had not been demonstrated. One particular step in an acetylene growth mechanism, two-center ring closure, had been proposed to proceed via a concerted reaction involving hydrogen transfer [7]. However, Chang et al. [8] later performed a thorough search of the potential energy surface about the transition state and found that ring closure was more likely to proceed via gas-phase hydrogen abstraction than surface migration. Thus, diamond surface models had yet to establish a mobility mechanism to produce pre-pairing, and diamond CVD models had concentrated on gas-surface reactions [9, 10] and gas-phase dynamics [11] rather than surface migrations.

Diffusion of chemisorbed species can occur on the diamond surface by insertion
into a C-H bond or migration to a neighboring radical site. We restrict attention to the latter. Migration was considered to be negligible under typical CVD conditions because the majority of diamond surface sites have neighbors which are terminated by hydrogen, which blocks migration pathways. In CVD environments containing halogens [12], a fraction of the surface sites may also be terminated by fluorine or chlorine. Nevertheless, during growth some fraction of the surface terminator is missing, exposing open surface radical sites. The surface coverage is determined by a balance of abstraction by gas-phase radicals and recombination onto radical sites. Under hydrogen-based CVD conditions, the experiment of chapter 2 suggests that 2% of the surface sites are open, and modeling studies suggest that up to 40% are open [13]. If the surface-terminating species are mobile, then the open radical sites may be regarded as mobile. This would clear pathways for hydrocarbon adsorbate diffusion.

Even when surface coverage limits mobility to short-range diffusion, surface migration may have implications for diamond growth mechanisms. Before this work [1, 14], no proposed growth mechanism had included simple migration of surface terminators\(^1\). These studies often found pathways which were blocked due to steric hindrance from neighboring terminators, or concluded that the reaction must proceed through a highly strained intermediate. Both of these conclusions could be radically altered by even a small degree of mobility of surface terminators.

To demonstrate mobility and its competitiveness with gas-surface reactions, we calculated the \textit{ab initio} quantum chemical activation barriers to migration of H, F, and Cl on a diamond surface. Attention is restricted to the (110) surface, which has a higher growth rate than either the (100) or (111) surfaces [16]. (110)-type sites also appear at steps on the (100) and (111) surfaces. Our results were summarized in previous publications [14, 17], and more complete details are given here.

\(^1\)Huang and Frenklach [15] had calculated a barrier to migration on the (100) \((1\times1):2\text{H}\) surface by semi-empirical MNDO methods. However, their emphasis had been the calculation of the energetics for several possible reaction steps in diamond growth from addition of methyl, CO, and acetylene; and none of these calculations included migration within the reaction pathway.
3.2 Computational method

3.2.1 Calculation of the electronic wavefunction

The Schrödinger equation was solved for a cluster of atoms modeling each migration using standard \textit{ab-initio} techniques [18]. The nuclear kinetic energy was neglected, and the Hamiltonian included all coulomb interactions and the kinetic energy of the electrons.

\[
H \equiv -\frac{1}{2} \sum_i^n \nabla_i^2 + \sum_{j<i}^n \sum_i^n \frac{1}{|\vec{r}_i - \vec{r}_j|} - \sum_i^n \sum_A^N \frac{Z_A}{|\vec{r}_i - \vec{r}_A|} + \sum_A^N \sum_{A<B}^N \frac{Z_A Z_B}{|\vec{r}_A - \vec{r}_B|} \quad (3.1)
\]

where \(H\) is the Hamiltonian, \(E\) is the total energy, \(|\Psi\rangle\) is the electronic wavefunction, \(n\) is the number of electrons and \(N\) the number of nuclei, and \(Z\) is the atomic number. All quantities are expressed in atomic units.

The spatial orbitals, \(\phi\), were expressed in terms of Gaussian basis functions, \(\chi_\mu\), centered on the nuclei,

\[
\phi_i = \sum_{\mu=1}^{100} c_{i\mu} \chi_\mu.
\]

Two basis sets were used in these calculations. A valence triple-zeta (VTZ) set with polarization\(^2\) was included for the two carbons directly involved in the migration. A VTZ basis with polarization\(^3\) was included for the migrating hydrogen. The fluorine and chlorine basis sets were VTZ plus polarization\(^4\). The Dunning double-zeta contraction\(^5\) was used on all peripheral carbons and hydrogens.

\(^2\)The carbon triple-zeta basis set consisted of a diffuse s function, exponent 0.0474, and a diffuse p function, exponent 0.0365, in addition to a double-zeta (9s5p)/[3s2p] contraction from ref. [19]. The carbon polarization function was d-type with an exponent of 0.75.

\(^3\)The exponents for the hydrogen triple-zeta basis set were taken from the (6s) set of Table V of ref. [20]. The four smallest coefficients were also taken from this reference. The coefficients for the two most diffuse functions were 1.0 each. Thus the hydrogen triple-zeta basis set consisted of a (6s)/[3s] contraction. The hydrogen polarization function was p-type with an exponent of 0.6.

\(^4\)The fluorine triple-zeta basis set was the (11s7p)/[5s3p] contraction from ref. [21]. The exponent for the fluorine (1d) polarization function was taken from ref. [22]. The chlorine triple-zeta basis set was the (12s9p)/[6s5p] contraction from ref. [23]. Chlorine polarization was d-type with an exponent of 0.6.

\(^5\)The carbon double-zeta basis set was the (9s5p)/[3s2p] contraction from ref. [19]. The hydrogen double-zeta basis set was the (4s)/[2s] contraction of ref. [19] with scale factor of 1.2.
I approximated each electron as interacting only with the mean field of all other electrons, producing the Hartree-Fock (HF) wavefunction,

$$|\Psi^{\text{HF}}\rangle = \mathcal{A} \left\{ \left( \prod_{i=1}^{m-1} \phi_i^2 \alpha_\beta \right) |\phi_m\alpha\rangle \right\},$$

(3.2)

where $\mathcal{A}$ is the antisymmetry operator, $m$ is the number of spatial orbitals ($n/2 + 1$), and $\alpha$ and $\beta$ are up and down spin eigenfunctions, respectively.

Next I correlated the electrons directly involved in the reaction at the Generalized-Valence-Bond (GVB) or Complete-Active-Space (CAS) level, where

$$|\Psi^{\text{CAS}}\rangle = \mathcal{A} \left\{ \sum_{f_j+f_k+f_l=n_{\text{active}}} C_{jkl} \left( \prod_{i=1}^{m-2} \phi_i^2 \alpha_\beta \right)_{\text{inactive}} \left( \phi_{m-1}^{f_j} \phi_m^{f_k} \phi_{m+1}^{f_l} \right)_{\text{active}} \right\}$$

(3.3)

and $n_{\text{active}}$ is the number of active electrons. The GVB-CAS calculation optimizes the configuration coefficients, $C_{jkl}$, and the orbital coefficients, $c_{i\mu}$. For the hydrogen migrations, the GVB-CAS active space included 3 electrons in 3 orbitals (3 in 3), and the wavefunction has the orbitals optimized for all seven spatial configurations (8 spin eigenfunctions).

An active space was developed for the halogen migrations by testing several cases, including 3 in 3, 5 in 5, and 7 in 7. In all test cases the GVB-CAS determined similar weight distributions for the three most important configurations. In subsequent calculations, 7-in-7 active spaces were generally used, to include 4 of the electrons in the halogen’s outer-shell as well as the 2 in the carbon-halogen bonding orbital and the 1 in the carbon radical orbital.

Finally, given the HF or GVB-CAS wavefunction, I included further correlations between electrons by carrying out Configuration-Interaction (CI) calculations in which all single and double excitations were allowed from all non-core occupied to all virtual orbitals. These wavefunctions are denoted as SD-HF and SD-CAS respectively and
written as

\[
|\Psi^{SD}\rangle = A \left\{ \sum_{\text{single excitations}} C_\alpha |(\phi)_{\text{core}} (\phi)^* \text{ inactive } (\phi)_{\text{active}} (\phi)_{\text{virtual}}\rangle \\
+ \sum_{\text{single excitations}} C_\alpha |(\phi)_{\text{core}} (\phi)_{\text{inactive}} (\phi)^*_{\text{active}} (\phi)_{\text{virtual}}\rangle \\
+ \sum_{\text{double excitations}} C_\alpha |(\phi)_{\text{core}} (\phi)^*_{\text{inactive}} (\phi)^*_{\text{active}} (\phi)_{\text{virtual}}\rangle \\
+ \sum_{\text{double excitations}} C_\alpha |(\phi)_{\text{core}} (\phi)_{\text{inactive}} (\phi)_{\text{active}} (\phi)_{\text{virtual}}^{**}\rangle \right\}.
\] (3.4)

Here \((\phi)_{\text{core}}\) are the orbitals of the inner-shell carbon and halogen electrons, and the * superscript represents the excitation of a single electron into a virtual orbital. The SD-HF and SD-CAS calculations fix the orbital coefficients, \(c_{\mu\nu}\), and optimize the CI coefficients, \(C_\alpha\). Thus the major purpose of the HF and GVB-CAS calculations is to obtain optimal orbitals upon which to base the CI calculations. The CI active space included 3 electrons in 3 orbitals for the H migrations and 5 in 5 for the halogen migrations. To include the most important higher-order correlations for the H migrations, the CI calculation was based upon a 3-reference wavefunction where the 3 references were the configurations with the highest weight in the GVB-CAS calculation.

The GVB-CAS calculation often diverged unless it included the halogen's outer-shell s electrons in the active space. To make convergence automatic, most halogen GVB-CAS calculations were performed from the SD-HF CI numbers as the starting wavefunction. These calculations are denoted CAS-CI.

All calculations were performed using a modified version of the MOLECULE/SWEDEN suite of codes [24]. For H migration, I used both SD-HF and SD-CAS wavefunctions. For the halogens, my final results included only SD-HF wavefunctions. The choice of SD-HF or SD-CAS wavefunction is explained in section 3.3.1.
3.2.2 Optimization of cluster geometries

As a model for the (110) surface, we consider constrained clusters in which all surface C-C bonds not involved in the reaction are replaced by C-H bonds. This leads to the clusters shown in figs. 3.1a-3.3a. The internuclear C-C distances were fixed at 1.54 Å, the value for bulk diamond [25]. All C-H bond lengths on the peripheral hydrogens were fixed at 1.10 Å, a value typical for hydrocarbons. In large-scale multireference configuration interaction calculations of (1,2) Cl migration, Engels et al. [26] found that variations in the CH bond length had “minor influence on the total energy.” The only atom whose coordinates were optimized during our calculation was the migrating X (H, F, or Cl).

The transition-state geometry was determined by placing the migrating atom at several positions along the symmetry axis, for the (1,2) and (1,4) migrations, or symmetry plane, for the (1,3) migration. The position was optimized to give the minimum energy, and the resulting geometries are shown in figs. 3.1b-3.3b. The reactant geometry was determined by placing the migrating atom in a bonded position, at a tetrahedral geometry from one of the primary carbon centers. The active C-H, C-F and C-Cl bond lengths were then optimized for the reactant clusters.6 The activation energy was the difference between the transition-state energy and the reactant energy.

In several cases the geometry of the transition and reactant states was confirmed by least-squares fitting a parabola to the energies of the four geometries closest to the state. The parabola’s minimum was within 0.01 Å of the minimum determined by the single-point calculations. The geometry resolution of the single-point calculations produced an uncertainty in the activation energies of about 0.05 eV.

Since the (1,4) H migration required the largest CI calculations, I optimized its transition-state geometry at the SD-CAS single-reference level and calculated the energy of that geometry at the triple-reference level. I also took the reactant energy to be equal to the SD-HF reactant energy, which makes my estimate for the SD-CAS

---

6The active C-F and C-Cl bond lengths were optimized individually for each reactant cluster. The active C-H bond length was optimized for the reactant cluster of the (1,2) migration, and the bond length for the (1,4) and (1,3) H migrations was taken to be the same as that of the (1,2) migration.
Figure 3.1: Cluster for (1,2) migration. X represents H, F, or Cl, and (110) lies in the plane of the paper. The origin bisects the surface C-C bond, and the z axis is perpendicular to the surface (110) plane.

Figure 3.2: Cluster for (1,3) migration. (110) lies in the plane of the paper. The midpoint between C₁ and C₂ determines the origin, and θ=0 lies in the C₁C₂C₃ plane. The (r,θ) plane is perpendicular to the surface (110) plane.

Figure 3.3: Cluster for (1,4) migration. X represents H, F, or Cl, and (110) lies in the plane of the paper. The origin is located halfway between C₁₁ and C₁₂, and the z axis is perpendicular to the surface (110) plane.
activation barrier too low by about 0.1 eV/cluster for (1,4) H migration.

3.3 Results

3.3.1 Comparison of SD-HF to SD-CAS energy

The SD-CAS wavefunction gives an energy closest to the actual activation barrier. Therefore it was used in all cases where computationally feasible. As the H migrations had only 3 electrons directly involved in the reaction, it was straightforward to determine the appropriate orbitals for the active space of the GVB-CAS wavefunction. In this case the calculated energies behaved as expected: the calculated activation barrier at the HF level was higher than that at the GVB-CAS level which was in turn higher than that at the SD-CAS level, the best level of approximation.

However, the outer-shell electrons of F and Cl participated in their migrations, making it difficult to design an active space that was large enough to be physically reasonable and small enough to be computationally feasible. Figs. 3.4 and 3.5 show that in a few cases SD-CAS energies were actually higher than SD-HF energies. Here the SD-CAS calculations were based upon a single-reference wavefunction, the dominant configuration of the 5-in-5 GVB-CAS. A multi-reference CI would have more effectively included interactions with the halogen outer-shell electrons, and multi-reference SD-CAS energies are expected to be lower than SD-HF energies. However, since multi-reference CIs were computationally impractical for the halogen migrations, these reactions were calculated at the SD-HF level.
Figure 3.4: Computed potentials of an excited transition state for (1,2) F migration. The HF configuration was $^2B(7,6)$, and the active space of the GVB-CAS and SD calculations included 5 electrons in 5 orbitals. The $z$ axis is defined in fig. 3.1.

Figure 3.5: Computed potentials of an excited transition state for (1,4) F migration. The HF configuration was $^2B(11,10)$, and the active space of the GVB-CAS and SD calculations included 5 electrons in 5 orbitals. The $z$ axis is defined in fig. 3.3.
3.3.2 Determination of ground and excited transition states

Although physical considerations narrow the field, one cannot determine the ground electronic configuration \textit{a priori}. I calculated the energies of several configurations closest to the expected ground state for the halogen migrations, where outer-shell electrons complicate the reaction. Results are summarized in table 3.1, and details are given at the end of the chapter in figs. 3.8 to 3.30. The calculations were guided by GVB-CAS results, which determine whether nearby configurations of the same symmetry type are more stable. To assure reliability, all symmetry types were computed, and both the ground and excited transition states were identified. Here a transition state is an energy minimum along the $z$ axis, and the ground transition state is the state with the lowest energy minimum.

As table 3.1 indicates, several halogen-migration configurations did not lead to transition states but gave potentials that were purely repulsive in the region of calculation. In general, lack of identification of a transition state does not necessarily mean lack of existence. Rather it could simply mean that the transition state is not located within the computational subspace searched. However, my configurational search was sufficiently broad to identify two transition states for each halogen migration.

The configurations for the ground transition states are listed in tables 3.3.2 and 3.3.2. The unpaired electron's orbital could have been either symmetric or antisymmetric with respect to rotation about the $z$ axis. Both cases were calculated, and the ground configuration was determined to be $^2A$ for the F migrations and Cl (1,2) migration and $^2B$ for the Cl (1,4) migration.

The H migrations were electronically simpler, as H contains no lone pairs. Only $^2B$ and $^2A''$ configurations were considered, and results are shown in tables 3.2 through 3.3.2. The GVB-CAS calculations confirmed that within this symmetry the assumed configurations dominated.
<table>
<thead>
<tr>
<th>Atom</th>
<th>Migration</th>
<th>HF Configuration</th>
<th>$E_a$</th>
<th>$z_a$</th>
<th>Dominant GVB–CAS Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl</td>
<td>(1,2)</td>
<td>$^2A(10, 7)$</td>
<td>3.71 eV</td>
<td>2.20 Å</td>
<td>$^2A(10, 7)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$^2A(9, 8)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$^2A(10, 7)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$^2B(9, 8)$</td>
<td>3.72</td>
<td>2.00</td>
<td>$^2B(9, 8)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$^2B(10, 7)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$^2B(10, 7)$</td>
</tr>
<tr>
<td>F</td>
<td>(1,2)</td>
<td>$^2A(8, 5)$</td>
<td>4.68 eV</td>
<td>1.80 Å</td>
<td>$^2A(8, 5)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$^2A(7, 6)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$^2A(8, 5)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$^2B(7, 6)$</td>
<td>5.44</td>
<td>1.70</td>
<td>$^2B(7, 6)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$^2B(8, 5)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$^2B(8, 5)/^2B(7, 6)$</td>
</tr>
<tr>
<td>Cl</td>
<td>(1,4)</td>
<td>$^2B(13, 12)$</td>
<td>2.29 eV</td>
<td>1.70 Å</td>
<td>$^2B^{^a}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$^2B(14, 11)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\text{div}^{^b}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$^2A(14, 11)$</td>
<td>2.45</td>
<td>1.5</td>
<td>$^2A(14, 11)$</td>
</tr>
<tr>
<td>F</td>
<td>(1,4)</td>
<td>$^2A(12, 9)$</td>
<td>3.41 eV</td>
<td>1.0 Å</td>
<td>$^2B(11, 10)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$^2B(11, 10)$</td>
<td>4.65</td>
<td>1.40</td>
<td>$^2B(11, 10)$</td>
</tr>
</tbody>
</table>

$^a$Preference of the HF orbital energies. The GVB-CAS calculation was not performed.

$^b$The HF calculation preferred the $^2A(14, 11)$ state, and the GVB-CAS calculation diverged due to the high HF energy.

Table 3.1: Calculated activation barriers, $E_a$, and geometries, $z_a$, for HF configurations near the ground state. $\checkmark$ denotes that the GVB-CAS calculation confirmed that the reference configuration dominated. $\times$ denotes that the potentials were purely repulsive in the region of calculation.

<table>
<thead>
<tr>
<th>Atom</th>
<th>Migration</th>
<th>HF Configuration</th>
<th>$E_a$</th>
<th>$z_a$</th>
<th>Dominant GVB–CAS Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>(1,2)</td>
<td>$^2B(5, 4)$</td>
<td>3.24 eV</td>
<td>1.14 Å</td>
<td>$^2B(5, 4)$</td>
</tr>
<tr>
<td></td>
<td>(1,3)</td>
<td>$^2A''(8, 5)$</td>
<td>3.56 eV</td>
<td>1.11 Å, 44°</td>
<td>$^2A''(8, 5)$</td>
</tr>
<tr>
<td></td>
<td>(1,4)</td>
<td>$^2B(9, 8)$</td>
<td>2.24 eV</td>
<td>0.71 Å</td>
<td>$^2B(9, 8)$</td>
</tr>
</tbody>
</table>

Table 3.2: Calculated activation barriers, $E_a$, and geometries, $z_a$, for H migrations. The geometry for the (1,3) migration is given in terms of $(r, \theta)$ coordinates defined in figure 3.2b. $\checkmark$ denotes that the GVB-CAS calculation confirmed that the reference configuration dominated.
<table>
<thead>
<tr>
<th></th>
<th>H Migration</th>
<th>F Migration</th>
<th>Cl Migration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Symmetric</td>
<td>Antisymmetric</td>
<td>Symmetric</td>
</tr>
<tr>
<td>( \phi_{core} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_1 1s</td>
<td>+</td>
<td>C_2 1s</td>
<td>C_1 1s</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( \phi_{inactive} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_{1-H_1}</td>
<td>+</td>
<td>C_{2-H_2}</td>
<td>C_{1-H_1}</td>
</tr>
<tr>
<td>C_{1-H_3}</td>
<td>+</td>
<td>C_{2-H_4}</td>
<td>C_{1-H_3}</td>
</tr>
<tr>
<td>C_{1-C_2}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \phi_{active} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C \cdots H \cdots C \uparrow \downarrow</td>
<td>C^* \uparrow</td>
<td>C \cdots F \cdots C \uparrow</td>
<td>F 2p_x \uparrow \downarrow</td>
</tr>
<tr>
<td>Total ( \phi )</td>
<td>5</td>
<td>4</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 3.3: Ground transition-state configurations for (1,2) migrations, in terms of analogous bond and atomic orbitals. Labels for carbon and hydrogen centers are defined in fig. 3.6a. The core and inactive C-H orbitals are the same for all three cases. In the HF calculations all core and inactive orbitals are doubly-occupied, and the active orbitals denoted \( \uparrow \downarrow \) are doubly-, and those denoted \( \uparrow \) are singly-, occupied. \( \phi_{active} \) are active orbitals in the GVB-CAS and SD-CAS calculations of hydrogen migration and in the 5-in-5 SD-HF of halogen migrations.
<table>
<thead>
<tr>
<th>( \phi_{\text{core}} )</th>
<th>H Migration</th>
<th>F Migration</th>
<th>Cl Migration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symmetric</td>
<td>Antisymmetric</td>
<td>Symmetric</td>
<td>Antisymmetric</td>
</tr>
<tr>
<td>C(<em>{b1})1s + C(</em>{b2})1s &amp; C(<em>{b1})1s - C(</em>{b2})1s &amp; - - - &amp; - - -</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(<em>{t1})1s + C(</em>{t2})1s &amp; C(<em>{t1})1s - C(</em>{t2})1s &amp; - - - &amp; - - -</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(<em>{b1})-H(</em>{b1}) + C(<em>{b2})-H(</em>{b2}) &amp; C(<em>{b1})-H(</em>{b1}) - C(<em>{b1})-H(</em>{b2}) &amp; - - - &amp; - - -</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(<em>{b1})-H(</em>{b3}) + C(<em>{b2})-H(</em>{b4}) &amp; C(<em>{b1})-H(</em>{b3}) - C(<em>{b2})-H(</em>{b4}) &amp; - - - &amp; - - -</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(<em>{b1})-C(</em>{b2}) &amp; C(<em>{b1})-C(</em>{t1}) + C(<em>{b2})-C(</em>{t2}) &amp; C(<em>{b1})-C(</em>{t1}) - C(<em>{b2})-C(</em>{t2}) &amp; F 2p(_{z})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(<em>{t1})-H(</em>{t1}) + C(<em>{t2})-H(</em>{t2}) &amp; C(<em>{t1})-H(</em>{t1}) - C(<em>{t1})-H(</em>{t2}) &amp; - - - &amp; - - -</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C(<em>{t1})-H(</em>{t3}) + C(<em>{t2})-H(</em>{t4}) &amp; C(<em>{t1})-H(</em>{t3}) - C(<em>{t2})-H(</em>{t4}) &amp; - - -</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \phi_{\text{inactive}} )</td>
<td>F 2s ↑↓</td>
<td>F 2p(_{y}) ↑↓*</td>
<td>Cl 3s ↑↓</td>
</tr>
<tr>
<td>Total ( \phi ) &amp; 9 &amp; 8 &amp; 12 &amp; 9 &amp; 13 &amp; 12</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*This orbital would be inactive at the 5-in-5 level, but the F (1,4) transition state was calculated at the 7-in-7 SD-HF level.

Table 3.4: Ground transition-state configurations for (1,4) migrations, in terms of analogous bond and atomic orbitals. Labels for carbon and hydrogen centers are defined in fig. 3.6b. The core and inactive C-H orbitals are the same for all three cases. In the HF calculations all core and inactive orbitals are doubly-occupied, and the active orbitals denoted ↑↓ are doubly-, and those denoted ↑ are singly-, occupied. \( \phi_{\text{active}} \) are active orbitals in the GVB-CAS and SD-CAS calculations of hydrogen migration and in the 5-in-5 SD-HF of halogen migrations.
Figure 3.6: Labels of atomic centers in transition-state clusters for (1,2) and (1,4) migrations. X represents H, F, or Cl, and (110) lies in the plane of the paper. The origin is located at the midpoint between the two surface carbons. The z axis is perpendicular to the surface (110) plane.
3.3.3 Activation energies

The predicted activation energies are shown in table 3.5. The calculated barriers are upper bound to the actual barriers, and the computational precision is about 0.1 eV for the H (1,4) migration and 0.05 eV for all other migrations. The barrier height for (1,4) migrations is at least 1 eV lower than for (1,2) and (1,3) migrations for all three systems. This is consistent with combustion experiments, where (1,4) hydrogen migrations occur while (1,2) and (1,3) migrations remain too slow to be detected [27].

<table>
<thead>
<tr>
<th>Migration</th>
<th>(1,2)</th>
<th>(1,3)</th>
<th>(1,4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>3.24 eV</td>
<td>3.56 eV</td>
<td>2.24 eV</td>
</tr>
<tr>
<td>Cl</td>
<td>3.71</td>
<td>—</td>
<td>2.29</td>
</tr>
<tr>
<td>F</td>
<td>4.68</td>
<td>—</td>
<td>3.41</td>
</tr>
</tbody>
</table>

Table 3.5: Calculated activation energies for surface migrations. The calculations are performed at the SD-CAS level for hydrogen migrations, and at the SD-HF level for halogen migrations. Barriers to (1,3) migration of Cl and F were not calculated.

<table>
<thead>
<tr>
<th>Migration</th>
<th>(1,2)</th>
<th>(1,3)</th>
<th>(1,4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_H )</td>
<td>3.2 sec</td>
<td>95 sec</td>
<td>( 180 \times 10^{-6} ) sec</td>
</tr>
<tr>
<td>( \tau_{Cl} )</td>
<td>440</td>
<td>—</td>
<td>( 340 \times 10^{-6} )</td>
</tr>
<tr>
<td>( \tau_{F} )</td>
<td>( 6 \times 10^6 )</td>
<td>—</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 3.6: Order-of-magnitude estimates of characteristic times for surface migrations at 900°C.

3.4 Analysis

Since migration reactions are unimolecular and gas-surface reactions are bimolecular, rate comparisons must account for concentration and frequency factors in addition to barrier heights. Accounting for pre-exponential factors and barrier heights, order-of-magnitude estimates were obtained for the characteristic migration times. This was the first study [1] to compare characteristic times directly instead of only barrier heights. Previous studies [2, 28] had obtained "extraordinarily high" barriers to migration and were not able to establish its competitiveness with gas-surface reactions.
3.4.1 Predicted characteristic migration times

The predicted activation barriers are converted to characteristic migration times using the approximate transition-state theory expression

$$\tau^{-1} \sim \frac{k_B T}{h} e^{-E_a/k_B T},$$

(3.5)

where \(\tau\) is the characteristic migration time, \(E_a\) is the activation energy (from table 3.5), \(k_B\) is Boltzmann’s constant, \(T\) is the temperature (1173 K), and \(h\) is Planck’s constant. This simple expression for the pre-exponential factor may be in error by a factor of about five. Moreover, the barrier height on a real diamond surface may be lower than our computed \(E_a\) due to the cluster approximations and their overly-constrained geometries. Thus these estimates for \(\tau\) may be in error by an order of magnitude. The predicted migration times are shown in table 3.6.

3.4.2 Comparison of migration times to thermal desorption times

For migration to be significant in diamond surface science, it must compete with thermal desorption. Although the rates of halogen desorptions are unknown, Butler et al. [29] have measured the rate of hydrogen desorption from C(110). The corresponding desorption time is calculated from \(\tau = 1/k_d\), where \(k_d = A e^{-E_a/kT}\) is the desorption rate constant. Figure 3.7 compares the temperature dependence of the hydrogen (1,4) migration time with that of the surface desorption time. Here the (1,4) migration times are calculated by equation 3.5, which is an order-of-magnitude estimate. The migration times shown in fig. 3.7 are several orders of magnitude faster than desorption times. Therefore the (1,4) migration of hydrogen is sufficiently fast to occur before desorption and sufficiently fast to pre-pair the hydrogens for desorption.
3.4.3 Comparison of migration times to gas-surface reaction times

For surface migration to be significant during growth, it must compete with gas-surface reactions. Otherwise, a surface hydrogen will be abstracted by gas-phase atomic hydrogen before it has a chance to migrate. Alternatively, a surface radical site will disappear upon recombination with a gas-phase hydrogen atom before a neighboring H can hop into this site. The characteristic lifetimes of surface hydrogen and radical sites are unknown for C(110). However, Belton and Harris [13] have estimated reaction rates for the (110) surface, using rate constants for analogous gas-phase reactions. The corresponding lifetimes are shown in table 3.7. These are order-of-magnitude estimates, calculated using $\tau^{-1} = k_f \times [H_{\text{gas}}]$, where $k_f$ is the forward rate constant at 900°C (taken from table I, reactions (2) and (3) of ref [13]), and $[H_{\text{gas}}]$ is the gas-phase concentration of atomic hydrogen just above the surface.
[H\textsuperscript{gas}] is taken to be $5.5 \times 10^{-10}$ mol/cm\textsuperscript{3} at 20 torr [30].

<table>
<thead>
<tr>
<th>Gas-Surface Reaction</th>
<th>$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>H\textsuperscript{gas} + C-H\textsubscript{surf} $\rightarrow$ H\textsubscript{2}\textsuperscript{gas} + C$\ast$\textsubscript{surf}</td>
<td>320 $\mu$s</td>
</tr>
<tr>
<td>H\textsuperscript{gas} + C$\ast$\textsubscript{surf} $\rightarrow$ C-H\textsubscript{surf}</td>
<td>180 $\mu$s</td>
</tr>
</tbody>
</table>

Table 3.7: Order-of-magnitude estimates of characteristic times ($\tau$) per surface site for gas-surface reactions at 900°C [13].

The gas-surface reaction times are four to six orders of magnitude faster than any of the (1,2) or (1,3) migration times. Thus these migrations are too slow to play a role in CVD of diamond. The characteristic time for (1,4) migration of F is also too slow. However, our estimates for the (1,4) migration times of H and Cl are within the uncertainty of the estimated surface site lifetimes. Thus (1,4) migration of both H and Cl is sufficiently fast to compete with gas-surface reactions and play a role in diamond CVD.

A sequence of (1,4) migrations down zig-zagged carbon chains yields diffusion in the [11\bar{1}0] direction, whereas a series of (1,2) hops across carbon chains followed by (1,4) hops between chains yields diffusion in the [001] direction. Thus table 3.6 indicates that diffusion occurs at least $10^4$ times faster in the [11\bar{1}0] direction than in [001]. Although migration may occur in diamond CVD, we do not expect long-range surface transport. It is interesting to note that if other growth conditions could be found where surface diffusion dominated, this anisotropy would greatly enhance surface transport from terraces to steps with edges parallel to [001]. The [001] steps would then be rough and grow at a much higher rate than the smooth [11\bar{1}0] steps.

Figure 3.7 compares the temperature dependence of the hydrogen (1,4) migration time with that of gas-surface reaction times. Here the (1,4) migration times are estimated by equation 3.5. The gas-surface reaction times are calculated using $\tau = k_f \times [H\textsuperscript{gas}]$, with $[H\textsuperscript{gas}] = [H\textsuperscript{gas}](1173K) \times 1173/T$ (K) (ideal gas). This is an order-of-magnitude estimate, since it does not account for chemical reactions which may modify the temperature dependence of [H\textsuperscript{gas}]. Nevertheless, the gas-surface reaction times and migration times shown in fig. 3.7 are comparable only at surface
temperatures where diamond grows, i.e. 700°C to 1000°C. This suggests the possibility that the temperature for diamond growth must be sufficiently high for (1,4) migration to be activated. Possible roles of migration include annealing the surface, allowing it to relax from strained structures, and increasing methyl incorporation rate relative to desorption rate by allowing surface hydrogens near the adsorbed methyl to move away and decrease the steric crowding of the methyl.

3.5 Conclusions

*Ab initio* calculations were carried out to estimate activation energies for the migration of H, F, and Cl on the diamond (110) surface, or (110)-like sites on steps on other surfaces. Accounting for pre-exponential factors and barrier heights, order-of-magnitude estimates were obtained for the characteristic migration times. This was the first study [1] to compare characteristic times directly instead of only barrier heights. The estimated times for (1,4) migration of both H and Cl are of order $10^{-4}$ s. Under UHV conditions, these characteristic migration times are orders of magnitude faster than characteristic thermal-desorption times. Therefore (1,4) migration is sufficiently fast to pre-pair the surface hydrogen, allowing first-order desorption kinetics. Under diamond CVD conditions, the characteristic times for (1,4) migrations of H and Cl are of the same order of magnitude as estimated surface-site lifetimes. Therefore (1,4) migrations of H and Cl are sufficiently fast relative to gas-surface reactions to play a role in diamond CVD.

After this work was published [31] several groups investigated the potential role of migration in diamond CVD. In the case of growth on the (100) surface, direct-simulation kinetic Monte Carlo studies [32] found that surface migration opened a pathway for pi-bonded sites to grow to bridged sites four to six orders of magnitude faster than the rate at which isolated radical sites grew without migration. Other simulations [33] found migration to be a key step in enabling atomically smooth growth of the (100) surface.
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Figure 3.8: Computed potentials of the reactant state for (1,2) Cl migration. The SD-HF was 5-in-5. $l_{C-Cl}$ is the length of the active C-Cl bond.

Figure 3.9: Computed potentials of the ground transition state for (1,2) Cl migration. The HF configuration was $^2A(10,7)$, the GVB-CAS calculation was 7-in-7, and the SD-HF was 5-in-5. The $z$ axis is defined in fig. 3.1.
Figure 3.10: Computed potentials of repulsive states for (1,2) Cl migration. The HF configurations were $^2A(9,8)$ and $^2B(10,7)$, and the GVB-CAS calculations were 7-in-7, and the SD-HFs were 5-in-5. The $z$ axis is defined in fig. 3.1.

Figure 3.11: Computed potentials of an excited transition state for (1,2) Cl migration. The HF configuration was $^2B(9,8)$, and the SD-HF was 5-in-5. The $z$ axis is defined in fig. 3.1.
Figure 3.12: Computed potentials of an excited transition state for (1,2) Cl migration. The HF configuration was $^2B(9,8)$, and the SD-HF was 5-in-5. The $z$ axis is defined in fig. 3.1.

Figure 3.13: Computed potentials of the ground transition state for (1,2) Cl migration. The HF configuration was $^2A(10,7)$, the GVB-CAS calculation was 7-in-7, and the SD-HF was 5-in-5. The $z$ axis is defined in fig. 3.1.
Figure 3.14: Computed potentials of the reactant state for (1,2) F migration. The SD-HF was 5-in-5. $l_{C-F}$ is the length of the active C-F bond.

Figure 3.15: Computed potentials of the ground transition state for (1,2) F migration. The HF configuration was $^2A(8,5)$, and the SD-HF was 5-in-5. The $z$ axis is defined in fig. 3.1.
Figure 3.16: Computed potentials of repulsive states for (1,2) F migration. The HF configurations were $^2A(7,6)$ and $^2B(8,5)$, the GVB-CAS calculations were 7-in-7, and the SD-HFs were 5-in-5. The z axis is defined in fig. 3.1.
Figure 3.17: Computed potentials of an excited transition state for (1,2) F migration. The HF configuration was $^2B(7,6)$, the GVB-CAS was 5-in-5, and the SDs were 5-in-5. The $z$ axis is defined in fig. 3.1.
Figure 3.18: Computed potentials of an excited transition state for (1,2) F migration. The HF configuration was $^2B(7,6)$, the GVB-CAS was 5-in-5, and the SDs were 5-in-5. The $z$ axis is defined in fig. 3.1.

Figure 3.19: Computed potentials of the ground transition state for (1,2) F migration. The HF configuration was $^2A(8,5)$, the CAS-CI was 7-in-7, and the SD-HF was 5-in-5. The $z$ axis is defined in fig. 3.1.
Figure 3.20: Computed potentials of the reactant state for (1,4) Cl migration. The SD-HF was 5-in-5. $l_{C-\text{Cl}}$ is the length of the active C-Cl bond. 7-in-5 SD-HF calculations were also performed at $l_{C-\text{Cl}} = 1.80$, and the energy was the same as the 5-in-5 energy.
Figure 3.21: Computed potentials of the ground transition state for (1,4) Cl migration. The HF configuration was $^2B(13,12)$, and the SD-HF was 5-in-5. The $z$ axis is defined in fig. 3.3. 7-in-5 SD-HF calculations were also performed at $z = 1.90$, and the energy was the same as the 5-in-5 energy.
Figure 3.22: Computed potentials of repulsive state for (1,4) Cl migration. The HF configuration was $^2B(14,11)$, and the SD-HF was 9-in-5. The $z$ axis is defined in fig. 3.3.

Figure 3.23: Computed potentials of an excited transition state for (1,4) Cl migration. The HF configuration was $^2A(14,11)$, and the SD-HF was 9-in-5. The $z$ axis is defined in fig. 3.3.
Figure 3.24: Computed potentials of an excited transition state for (1,4) Cl migration. The HF configuration was \( ^2A(14,11) \), the CAS-CI was 11-in-11, and the SD-HF was 9-in-5. The \( z \) axis is defined in fig. 3.3.

Figure 3.25: Computed potentials of the ground transition state for (1,4) Cl migration. The HF configuration was \( ^2B(13,12) \), and the SD-HF was 5-in-5. The \( z \) axis is defined in fig. 3.3.
Figure 3.26: Computed potentials of the reactant state for (1,4) F migration. The SD-HF was 5-in-5. $l_{C-F}$ is the length of the active C-F bond.

Figure 3.27: Computed potentials of the ground transition state for (1,4) F migration. The HF configuration was $^2A_{(12,9)}$, and the SD-HF was 7-in-7. The $z$ axis is defined in fig. 3.3.
Figure 3.28: Computed potentials of an excited transition state for (1,4) F migration. The HF configuration was $^2B(11,10)$, the GVB-CAS was 5-in-5, and the SDs were 5-in-5. The z axis is defined in fig. 3.3.

Figure 3.29: Computed potentials of an excited transition state for (1,4) F migration. The HF configuration was $^2B(11,10)$, the GVB-CAS was 5-in-5, and the SDs were 5-in-5. The z axis is defined in fig. 3.3.
Figure 3.30: Computed potentials of the ground transition state for (1,4) F migration. The HF configuration was $^2A(12,9)$, the CAS-CI was 13-in-13, and the SD-HF was 7-in-7. The $z$ axis is defined in fig. 3.3.
Appendix A  SIMS profiles of hydrogen and deuterium in diamond

A.1 Introduction

A diamond sample containing layers of various deuterium concentrations was grown by microwave-plasma chemical-vapor deposition. Growing impurities into the diamond allows it to be doped without the lattice damage that accompanies ion-beam doping. Impurity levels were profiled as a function of depth from the diamond surface using Secondary-Ion Mass Spectroscopy (SIMS). Boron doping was necessary to avoid sample charging during SIMS. SIMS confirmed the presence of the layers. The SIMS profile of hydrogen will enable experimentalists to deconvolve surface D from bulk D when performing Nuclear Reaction Analysis (NRA) and surface H from bulk H when performing Elastic-Recoil Spectrometry (ERS).

A.2 Sample synthesis

A B-doped sample was synthesized by microwave-plasma chemical-vapor deposition (MWCVD). The deposition chamber was a Kamo-type reactor, consisting of a quartz tube with diamond-coated quartz substrate holder. The substrate was a natural type IB (100) diamond. First the substrate was deuterium-plasma treated at 925°C and 43 torr for 10 minutes, with a D₂ flow rate of 10 sccm. Secondly the substrate was cooled to 785°C and exposed to a mixture of 10% D₂/89% H₂/1% CH₄ and 2ppm B₂H₆ for 10 minutes. The total flow rate was 100 sccm. Next the mixture was changed to 99% H₂/1%CH₄ and 2ppm B₂H₆ for 2 hours at 100 sccm. Finally, the sample was deuterium-plasma treated at 926°C and 42 torr for 10 minutes, with a flow rate of
<table>
<thead>
<tr>
<th>D surface cover</th>
</tr>
</thead>
<tbody>
<tr>
<td>H layer, B-doped diamond</td>
</tr>
<tr>
<td>Buffer H/D layer</td>
</tr>
<tr>
<td>D layer</td>
</tr>
<tr>
<td>Natural (100) diamond substrate</td>
</tr>
</tbody>
</table>

Figure A.1: Impurity layers grown into the diamond sample.

10 sccm. Between each growth or plasma-treatment step, it took several minutes to adjust the pressure and sample temperature, controlled by leak-valve position and microwave power, and re-attain steady state. Growth and treatment times reported omit the adjustment periods. Sample temperature was measured via optical pyrometry, assuming an emissivity of 0.5 due to the polycrystalline diamond coating on the quartz sample holder. The resulting layered structure is shown schematically in fig. A.1.

The “D surface cover” marks the diamond surface so that it can be distinguished from hydrocarbon contamination during SIMS. The B doping increases conductivity, to avoid sample charging during SIMS. The middle D layer is simply a D₂ plasma-treated substrate. The “buffer layer” is a B-doped layer grown with 10% D₂ in the feedgas, to ensure that H does not etch away all the D in the “D layer” during growth.

A.3 Results

Scanning electron microscopy of the sample showed a very smooth surface. There are some small crystallites on the edges and two small regions of polycrystals near the middle, but the rest of the surface looks perfectly smooth on an SEM length scale (>300 nm). SEM indicated the presence of parallel ridges on the surface; however, the
ridge height was unresolvable on an SEM length scale. Dektak profilometry showed that the typical peak-to-valley height was about 300 Å.

SIMS profiles are shown in figs. A.2 and A.3. A primary beam of 10 keV Cs⁺ was scanned over a 400 μm × 400 μm area. A constant etch rate was assumed in converting the time axis to units of depth. The overall depth of the SIMS trench in the sample was measured by Dektak profilometry. The growth rate of the boron-doped layer was 0.3 μm/hr, assuming it occurred during the 2-hour deposition.

The width of the surface deuterium peak in fig. A.3 is about 300 Å. The majority of the deuterium in this peak is expected to have originated from the surface. One would expect the width of the hydrogen surface peak to be the same as that of deuterium. There is a small surface hydrogen peak in fig. A.2, but it is about one-third narrower than the deuterium peak. Presumably the signal from the background hydrogen in the SIMS chamber is eclipsing the signal from the sample hydrogen. No surface hydrogen peak is evident in fig. A.3, where the slower etch rate decreased the sample H signal to below background hydrogen levels. Therefore, the (background) H signal in fig. A.3 should be taken as an upper bound to the actual hydrogen content in the sample.

![SIMS profile of subsurface deuterium content.](image)

Figure A.2: SIMS profile of subsurface deuterium content.
Figure A.3: SIMS profile of near-surface region.

Count rate may be roughly converted to density by

$$\rho_i = \frac{I_i}{I_{C-13}} \frac{RSF_i}{RSF_{C-13}} \times \rho_{C-13},$$  \hspace{1cm} (A.1)

where $\rho_i$ is the impurity atom density, $I_i$ is the secondary ion intensity of the impurity, and $RSF$ is the relative sensitivity factor describing the secondary ionization yield. The $RSF$ depends on the matrix material and incident beam and was not calibrated for the SIMS conditions. In the absence of a calibration for the 10 keV beam, $RSF$ is taken from data for a 14 keV Cs$^+$ beam incident on a separate diamond [1, p. E-3]. The $RSF$ for $^{13}$C is $1.8 \times 10^{23}$, for H is $4 \times 10^{23}$, and for O is $2.3 \times 10^{23}$. In fig. A.3, $1.3 \times 10^5$ cts/s corresponds to 1 density of $^{13}$C in diamond, which for an isotopic abundance of 1.1% [2, p. 344] [3] is $2 \times 10^{21}$ particles per cm$^3$. Therefore, $1.3 \times 10^5$ H$^-$ cts/s corresponds to a density of approximately $0.88 \times 10^{21}$ H/cm$^3$ taking into account the relative $RSF$ factors. The density of H in the top 500 Å is then $\sim1.7-3.3\times10^{20}$ H/cm$^3$.

A bulk density on the order of $10^{20}$ H/cm$^3$ is consistent with the bulk hydrogen content found in other experiments. Dollinger et al. [4] measured hydrogen content by elastic-recoil detection on polycrystalline diamond grown by MWCVD on a silicon
substrate. They found a bulk hydrogen content of of $1.4 \times 10^{20}$ H/cm$^3$. Madiba et al. [5] used nuclear reaction analysis to measure a bulk density of $8.8 \pm 2.6 \times 10^{19}$ H/cm$^3$ in a high-pressure synthetic diamond. Although a bulk density of $1.7-3.3 \times 10^{20}$ H/cm$^3$ is consistent with hydrogen densities measured in diamond by other techniques, it is only an upper bound to the actual H content in the sample due to the presence of background hydrogen in the SIMS signal.

The depth resolution of ERS profiles is approximately 500 Å in diamond for an 8-μm Al stopper foil and 2.0-MeV incident He$^+$ beam. Integrating the H signal over the top 500 Å and converting cts/s to density as earlier, the H content is $1.3 \times 10^{15}$ H/cm$^2$. Therefore, an upper bound to the total subsurface H contribution to ERS profiles is 0.8 H per surface C on the (100) surface.

The density of D at the surface is approximately $6.7 \times 10^{18}$/cm$^3$, assuming the same secondary ionization yield for D as for H. Assuming a linear drop to $3.3 \times 10^{17}$/cm$^3$ at 300 Å and $1.7 \times 10^{17}$/cm$^3$ at 500 Å, the total deuterium content is less than $1.1 \times 10^{13}$/cm$^2$. Therefore, the total contribution of subsurface deuterium to ERS profiles is approximately $7 \times 10^{-3}$ D per surface C on the (100) surface.

The depth resolution of NRA in diamond is approximately 6750 Å for an 0.7-MeV incident $^3$He$^+$ beam. Taking density to be constant from 500 Å to 6750 Å, the total contribution of subsurface deuterium to NRA profiles is 0.014 D per surface C.

Figure A.4 gives a better estimate of the sample H signal. The width of the surface H peak is approximately the same as that of the surface D peak, indicating a lower background H level. The spectrum in fig. A.4 was taken with a higher etch rate than, and several hours after, the spectrum of fig. A.3, allowing a lower base pressure in the SIMS chamber and lower background levels in the spectra. Converting the count rate to density as before, the H content in the top 500 Å is 0.30 H per surface C.

---

1The NRA depth resolution is determined by the width of the resonance producing the nuclear reaction [6, fig. A11.23, p. 568]. The incident $^3$He$^+$ energy drops from 0.70 to 0.37 MeV before the nuclear-reaction cross section drops to half its peak value. Taking an average stopping power of 37 eV/(10$^{16}$ atoms/cm$^2$) [7], the ion travels 6750 Å through the diamond before losing 0.33 MeV. Therefore, in addition to the surface deuterium, the spectra integrate over the top 6750 Å of bulk deuterium.
and the D content is 0.0034 D per surface C. The total deuterium content in the top 6750 Å is 0.0050 D per surface C.

![SIMS profile of near-surface region with lower background hydrogen levels](image)

Figure A.4: SIMS profile of near-surface region with lower background hydrogen levels.

In fig. A.5 the boron signal drops to zero unexpectedly soon, about 1000 Å before the H/D buffer layer. The reason for the drop is unknown. It is possible that growth occurred during the 40-minute adjustment period when the D\textsubscript{2} and H\textsubscript{2}/D\textsubscript{2} plasmas were hot but had not attained steady state, yielding 1750 Å of growth with no B incorporation. If this is the case, the growth rate in the low-B-density layer was 0.1 μm/hr, and the source of the hydrocarbon was the polycrystalline-diamond-coated sample holder. However, it is unlikely that background hydrocarbons could cause such a high growth rate.

A more plausible explanation for the drop in B density at 6000 Å is the delay time necessary to attain steady-state gas-phase concentrations in the reactor. If the entire region above 7750 Å grew during the 2 hours that the CH\textsubscript{4} was flowing, then the undetectably low B density between 7750 Å and 6000 Å, as well as the slow increase in B concentration between 6000 Å and 3000 Å, may reflect the time it took the reactor gas to attain steady-state concentration of B. A Kamo-type reactor has
Figure A.5: SIMS profile of film with best background hydrogen levels.

large volume due to a stainless-steel sleeve at the bottom for feedthroughs. The total volume of the reactor was on the order of 55,000 cm³, and with a flow rate of 100 sccm the order of 50 minutes was required to attain steady-state B concentrations. The average growth rate between 7750 and 3000 Å was then \( \sim 0.5 \mu m/hr \), and the average growth rate during steady-state B incorporation was \( \sim 0.3 \mu m/hr \). Locher et al. [8] found an approximately linear dependence between the film’s boron density and the (steady-state) gas-phase B concentration between 0.2 and 30 ppm. Therefore, the B density likely began to rise at the beginning of growth (presumably 7750 Å), reaching detectable levels at 6000 Å, and attaining steady-state at 3000 Å.

### A.4 Conclusions

A diamond sample containing layers of various deuterium concentrations was grown by MWCVD on the C(100) surface. Boron doping avoided the sample charging that usually accompanies SIMS profiling of diamond. SIMS confirmed the presence of the layers. SEM and Dektak profilometry indicated the presence of parallel ridges on the
surface averaging about 300 Å in height.

Secondary ion intensities in SIMS profiles were converted to approximate atomic densities using relative sensitivity factors for a 14 keV Cs\(^+\) beam incident on diamond. For use in deconvolving surface hydrogen on the (100) face from bulk hydrogen in ERS spectra, hydrogen density was integrated over the top 500 Å. The total deuterium content in the top 500 Å is approximately 0.003 D per surface C. In initial spectra, the background hydrogen eclipsed the sample’s H signal, yielding an upper bound to the hydrogen content in the top 500 Å of 0.8 H per surface C. The final spectrum showed a lower background H signal, and the hydrogen content in the top 500 Å is 0.30 H per surface C. For use in deconvolving surface deuterium on the (100) face from bulk deuterium in NRA spectra, hydrogen densities were integrated over the top 6750 Å. In initial spectra, the total deuterium content is approximately 0.014 D per surface C, and an upper bound for the H content is 7.5 H per surface C. In the spectrum with the lowest background H signal, the total deuterium content in the top 6750 Å is 0.0034 D per surface C, and the total H content is 0.30 H per surface C.
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Appendix B  Design of pelletron endstation for Elastic-Recoil Spectrometry

B.1  Motivation

Although kinetics models are powerful tools to understand diamond surface reactions and growth, many of the parameters used in them have yet to be measured experimentally. Here I report the design of an ultrahigh vacuum system to study the kinetics of H reactions with diamond, important processes in diamond chemical-vapor deposition (CVD), and to measure absolute hydrogen coverage, an important parameter in diamond surface models. The system will measure the amount of hydrogen on the C(100) surface by elastic-recoil spectrometry (ERS), an ion-beam scattering method to detect atoms lighter than the incident ion [1, 2, 3]. Relative coverages have previously been measured through electron or photon spectroscopy, but here absolute coverage will be measured, to within about 5% of a monolayer. Measuring hydrogen coverage in UHV as a function of temperature tells the absolute saturation coverage of the (100) surface produced by plasma pre-treatment. The system will be designed to heat the sample in order to study surface reactions at diamond growth temperatures (~1000°C). Sample heating will also be necessary to desorb physisorbed contaminants and to prevent sample charging during electron diffraction.

The vacuum system will include a reflection high-energy electron diffraction (RHEED) system to allow hydrogen coverage to be correlated with surface reconstruction. Chin et al. [4] recently correlated (111) surface reconstruction with hydrogen coverage via sum-frequency generation and found that adsorption of 0.05 H per surface C was sufficient to revert the (2×1) surface to a (1×1) structure. The experiment reported in chapter 2 investigated deuterium coverage of the C(100) surface via nu-
clear reaction analysis (NRA). The surface was initially a (2×1) structure, with \( \sim 1 \) D per surface C. However, after exposure to filament-cracked hydrogen at an unusually high filament temperature of 2025°C, coverages up to 1.3 D per surface C were measured. This indicated the possibility of a (3×1) structure, a reconstruction which has been investigated theoretically [5] but not yet observed experimentally. RHEED observations in the ERS endstation will allow further investigations of the (100) surface structure and its evolution upon exposure to gas-phase H. Due to diamond's low conductivity, the sample will be heated to avoid charging during RHEED.

In other diamond experiments, cycling the sample through a series of hydrogen exposures and thermal desorptions degraded the surface LEED pattern. Adsorption/desorption cycling also caused a second peak to arise at lower temperatures in thermal desorption spectra, indicating the possibility of dihydride sites on the surface. RHEED observations coupled with ERS measurements will allow degradation to be quantified, and coverages greater than 1.0 H per surface C would strengthen the argument for the association of degradation with surface dihydrides.

The system is also designed to study reaction kinetics by measuring the hydrogen coverage of diamond upon exposure to atomic H at various gas and surface temperatures. As shown in chapter 2, absolute coverage data allows one to calculate the ratio of the abstraction rate constant to the recombination rate constant, both averaged over all surface sites present. These two reactions control the fraction of surface sites available for growth during diamond CVD. Measuring rate data as a function of temperature extends other experiments [4, 6, 7], which investigated a single filament temperature and low surface temperature, by allowing activation barriers to be obtained.

Measuring rate data as a function of temperature also gains information about the dynamics of reactions on diamond surfaces. For example, at temperatures low enough for migration and desorption to be inactive, the reaction

\[
H^{gas} + HC-C^{surf} \xrightarrow{k_{AH}} H_2^{gas} + .C-C^{surf}
\]  
\text{ (B.1)}

is expected to be Eley-Rideal, where the gas-phase reactant provides the energy to surmount the activation barrier and rate depends solely on gas temperature. (Here \( \text{HC-C}^{\text{surf}} \) denotes a half-hydrogenated dimer on the C(100) \((2\times1)\) surface, and \( \cdot\text{C-C}^{\text{surf}} \) denotes a pi-bonded dimer.) However, at higher temperatures, surface-surface reactions participate in the conversion of atomic to molecular hydrogen, and conversion rates are expected to develop a dependence on surface temperature. Above \( \sim 600^\circ\text{C} \) desorption becomes active, opening a pathway for reaction B.1 to occur not only through direct abstraction but also through a sequence of recombination and desorption steps,

\[
\begin{align*}
\text{H}^{\text{gas}} + \text{HC-C}^{\text{surf}} & \overset{k_{\text{RH}}}{\rightarrow} \text{HC-CH}^{\text{surf}} \\
\text{HC-CH}^{\text{surf}} & \overset{k_D}{\rightarrow} \text{H}_2^{\text{gas}} + \cdot\text{C-C}^{\text{surf}},
\end{align*}
\]

where \( k_{\text{RH}} \) is the recombination rate constant and \( k_D \) is the desorption rate constant. Reactions B.2 and B.3 represent a Langmuir-Hinshelwood mechanism, where the gas-phase reactant comes into equilibrium with the surface before reacting (desorbing) and therefore the rate of \( \text{H}_2 \) formation depends on surface temperature.

The chamber is designed to expose the diamond to atomic hydrogen several times, each at a different surface or filament temperature, and measure the resulting coverage. Desired surface temperatures are \( 200^\circ\text{C}, 500^\circ\text{C}, 700^\circ\text{C}, \) and \( 1000^\circ\text{C} \), and filament temperatures are \( 1560^\circ\text{C}, 1800^\circ\text{C}, \) and \( 2100^\circ\text{C} \). The sample will be cooled before each ERS measurement to avoid light noise in the RBS detector and to keep the hydrogen signal well-separated from the thermal noise peak of the ERS detector.
B.2 Experiment in old endstation

Procedure

The sample was natural type IIA diamond, cut and mechanically polished to a surface plane of (100) ± 3° by Harris Diamond Corporation. The as-received samples were ultrasonic-rinsed in ethanol before attaching to the sample holder. The samples were glued to the holder with household paraffin, and no plasma-treatment was performed.

The ERS set-up is shown in fig. B.1. Hydrogen coverage was measured by collecting H\(^+\) ions forward-recoiled from an incident \(^4\)He\(^+\) beam. The energy of the incident helium beam was 1.9 MeV, and the current was 5 nA. Forward scattered helium ions were filtered by a 8-\(\mu\)m aluminum foil placed in front of the ERS detector. Spectral area was converted to absolute hydrogen coverage by comparison to a polystyrene standard of 1000 Å (C\(_8\)H\(_8\))\(_n\) on a Si substrate. RBS and ERS spectra were collected simultaneously, and the ERS spectral area was normalized by the height of the RBS carbon edge, thus eliminating the need to measure beam current incident at the sample. Channel number in the RBS spectrum was converted to energy by comparison to a sample containing three marker layers (Au, Rh, and Co) on top of a Si substrate.

Results

Fig. B.2 shows a spectrum of elastic recoils from an unheated diamond sample in the old endstation. About eight monolayers of hydrogen are present, presumably due to hydrocarbon contamination physisorbed to the surface. The sample must be heated in order to desorb the contamination.

The hydrogen spectrum contains an asymmetric surface peak with a low-energy tail, similar to the ERS spectra obtained by Ingram et al. [8] on microwave-plasma CVD diamond. Ingram et al. estimated the sum of surface and subsurface H to be 1.5\%, or about 7.5 H per surface C. The bulk H content was estimated to be 0.3\%. Assuming the subsurface H fraction in the top 500 Å was the same as that of the bulk, the total contribution from subsurface hydrogen in the top 500 Å is 1.5 H per
surface C. Therefore, there are approximately 6 H per surface C on the surface of the Ingram sample. Allowing 1–2 monolayers of surface-chemisorbed hydrogen, the remaining 4–5 H per surface C were presumably due to hydrocarbon contamination. The Ingram sample was also unheated.

The ERS results are also consistent with those obtained by Yagi et al. [9] on MWCVD homoepitaxial C(100). Yagi et al. found 3–4 H per surface C on their samples. The samples were unheated, and therefore presumably contained 2–3 monolayers of hydrocarbon contamination, in addition to 1 monolayer of chemisorbed hydrogen. The working pressure was $8 \times 10^{-9}$ torr. Yagi et al. argue that surface hydrocarbon contamination can be neglected since the area of their H peak did not vary signifi-
Figure B.2: ERS spectrum of unheated diamond sample obtained in old endstation. Slightly with beam dose between $2 \times 10^{14}$ and $12 \times 10^{14}$ ions/cm$^2$. However, constant coverage may simply indicate that steady-state was attained, i.e., pumping rate was equal to the hydrocarbon condensation rate.

The present results are consistent with those of Ingram et al. [8] and Yagi et al. [9] and indicate that several monolayers of hydrocarbons are physisorbed on the diamond surface. Sample heating is necessary to desorb the contamination and to measure the true coverage of chemisorbed hydrogen on diamond by ERS.

Fig. B.3 shows the RBS spectrum of the diamond substrate. A carbon edge is clearly resolved at 0.88 MeV. During RBS the beam occasionally oscillated off the sample, and a small signal from the stainless-steel sample holder is evident at 1.69 MeV. However, the ratio of the height of the holder edge to that of the carbon edge indicates that the holder received only $\sim0.0005$ the beam dose of the sample.\footnote{The small dose received by the holder is consistent with the pattern of radiation damage evident in the sample. Before RBS the sample was clear and colorless, and upon RBS a grey elliptical region appeared in approximately the same location as the beam spot. The grey region was darkest near its center and was located in the center of the sample. No grey was evident on the sample edges, indicating little beam oscillation off the sample.}

Assuming the holder contained 10\% (atomic) hydrogen, the holder's contribution
to the spectral area of the surface hydrogen peak is only $\sim 0.002$ of the sample’s hydrogen contribution. Therefore, the stainless steel’s hydrogen was neglected when deconvolving the sample’s surface H peak.

**Subsurface hydrogen contribution**

Low depth resolution is a problem inherent to elastic-recoil spectrometry. Straggling in the aluminum stopper foil reduces the depth resolution to about 500 Å. Therefore the top 500 Å of bulk hydrogen must be subtracted from the spectra to obtain the amount of surface hydrogen. Sellschop et al. [10] have measured hydrogen in natural diamond crystals via nuclear reaction analysis (NRA). Although NRA also suffers from poor depth resolution, their results imply an upper bound of about 8.1 monolayers of bulk hydrogen in the top 500 Å, where one monolayer is one H per surface C on the (100) plane. Subsequent experiments on diamond grown by chemical-vapor deposition (CVD) obtained a more exact estimate of subsurface hydrogen content. In the case of homoepitaxial CVD diamond, the experiment of Appendix A estimated the total hydrogen content to be 0.30 H per surface C in the top 500 Å. In initial spectra, the background hydrogen eclipsed the sample hydrogen signal, giving an up-
per bound of 0.8 H per surface C in the top 500 Å of the sample. In the case of polycrystalline CVD diamond, Dollinger et al. [11] detected less than $10^{-3}$ hydrogen content below the top 10-20 Å. Their hydrogen content was calibrated by comparison to an ion-implanted standard, and the depth resolution was 10 Å. Therefore, I approximate the hydrogen content in the first layers below the surface to be the same as that in the bulk, and I assume that the ERS sample has $10^{-3}$ bulk hydrogen content. The total subsurface hydrogen content in the top 500 Å of the ERS sample is then approximately 0.6 monolayers.

Even with 0.6 monolayers of subsurface hydrogen and 1 monolayer of surface hydrogen, there were still 6.4 monolayers of hydrogen from physisorbed contamination. The sample must be heated to desorb the contamination.

### B.3 Design of new endstation

Due to radiative losses, the old heater was unable to attain temperatures greater than 250°C. Although a higher-temperature heater was available, the old endstation (fig. B.1) was too small to contain the high-temperature heater and holder within its 3.3-cm central cross.\(^2\) Therefore, I custom-designed an entirely new endstation, including a 20.3 cm vacuum chamber and sample holder, along with RHEED and ERS/RBS geometries. The new endstation (fig. B.4) has a simplified geometry, allowing easier bake-out and potentially better vacuum. The new system also locates the ERS detector closer to the sample, yielding shorter data collection times. Previous collection times were typically 30 minutes per coverage measurement. In addition, the atomic hydrogen/ECR port has been moved closer to the sample. The new vacuum chamber hardware is shown in fig. B.5.

The new chamber was designed to fit into the same space as the old endstation. The distance between the new chamber’s beam and ERS-detector ports is the same as the distance between the old endstation’s beam port and gate valve, plus 1”.

\(^2\)Moreover, the old heater occupied so much of the volume of the central cross that it caused significant outgassing of the cross walls during heating.
The extra inch allows enough room between the vacuum chamber wall and the ERS detector flange for installing bolts into the flange, while keeping the chamber diameter large enough to support all 3" ports.\(^3\) The similar size of the new chamber to the old endstation not only conserves space but also preserves the alignment of the old endstation with respect to the helium beam during new-chamber installation.\(^4\)

The new design incorporates a high-temperature (1000°C) sample heater and holder. The holder consists completely of molybdenum, to minimize vapor pressure at high temperature. The resistive heater is a thin plate of CVD graphite coated with pyrolytic BN, approx. 1.9 cm × 4.3 cm × 0.3 cm. (The length of 4.3 cm includes space for the electrical leads.) The heater itself consumes about 10 amps at 30 volts, and the hot zone is about 1.7 cm in diameter, ample for the 15 mm × 5 mm sample.

### B.4 Conclusions

Hydrogen coverage of the diamond C(100) surface has been measured by elastic-recoil spectrometry. Results show several monolayers of surface contamination, consistent with the measurements of Ingram et al. [8] and Yagi et al. [9]. Since ERS is a nuclear-sensitive technique, it cannot distinguish between physisorbed contamination and chemisorbed hydrogen. Sample heating is necessary to desorb the contamination and to allow the true coverage of chemisorbed hydrogen on diamond to be measured by ERS.

To decrease contamination, the pelletron endstation has been custom-redesigned to attain better vacuum and higher-temperature sample heating. In addition to des-

\(^3\)Space is further conserved by building the support structure for the new endstation upon the cart which housed the old one. The new chamber will be held by clamps at the four 90° ports shown in fig. B.4a, and the clamps will be bolted to a unistrut cage built upon the cart.

\(^4\)The alignment will be preserved as follows. First the cross behind the gate valve of the old endstation (the load-lock cross) will be moved back by 1", to make room for the new chamber, by inserting a one-inch through flange between the gate valve and load-lock cross. The load-lock cross will then be fixed to the unistrut cage before removing the part of the old endstation ahead of the gate valve. Finally, the new endstation will be aligned by bolting to the fixed load-lock cross. (A reducing flange was custom-designed to mate the load-lock cross to the detector port of the new endstation while ensuring proper vertical alignment of the new endstation.)
orbing surface contamination, heating is necessary to avoid sample charging during RHEED and to study diamond surfaces at CVD growth temperatures. The new design allows sample heating to 1000°C as well as RBS, ERS, RHEED, and hydrogen or deuterium exposure studies.

The new endstation will allow the study of abstraction and recombination, key radical-surface reactions in diamond chemical-vapor deposition, and thermal desorption, key reactions in diamond surface science. Studying these reactions as a function of separately-controlled gas and surface temperatures will permit the identification of the regime in which the reactions are Eley-Rideal and the regime in which they are Langmuir-Hinshelwood.

The new endstation will also allow absolute hydrogen coverage to be measured on the reconstructed C(100) (2×1) surface. Coverage measurements and RHEED observations will permit the evolution of the surface structure to be investigated as a function of exposure to gas-phase H. Upon repeating the high-temperature dosing conditions which produced coverages of 1.3 D/surface C in chapter 2, RHEED observations can determine whether the (3×1) surface appears. The (3×1) reconstruction has been investigated theoretically [5], but its electron diffraction pattern has not yet observed experimentally. Furthermore, correlating absolute coverage with RHEED patterns will allow surface degradation to be quantified. Coverages greater than 1.0 H per surface C would strengthen the argument for the association of degradation with surface dihydrides, and the relationship between degradation and roughness can be determined by ex-situ atomic-force microscopy.
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(a) Top view.

(b) Side view, with 45° ports omitted for clarity.

Figure B.4: Schematic of new endstation.
Figure B.5: Custom 8” vacuum chamber and multiport flange for the new ERS endstation, surrounded by standard hardware. The ruler at the base of the flange is six inches long.
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Appendix C  Kinetic Monte-Carlo algorithm to simulate deuterium reaction with diamond (100) (2\times1)

C.1  Reaction mechanism

The interaction of gas-phase deuterium with the diamond surface is modeled via an abridged version of the reaction mechanism of Dawnkaski et al. [1], table C.1. The Dawnkaski mechanism includes only reconstructed terrace sites, and our abridgement excludes the surface methyls. The resulting deuterium coverage, $\theta_D(t, T_{gas}, T_{surf})$, may be calculated via a time-dependent Monte Carlo algorithm. I present an algorithm to rigorously weight the competition between gas-surface reactions and surface migrations within the same iteration step. Addressing migrations in the same iteration as gas-surface reactions cuts in half the number of required iterations.

C.2  Kinetic Monte-Carlo algorithm

The model calculates the deuterium coverage as a function of time. At each time step, a grid of surface sites is cycled through in random order. Each surface site has several possible reactions that can occur. For example, an isolated radical site can undergo gas-surface reactions R1 and -A1 or if neighboring sites are deuterated the deuterium may migrate via reactions M01t, M01T, M11t, or M11T. Each of these 6 reactions is assigned a probability $p_{(dc*)j} = \frac{\delta t}{\tau_{(dc*)j}}$, where $\delta t$ is the computational timestep and
<table>
<thead>
<tr>
<th>Reaction</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>H atom recombination</td>
<td></td>
</tr>
<tr>
<td>With an isolated C radical</td>
<td>R1</td>
</tr>
<tr>
<td>With one C atom in a π-bond</td>
<td>R2</td>
</tr>
<tr>
<td>H atom desorption</td>
<td></td>
</tr>
<tr>
<td>To form an isolated radical</td>
<td>D1</td>
</tr>
<tr>
<td>To form a π-bond</td>
<td>D2</td>
</tr>
<tr>
<td>H atom abstraction</td>
<td></td>
</tr>
<tr>
<td>To form an isolated radical</td>
<td>A1</td>
</tr>
<tr>
<td>To form a π-bond</td>
<td>A2</td>
</tr>
<tr>
<td>H(_2) deposition of a H atom</td>
<td></td>
</tr>
<tr>
<td>At an isolated radical</td>
<td>-A1</td>
</tr>
<tr>
<td>At one C atom in a π-bond</td>
<td>-A2</td>
</tr>
<tr>
<td>H(_2) desorption</td>
<td>D0</td>
</tr>
<tr>
<td>H(_2) adsorption</td>
<td>-D0</td>
</tr>
<tr>
<td>H atom hop to a radical site</td>
<td></td>
</tr>
<tr>
<td>Across dimer</td>
<td>M01d</td>
</tr>
<tr>
<td>Across trough</td>
<td>M01t</td>
</tr>
<tr>
<td>Parallel to trough</td>
<td>M01T</td>
</tr>
<tr>
<td>H atom hop to form a π-bond</td>
<td></td>
</tr>
<tr>
<td>Across trough</td>
<td>M11t</td>
</tr>
<tr>
<td>Parallel to trough</td>
<td>M11T</td>
</tr>
<tr>
<td>H atom hop to break a π-bond</td>
<td></td>
</tr>
<tr>
<td>Across trough</td>
<td>M10t</td>
</tr>
<tr>
<td>Parallel to trough</td>
<td>M10T</td>
</tr>
<tr>
<td>CH(_3) hop to a radical site</td>
<td></td>
</tr>
<tr>
<td>Across dimer</td>
<td>M01dm</td>
</tr>
<tr>
<td>Across trough</td>
<td>M01tm</td>
</tr>
<tr>
<td>Parallel to trough</td>
<td>M01Tm</td>
</tr>
</tbody>
</table>

Table C.1: Reaction mechanism of Dawnkaski et al. [1] for interaction of hydrogen with diamond (100) (2×1). Nomenclature and labels have been changed to correspond to the present text.
\(\tau_{(dc*)j}\) is the characteristic time for reaction \(j\) on site \((dc*)\). The timestep is chosen so that \(\sum_j p_j \leq 1\). The \(p_j\) along with the probability of no reaction, \(1 - \sum_j p_j\), define bins between 0 and 1. A random number is then generated and the bin into which it falls determines which event occurs. The site, and its neighbors in the case of migration, are updated, and the entire process repeated for the next site.

This algorithm affords the advantage of allowing \(all\) possible reactions for a given site to compete with each other. The list of sites is cycled through once for each \(\delta t\), and the migration reactions are treated in the same manner as the gas-surface reactions. This contrasts with the Dawnkaski algorithm, which separates migration events from gas-surface events and cycles through the list of surface sites twice for each \(\delta t\).

For a given site, the set of all possible reactions is determined not only by the site type but also by the neighboring site types. When a site at time \(t\) undergoes a reaction, both it and its neighbors are immediately updated to their states at time \(t + \delta t\). As the algorithm continues cycling through the list of sites, it eventually reaches one of the neighboring sites, whose clock was already updated to time \(t + \delta t\). It then determines the set of all possible reactions for that site by examining \(its\) neighbors, some of whose clocks are at time \(t\) and some at time \(t + \delta t\). However, in the physical system sites interact with their present neighbors, not future neighbors, and all sites are updated simultaneously, not serially. One way to resolve this inconsistency is to choose a computational timestep, \(\delta t' \sim \delta t/N\), so small that only one site of the entire grid is likely to undergo a reaction. However, a faster solution is to pick a surface site
at random and allow it to undergo a reaction with large probability, weighted by the reactivity of the site, and then advance all site clocks by $\delta t/N$ and iterate. However under this scenario some sites will never be picked or allowed to react. To ensure that all sites are picked, the list of surface sites is randomized and all sites are cycled through in random order.

To weight the probability that a site reacts by its reactivity, $\delta t$ is chosen as follows. The relative probability for reaction $j$ to occur on site $J$ is $p_{J,j} = \frac{\delta t}{\tau_{J,j}}$, where $\tau_{J,j}$ is the characteristic time for reaction $j$ on site $J$. This probability is normalized by choosing $\delta t$ so that the probability for no reaction, $p_{J,0} \equiv 1 - \sum_j p_{J,j}$, is positive. We arbitrarily choose $\min_j p_{J,0}$ to be $\frac{\delta t}{\max_j \tau_{J,j}}$. Then

$$1 - \sum_j \frac{\delta t}{\tau_{J,j}} \geq \frac{\delta t}{\max_j \tau_{J,j}},$$

or

$$\delta t \leq \sum_j \frac{1}{\tau_{J,j} \max_j \tau_{J,j}}.$$  \hspace{1cm} (C.1)

To ensure that $\delta t$ simultaneously normalizes reaction probabilities for all site types,

$$\delta t \leq \frac{1}{\max_j \sum_j \frac{1}{\tau_{J,j}} + \frac{1}{\max_j \tau_{J,j}}}.$$  \hspace{1cm} (C.2)

Thus the normalization, or timestep $\delta t$, is determined by the site with the highest reactivity. Using the same timestep for all site types ensures that sites with lower reactivity have proportionately lower probabilities to react.

Since every site type has some probability to undergo no reaction, the algorithm may skip every $s_j = gint(1/p_{J,0})$ site of type $J$ and automatically update it as having
undergone no reaction. In this case the reaction probabilities for the unskipped sites must be divided/renormalized by $1 - 1/s_J$ to account for the fact that they must react.
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Appendix D  Off-axis potential for hydrogen abstraction from constrained isobutane

D.1  Introduction

Hydrogen abstraction from the diamond surface is a key reaction in chemical-vapor deposition. The abstraction process is sensitive to angle of approach at terrace sites [1, 2], and this sensitivity changes reaction probabilities at steps and overhangs. Analogous gas-phase models do not include the geometric constraint of the surrounding diamond surface and of the surface terminators, such as H, Cl and F. Here sensitivity to angle of approach is demonstrated by calculating the GVB-CAS energy at several off-axis geometries near the transition state. The diamond (111) surface is modelled by constrained isobutane. The transition-state geometry is that of Page and Brenner [1]. To approximate the constraint of the surrounding diamond surface, the isobutane atoms are fixed at their transition-state positions while the abstracting hydrogen is placed at several off-axis positions approaching the transition state. The GVB-CAS energy is calculated for hydrogen displacements up to 0.7 Å along the central axis and ±0.7 Å perpendicular to the axis.
D.2 Off-Axis GVB-CAS potential

The GVB-CAS potential is depicted in fig. D.1, and the energies at the 59 calculated geometries are listed in table D.1. The central z axis lies along the line joining the central carbon to the abstracted H. The origin is at the center of mass, 0.209 Å directly below the central carbon. The surrounding three carbons have $C_{3v}$ symmetry; the yz plane is chosen to contain one of these carbons. The (x,y,z) coordinates given are those of the abstracting hydrogen. All other atoms are located in the transition-state geometry given by Page and Brenner [1].

![Diagram](image)

Figure D.1: GVB-CAS potential for H abstraction from constrained isobutane. The CH bond being broken lies along the z-axis at y=0. Energies are plotted relative to the energy at (y=-0.7, z=3.25).

The CH bond which is being broken lies along the z axis at y=0, and the sur-
rounding surface carbons lie behind the potential shown in fig. D.1, at \( z < 2.4 \, \text{Å} \). The axis of the potential-energy saddle lies along the \( z \) axis, and therefore, incident H atoms with velocities along the \( z \) axis require the least increase in energy to reach the barrier. In contrast, H atoms with velocities along \([100]\) (55° to the \( z \) axis), and impact parameters with \( z \leq 2.8 \, \text{Å} \), must surmount the sides of the saddle to reach the transition state. Therefore, the reaction cross-section is likely to be greater for incident velocities along \([111]\) than for velocities along \([100]\), allowing for a difference between UHV measurements of reaction rate on the (100) and (111) surfaces.
<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>CAS-GVB Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>2.548904</td>
<td>-157.6745924933</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.100000</td>
<td>2.548904</td>
<td>-157.6744589664</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.100000</td>
<td>2.548904</td>
<td>-157.6744569675</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.200000</td>
<td>2.548904</td>
<td>-157.6740622211</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.200000</td>
<td>2.548904</td>
<td>-157.6740677456</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.300000</td>
<td>2.548904</td>
<td>-157.6734249359</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.500000</td>
<td>2.548904</td>
<td>-157.6717219386</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.700000</td>
<td>2.548904</td>
<td>-157.6703469720</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.700000</td>
<td>2.548904</td>
<td>-157.6705266513</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>2.648904</td>
<td>-157.6741381841</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.100000</td>
<td>2.648904</td>
<td>-157.6740209914</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.100000</td>
<td>2.648904</td>
<td>-157.6740214853</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.200000</td>
<td>2.648904</td>
<td>-157.6736853620</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.200000</td>
<td>2.648904</td>
<td>-157.6736892235</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.300000</td>
<td>2.648904</td>
<td>-157.6731811622</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.500000</td>
<td>2.648904</td>
<td>-157.6720266869</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.500000</td>
<td>2.648904</td>
<td>-157.6720790470</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.700000</td>
<td>2.648904</td>
<td>-157.6714252572</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.700000</td>
<td>2.648904</td>
<td>-157.6715487308</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>2.748904</td>
<td>-157.6735438862</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.100000</td>
<td>2.748904</td>
<td>-157.6734736709</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.100000</td>
<td>2.748904</td>
<td>-157.6734740047</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.200000</td>
<td>2.748904</td>
<td>-157.6732787122</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.200000</td>
<td>2.748904</td>
<td>-157.6732813511</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.300000</td>
<td>2.748904</td>
<td>-157.6730049823</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.300000</td>
<td>2.748904</td>
<td>-157.6730135780</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.500000</td>
<td>2.748904</td>
<td>-157.6725120326</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.500000</td>
<td>2.748904</td>
<td>-157.6725477137</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.700000</td>
<td>2.748904</td>
<td>-157.6725920540</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>2.848904</td>
<td>-157.6734484000</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.100000</td>
<td>2.848904</td>
<td>-157.6734245955</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.100000</td>
<td>2.848904</td>
<td>-157.6734248133</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.200000</td>
<td>2.848904</td>
<td>-157.6733642455</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.200000</td>
<td>2.848904</td>
<td>-157.6733660187</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.300000</td>
<td>2.848904</td>
<td>-157.6732988188</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.300000</td>
<td>2.848904</td>
<td>-157.6733046089</td>
</tr>
<tr>
<td>X</td>
<td>Y</td>
<td>Z</td>
<td>CAS-GVB Energy</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>----------------</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.500000</td>
<td>2.848904</td>
<td>-157.6733361453</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.500000</td>
<td>2.848904</td>
<td>-157.6733601972</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.700000</td>
<td>2.848904</td>
<td>-157.6738652318</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>3.048904</td>
<td>-157.6749364064</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.100000</td>
<td>3.048904</td>
<td>-157.6749616189</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.100000</td>
<td>3.048904</td>
<td>-157.6749617154</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.200000</td>
<td>3.048904</td>
<td>-157.6750396615</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.200000</td>
<td>3.048904</td>
<td>-157.6750404369</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.300000</td>
<td>3.048904</td>
<td>-157.6751771024</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.300000</td>
<td>3.048904</td>
<td>-157.6751796428</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.500000</td>
<td>3.048904</td>
<td>-157.6756608970</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.500000</td>
<td>3.048904</td>
<td>-157.6756715862</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.700000</td>
<td>3.048904</td>
<td>-157.6764379998</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.700000</td>
<td>3.048904</td>
<td>-157.6764637238</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.000000</td>
<td>3.248904</td>
<td>-157.6772756745</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.100000</td>
<td>3.248904</td>
<td>-157.6773047747</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.100000</td>
<td>3.248904</td>
<td>-157.6773048280</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.200000</td>
<td>3.248904</td>
<td>-157.6773916833</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.200000</td>
<td>3.248904</td>
<td>-157.6773920175</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.300000</td>
<td>3.248904</td>
<td>-157.6775350743</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.300000</td>
<td>3.248904</td>
<td>-157.6775361464</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.500000</td>
<td>3.248904</td>
<td>-157.6779791101</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.500000</td>
<td>3.248904</td>
<td>-157.6779836436</td>
</tr>
<tr>
<td>0.000000</td>
<td>0.700000</td>
<td>3.248904</td>
<td>-157.6785929685</td>
</tr>
<tr>
<td>0.000000</td>
<td>-0.700000</td>
<td>3.248904</td>
<td>-157.6786040453</td>
</tr>
</tbody>
</table>

Table D.1: Calculated CAS-GVB energies as a function of attacking hydrogen position (x, y, z). Coordinates are in Å; energies are in hartrees.
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