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Abstract 
( 1) The gravitational lensing cross sections for multiple imaging by elliptical galaxy po

tentials is examined. Lenses are found to divide into strong and marginal lenses. 
Three image systems form either allied geometries in which the two brightest images 
lie on the same side of the lens, or opposed geometries in which the two brightest 
images lie on opposite sides of the lens. Strong lenses are dominated by the three 
image opposed geometry at low amplifications and the five image geometry at high 
amplifications. Marginal lenses are dominated by the three image allied geometry. 

(2) The cross sections for multiple imaging are integrated over the expected distribution 
of lenses and sources. The sources are taken to be quasars with a standard number
magnitude relation. Approximately one in one thousand quasars will be multiply 
imaged. Bright lensed quasars are likely to have five images due to the effects of 
amplification bias. 

(3) Approximately one to ten percent of lens systems will involve more than one lensing 
galaxy either at the same or at a different redshift. The statistical properties of such 
"two screen" gravitational lenses are evaluated. 

( 4) An inversion technique for resolved gravitational lenses is developed and applied to 
the radio ring image MG1131+0456. The technique works both for intensity and 
polarization maps. The velocity dispersion, position, ellipticity and position angle of 
the lens are tightly constrained - typically to within ten percent or two tenths of an 
arc second. 

( 5) The propagation of a precessing hydrodynamic jet is studied using finite difference 
techniques in an axisymrnetric system. The implications for the precessing jet in 
SS433 is examined. It is unlikely that the SS433 jet can be hydrodynamic in nature 
unless the kinetic luminosity is much lower than that required to form the lobes of 
the W50 remnant. 

(6) The tidal disruption of a star on a parabolic orbit past a supermassive black hole is 
examined using smooth particle hydrodynamics. The spectrum of specific energies 
for the debris is in close agreement with analytic expectations. Processes leading to 
the formation of an accretion disk are discussed. 
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1. Gravitational Lensing 

The first gravitational lens, Q0957+561, was discovered in 1979 (Walsh et al., 1979). 
It consisted of two redshift 1.41 quasar images separated by six arc-seconds on the sky, 
with a redshift 0.36 cluster in between. Since then, gravitational lensing has undergone 
an explosive growth in terms of both observed lens candidates and theoretical studies. 
There are at least eight strong candidates for multiple imaging of point sources, and 
an equal number of weaker candidates. Two types of phenomena have been found in 
which extended rather than point sources are lensed. The first type, found in 1986 in the 
cluster Abell 370, consists of extended arcs ( which are typically ten to twenty arc seconds 
in extent) about the cores of rich, distant clusters of galaxies (Lynds and Petrosian, 
1986, Soucail et al., 1987). There are now nearly as many arc lenses as there are point 
source lenses. The second type is the even more dramatic case of the radio ring images 
MG1131+0456 and MG1634+1346 (Hewitt et al., 1988, Langston et al., 1988). Searches 
are also underway for statistical effects due to distortions of singly imaged sources by 
intervening matter. Detailed reviews of gravitational lensing can be found in Blandford 
and Kochanek (1987) and Blandford, Kochanek, Kovner, and Narayan (1989). 

1.1. Historical Introduction 

The basic physics of gravitational lensing was understood in 1919, when the solar 
eclipse expedition of that year confirmed that the gravitational bending of light by the 
sun agreed with the predictions of general relativity, 

o: = 4M0 = 1.75" 
R(~ 

(1.1) 

at the solar limb (in units where G = l and c = 1, which we will use throughout). It ap
pears that no one seriously discussed the amplification or multiple imaging of background 
sources until Einstein discussed gravitational lensing by stars in 1936 (Einstein, 1936). 
The great leap was made in 1937 by Zwicky when he proposed gravitational lensing by 
galaxies (Zwicky, 1937). Remember that both the sizes and distances to the "nebulae" 
(as distant galaxies were then called) were extremely uncertain in 1937, so that it was a 
rather radical proposal. 

In Zwicky's lifetime the subject remained quiescent because no examples of the phe
nomenon were ever found. Sargent reports that Zwicky had an object that he claimed was 
a gravitational lens although he never published the data. A fellow Caltech astronomer 
(Munch) said that he would eat the photographic plate if Zwicky's claim was correct. 
The promise was made at a conference, and Munch appeared to be so perturbed that 
the moderator of the session hastily brought it to a close. After Zwicky's death, Sargent 
examined the plate with the hope of serving it to Munch on a platter - unfortunately, the 
putative lens appears to have been a plate defect (W.L.W. Sargent, private communica
tion). Some theoretical progress was made prior to 1979, by Refsdal and Barnothy and 
Barnuthy in the 1960s and Bourassa, Kantowski, Norton, Press, Gunn and several others 
in the 1970s. The discovery of Q0957+561 in 1979 did not take (all) theorists by surprise. 

1.2. 0 bservations of Lenses 

In the first few years after the discovery of Q0957+561, progress was slow. A second 
lens, Q1115+080, was found in 1980 (Weymann et al., 1980), and a third, Q2016+112, 
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was found in 1984 (Lawrence et al., 1984). (Schematic diagrams of the Q1115+080 and 
Q2016+112 systems are shown in Figure 1.) Several other objects were claimed to be 
lenses ( e.g., Q2345+007 by Weedman et al., 1982, and Q1635+267 by Djorgovski et al., 
1984) but the evidence for lensing was not convincing. The strong cases have more than 
two images or direct evidence of a lens, while the weak cases have only two quasar images 
with no indication of a lens. 

An object lesson on the danger of assuming that the weak cases are lensed is given 
by the binary quasar PKS1145-071 (Djorgovski et al., 1987). This system consists of 
two optical images separated by 4.2 arc-seconds with an optical flux ratio of 2.5 and 
a redshift separation consistent with 6.z = 0. Based on this information, the system 
matches the characteristics of the other "dark matter" lenses such as Q2345+007. In this 
case, however, the brighter quasar is also a radio source, while the fainter one is not - the 
lower limit on the radio luminosity ratio is 500. This system cannot be a gravitational 
lens. Yet only 1 - 10% of QSOs (depending on luminosity) are radio sources, so that a 
clear distinction between binaries and lenses will be much more difficult in most cases. 
Fur each pair such as PKS1145-071 there will be ten or more pairs in which neither object 
is a radio source. 

The first example of lensing an extended object was found in 1986 when Lynds and 
Petrosian (1986) and Soucail et al. (1987) reported the discovery of a faint arc extending 
for 20 arc seconds about the core of the cluster Abell 370. Initially the lens hypothesis for 
the arc was considered unlikely because it required the core of the cluster to be far more 
compact than conventional wisdom allowed. In 1988, however, Soucail et al. found that 
the arc had a different redshift from that of the cluster (0.72 for the arc, and 0.37 for the 
cluster), which proved that the effect was due to lensing. Several smaller arc structures 
have been found in A370, which reinforce the lensing hypothesis. Since then many rich, 
distant clusters have been found to contain arcs (Giraud, 1988, Lavery and Henry, 1988, 
Lynds and Petrosian, 1989). 

The object MG1131+0456 found by Hewitt et al. (1988) is a radio core-jet source 
which is transformed into a ring by an intervening galaxy. There are two images of the 
core, and the jet is wrapped around the two images of the core to form a nearly complete 
elliptical ring. Unfortunately both the underlying radio source and the lens are too faint 
for spectroscopy and the redshifts have not been measured. Optical images do not show 
a ring, but this may be due to the difficulty in resolving the ring at optical wavelengths 
because of atmospheric seeing. A second example, MG1634+1346, was found by the same 
group (Langston et a.J., 1989) - in this ca.se the source contains an unlensed radio lobe, 
an unresolved core, and a second radio lobe that is lensed into a ring. Both the quasar 
and the lens are bright enough for spectroscopy, and the redshifts have been determined 
to be 1.74 and 0.25 respectively. 

A summary of the observed lenses is given in Table 1. The lenses are classified to be 
point sources, arcs, or rings and the case for each lens is summarized by the options of 
a Scottish jury: guilty, not proven, and not guilty. For their own protection, cases that 
have been found not guilty are not listed. 

Even in the absence of multiple imaging, gravitational lenses produce a distorted 
image of the universe by altering the shape or flux of objects behind the lens. These 
distorted, single images rarely show dramatic evidence of the lensing effect ( with the 
possible exception of some of the arc lenses) and it is only in a statistical sample that the 
distortions can be measured. Several attempts have been made to detect the presence 
of statistical gravitational lensing since 1979. The first attempt (Tyson et al., 1984) 
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looked for changes in the shape of galaxies. A region of the sky was split into foreground 
and background galaxies based on their magnitudes. The foreground galaxies induce a 
tangential distortion in the isophotes of the background galaxies, the magnitude of which 
can be used to measure the mass of the lens. The goal of Tyson and his collaborators 
was to set limits on galactic dark matter halos. The effect is subtle because it involves a 
change in the slope of the lensing potential, and the results were not conclusive. 

More recent statistical studies have centered on examining the density of quasars near 
galaxies in magnitude limited samples (Webster et a.I., 1988, Fugmann, 1988). The number 
of quasars increases steeply with the limiting magnitude of the survey, with an eight-fold 
increase per magnitude below 19, and a three-fold increase per magnitude above 19. The 
halo of a galaxy slightly amplifies the quasars behind it, so that the effective depth of the 
survey is higher near galaxies. If the quasar number-magnitude relation is N(m), and the 
mean amplification induced by galaxies within some radius is A, then the overdensity of 
lenses near galaxies is~ N(m + 2.5logA)/AN(m). If the typical induced amplification 
is A~ 2 (it is probably somewhat smaller) then the overdensity will be about 2.4. The 
Webster survey, which is the largest, reports a mean overdensity of 4.1, which is much 
larger than expected. 

1.3. Theoretical Considerations 

The theoretical formalism that is most useful for understanding the lensing phe
nomenon is based on Fermat's principle (Schneider, 1984, Blandford and Narayan, 1986). 
General relativity tells us that the time delay induced by a Newtonian gravitational po
tential P is simply 2<1> in geometric units. This allows the construction of a virtual time 
delay surface, which gives the time delay associated with virtual each ray passing from the 
source to the observer. Fermat's principle requires that the path that a light ray follows 
from the source to the observer be an extremum of the virtual time delay. 

The typical source and lens in our systems lie at cosmological distances from the 
observer, and the separation is characterized by the Hubble radius c/Ho = 3000h-1 Mpc 
where h = H0 /l00 km s-1Mpc-1 is between 0.5 and 1. Because the typical lens is very 
small ( ~ 10 kpc for galaxies, or rv 500 kpc for clusters) compared to the cosmological 
separations between the lens and the observer or the source, we can use the thin lens 
approximation. The first consequence of this approximation is that the structure of lens 
along the line of sight can be ignored, and the effective lensing potential is the two
dimensional Newtonian potential found by integrating the gravitational field along the 
line of sight, ¢C2) = J <f>ds. The second consequence of the thin lens approximation is that 
the deflection angles are small, so that the geometric components of the time delay due 
to the differences in path length of virtual rays can be expanded in the small deflection 
angle. The virtual time delay is 

( 1.2) 

where x and i1, are two-dimensional angular distances on the sky for the position of the 
virtual image and the source. The quantities DoL, Dos, and DLs are the angular di
ameter distances between the Observer, the Lens, and the Source. An angular diameter 
distance, D, relates the angular separation of two points on the sky, 0, to their physical 
separation, l, through the relation 0 = l/ D. In laboratory optics, Dis simply the distance, 
while in gravitational lensing it depends on the background cosmology of the universe. 
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The final factor of (1 + zL) corrects the time delay at the lens for the general relativistic 
time dilation between the lens and the observer. 

Given a source position, u, the image positions, x, are found using Fermat's principle 
to lie at solutions of V xT = 0, or 

_, _ _, D1,s-M ,1..( 2)(_,) 
U- X - --vx'f' X 

Dos 
(1.3) 

The distortion of the image is related to the curvature of the time delay surface through 
oui = T,ij DXj where T,ij is the two-dimensional matrix of second derivatives of the time 
delay surface. If the time delay surface is very flat in some direction ( i.e., an eigenvalue 
of T,ij is nearly zero), the image of a finite sized source will be stretched in that direction. 
The ratio of the area of a source to the area of its image is A -l = ITijl where A is the 
amplification. Image positions on which A diverges are said to lie on critical lines, and the 
corresponding locus of source positions are termed caustics. On the critical line, one of the 
eigenvalues of T,ij is zero, and images are "infinitely" stretched along the corresponding 
eigenvector. 

The caustics mark the boundaries for transitions between different image multiplic
ities, and the critical lines mark the points where images are created or destroyed as a 
source crosses a caustic. Caustics can be classified by the local shape of the time delay 
surface in terms of "catastrophe" theory. Only two types of "catastrophes" are important 
in gravitational lensing: the fold and the cusp. Both fold and cusp caustics mark transi
tions in which the image multiplicity changes by two - it is the character of the process 
by which the images are created or destroyed that differentiates them. When a source 
crosses a fold catastrophe from the higher to the lower image multiplicity region, two 
images merge on the critical line associated with the caustic. The amplification of these 
two images diverges, while that of all other images in the system remains approximately 
constant. The images vanish when the source is across the caustic. If the transition is 
made by crossing a cusp caustic, three images merge instead of two. The amplification 
of the merging images again diverges, but once the source is across the caustic one of 
the three images is still present and highly amplified. The statistical properties of lenses 
are dominated by the properties of the fold caustics (because the folds are curves while 
the cusps are points in the source plane, so that the region of source space dominated by 
cusps has a lower "dimension" than that dominated by folds). 

1.4. Studies in Gravitational Lensing 

Early work on gravitational lenses focused on singular, circular potentials (Turner, 
Ostriker and Gott, 1983). A singular, monotonically-decreasing, two-dimensional lensing 
potential can have two types of singularities: a divergence at the origin, or a discontinuity 
in derivatives at the origin. A divergent potential always generates multiple images, and if 
the potential is monotonic there will always be two images lying on the line connecting the 
source and the lens, with one image on either side of the lens. Lenses with discontinuities 
in the derivative of the potential generate multiple images over only a limited region of the 
source plane, but the boundary separating the multiply-imaging region from the singly 
imaging region is not a true caustic because the amplification of the images does not 
diverge. Sources directly behind the lens generate an image that is a circular ring, termed 
an Einstein ring, about the center of the lens. At this point, the amplification is infinite 
in the direction along the ring and the origin is a "point caustic." 
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In Chapter 2 we discuss the structural effects on lensing behavior due to lifting the 
two degeneracies of these simple lenses by giving the potential a finite core radius or 
ellipticity. The addition of a core radius gives the lenses a true outer caustic, which is 
associated with the inner critical line of the lens. We call this caustic the radial caustic 
because it corresponds to two radially amplified images merging on the inner critical line. 
The point directly behind the lens still generates Einstein rings due to the merging of 
two tangentially extended images on the tangential critical line. Image systems that are 
dominated by the radial caustic we term allied images because the two brightest images 
are found on the same side of the lens, straddling the radial critical line, and image systems 
dominated by the tangential caustic we term opposed images because the two brightest 
images lie on opposite sides of the lens. If the core radius is small enough, the cross section 
is dominated by the opposed image geometry - two images are near the tangential critical 
line, and the third image is captured and deamplified by the core of the lens. As the core 
radius is increased, the allied geometry becomes increasingly important until it dominates 
the cross section. In this case the lens is only marginally able to generate multiple images, 
and a further increase in the core radius leads to the lens becoming sub-critical and unable 
to generate multiple images. 

The point tangential caustic is structurally unstable to non-axisymmetric pertur
bations, and the introduction of a small ellipticity to the lensing potential causes it to 
unfold into an astroid consisting of four cusps joined by folds. The region inside the as
troid generates five images, and transitions from five to three images are characterized by 
images merging on the tangential critical line. For the moderate ellipticities characteris
tic of galaxies, the elliptical lenses are dominated by the three-image opposed geometry, 
followed by the five-image geometries and only then the three-image allied geometries. 
Marginal lenses, however, are still dominated by the three-image allied geometry. In the 
elliptical lenses the three-image opposed geometry is no longer associated with a caustic 
- it is really a transition between five images and the three-image allied geometry, which 
is associated with mergers on the radial caustic. As a result, the high amplification cross 
sections for the various geometries are dominated by the five-image geometries ( except 
when the lens is marginal and the allied geometry again dominates). 

In Chapter 3 we apply the results of Chapter 2 to estimate the number and properties 
of gravitational lenses in the universe. We use the language of particle physics to describe 
the interaction of background sources with a lens. A lens has a cross section for multiple 
imaging, which is the area of the source plane in which the len's will generate multiple 
images of a source. The lens can produce three types of multiple image geometries: the 
three-image allied, three-image opposed, and five-image geometries. We characterize the 
probability of an image type by its branching ratio, which is the fraction of multiply
imaged sources that have that image type. We integrate the cross sections for imaging 
over the redshift distribution of galaxies to find an optical depth for gravitational lensing. 
For typical spiral galaxies with velocity dispersion er = l 77 km s - 1

, core size s = 1/3 kpc, 
ellipticity E = 0.2, and local number density 0.02h 3 Mpc-3

, the mean optical depth is 
~ 1.5 x 10-4 and the branching ratios for the opposed, allied, and five-image geometries 
are 0. 73 : 0.03 : 0.24 For typical elliptical galaxies with velocity dispersion er = 306 km s -l 
and local number density 0.0088h 3 Mpc - 3

, the mean optical depth is~ 1.3 X 10-3
, and 

the branching ratios are 0.88: 0.00 : 0.12. The optical depth for highly amplified lenses is 
much lower (7 x 10-6 and 3 x 10-5 respectively), but the branching ratios are dominated 
by the five-image geometry. 

Because the quasar number counts increase very steeply as you look at fainter ob-
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jects, the high amplification lensing events can have a disproportionate effect on the lenses 
found in a magnitude limited sample. At a fixed observed magnitude, m, the contribu
tion from images with amplification A is weighted by the number of sources at magnitude 
m + 2. 5 log A. If the number of quasars increases faster than the cross section decreases, 
the highly amplified faint quasars contribute more than the intrinsically bright quasars -
this effect is called amplification bias. If we want to understand the probable properties 
of observed lenses, we must integrate the optical depths against the quasar distribution 
including the effects of amplification bias to find the properties of a magnitude limited 
sample of lensed quasars. Because the quasar number counts become less steep above 19 
magnitudes, we expect the effects of amplification bias to be most significant for magni
tudes less than 17. This can be seen in the ratio of the expected number of five-image 
lenses to the expected number of three-image lenses. Since the five-image geometry dom
inates the high magnification cross section, the characteristic sign of amplification bias is 
an anomalously large ratio of five to three images. Strong amplification bias is found at 
the bright end of the distribution where the five-image geometry becomes more probable 
than the three-image geometries. The bias weakens and then vanishes as the magnitude 
limit approaches the break in the quasar number counts. The lensed images are typically 
separated by between one-half and two arc seconds, and one image is strongly deamplified 
and trapped in the core of the galaxy. 

Chapter 3 was inspired by the Q2016+112 and Q2237+030 lens systems. The 
Q2016+ 112 system seemed impossible to model if all of the galaxies were at the same 
redshift, and the Q2237+030 lens system showed signs of a second lens system because of 
the existence of an absorption line in the quasar spectrum. Subramanian, Rees and Chitre 
(1987) proposed that the "dark matter" lenses (such as Q2345+007 and Ql635+267) were 
generated by using several weak, dark lenses at different redshifts to give the large ob
served image separations. The statistical distribution of galaxies leads us to expect that 
one to ten percent of lensed objects should have a significant contribution from a sec
ond galaxy. The equations for the two-screen system were discussed by Schneider and 
Borgeest (1986), Blandford and Narayan (1986), Kovner (1987), and Padmanabhan and 
Subramanian (1988), but they did not undertake a systematic study of their properties. 
The only study of the interactions of two central potentials was a study of two point 
masses lying at the same redshift by Schneider and Weiss (1986). We therefore undertook 
a large scale survey of the properties of the two-screen gravitational lens, in which there 
are two galaxies lying at different redshifts and separations. 

The two-screen lens is also dominated by the properties of the fold caustics in the 
lens although the details of the cross sections show complicated resonances in the cross 
section and branching ratios. The most efficient lenses always consist of two lenses at 
the same redshift with separations that are small compared to the typical radius of the 
tangential critical line. The cross section shows a minimum for separations of twice the 
radius of the critical line, and for larger separations it increases to the cross section for two 
isolated lenses. The minimum occurs when the multiply-imaging regions for each galaxy 
overlap in the source plane. Associated with the cross section minimum is a much higher 
branching ratio for having seven images. Similarly as the redshift separation increases, 
the first lens overfocuses light rays at the redshift of the second lens leading to a drop in 
the overall cross section. These studies were made on the Caltech Mark III hypercube, a 
coarse grained parallel computer, to take advantage of the large total memory available 
on parallel machines. There are a number of interesting problems involved in parallelizing 
the lensing algorithm, which we discuss in Apostolakis and Kochanek (1989). 
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Unresolved lenses such as Q1115+080 provide relatively few constraints on models 
for the lensing potential because the lensing potential is sampled only at the locations 
of the five images. The radio rings (and potentially the arcs) provide a constraint for 
every multiply-imaged pixel in the map, and Chapter 4 exploits this property of extended 
images to invert the first radio ring, MG1131+0456. The key to our method is that a 
gravitational lens preserves the surface brightness of the source so that a resolved image 
of a lens has the true surface brightness of the source. (An image can be amplified in 
the sense that the total flux from the source is larger than what we would receive in the 
absence of the lens if the area of the image is larger than the area of the source.) If we 
have a model potential and we invert the image to obtain a model source, the extent to 
which image pixels of differing surface brightnesses are mapped onto the same source pixel 
provides a measure of the error in the inversion. We define an error measure based on the 
r.m.s. mismatch in surface brightnesses, and then vary the parameters of the lens model 
so as to minimize the error measure. The resulting inversion shows a normal radio source 
consisting of a compact core and a jet lensed by a typical galaxy. Not only can we invert 
the shape of the ring correctly, but we can also consistently invert polarization maps of 
the source. The inversion is highly sensitive to the values of the parameters for the lens -
the velocity dispersion is constrained to within five percent, and the position of the lens 
to within two tenths of an arc second. This technique produces stronger constraints on 
the mass distribution in a moderate redshift galaxy than any other method. 

2. Numerical Hydrodynamics 

Many problems in astrophysics reduce to solving the Euler equations of hydrodynam
ics. Until recently, progress was restricted to problems that could be reduced to ordinary 
differential equations, or to model problems that admit analytic solutions. Only rarely 
could multi-dimensional dynamical systems be studied with any detail. The typical as
trophysical flow is characterized by moderate-to-high Mach numbers, and extremely high 
Reynolds numbers, which leads to the expectation that the flows will have complicated 
shock structures mixed with uncharacterizable turbulent behavior on all scales. The recent 
availability of supercomputers allows us to begin studying these systems without some of 
the restrictive assumptions required to make analytic progress. Computers, however, are 
never a panacea, and they introduce their own restrictions and limitations. 

The greatest danger is the tendency to regard the tool of simulation as a deus ex 
machina from which results spring as Athena from the head of Zeus. Simulation is never 
a replacement for a qualitative, physical understanding of a process, but rather it is a 
tool for isolating which processes dominate the dynamics in systems where there are a 
large number of competing effects. The second danger in simulations is to confuse the 
apparent success of a technique, as manifested by a lack of error messages or the continued 
cooperation of the computer in evolving the system further, with a successful simulation. 
This particular aspect of a successful simulation is the least part of the overall effort. 
The real test of correctness is the provision of conclusive evidence that the technique is 
appropriate for the problem to which it is applied. This requires a careful series of tests 
and calibrations of the numerical technique, initially on trivial problems, but culminating 
with problems as closely related to the system we wish to study as is practical. I will 
discuss the application of the tools of simulation to two astrophysical problems: the 
propagation of precessing jets, and the tidal disruption of a star during a close encounter 
with a supermassive black hole. 
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2.1. Fiollow Conical Jets 

The first serious astrophysical jet simulations were carried out by Norman, Smarr, 
Winkler, and Smith in 1982. In these simulations, axisymmetric jets were injected with 
varying Mach numbers into a homogeneous medium in pressure equilibrium with the 
jet. The two parameters in the study are the density contrast between the jet and the 
medium, 7/ =Pi/Pa, and the jet internal Mach number, Mj (Norman and Winkler, 1985, 
Norman, Winkler, and Smarr, 1983, 1984, Kassel and Muller, 1988, Lind, Payne, Meier, 
and J3landford, 1988). 

The simulations of jets have been restricted to two-dimensional ( usually axisym
metric) hydrodynamic or restricted MHD (including only the toroidal field components) 
models. The hydrodynamic equations are probably valid even though the jet is composed 
of a hot, rarefied plasma because magnetic fields keep the particles closely coupled. (In the 
absence of magnetic fields, the mean free path of a particle would typically be larger than 
the jet's width.) The magnetic fields may be strong enough to be dynamically important, 
in which case the MHD equations must be used, and studies of jets with strong toroidal 
magnetic fields indicate significant differences in their dynamics (Lind, Payne, Meier and 
Blandford, 1988, Clarke, Norman, and Burns, 1986). Detailed comparisons between ob
served and simulated astrophysical jets are not practical because the only diagnostics we 
have of the observed jets are the line of sight integrals of extremely complicated radiative 
emission processes through the jet. Nonetheless, we can obtain physical insight into the 
dynamical processes through the use of simulation, even if it represents a highly idealized 
model. 

The stability of the jet is largely determined by the Mach number. If we assume a 
steady flow at velocity v through a channel of width A, then the mass flux pvA must be a 
constant, and Bernoulli's principle requires that the specific energy, v 2 /2 + 1 P / p( 1 - 1 ), 
remain constant along fl.ow lines. Under these assumptions, the response of the pressure 
to a change in the width of the channel is 

dP l dA 
P ex 1-M2 A (2.1) 

If the channel's area is reduced ( dA < 0) a subsonic fl.ow experiences a pressure drop in 
the constriction (.M < 1 ---+ dP ex dA) while a supersonic flow experiences a pressure 
increase in the constriction (M > 1 ---+ dP ex -dA). A pressure drop tries to constrict the 
channel further, leading to an instability, while a pressure increase resists the constriction 
and stabilizes the flow. If we move into the rest frame of the jet, the same criterion holds 
except tha.t the internal Ma.ch number of the jet is replaced by the Mach number of the 
jet relative to the ambient sound speed. The jet will be stable against pinching modes if 
the jet is supersonic in both frames, v > Cj + Ca or Mj > 1 + ry112

. The first unstable 
mode of the supersonic jet must now be a "kinking" mode rather than a "sausage" mode. 
As most astrophysical jets a.re extremely light ( 7/ <t: 1) the condition on the Ma.ch number 
for stability reduces to Mj > 1 (Norman and Winkler, 1985). 

Most numerical studies have been restricted to two-dimensional, axisymmetric jets 
in which the symmetry suppresses all kinking modes. Real jets are, of course, three
dimensional and analytic studies of the growth of perturbations in cylindrical jets indicate 
the presence of unstable helical modes (Payne and Cohn, 1985, Ferrari, Massaglia., and 
Trussoni, 1982). Numerical studies of kink modes have been limited to examining two
dimensional slab jets, which are excited with side to side oscillations at the orifice (Hardee 
and Norman, 1988, Norman and Hardee, 1988). The slab jets a.re unstable, but they are 
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somewhat unrealistic because the jet acts like a wall separating two regions of ambient gas. 
In the cylindrical geometry, the ambient gas can communicate by sending signals around, 
as well as through, the jet. Moreover, the models for jets that are used to compute the 
instabilities differ from the observed jets by neglecting to include the cocoon of shocked jet 
gas that sheaths astrophysical jets and protects them from the influences of the external 
medium. Three-dimensional simulations will be required to understand the ( observed) 
stability of supersonic jets. 

In the rest frame of the interface between the head of the jet and the shocked ambient 
medium the ram pressures of the jet and the ambient medium must be balanced. If the 
interface advances at velocity Vw, and the areas of the jet and the working surface are Aj 
and Aw respectively, then 

(2.2) 

The thermal pressure is of order J\1T 2 of the ram pressure so that the pressure can be 
neglected in high Mach number flows. This implies that the Mach number of the working 
surface (relative to the ambient sound speed) is 

(2.3) 

where the radius of the working surface is typically two to three jet radii (Norman and 
Winkler, 1985, Lind, Payne, Meier, and Blandford, 1988). The jet gas passes through a 
terminal shock structure typically consisting of a Mach disk on the axis and an annular 
shock that deflects the gas into the cocoon. Low Mach number or high density jets require 
no cocoon to contain the spent jet gas because the jet moves almost ballistically through 
the ambient medium. Jets in this regime are called "naked beam" jets. High Mach number 
and low density jets generate a large cocoon because they advance very slowly through 
the ambient gas. 

The cocoon is not a quiescent region - it is filled with vortices of varying size and 
strength. Some of the vortices are supersonic and exhibit radial shocks in their cores. 
The motions in the cocoon periodically impinge on the surface of the beam, triggering the 
formation of crossed shocks along the axis of the jet. The perturbations travel in from the 
surface of the beam at approximately the sound velocity (the more violent perturbations 
can travel supersonically) so that the characteristic angle of the crossed shocks is the 
Mach angle. 

Most astrophysical jets are thought to resemble the cylindrical jets described above. 
The largest extragalactic jets have velocities near the speed of light and maintain their 
structure over hundreds of thousands of light years (see Begelman, Blandford, and Rees, 
1984 for a review). There are a few exceptions, the most spectacular one of which is the 
galactic object SS433 (see Margan 1984 for a review). The SS433 jet precesses with a 
period of about one half of a year on the surface of a cone with a half angle of twenty 
degrees. The jet velocity is known to be 0.26c from radio observations of the jet near 
SS433 where clumps of gas emit radio waves that allow the trajectory to be mapped as 
the jet precesses. The mildly relativistic velocity allows the geometry to be fixed exactly 
(Hjellming and Johnston, 1982, 1985). Surrounding SS433 is the radio shell and possible 
supernova remnant W50. W50 is strongly elongated along the precession axis of the SS433 
jet: along the major axis W50 is 100 parsecs from SS433, and along the minor axis it is 
only 50 parsecs away. 
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The natural assumption is that the elongation of W50 is due to the action of the 
jet (Begelman et al., 1980, Davidson and McCray, 1980, Konigl, 1983). The lobes of 
W50 are considerably narrower than the opening angle of the precession cone: the half 
angle relative to SS433 is approximately ten degrees compared to twenty degrees for the 
jet. This implies that the jet must be focussed as it propagates from SS433 to the lobes. 
The only model for a hydrodynamic focusing mechanism was proposed by Eichler (1983) 
who assumed that the pressure on the interior of the precession cone is negligible. This is 
equivalent to assuming that the interior gas cools very efficiently. Unfortunately the jet can 
only be observed on scales that are small compared to W50 so there is no direct evidence 
of the jet focusing and then impinging on the lobes. There is only indirect evidence for the 
presence of the jet in the region between SS433 and W50 from observations of diffuse X
ray emission and the positions of a few optical filaments (Zealey, Dopita, and Malin, 1980, 
Watson et al., 1983). In Chapter 6 we make a detailed study of the propagation of hollow 
jets to understand the differences between hollow jets and the filled jets discussed above. 
We are restricted to two-dimensional, axisymmetric simulations, but this approximation 
is quite good because the precession time of the jet is short compared for the time scale to 
the jet to propagate from SS433 to W50 (0.5 years versus~ 1000 years). Our conclusion is 
that purely hydrodynamical effects are unable to account for the apparent geometry of the 
SS433-W50 system. One must either invoke additional physics such as non-adiabaticity 
( through radiative cooling - which is not a likely solution) or non-hydrodynamic focusing 
(using magnetic fields) or one must drop the assumption of a present day interaction 
between the jet and W50. 

2.2. Tidal Disruption 

Active galactic nuclei (AGN) are the most luminous objects in the universe, with 
luminosities from 1042 to 1046 ergs s-1 . The higher luminosity is the equivalent of con
verting several solar masses of matter into radiation every year. AGNs are thought to 
be driven by accretion onto a supermassive black hole lying at the center of the galaxy. 
Material enters an accretion disk about the black hole, and viscous forces slowly release 
the potential energy of the disk gas leading to the radiative emission. The luminosity is 
limited by the Eddington luminosity of the black hole, which is the luminosity at which 
the radiation pressure on an infalling electron exceeds the gravitational attraction. For 
a black hole of mass Mh = 106 Mc;J = M5 solar masses, LE '.:::'. 1044 M5 ergs s-1

, and an 
accretion rate of'.::: 0.002M6c 1 solar masses per year is required for efficiency 1: < 1 in 
converting mass to radiated energy. This implies that the highest luminosity AGNs re
quire central black holes of~ 109 M0 radiating near the Eddington limit, with accretion 
rates of 21:-1 solar masses per year. Lower luminosity AGN s require much smaller black 
holes and accretion rates (see Begelman, Blandford, and Rees, 1984, or Begelman, 1985 
for reviews of AGN physics). 

The accretion disk must be continuously fed if the AGN is to maintain its luminosity 
and a variety of possible mechanisms have been proposed, including global instabilities, 
stellar winds, stellar collisions, and tidal disruption. We want to study the dynamics of the 
tidal disruption mechanism in detail. Disruption can supply fuel only for low luminosity 
AGNs because the stars pass through the event horizons of the black hole before disrupting 
if the black hole is more massive than 10 9 Mc;1 = 103 M5, and because the density of stars 
required to maintain a disruption rate of one star each year is so high that other processes 
such as collisions are more important (Phinney, 1989, or Rees, 1988 for reviews). The 
black hole disrupts all stars on nearly radial orbits in a dynamical time, so that the "loss 
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cone" of stars with angular momenta low enough to be captured is rapidly emptied. The 
loss cone is refilled on the diffusion time scale, which is controlled either by the relaxation 
time scale of the star cluster (Young et al., 1977) or by the asymmetries in the potential 
(Norman and Silk, 1983). In either case, the time between disruptions for a M 6 black 
hole such as the one which may lie at the galactic center is approximately one thousand 
years. In Chapter 7 we consider the detailed dynamics of the tidal disruption mechanism 
for the most common encounter using the technique of smooth particle hydrodynamics. 

A star passing a black hole will be tidally disrupted if the surface gravity of the star 
is less than the tidal gravity of the black hole. If the radius of the orbital pericenter is Rp 
the star will disrupt when the ratio, 

(2.4) 

satisfies 'T/ ;(, 1 (Press and Teukolsky, 1977). For a star like the sun passing a 10 6 M 0 black 
hole this occurs when Rp ;(, 100R0 , which is much larger than the Schwarzschild radius of 
the black hole ( ~ 4R0 ). The disruption orbits are effectively parabolic, so that when the 
star disrupts, half of the mass is bound to the black hole and eventually captured, while 
the other half is unbound and ejected from the system. The key realization about this 
process was made by Lacy, Townes, and Hollenbach in 1982 when they pointed out that 
the characteristic energy of the debris is not the binding energy of the star, Eb, but the 
potential energy difference across the star at pericenter, 6E. The spread in the specific 
binding energies of the debris is 6E ~ (GlYh/Rv)(R*/Rv) ~Eb~ (GMh/R*). This 
corresponds to velocities of several thousand kilometers per second for the ejecta from a 
solar type star. The captured debris begins to return after one month and continues to 
return at a super-Eddington rate for approximately two years after the disruption of a 
solar type star on an 'T/ = 1 orbit. 

The binding energy of the debris is very small compared to the binding energy of a 
circular orbit with the same angular momentum, so that the time scale for the orbits to 
circularize into a disk near the black hole is limited by the time scale to radiate the binding 
energy. If the gas radiates at fraction f of the Eddington luminosity, the time scale for 
the gas to cool and settle after the orbits are circularized is~ (GM hM*/ Rv)/ f LE ~ 3J- 1 

years. Hence the disruption of a single star supports accretion onto a 10 6 M0 black hole for 
anywhere from a few to one hundred years depending on the details of the post-disruption 
evolution (Rees, 1988). This means that AGN with black hole masses near M5 will be 
in a quiescent state most of the time because of the long intervals between disruption 
events punctuated by Eddington level emission flares while the material from a disruption 
is accreted onto the black hole. Perhaps our own galaxy contains such a black hole, but 
it is in its quiescent state. 
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TABLE 1 
Lens Candidates 

QSO ZQ ZL mq 0('') Number How Type Verdict Who 
arc-seconds of Images 

0957+561 1.41 0.36 17 6 2 R,O point+ jet guilty Walsh et al., 1979 
1115+080 1. 72 ? 16 2 4 0 point Weymann et al., 1980 
2016+112 3.27 0.8,? 22 3 3 R,O point Lawrence et al., 1984 
2237+031 1.7 0.04, 0.6? 17 1 4 0 point Huchra et al., 1985 
0142-100 2.72 ~0.5 17 2 2 0 point Surdej et al., 1987 

3C324 1.2 0.84 20 2 2 0 point Le Fevre et al., 1987 
1413+117 2.55 ? 17 1 4 0 point Magain et al., 1988 ~ 
0414+456 ? ? 2 4 R,O point Hewitt et al., 1988 ...... 

0) 

1131+0456 ? ? 22? 2 2 R,O ring guilty Hewitt et al., 1988 
1634+1346 1.74 0.25 21 2 - R ring Langston et al., 1989 

A370 0.72 0.37 22 20 - 0 arc guilty Lynds et al., 1986 
A963 ? 0.21 22 18 - 0 arc Lavery et al., 1988 

CL0500-24 ? 0.32 14 - 0 arc Giraud, 1988 
CL2244-02 ? 0.33 20 15 - 0 arc Lynds et al., 1989 
2345+007 2.2 ? 19 7 2 0 point not proven Weedman et al., 1982 
1635+267 2.0 ? 19 4 2 0 point Djorgovski et al., 1984 
0023+171 1.0 ? 23 5 2 R point Hewitt et al., 1987 

UM425 1.5 ~0.6 16 6 4 0 point Meylan et al., 1989 
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Figure 1. Schematic diagram (top) of the gravitational lens Q 1115+080 showing the 
four images (A,A' ,B,C) and the position of the lensing galaxy. The area of the circles sur
rounding the images indicates their relative fluxes. Images A and A' are probably merging 
on a critical line. Schematic diagram (bottom) of the gravitational lens Q2016+112 show
ing the three images (A,B,C), two emission regions at the same redshift as the images 
(Al,Bl), and the two lensing galaxies (D,C'). The area of the circles surrounding the 
images indicates their relative fluxes. 
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Abstract 
The imaging properties of isolated gravitational lenses are investigated numerically 

using a model two-dimensional potential parametrized by its hardness, core radius and 
ellipticity. Cross sections for creating image arrangements with specific characteristics 
are presented and analyzed. Strong circular lenses can produce bright opposed images on 
opposite sides of the potential center with an asymptotic cross section for producing a 
pair of images magnified by more than a factor M12 of ~ A+/ MJ2 where A+ is the area 
of the of the outermost critical circle on the sky. When the ellipticity of the potential 
exceeds 1/ l\,f12 five image configurations become possible an<l predominate for maximum 
amplifications~ 5. In this case, highly amplified images are generally found close together; 
it is not possible to account for widely separated images being highly amplified. The 
faintest image can be amplified by a factor ~ J- 2 , where f is the central surface density 
in units of the critical surface density for multiple imaging. Marginal gravitational lenses 
generally create three amplified images. The time delay associated with bright images 
separated by T12 is proportional to rr2 / M12. 
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1. Introduction 

In spite of intensive observational and theoretical effort, not one of the eight claimed 
examples of multiple imaging of a quasar by a gravitational lens is properly understood. 
In some cases, (e.g. Q0957+561, Gorenstein et al.) one or more galaxies are seen in the 
field of the quasar and although they must contribute to the light deflection, they cannot 
account for the observed arrangement of images alone. In other cases, ( e.g. Q1635+267, 
Djorgovski and Spinrad) there is no evidence for any intervening galaxies and indeed 
doubt has been cast upon the reality of some of these claims ( e.g. Shaver and Cristiani, 
1986, Phinney and Blandford, 1986). It is clear that studies of multiply imaged quasars, 
just like those of the dynamics of galaxies and clusters of galaxies, require the presence 
of sub-luminous material. Observations and analyses of multiple images then take on a 
special importance as they provide one of the few diagnostics we have of dark matter. 

In principle, the images contain quite a lot of information about the gravitational 
potential well formed by the dark matter. When two images lie on opposite sides of 
the potential well, their angular separation is a measure of the velocity dispersion of 
the particles that form the potential well ( e.g. Young et al., 1980). If the images are 
resolved, their relative parities and shears may fix the topology of the arrival time surface 
and, indirectly, the rough shape of the potential well ( e.g. Blandford and Narayan, 1986, 
henceforth BN). Finally, the curious absence of the odd images from most of the examples 
we have so far may imply the presence of a singular potential, or at least one that possesses 
a small core radius. It is a tantalizing prospect that an astronomer can use beams of 
photons to probe a condensation of dark matter in much the same way that a nuclear 
physicist uses beams of electrons to study the structure of an atomic nucleus. 

In one of the more detailed studies of gravitational imaging, Turner, Ostriker, and 
Gott, 1983, (henceforth TOG) used a singular isothermal sphere and a point mass to 
describe the distribution of matter in the lens. However, as several authors have pointed 
out, this may not be representative of actual lenses in three distinct ways. Firstly, the 
addition of even a mild degree of asymmetry can have a profound effect on the images ( e.g. 
Nityananda and Ostriker, 1984). In particular, when the potential is sufficiently elliptical 
in shape, bright images will mostly be found close together straddling a critical line and 
on the same side of the potential well, rather than on opposite sides as is the case for a 
strictly circular potential ( e.g BN). Secondly, a singular isothermal sphere potential will 
only produce two images and is quite unrepresentative of a flat bottomed potential well 
that will usually create a fairly bright odd image. Finally, the fairly "soft" potential well 
associated with an isothermal sphere, behaves rather differently from the "hard" potential 
generated by a more concentrated mass distribution; in particular, the former potential 
is more likely to create five, as opposed to three, images. Quantitative calculations of the 
rate of occurrence of multiple images, predicated on overly simple assumptions about the 
form of the intervening matter, can be quite misleading. 

Earlier work on the imaging properties of elliptical potentials has either been con
fined to specific examples tailored to a particular quasar image pair ( e.g. N arasimha et 
al., 1982,1984ab ), or constrained by the limitations of analytical calculations to small per
turbations of circular potentials ( e.g. Subramanian and Cowling, 1986, or Kovner, 1986). 
Nevertheless, some qualitative understanding of the problem has been gained and several 
theorems ( albeit of limited applicability) have been proven. 

In this paper, we describe a numerical study of the imaging properties of a three 
parameter family of isolated elliptical potential wells. Specifically, we compute the mag
nification distributions, the relative probabilities of observing three and five images and 
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their arrangement on the sky relative to the potential well, and the differences in the light 
travel times. We believe that our models span the range of qualitative behavior to be 
expected from a single, centrally concentrated mass distribution and although there is 
some model dependence in our quantitative results, the approximate descriptions of these 
distributions, which we derive, are of quite general applicability. 

Unfortunately, the present work also has some limitations, especially when it comes 
to analyzing observations in detail. Our models assume that the potential is smooth 
and we ignore the possibility of micro-lensing of a sufficiently compact source by stars 
( e.g. Paczynski 1986ab, Schneider 1986abc). We also only consider lenses confined to a 
single plane; multiple lenses, located at different distances along the line of sight from 
the observer to the source (e.g. Subramanian and Chitre, 1985), admit an even richer 
variety of image configurations. Finally, by restricting our investigation to purely elliptical 
potentials we exclude lenses comprising several galaxies, probably lying in the same group 
or cluster, and superposed on the sky. Such relatively rare, large amplitude fluctuations in 
the cosmic density distribution could be responsible for the observed preference for large 
image splittings. In fact, even had we analyzed a more complete family of potentials, and 
included these additional effects, we would still not have understood what types of image 
arrangements should be found in observed systems. Selection effects bias the discovery 
of gravitational lenses. In particular, amplification bias, the tendency to over represent 
intrinsically faint but highly magnified quasars, must also be included. 

In this paper we only compute cross sections; in an accompanying paper we use these 
cross sections to attempt to calculate the expected distribution of quasar images if the 
lenses are described by our model potential. In §2, we describe the model potentials that 
we use and in §3, we review the geometric optics of a gravitational lens. Cross sections 
are defined in §4 and described in §5 for strong lenses of varying ellipticity, core radius, 
and hardness. In §6, a similar study is made of marginal lenses. These potentials are 
normalized by ensuring that they have the same radius within which the average surface 
density equals the "critical density" for producing multiple images at the distance of the 
lens. We then present our results in the form of rough "rules of thumb" that express 
the variation of image arrangements with potential shape. The distribution of another 
important observable, the arrival time differences for the different images, is discussed in 
§7. Our results are collected in the concluding section. The appendix deals with analytical 
calculations for circularly symmetric potential wells that we use to check the accuracy of 
our numerical computations and to help understand the results. 

2. Model Elliptical Potentials 

We use a three parameter class of two-dimensional Newtonian potentials that char
acterize the properties of isolated galactic and dark matter potentials. 

(2.1) 

The parameter a determines the softness of the potential, spanning the range from an 
asymptotically isothermal form, which we henceforth refer to as isothermal, (a= 1/2) to 
a Plummer model ( a - 0, 1/J - (A/2) ln(l + (1 + t-)x 2 

/ s 2(1 - E)y2 / s2
) • A measures the 

depth of the potential, ands the radius of the core. We consider values of the ellipticity E 

between O and 0.2. For values of E beyond a critical value Ee = a/(1- a), these potentials 
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develop negative surface densities at radii greater than 

(2.2) 

beginning along the y-axis for positive E. This behavior will not affect the statistical 
lensing properties of the potential, that are essentially governed by average quantities 
which do not behave unphysically. Moreover, as we confine our attention to small E:::; 0.2, 
the negative surface density region begins outside the region of interest for lensing for 
almost all of the cases studied. For example, the a = 0 case has negative surface density 
regions for all E cl 0, yet the lensing properties are nearly the same as for nearby models 
with a ~ 0.1, which do not suffer from the problem. In the limit of small core radius 
and ellipticity, the ellipticity of the associated surface density contours is a factor of 
(1 + a)/a ~ 3 larger than the ellipticity of the surface potential, E. In the limit of large 
core radius, the surface density ellipticity is 3E/2 independent of a. 

Real potentials of elliptical mass distributions become more circular with increasing 
radius. This introduces at least one extra parameter. As most of the multiple imaging 
events are associated with light rays having small impact parameters, we have found 
that using a single ellipticity is adequate and avoids additional complication. A further 
parameter that could be introduced in a more complete study would describe the twisting 
of equipotential surfaces associated with triaxial three-dimensional potentials which are 
not viewed along their principal axis. 

The lensing properties of the galaxy are closely connected to the average surface 
density ,~) of the lens within a given radius. For circular models, 

(2.3) 

where ~(O) = A/21rGs2 . 

3. Irnaging By Gravitational Potentials 

Consider a ray from the source S to the observer O passing through lens L with 
impact parameter r relative to the lens center. Let the same ray have impact parameter 
u in the absence of the lens. The general lens equation ( eg. Bourassa and Kantowski 
1975) becomes 

(3.1) 

where¢= 2DoLDLs7P/ Dosc2 , and DoL, DLs, and Dos are angular diameter distances. 
The images produced by a source with coordinates u = ( ux, Uy) are found at solutions 
r = (x,y) of equation (3.1). The image magnification relative to free propagation in the 
absence of the lens, denoted by 1'.1, is the inverse of the determinant of the transformation 
u-, r, and is given by 

(3.2) 

The time delay t ( and its normalized form T) are given by 

(3.3) 
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where all quantities are evaluated at the positions of the images. 
If the lens is strong enough to produce multiple images of sources with redshift zs, 

there will be caustic lines in the source plane that separate regions associated with different 
numbers of images. Sources located on these caustics will create infinitely amplified images 
on critical lines in the lens plane. For a circularly symmetric potential there will be two 
critical lines both of which are circles. The smaller circle, with radius r _, is the locus 
of pairs of radially merging images produced by sources lying on the radial caustic. The 
larger circle, at radius r +, coincides with the ring image produced by a source on the 
optic axis. This second caustic degenerates to a point in the source plane. If the source 
is displaced slightly off the axis, two bright images are created on opposite sides of the 
lens center, one just inside and the other just outside the critical radius. The critical radii 
satisfy the equations 

K [1 + r!/s2r•-l = 1 (3.4) 

K [1 + r~/s2r=- 2 

[1 + (2a - l)r~/s2
] = 1 (3.5) 

where 
K = 2ADoLDLs. 

Dasc2s2 
(3.6) 

Previous discussions of gravitational lensing ( eg TOG) have emphasised the impor
tance of the critical surface density, ~c = c2 Dos/41rGDoLDLs, which is the density of 
a uniform sheet of matter that is just able to focus rays at the observer. Application of 
Gauss' theorem tells us that the mean density within the radius r+ is just ~c (cf equation 
(2.3)). We choose this radius as a fiducial radius measuring the linear size of the potential. 
This definition is necessary because when comparing cross sections for potentials with dif
ferent values of a and s we must normalize the potentials. When we compare different 
lenses, we shall measure cross sections in units of ri, and distances on the sky in units 
of r +. The core size s will be replaced by its renormalized value {J = s / r +. Similarly, we 
introduce the normalized time delay 

(3.7) 

The depth of the potential well A, used in equation (2.1), can be expressed in terms of {J 
by 

(3.8) 

so that 

We emphasize that our choice of normalization is necessarily arbitrary. A different 
normalization may be preferable for some applications, and an elementary rescaling must 
be performed. Because there is no simply defined mean surface density for an elliptical 
potential, we will continue to use the value of r + from equation (3.4 ). This is justified 
because it is still the mean radius of the outermost critical line to first order in E and we 
are only interested in small E. Multiple images will be found with equation (3.9) provided 
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that f3 is real. Models with f3 ~ l are only marginally dense enough to accomplish this, 
however, as their central surface density is just larger than the critical surface density by a 
factor~ (1-a.){3- 2 . Galaxies at ZL ~ 0.5 have f3 ~ 0.l and make strong lenses for sources 
at zs ~ l. However, for clusters of galaxies, multiple imaging is at best marginal, f3 ~ l ( eg 
Narayan, Blandford, and Nityananda, 1986, Kovner, 1986). As discussed in §2, Plummer 
models with finite ellipticity and sma.11 core radii develop negative surface densities. The 
condition that the surface density remain positive within the critical contour is f3 > 
J E(l + E). Although a few of our models violate this constraint, we emphasize that none 
of our conclusions are in fact sensitive to the surface density distribution. 

4. Cross Sections 

Although some analytical results have been given for simple, circularly symmetric 
potentials, it is necessary to compute most cross sections numerically. We use a 'backwards 
ray tracing' algorithm to follow rays from the observer, through the lens plane, to the 
source. The rays corresponding to a system of multiple images in the lens plane are traced 
back to their origin in the source plane. In practice, the lens and source planes are divided 
into N by N grids where N is 200, 500, or even 1000, depending on the resolution required. 
The lensing equation (3.1) is then evaluated by finite differencing, and is used to project 
triangles (half of a grid box) from the lens to the source plane. (Triangles are used because 
their projection is always convex-any other object may have a concave projection near 
caustic lines.) All source plane grid points inside the projected triangle are associated 
with an image in the lens plane at one of the vertices of the triangle. Multiple images 
are made when the projections of triangles from different areas of the lens plane overlap 
on the source plane. The amplification is computed as the average amplification over one 
grid box by taking the ratios of the areas of the triangles and its projection. Although 
the method necessarily satisfies the odd image number theorem (eg. Burke, 1981), some 
care must be taken to avoid the generation of spurious pairs of images. 

Once the map of grid points in the source plane onto the image plane is known, 
all other quantities can be found by direct calculation. We have evaluated the bright 
image separation, the distance from the faintest image to the origin, the amplification 
of the faintest image, the amplification ratios, the time delay, the merger angle of the 
two bright images relative to the origin, and the angle between the brightest and faintest 
images. Each lens calculation consists of the image positions for each of the N 2 positions 
on the source plane grid. If the lens model is characterized by total cross section O" we 
can compute the cross section for a particular image property provided it has total cross 
section ;;:; 100" N-2 and image separations ;;:; fo N- 1

. 

The cross section for some property ( eg. creation of fl ve images), is also estimated 

using 

J J 
d2r 

O" = d
2
u = lVI ( 4.1) 

The first integral is carried out over all sources that produce images of the specified type 
and the second integral must be integrated over only one image per source. The cross 
section for large amplification is too small to be computed accurately on a grid of this 
size and we use an asymptotic formula obtained by locating all the critical lines in the 
lens plane and then expanding about this line. If we write H = M- 1

, then, by definition, 
H = O on the critical line and the cross section for amplification of two images, both 
amplified by more than IMI, is given asymptotically by a line integral around all the 
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critical lines 
- 1 J, ds 

a(M12 > M) = 2.M2 H=O IV HI ( 4.2) 

(Blandford and Narayan 1986). These asymptotic formulae match well onto the numerical 
calculations. A similar problem arises when the potential well is deep and one image is 
located near its center and is consequently highly deamplifi.ed. We will use equation (5.6) 
below in this case. 

5. Magnification and Arrangement of Irnages: Strong 
Lenses 

It is simplest to discuss the image configurations in two limiting cases. In this section, 
we assume that the central surface density is substantially greater than critical (/3 ::; 1). 
In the following section we assume /3 2:: 1. 

5.1. The Singular Isothermal Sphere 

The simplest model of a gravitational lens, explored in some depth by TOG is a 
singular isothermal sphere. In our notation this is described by a potential with o: = 0.5 
and E = 0 in the limit /3 -+ 0. This case is in many respects atypical of generic transparent 
potentials. It only creates two images and these lie on opposite sides of the potential. The 
caustic associated with tangential mergers and the critical curve associated with radial 
mergers both degenerate to a point at the origin. Bright images are created when the 
source lies close to the optic axis; when it lies on the axis, a structurally unstable ring 
image is created. 

When the source lies behind the critical circle of radius r + with projected radius 
it ::; r + the two images are located at radii r 1 ,2 = r + ± u and the ( unsigned) amplifications 
are .l1vf1 ,2 = r + / u ± l. The mean amplification is lvf12 = r + / u and the cross section for 
producing two images with mean amplification .M12 > Mis then a(.M12 > M) = ?rrt/ M 2 

The second image disappears when the source crosses the radial caustic at u = r + and at 
this point, lvfi = 2, M 2 = 0 so that .M12 = 1 and the total 2 image cross section is ?rrt. 

5.2. Influence of a Hard Potential 

An isothermal potential with a constant velocity dispersion ( appropriate to the 
outer parts of galaxies) is the softest type of potential conventionally considered for self
gravitating bodies (but see Blandford, Phinney, and Narayan, 1986). We now consider 
the effect of hardening the potential by allowing the exponent o: to decrease from o: = 1/2 
to o: = 0. For the moment we keep the potential singular (/3 -+ 0). 

The bending angle is now ri- 20:r20:-l and diverges at the origin unless o: = 1/2. 
Image amplifications are related to their positions through 

[ ( )
2a-2]-1[ ( )2a-2]-1 

M = 1 + (1 - 2o:) r: 1 - r: ( 5.1) 

As long as the potential remains singular, all sources are doubly imaged but the second 
image becomes increasingly faint with increasing impact parameter, 

l ( u ) 4(1-a:)/(1-20:) 
M~ ---- --

(1 - 2o:) r + 
o: f:. 1/2 (5.2) 
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Formally this implies an infinite total cross section for the generation of multiple images. 
This is very misleading because the ratio of the faint to bright image amplification is 
rapidly converging to zero, and the "brightest" image amplification is rapidly converging 
to one as the impact parameter increases beyond r +· 

M 2 1 + 2(1 - a)(l - 2a) 2 - = 1 - ---------
M1 4(1- a) 2 M 12 

(5.3) 

The physically interesting cross section is not the total cross section, but the cross section 
for the average amplification of the two images, M12 , to be greater than some value lYI, 

- 1rrt 1 
a(M12 > M) '.'.::'. 4(1 - a)2 JyJ2, M~l. (5.4) 

The physical multiple image cross section, in the sense of what it is possible to observe, 
(as compared to the formal but divergent total cross section) is equation (5.3) evaluated 
at a fiducial amplification M. From this point of view, the hardness of the potential has a 
much weaker effect on the total cross section (5.3) because the bright image cross section 
for M12 > 1 decreases only by a factor of 1/4(1 - a) 2 ~ 1/4. 

5.3. Implications of a Finite Core Size 

Adding a finite core radius to the potential ensures that the total multiple image cross 
section is finite and introduces a third image located near the core. This also creates a 
second circular caustic and an associated critical circle on which pairs of images produced 
by sources well away from the optic axis can merge radially and be infinitely amplified. We 
will refer to two bright images that lie on the same side of the potential as allied images, 
and two bright images that lie on opposite sides of the potential as opposed images. 
Allied images merging parallel to the radial direction will be call radially merging, and 
those merging perpendicular to the radial direction will be called tangentially merging. 
We introduce the distinction now, although circular potentials can generate only radially 
merging allied images. (See Figure la,b,c). 

Although the total cross section is now finite for all values of a, it still misrepresents 
the physical cross section. The total cross section a ~ {3- 2+40:ri ( see the Appendix, 
equation (A.25)), while (5.3) describes the opposed image cross section, a( M12 > M). 
Together these give an estimate of the minimum average amplification of the brightest 
two images. For the a = 1/2 isothermal case, it is M12 ~ 1, but for the a = 0 Plummer 
model most of the cross section is for creating at least one highly deamplified image ( see 
Figures 2a-d). 

We can also give analytic expressions for the asymptotic cross sections for bright allied 
images associated with the radial caustic when the core radius is small, (i.e., when /3 < < 
1 ). In all cases, the critical circle C _ is located at r _ '.'.::'. s with the image magnification 

if a-/- 1/2 ( 5.5) 

where r12 is the bright image separation (see Figure 3). The integral cross section for 
producing two allied images with M12 in excess of Mis 

a= 1/4 

a = 1/2 

(5.6) 
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Inspecting these cross sections, we conclude that if the core radius is small (/3 ~ 1 ), then 
the cross sections for bright allied images ( all of which merge radially), are ignorably 
small compared with those for opposed images as computed in §5.2. This difference is 
most marked for hard potentials because they can deflect rays through a much larger 
angle. The third opposed image is located within the core, (r ~ s), there is no shear, and 
the amplification is given by 

{3 ~ 1 (5.7) 

Here, we see an important difference between hard and soft potentials; the former create 
fainter third images for a given core size because they have larger central surface densities 
(see Figure 4). These asymptotic formulae, which are discussed further in the Appendix, 
are only valid for {3 ~ 0.3. They have been used to test the numerical method. 

5.4. Elliptical Potentials 

The character of the images changes again when the circular symmetry of the po
tential is broken. If we start with a circularly symmetric, multiply-imaging potential and 
increase the ellipticity E from zero, a small four cusped caustic will be created around the 
optic axis. When the source lies within this caustic, five images (two saddle points and 
two minima lying in a ring around a central maximum in the arrival time surface) will be 
produced. 

It is of interest to ask how elliptic the potential need be in practice for there to be 
a qualitative change in the image properties. We can provide a partial answer to this 
question by considering a circular potential with {3 < 1. When the impact parameter u 
of the source is small, two opposed images will be created close to the outer critical circle 
of radius r +. A simple calculation reveals that the normalized arrival time difference 
between these two images is [).£12 = 1/(1 - a.)M ( cf Appendix). Now, if we allow the 
potential to become elliptic, an azimuthal perturbation /).q; ~ Ert will be imposed over 
the arrival time surface near the outer critical circle. When /). £12 ~ /).¢, the opposed 
images will be displaced, and two new images created. The condition for validity of 
results based on circular potentials is roughly that the bright image amplification .M12 

not exceed 1/(1 - a.)E. Numerical calculations verify this rule. 
Surrounding the inner caustic will be a region in which only three images are created. 

This three image region will itself be bounded by an elliptical second caustic associated 
with radially merging images as discussed in §5.3. Sources that lie outside this second 
caustic will only create one image. As we increase the ellipticity, the size of the inner, 
cusped caustic will increase and it will eventually expand beyond the other caustic. Hence 
cusps can be associated with three images as well as five images. 

The two brightest images will always straddle one of the two critical lines in the 
lens plane. The inner (outer) critical curve C_ (C+) associated with the outer (inner) 
caustic in the source plane is associated with the merger of the brightest image pair in 
the five-image (three-image) configuration. The faintest image h ( h) is located near the 
core of the potential, inside of C _, with amplification given roughly by (5.6). In the five 
image case, the middle images, I 3 and [4 are located between the critical curves, and 
outside C+ respectively. For allied image mergers ( closely straddling a critical line), we 
can subclassify the mergers by whether they are merging radially or tangentially. We 
expect most allied three image cases to merge radially as they are associated with the 
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lima<;on topology time delay surface. Allied five image cases will merge tangentially in 
most cases because they are associated with the lemniscate time delay contours formed 
inside the lima<;on contour ( cf BN). 

5.5. Results of Numerical Co1nputations 

In order to understand the types of images to be expected most frequently from 
strong isolated elliptical potentials, we have computed cross sections and tabulated image 
properties for 27 models with all combinations of o: = 0, 0.25, 0.5; (3 = 0.03, 0.1, 0.3; E = 
0, 0.1, 0.2. These models cover the volume of parameter space for which the analytical 
formulae presented in the Appendix in the limit (3 ~ l are essentially correct for the 
circular potentials. 

In Table 1, we display cross sections and branching ratios for model isothermal po
tential wells. Total multiple imaging cross sections and cross sections for .A112 > 10 are 
given. The branching ratios measure the fraction of the total cross section associated 
with opposed image configurations, allied image configurations and five image configura
tions. Table 2 repeats this information for Plummer potential models. In Figures 2a-d, 
we display the integral cross sections for average magnification greater than some value 
kl for four circularly symmetric potentials and find that opposed images predominate. 
The asymptotic cross sections agree well with both the estimate derived by integrating 
around the critical curves and the analytical expressions described in the Appendix. In 
particular the in verse square law for the integral cross section ( equation ( 4.5) ), is satisfied. 
These circular cross sections can be contrasted with the elliptical cross sections displayed 
in Figures 5a-d, which show that if we require that two of the images are amplified by 
more than ~ 3, five images are more likely to be produced than three images. 

We have also computed the amplifications of the faintest images for a range of models 
and these results are given in Table 3. As the eccentricity is increased and the inner ( 3 to 
5 ) caustic expands away from the origin, the behavior of the faint image changes. As with 
the circular potentials, the position of minimum amplification is located at the center of 
the potential (for strong potentials), but it is no longer associated with images of sources 
lying very near caustic lines. For low amplification, the faintest image J 5 approaches the 
origin and a limiting magnification of M min• As the source approaches the three to five 
caustic, Is moves away from the origin and brightens (see Figure 8). 

The properties of opposed images are similar to those found for circular potentials. 
However, the minimum distance of the faint image 13 from the origin occurs at the three 
to five transition, where it asymptotes to the position and amplification of the faintest 
of the five images just before the merger of Ii and h occurs. The faint allied image will 
only be affected by the deformations of the C _ critical line, which is the image of the 
outer elliptical caustic and is therefore not as severely deformed by the introduction of 
ellipticity. (This is not true if you make the ellipticity very large, and the cusped caustic 
interpenetrates or surrounds the elliptical caustic.) The positions and amplifications of 
the radially merging allied images are not strongly affected by ellipticity. Tangentially 
merging allied images, however, only arise in the presence of ellipticity. 

The ratio of the amplification of the second brightest image M 2 to the amplification of 
the brightest image M 1 for the three image configurations has the general form of (5.3): a 
function of the form 1- a.Mi21 where a~ l for (3 ~ l. This is borne out by the numerical 
results even in the elliptical case for images that merge radially and hence depend on 
radial gradients of the amplification that are only weakly affected by the ellipticity. As 
a general rule, at .M12 ~ 1 the ratio is ~ .3, and at amplifications ~ 10 it is ~ .8. The 
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five-image case behaves differently because they merge tangentially and depend on the 
tangential gradients of the amplification. In general these should be much weaker than 
the radial gradients (by factors of order E) so we expect that the ratio should be much 
closer to one even at low amplifications. This is born out by the simulations: at M12 ~ 1, 
M2 / M1 ~ .8 and it then converges to 1 with the M12

1 behavior predicted by the circular 
results. 

6. Magnification and Arrangement of Images: Marginal 
Lenses 

In this section we investigate lenses that are only just strong enough to create multiple 
images ((3 2'. 1). 

6.1. Qualitative Features 

In contrast to the strong lenses discussed in §5, marginal lenses are quite insensitive 
to a as we are only interested in the approximately quadratic potential variation near the 
core. Again, let us fix our ideas by considering circular potentials. The total cross section 
is given by (see Appendix) 

41rr~_(l - a) 2 (J_ 4 
(7- --'----- 27 . (6.1) 

The ratio of the total cross section for isothermal and Plummer models varies by a factor 
of only four ( cf a (3 2 dependence for f3 ~ 1 ). The cross section for producing three images 
with mean amplification greater than lvl is 

- 7r (34 
(J(M12 > M) = 4(1 - a)2 Af2 (6.2) 

in both the opposed and allied cases associated with the outer and inner critical lines 
respectively. The magnification of the third image is given by 

(6.3) 

in both cases. The opposed and allied images are equally probable, and the third image 
is strongly magnified, again in contrast to (3 ~ 1. 

Now let us introduce some ellipticity, which permits five images to be created. The 
five-image cross section initially increases with E ( at fixed a and (3). However, when 

( 6.4) 

the lens is only able to focus the source along one direction, and only three-image geome
tries are possible. (This is the lemniscate case of BN.) In this case, the brightest images 
are exclusively allied and radially merging. 
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6.2. Numerical Results 

We have computed cross sections and tabulated image profiles for twelve marginal 
isothermal and Plummer potentials. A separate investigation verifies that our results 
are not sensitive to o: as asserted in §6.l. We adopt ellipticities E = 0, 0.1, and 0.2 
and dimensionless core radii (3 = l, and 3. Cross sections for the larger value of (3 are 
well approximated by the asymptotic formulae developed in §6.1 and the Appendix. The 
results are tabulated in Tables 1 and 2 and displayed in Figure 9. We find that in a 
circular potential with (3 = 3, allied and opposed bright images are equally common (in 
agreement with equation (6.2)). For the cases E = 0.1 and 0.2 and (3 = 3, only bright, 
radially merging, allied images are created, (which is expected from equation (6.4)). The 
total cross section is substantially greater than for the purely circular potential. The five
image cross sections are completely suppressed in the numerical results for which ( 6.4) is 
satisfied. 

7. Time Delays 

For circular potentials, the normalized time delay between the two brightest images 
can be calculated by expanding about the appropriate caustic (see the Appendix). For 
opposed images, 

while for allied images, 

! 
!(32/3 

~ ( 1 - 2o: ) a-1 {32(1-a) 

3 2(1-o:) 
(32 

2(1 - o:) 

(7.1) 

o: = 1/2 

(7.2) 

As can be seen in Figure 10, where a normalized histogram of dN/di12 is plotted, the 
distribution is very sharply peaked about the asymptotic value, with a tail trailing off 
towards larger values. While it is surprising that the distribution is so compact for the 
opposed images, (after all, (7.1) and (7.2) are derived for large amplification events in 
circular lenses) it will still contribute an error of roughly 10 % to any time delay measure
ment in addition to errors in determining (3, o:, and Jfif12 observationally. The five-image 
time delay distribution is very broad because of the variations in the tangential derivatives 
of the magnification along the critical line. 

8. Conclusions 

In this investigation, we have computed the cross sections for different types of mul
tiple imaging events involving a single elliptical lens described by three parameters that 
measure its hardness, core radius, and ellipticity. We have found that numerical evaluation 
can give accurate calculations for image magnifications in the range 0.005 ~ M ~ 300. 
The measured cross sections converge to the asymptotic values calculated at higher mag
nification and, in the case of circular potentials for which full analytical expressions are 
available (see the Appendix), have errors consistent with those expected from the finite 



B-14 

grid spacing. Cross sections can only be estimated reliably as long as several discrete grid 
points are associated with the image arrangement whose probability is being measured. 
However, as gravitational lensing is itself an intrinsically rare phenomenon, we have no in
terest in highly improbable lensing configurations and so we believe that our computations 
are sufficiently accurate for application to quasars. Our choice of potential is necessarily 
arbitrary because we are a long way from being able to infer the mass distribution in 
any observed lensing event. So, it is only the general features of our calculations that are 
likely to be useful. Fortunately these can be summarised in a few "rules of thumb." 

For isolated, centrally-concentrated potentials we find that: 

1. The cross section for multiple imaging in which the two brightest images have a 
mean magnification in excess of M12 is roughly a(M12 > M) ~ A+(l + {3 4 )/4(1- o:) 2 M 2 

for all /3, where A+ measures the area on the sky of the outer critical line, and o: ranges 
from 1/2 (Isothermal) to 0 (Plummer) as the potential hardens. This formula appears to 
be good to about 20% for lvf12 ;;:; 10. The total cross section is only a useful quantity for 
very soft potentials for which it is roughly A+. 

2. Although smooth, strong, circular potentials can only create three images, five
image configurations are common if the symmetry is broken and the potential is slightly 
elliptic as we generally expect to be the case. When /;/12 ;::; (1- o:)-1c 1 , three images of 
which the brightest two are opposed are nearly always created. When M12 ;;:; (1-o:)-1 c 1 , 

five images (with the brightest pair usually merging tan gen ti ally) are generally produced. 
For strong lenses with M12 ;;:; 10 the five-image cross section is roughly five times the 
three-image cross section. 

3. If we restrict attention to the three-image cases, opposed images greatly outnumber 
allied images, except when the potential is only marginally capable of producing multiple 
images (i.e., /3 ;;:; 1). The allied images that do exist are displaced radially from each 
other, and straddle the inner critical line. 

4. Amplification bias due to highly magnified but intrinsically faint quasars is easily 
detected for elliptical potentials. Because the five-image and three-image allied cross sec
tions dominate high magnification events, any large biasing effects will result in anoma
lously high numbers of these events relative to the three-image opposed lenses, which 
dominate the low amplification cross section. Similarly, the bright image splittings for 
allied events are much smaller than for opposed events, so that strongly biased samples 
will have anomalously low bright image separations. 

5. The magnification of the faintest image is controlled by the size of the core. When 
the core is small, it is rv f3 4(l-cr.) rv (I;(0)/I;crit)2, and will be unobservably faint for 
f3 ;::; 0.1. When f3 is large the amplification is (1- o: )- 2 /34 so that the faint image is nearly 
as bright as the two brightest images. In five-image cases, the third and fourth images 
are usually at least 5 times fainter than the two brightest images at M12 ;;:; 10. 

6. The magnification of the second brightest image M 2 relative to the magnification 
of the brightest image },/[1 is a sensitive measure of lvl12 for three-image opposed and 
radially allied configurations. This is true for a range of magnifications in both the strong 
and marginal limits ( for the strong lenses, 1 ;::; lvf12 ;::; 10 and for the marginal lenses 
10 ;::; lvf12 ;::; 100). In each case the ratio M2/ M1 , has the value -:::::: 0.2 at the lower 
amplification, and '.::::' 0.9 at the upper amplification. The approximate form of the decay 
with increasing amplification is 1 - aM122 with a rv 1. Tangentially allied configurations, 
such as almost all five-image cases, do not have this property: for M12 '.::::'. 1, M2/ M1 '.::::'. 0.8 
for strong lenses. The results, however, are strongly dependent on the model in use. 
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7. The time delay between the two bright images can be approximated by 

It is doubtful that the Hubble constant will ever be measured reliably by these means. 
These results have immediate, though not necessarily original, implications for mod

elling observed gravitational lens candidates: 
The double quasar 0957 + 561 is believed to be imaged by a giant elliptical galaxy 

and an associated cluster. The potential is almost certainly elliptical, which implies that 
as only two images are seen, their magnification is unlikely to be very large ( i:112 ;:; 10). 
The third image is presumably located in the core of the galaxy and can be rendered 
invisible if the core radius is ;:; 1 kpc. (See Gorenstein et al., 1984, Greenfield et al., 1980, 
Narasimha et al., 1984a, Young et al., 1980, 198lb.) 

In the quasar 1115 + 080, four images have been observed. These are most probably 
produced by an elliptical potential. The separation of the A images is roughly one-half of 
the radius of the potential and the amplification ratio is reported to be ~ 0.9 ± 0.2 (Foy 
et al.). This implies that the mean magnification of the A images is~ 20 and that of B,C 
is ~ 4. The missing fifth image can be deamplified by a modest galactic core size. (See 
Foy et al., 1985, Shaklan et al., 1986, Young et al., 1981a) 

The observed image configuration of 2016+112 has not been reproduced in any single 
screen models. This is not surprising because there appear to be two galaxies present. 
Nevertheless, our attempts to model the system with two superposed potential wells also 
failed. We suspect that the two galaxies are at quite different redshifts so that the single 
lens approximation is invalid. (See Schneider, D. et al., 1985,1986.) 

The quasar 2237 + 0305 is observed to give two and possibly three images behind a 
ZL = 0.04 Zwicky galaxy. This is likely to be a marginally imaging case, and it is possible 
that we are observing a lemniscate arrival time surface. ( See H uchra et al., 1985.) 

The importance of the calculations that we present in this paper is that they allow 
one to estimate the probability of a particular lens model being realized in practice. In 
the accompanying paper, we use these cross sections in integrations over source redshifts 
and luminosity distributions together with lens redshift in order to compute the expected 
distribution of multiple image arrangements from a potential well of specified form. 
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Appendix: Analytic Results for Circular Potentials 

For circular potentials the lens equation simplifies to the polynomial expression 

(A.1) 

(A.2) 

with f the ray position, and u the source position in the lens plane relative to the center 
of the potential in uni ts of r +. All images are on the line connecting the source and the 
origin, with the exception of the degenerate result for ii, = 0 when there is a ring image. 
The + branch gives the single image on the same side of the potential as the source, and 
the - branch gives either two or no solutions on the opposite side of the potential. We 
will use the following notation: fr and frr denote first and second radial deriva.tives of 
the function f defined in (A.1) and f/, fr-, and n denote the derivative evaluated at 
f +, f _ and 0 respectively. Similarly for the higher order derivatives. The amplification 
for these potentials is given by 

M-1 = fir 
f 

= 1 - 2 [;1-2 + lr-a [ 1 + f-2,6-2] a-2 [1 + af2 ;1-2] 

(A.3) 

+ [,e-2 + 1 r(l-a) [ 1 + f2 ;:,-2 r(a-2) [ 1 + 2af2 ;1-2 + (2a - 1 )f4 ;:,-4] .(A.4) 

For strong (,6 ~ 1) potentials, this reduces to 

M-1 - [1 - f2(1-a)] [1 + (1- 2a)f2(1-a)]. (A.5) 

0 pp osed Im ages 

The tangential, or opposed image, caustic degenerates to a point on the optic axis 
of the lens ( u - 0). For sources near this caustic, the two bright images have a roughly 
constant separation of 

(A.6) 

to 0(1/ }v'/2). The faint third image is still located near the origin. By performing a Taylor 
expansion about f = 1 and ii, = 0, we obtain 

1 1 
'T'Fo ~ M Jt n 

1 1 + {3 2 l 
rv ------------

- M 2 ( 1 - a) [,6-2 + 1] l - a _ l 

-
1

2_ ,132(1-a) 

M 2(1 - a) 

1 ,64 
M 2(1 - a) 2 

,6 ~ l 

,6 ~ l. 

(A.7) 

(A.8) 

(A.9) 
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The amplification of the faint image at the origin remains approximately constant as the 
bright images near the critical line, 

(A.10) 

(A.11) 

which results in amplification of the 'faint' image in the weak potential limit ( 1 < [,B-2 + 
1) l-a < 2 ), and deamplification for strong potentials. The ratio of the amplification of 
the second brightest image to the amplification of the brightest image is calculable from 
a second order expansion of the amplification about the critical line, 

{ 

1 
_ 1 + 2(1 - a)(l - 2a) 2_ 

M2 _ 4(1 - a)2 M 
M1 - ,84 2 

l 4(1 - a)2 M 

{J ~ l 

(A.12) 

{J ~ 1. 

The cross section for amplification of the bright pair of images above the average value of 
Mis 

- 7f 1 
a(M12 > M) '.::::'. -M-2 _(J_:_)2 (A.13) 

7f ( 1 + ,B2 )2 
~-----
- M 2 4(1 - a)2 

(A.14) 

---t ! 4(1 = a)2 ~2 
7f ,84 

4(1 - a)2 M 2 

(A.15) 

{J ~ l. 

The normalized time delay between the two brightest opposed images is estimated by 

(A.16) 

(A.17) 

Allied Images 

The radial, or allied image, caustic is located where the radial magnification diverges. 
This implies 

(A.18) 
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This has exact analytic solutions for o: = 0, 1/2, which are 

f = 1,6 [ca-2 + 1)1/3 - 1 r/2 if O'. = 1/2 

- ------- 1/2 ~ [ ✓(3 + ,6- 2 ) 2 + 4,6-2 - (3 + ,e-2)] if O'. = 0, 

but for general o: it has only approximate solutions for strong and weak lenses: 

a= 1/2 

a-:/= 1/2 

(A.19) 

,6 ~ 1. 

(A.20) 
The bright image separation can be found from a Taylor expansion about the critical line 
at f _, 

2 f f12 ~ ___ -_ 
M J- fr-;. 

1
2 ,64/3 
--(1 _ ,62/3 )-3/2 
3 M 

5-4a 
23-2a(l _ o:)3-2a(l _ 2o:)2a-7/2 ,6 M 

1 v'3 ,64 
M 2 (1 - o:)2 

The cross section for amplification greater than Mo is 

- 7rf-2 1 
a(M12 > M) ~ M; J-Jr-;. 

l 
~~(1- ,62/3 )-1 
3 MJ 

,66-4a 
7r 22-2a(l _ o:)3-2a(l _ 2o:)2a-4 MJ 

7r ,64 1 

4(1 - O'. ) 2 M 2 

a= 1/2 

a -:/= 1/2 

a= 1/2 

a-:/= 1/2 

(A.21) 

,6 4:. 1 

(A.22) 

,6 ~ 1. 

(A.23) 

,6 4:. 1 

(A.24) 

,6 ~ l. 

The total three-image cross section is given by a= 1ru:._ where u_ = J- is the radius 
of the allied image caustic, 

a= 41r(l- o:)2r~,e-4 [1 + (1- 20:)f~,6-2]-
2 

(A.25) 

{ 

1r22(a-1)(1- o:)2(a-1)(1 _ 2o:)l-2a,e-2+fo 

~ )2 - 41r(l - o: ,6_4 
27 

(A.26) 
,6 ~ 1. 
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When a - 1/2, it is necessary to go to the next order of the expansion, 

The time delay between two bright allied images is 

. [ 1 ft2] f -i12 ~ -- -
2 M 3J-

! 
}f32/3 

[~ft2] ~(2(1-a))l-o:{32(l-o:) 
2 M 3 1- 2a 

1 {32 
2(1 - a) 

a= 1/2 

a-/= 1/2 

(A.27) 

(A.28) 

(A.29) 

{3 ~ l. 
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TABLE 1 
Integral Cross Sections and Branching Ratios for the Isothermal Potential 

Total M12 ~ 10 
{3 € Cross Section Opposed Allied Five Image Cross Section Opposed Allied Five Image 

0.0 0.0013 0.551 0.449 0.000 0.0013 0.551 0.449 0.000 
3.00 0.1 0.0588 0.000 1.000 0.000 0.0002 0.000 1.000 0.000 

0.2 0.3189 0.000 1.000 0.000 0.0002 0.000 1.000 0.000 
0.0 0.0550 0.791 0.209 0.000 0.0550 0.791 0.209 0.000 

1.00 0.1 0.2670 0.592 0.231 0.177 0.0535 0.187 0.286 0.526 
0.2 0.1893 0.000 0.907 0.093 0.1226 0.000 0.856 0.144 
0.0 0.6140 0.984 0.016 0.000 0.0619 0.954 0.046 0.000 t? 0.30 0.1 0.6009 0.899 0.023 0.079 0.0487 0.288 0.058 0.654 1:-v 

0.2 0.5629 0.621 0.050 0.329 0.0470 0.058 0.203 0.739 
1:-v 

0.0 1.5311 0.999 0.001 0.000 0.0502 0.998 0.002 0.000 
0.10 0.1 1.5185 0.968 0.001 0.031 0.0394 0.274 0.003 0.723 

0.2 1.4702 0.867 0.002 0.131 0.0427 0.153 0.004 0.843 
0.0 2.3060 1.000 0.000 0.000 0.0491 1.000 0.000 0.000 

0.03 0.1 2.3004 0.979 0.000 0.021 0.0386 0.273 0.000 0.726 
0.2 2.2499 0.914 0.000 0.086 0.0423 0.148 0.003 0.849 



TABLE 2 
Integral Cross Sections and Branching Ratios for the Plummer Potential 

Total M12:::: 10 
(3 € Cross Section Opposed Allied Five Image Cross Section Opposed Allied Five Image 

0.0 0.005 0.567 0.430 0.000 0.0053 0.570 0.430 0.000 
3.00 0.1 0.059 0.000 1.000 0.000 0.0588 0.000 1.000 0.000 

0.2 0.319 0.000 1.000 0.000 0.3189 0.000 1.000 0.000 
0.0 0.283 0.869 0.131 0.000 0.0670 0.782 0.218 0.000 

1.00 0.1 0.267 0.592 0.231 0.177 0.0535 0.188 0.286 0.526 
0.2 0.269 0.000 0.480 0.520 0.0556 0.000 0.645 0.355 
0.0 7.419 1.000 0.000 0.000 0.0138 0.995 0.005 0.000 t:d 

0.30 0.1 7.358 0.993 0.000 0.006 0.0118 0.157 0.005 0.838 I 
1:-,:) 

0.2 7.175 0.973 0.000 0.027 0.0139 0.109 0.000 0.891 
~ 

0.0 75.38 1.000 0.000 0.000 0.0089 1.000 0.000 0.000 
0.10 0.1 75.27 0.999 0.000 0.001 0.0123 0.400 0.000 0.600 

0.2 74.04 0.997 0.000 0.003 0.0135 0.348 0.000 0.652 
0.0 313.9 1.000 0.000 0.000 0.0101 1.000 0.000 0.000 

0.03 0.1 346.5 1.000 0.000 0.000 0.0169 0.250 0.000 0.750 
0.2 385.7 0.999 0.000 0.001 0.0046 0.000 0.000 1.000 
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TABLE 3 
Amplification of the Faint Image for lrf 12 ~ 10 

Isothermal Plummer 
f3 E Opposed Allied Five Image Opposed Allied Five Image 

0.0 425.312 465.311 102.022 113.910 
3.00 0.1 21.3568 20.7634 21.3568 20.7634 

0.2 8.07411 8.07411 
0.0 9.00360 15.4445 1.07700 3.66580 

1.00 0.1 2.54422 2.79136 1.19969 2.54422 2.79136 1.19969 
0.2 4.73180 3.78601 2.93875 1.84264 
0.0 0.17110 5.53943 0.02735 1.07815 

0.30 0.1 0.24902 3.63303 0.17827 0.02957 1.06770 0.00833 
0.2 0.34519 6.51348 0.41989 0.03730 1.06770 0.01340 
0.0 0.01259 2.84462 0.00012 1.06770 

0.10 0.1 0.03123 2.56735 0.01291 0.00012 1.06770 0.00012 
0.2 0.05290 2.01740 0.01712 0.00012 1.06770 0.00012 
0.0 0.00366 2.01740 0.00003 1.06770 

0.03 0.1 0.00604 2.01740 0.00111 0.00003 1.06770 0.00003 
0.2 0.00616 2.09214 0.00414 0.00003 1.06770 0.00002 
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FIG. lb 

c_ 

FIG. le 

Figure 1. (a). Location and properties of opposed images for a source triply 
imaged by an elliptical lens centered at O. The tangential and radial critical lines are 
labeled C+and C_. The three images are labeled Ii, 12, and h in order of decreasing 
amplification. The angle subtended by the two brightest images at O is designated 012 • 

r12 (not shown) is the separation of the two brightest images (Ii and 12) in units of r +· 
r03 is the distance from the origin O to the faintest image. (b ). Location and properties 
of allied images. Definitions as in (a) with the exception that 7/;12 measures the angle 
between the separation of the two brightest images, and the radius vector. (c). Location 
and properties of images for a five-image configuration. Definitions as in (a) and (b). If 
the two brightest images are allied the angle 7/;12 is measured, if they are opposed, the 
angle 012 is measured. 
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ISOTHERMAL MODEL 

' a • I /2 fl • 0.03 c • 0 0 
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Figure 2. Dimensionless integral cross sections, o-( .M12 > M) = 0'(1:!12 > M)/rt, 
as a function of amplification .M12 for four circular models. Lines marked by triangles are 
opposed cross sections, squares are allied cross sections. The dotted line is the asymptotic 
result calculated from a line integral around the caustics (Equation 4.2). 

(a). a= 1/2 Isothermal model {3 = 0.30 

(b ). a= 1/2 Isothermal model {3 = 0.03 

( c). a=0 Plummer model {3 = 0.30 

(d). a= 1/4 {3 = 0.10 
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AVERAGE BRIGHT IMAGE AMPLIFICATION 

Figure 3. Dimensionless bright image separation f1 2 = r 12 /r+ as a function of am
plification 1Yf12 for the isothermal fJ = 0.1, E = 0.0 case. Shown for opposed (triangles) and 
allied (squares) image configurations. Error bars are the standard deviation in the value 
at the given magnification. Dashed lines are analytic fits from the Appendix ( equations 
A.6 and A.22). Note that for opposed images f 12 is insensitive to the magnification as 
it is fixed by the average diameter of the outer .critical curve. However, the allied image 
separations decrease inversely with magnification. 
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ISOTHERMAL IIODEL 

" • 1/2 fJ • 0.10 < • 0.0 

------------ • • • • 

102 

AVERAGE BRIGHT IMAGE AMPLIFICATION 

Figure 4. Amplification of the faintest image as a function of f;/12 • Model and 
labeling as in Figure 3. Note that in the three-image allied configuration, the third 
image is not deamplified. No points are drawn in regions where the differential cross 
section vanishes due to the finite number of grid points in the simulation. 
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Figure 5. Dimensionless integral cross sections, &( M12 > M) as a function of 
amplification M12 for four eccentric models with E = 0.2. Definitions are as in Figure 2, 
with the addition that lines marked by pentagons are five-image cross sections. 

(a). a= 1/2 Isothermal model /3 = 0.30 

(b). a= 1/2 Isothermal model /3 = 0.03 

( c). a=O Plummer model (3 = 0.30 

(d). a= 1/4 (3 = 0.10 

Note that at large amplification, the five-image cross section is dominant. 
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AVERAGE BRIGHT IMAGE AMPLIFICATION 

Figure 6. Dimensionless bright image separation f12 = r12(r + as a function of 
amplification M12 for the isothermal /3 = 0.1, t = 0.2 case. Shown for opposed-image 
(triangles), allied-image (squares), and five-image (pentagons) configurations. Error bars 
are the standard deviation in the value at the given magnification. Note that for opposed 
images r 12 remains insensitive to the magnification. 
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Figure 7. Cosines of orientation angles cos 012 and cos 7./;12 for the same model as 
in Figure 6 as a function of amplification M12 . Positive values of the angle give ¢ 12 , 

while negative values are 012. Opposed images are diametrically opposed with respect to 
the center of the potential ( 012 ~ 180°). If the brightest two images of a three image 
configuration are allied, they are displaced roughly radially ( 'l/; 12 ~ 0°). The brightest 
two images in a five-image configuration are generally also allied, but separated along a 
tangential direction ('l/;12 ~ 90°). 
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ISOTHERMAL MODEL 

a = 1/2 I = 0.10 • • 0.2 

102 

AVERAGE BRIGHT IMAGE AMPLIFICATION 

Figure 8. Amplification of the faintest image as a function of M12. Model and 
labeling as in Figures 6 and 7. Note that in the three-image allied configuration, the 
third image is not deamplified. 
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Figure 9. Dimensionless integral cross sections and faint image amplifications as 
a function of lvI12 for circular and elliptical cases of the marginal isothermal lens with 
/3 = 3. 

(a). Cross Section E= 0.0 

(b ). Cross Section E= 0.2 

( c). Faint Image Amplification E= 0.0 

( d). Faint Image Amplification €= 0.2 
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Abstract 
Optical depths for the magnification and positions of multiple quasar images cre

ated by a cosmological distribution of isolated elliptical potential wells are computed. 
Introducing a core radius into a singular potential well can reduce the optical depth for 
multiple imaging by a large factor. Strong lenses predominantly produce three images of 
which two are opposed at low magnification and five images at high magnification when 
amplification bias may become important. In practice, amplification bias is important 
only for bright (B ~ 18m) quasars. In most instances one image is deamplified by the 
core. Marginal lenses produce mainly three comparatively bright images, but with rela
tively small probability. As an application, we estimate a probability~ 10 - 6 that a given 
galaxy at ZL ~ 0.4 will lens a background quasar ( e.g. 2237 + 0305). 
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1. Introduction 

In Blandford and Kochanek (1987; hereafter Paper 1), we computed cross sections 
for multiple imaging by a three-parameter (hardness, core radius and eccentricity) fam
ily of isolated elliptical potentials. We calculated the relative probabilities for creating 
different types of image arrangement and magnifications and also provided estimates of 
these quantities useful for rough estimates. In Paper 1, we confined our attention to the 
case of a single quasar and a single lens. In the present paper, we go on to consider the 
observable consequences of distributing lenses and quasars throughout the universe. 

The nature of the lensing potentials responsible for the observed multiply imaged 
quasars is unclear. Several of the gravitational lens candidates are found in regions of the 
sky devoid of galaxies ( e.g. Canizares 1986). In these cases, the deflecting matter appears 
quite sub-luminous and is perhaps a concentration of the "dark matter" strongly suspected 
to dominate the dynamics of the universe. The simplest non-degenerate form of potential 
well is elliptical in shape. (As we discuss in Paper 1, circularly symmetric potentials are 
not generic and their use in calculations like these can give misleading impressions.) In 
§2, we relate the physical parameters that describe our family of potentials to the velocity 
dispersion and core radius of an underlying isotropic particle distribution. For illustration 
purposes, we use galaxy-like and cluster-like parameters for our potential wells although 
it is possible to scale our results to other forms. We emphasize that our potentials are 
not intended to be accurate descriptions of real galaxies and clusters. In §3 we introduce 
the notion of optical depth and evaluate it under the assumption that there is a constant 
co-moving density of lenses and a source at redshift zs = 2. In §4 we adopt a simple 
model of the quasar luminosity function and use this to calculate the expected observed 
distribution of image configurations. Our conclusions are collected in §5. 

2. Model Potentials 

We continue to use the model two-dimensional Newtonian potential introduced in 
Paper 1: 

(2.1) 

The parameters a, A, s, and E are the hardness, depth, core size and eccentricity of the 
potential. For simplicity, we restrict our attention to approximately isothermal poten
tials with a = 1/2 and limit our study to the effects of A, s, and E. The potential is 
repa.rametrized in terms of a dimensionless ratio /3 = s/r + where r + equals the radius 
of the ring image formed on the lens plane by a source behind the origin of a circular 
potential. For the isothermal potential, 

f3 = [(2ADoLDLs)
2 

_ 1] _-i/z 
c2s2 Dos 

(2.2) 

If the potential is formed by small identical particles ( e.g., stars) with an isotropic 
velocity distribution, then we can compute the observed central velocity dispersion in a 
formal manner by the procedure detailed in the Appendix to find that 

a5 = :~ (2.3) 

for the isothermal potential. The central velocity dispersion does not equal the local 
velocity dispersion well outside the core a 2 = A/21r s. Direct observations of galaxies 
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usually cover a region substantially larger than the core. We therefore use a, not a 0 in 
contrasting our results with those obtained for a singular potential. 

Our potential scale length s is also hard to relate unambiguously to observational 
parameters. Observationally, core radii for ellipticals and spiral bulges are generally 
measured by fitting the surface brightness at larger radii to a standard profile. A de
Vaucouleurs profile does not fit our potential; nor need it do so because the mass-to-light 
ratio need not be constant and velocity anisotropies may be present ( e.g. Kormendy 
1986). Alternatively, we could estimate s using the relation between central velocity dis
persion, the central surface density, and an assumed mass-to-light ratio. This approach 
would then rest on the value of the mass-tu-light ratio for galaxies (and clusters), which 
is not well determined. Because of these uncertainties, we will perform the calculations 
for a number of different scale lengths near the expected values. If we use equation (A.l) 
and simply assume that the mass-to-light ratio is constant over a few core radii, we can 
compute the radius at which the surface brightness has fallen to 1/2 of its central value to 
be r 1;2 ~ 1.07s. Recent observations reported by Lauer (1985), which have resolved the 
cores of nearby galaxies, have derived values for r 1 ; 2 ranging from less than 0.1 to 1 kpc. 

For the study of lensing by galaxy-like potentials, we will use the velocity disper
sions and local proper number densities introduced by Turner, Ostriker, and Gott (1983, 
henceforth TOG) to model elliptical (a = 306 km/s and no = 8.8 x 10-3 hloo Mpc-3

) 

and spiral galaxies (a= 177 km/sand n 0 = 2.0 x 10-2 hloo Mpc-3
) respectively. We use 

values of s = l/9, 1/3, 1 and 3 kpc for the core scale length s. For clusters of galaxies, 
we shall use a= 1000 km/sand no= 8.0 x 10-6 hloo Mpc-3 (richness class R 2: 1 Kaiser 
1984). There are indications that clusters have a cusp in the number density of galaxies 
(Beers, and Tonry, 1986). However, this does not necessarily imply a cusp in the gravi
tational potential. We choose a scale length s = 33 kpc, which is small enough to ensure 
that the lens can multiply image over a range of redshifts. Models will be referred to by 
( a ,s) where a is the asymptotic velocity dispersion in km/ s, and s is the core radius in 
kpc. 

We can divide these lenses into two categories: intrinsically marginal, and intrinsically 
strong. A lens is intrinsically marginal if it is only just capable of generating multiple 
images (cf., Narayan, Blandford, and Nityananda, 1983, Kovner, 1986). These lens are 
characterized by maximum values of the strength parameter (3 ~ 0.5. Examples are the 
(306,3), (177,1), and (1000,33) models. A lens is intrinsically strong if (3 ~ 0.5 over a 
significant redshift range. The (306,1), (306,1/3), (306,1/9), (177,1/3), and (177,1/9) 
models are intrinsically strong lenses. Intrinsically strong lenses can, of course, be locally 
marginal, depending on the position of the lens and source. 

Obviously, different choices for a and s could be made. We note that the nature 
of the parametrization in terms of the ratio A e< a 2 

/ s and the fact that the lensing 
equations for an isolated potential can be made independent of the absolute physical scale 
means that each model introduced above actually describes a family of lenses. Under the 
transformations -----) s 1 and a -----) a 1 = a( s1 

/ s )112 , the lensing properties remain the same up 
to scale changes in the cross section and distances. The cross section must be multiplied 
by ( s 1 j s )2 , and distances (such as the separation of the two brightest images) must be 
multiplied by (s'/s). Hence, the (306,3), (177,1), and (1000,33) models have roughly the 
same lensing properties provided all lengths are scaled by the appropriate ratio of core 
sizes. 

3. Optical Depth Calculation 
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3.1. Optical Depths 

Ultimately, we wish to calculate the probability of particular arrangements of multiple 
images from a cosmological distribution of lenses and quasars. In order to do this, it is 
convenient to define an angular cross section da((},,zL,(},zs), which is the element of 
solid angle on the sky within which a source at redshift zs can lie, behind a lens at redshift 
Z£, parametrized by(}, (in this case a,/3,E,r+), in order to produce images with image 
characteristics(}, (such as the average amplification of the two brightest images exceeding 
10). The differential cross section da can be integrated to give an integral cross section 
a in the usual manner. If the density of sources ( of the specified type) on the sky is n 8 , 

then the probability of a lensing event satisfying our requirements is just n 8 a. 
For simplicity, we assume that the lenses do not evolve significantly over the redshift 

interval 0.5 ~ ZL ~ 1.5 where they are most efficient at gravitational imaging. We can 
therefore define an optical depth T for some property of the images ( e.g., producing five 
images) by integrating the cross section over lens redshift. 

(3.1) 

where nLo is the comoving density of lenses and dtL is an interval of cosmic time. If 
fiLo = nLO( c/ H0)3 is the comoving density of lenses of the required type per cubic Hubble 
radius and we adopt an Einstein-de Sitter cosmology, ( cf I TOG D O = 1 filled beam 
cosmology). 

(3.2) 

We confine our study to this simple cosmology because the work in TOG demonstrated 
that the particular cosmology used was less important than the internal structure of the 
lensing potential. We assume that T ~ l so that single scattering events completely 
dominate the optical depth. As we know of ~ 2000 quasars, the expected number of 
events would be ~ 2000r in the absence of selection effects. 

It is convenient to define an optical depth weighted average of a quantity f ( e.g. 
mean bright image separation) to be 

l / dr (!) = - f(zL)-d dz£, 
T ZL 

(3.3) 

The integrals are performed over a set of cross sections generated by the method described 
in Paper 1 for varying strength parameters (3. Each value of /3 corresponds to the two 
different lens redshifts through equation (2.2) relating /3, the lens parameters and the 
angular diameter distances. The integrals for the optical depths were over 20 to 40 lens 
redshift points resulting in fractional errors of approximately 10%. Source redshifts ranged 
over six equally spaced points for Z 8 = 0.5 to 2.5. 

3.2. Isothermal Galaxies and Clusters 

As discussed in §2, we will restrict ourselves to a set of three simple models: isothermal 
potentials with central velocity dispersions of a = 306, and 177 km/ s, which are rough 
gafaxy-1.ike models for giant ellipticals and spirals respectively, and u = 1000 km/s, which 
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is a cluster-like model. The most important result is that the introduction of a core results 
in a substantial reduction in the optical depth for lensing relative to the singular result. 
The exact result for the multiple image cross section by potential (2.1) in the circular 
limit is: 

(3.4) 

The parameter (3 = s/r + is zero in the singular limit. When a core is introduced, the 
position of the C+ (outer) critical line changes by only a small amount, so that r+ re
mains approximately constant. The C _ (inner) critic al line expands from the origin and 
consequently leads to a reduction in the cross section. The peak values of (3 for the 
a = 306 km/s sequence s = 1/9, 1/3, 1, and 3 kpc are (3 = .02, .06, .18, and .65 for a 
source redshift of zs = 2. Figure 1 shows the total lensing cross section and the differential 
optical depth (1/T)dT /dzL as a function oflens redshift for circular isothermal lenses. The 
cross section is substantially reduced relative to that for the singular isothermal sphere 
even for the smallest core size; factors of 1.8, 6, and 50 relative to the SIS cross section 
The largest contribution to the optical depth comes from ZL ~ .5 in all cases. When the 
source redshift is reduced to zs c:::: 1, the position of the peak in the differential optical 
depth is only reduced to zs c:::: 0.4. 

Introducing a finite core also reduces the total multiple-imaging optical depth. For 
the elliptical galaxy model, the SIS optical depth of T = 2.6 x 10 - 3 is reduced by factors of 
1.5, 1.8, 4.4, and 54 for s = 1/9, 1/3, 1, and 3 kpc respectively. The effects are even more 
dramatic for the spiral galaxy model because the lens becomes intrinsically marginal for 
smaller core sizes. In this case the SIS optical depth is T = 6.5 x 10-4 and the reduction 
factors are 1.9, 4.4, and 52. (Fors = 3 kpc the lens becomes snbcritical.) Likewise for 
the marginal cluster-like potential, introducing the core ( s = 33 kpc) reduces the optical 
depth from T = 2.7 x 10-4 to T = 3.4 x 10-6 • Because the reduction in cross section 
occurs more strongly in regions where the cross section is already small, the lens redshift 
region contributing to the optical depth becomes more concentrated near the redshift of 
the peak. For the SIS case, the differential optical depth (1/T )dT / dzL is greater than one 
half of its peak value in the range .2 ~ ZL ~ 1.0 (for quasar at zs = 2., and a lens with 
a= 306 km/s), whereas for the same model with a core size of 3 kpc, it is concentrated 
between .25 ~ ZL ~ . 7. Large reductions in cross sections occur for elliptical potentials 
with cores as well, and lead to substantial decreases in the optical depth for lensing as 
can be seen from Table 1. 

The integration over redshift can also alter the distribution of image configurations. 
The branching ratio for the three-image allied case is negligible except when the lens is 
intrinsically marginal. For intrinsically strong lenses the contributions from the marginal 
endpoints in the integration over lens redshifts are generally negligible. The three-image 
opposed and five-image branching ratios are sensitive to s and M12. For example, for the 
model elliptical galaxy with a scale length of 1/3 kpc, the ratio of the optical depths for 
the three-image opposed geometry to that for five images at a magnification of 1 (10) is 
7.5 (0.2), whereas for s = 1 kpc it is 3.0 (0.05) (see Figure 2a). The ratio is a strong 
function of amplification because the cross sections are dominated by the five-image cross 
section if the mean amplification of the bright images lvf12 ~ (1 - a)- 1 c 1 = 10 for the 
isothermal potential with E = 0.2 ( cf., Paper 1 ). 

The average separation of the brightest images < r12 > formed by the lens depends 
largely on the velocity dispersion. In the three-image opposed case, images appear roughly 
on either side of the galaxy at fixed separation (independent of magnification) with values 
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of roughly 1±.5, 3±1, and 24±8 arc-seconds for O"o = 177,306 and 1000 km/s respectively 
(see Figure 2b). By contrast, the two brightest images in three-image allied geometry 
have separations of s = .07 h1o0Skpc a.re-seconds at low amplification, and the separation 
decreases slightly less rapidly than the 1/ k/12 law seen in the cross sections because the 
marginal lenses contribute at high but not low amplification. In general the two images 
will be too close together to be optically resolvable for galactic potentials with typical 
separations being several tenths of an arc-second or less. The third image, however, is 
also amplified for the three-image allied case, and will typically be placed about one 
arc-second from the lens on the opposite side from the bright pair. The separation of 
brightest pair of images in the five-image configuration is approximately equal to that of 
the three-image opposed case for Af12 ~ 1, but decreases with an approximately 1/ .M12 

dependence for larger magnifications (cf, Paper 1 ). 
For the strong three-image opposed and five-image cases, the faintest image is usually 

within .1 arc-seconds of the center of the lens and is typically deamplified by 2 - 5 magni
tudes depending on the core size (see Figure 2c, d). However, the average deamplification 
is less than ~ (3 2 (cf, Paper 1) because of the contributions from the marginal lenses in 
which the faint image is amplified. Nevertheless, the distribution is asymmetric, and in 
most observed cases the amplification will be close to (3 2 • 

4. Calculated Image Properties 

We have investigated a variety of model potentials of the form described in Paper 
l and computed the expected properties of multiply-imaged quasars as discussed in §3. 
Here we describe and illustrate the main features of our results. 

4.1. Number Counts 

For simplicity, we shall adopt the approximation that quasars of a. given B magnitude 
are evenly distributed in redshift for 0.5 ::; zs ::; 2.5 with no quasars outside that range. 
We model the total number of quasars per square degree brighter than magnitude B s by 

{ 

0.5 + 0.9(Bs - 19) 
lo NB = 

g ( s) 0.5 + 0.9(Bs - 19) - 0.14(Bs - 19)2 

14.5 <Bs < 19 

19 <Bs < 22 
( 4.1) 

The bright quasar counts have a slope of eight per magnitude, but the counts for faint 
quasars flatten to a slope of~ 4 per magnitude. There are approximately three quasars per 
square degree at 19m and one hundred quasars per square degree at 22m. This prescription 
is a reasonable approximation to the results of recent quasar surveys ( e.g., Shanks et 
a.I., 1986). From the optical depth at a given source redshift as a function of image 
magnification T((t,l},zs), we compute expected magnitude and redshift distribution of 
lensed quasar images for lenses of a given type and normalized density ii LO. Suppose 
that the average flux from the two brightest images corresponds to a magnitude B12, 

and the intrinsic source magnitude is B s, corresponding to an amplification 2.5 log Af12 '.::::'. 
Bs -B12 . The observed distribution of multiply-imaged quasars N *(B12 , zs) then satisfies 

dN* = J }:_ dN (B )dB T(ti M > 10o.4(B5 -B12 ) z ). 
dzs 2 dBs s s <,,£, 12 ' s 

( 4.2) 

Equation ( 4.2) embodies the principle of amplification bias (TOG); i.e., the possibility 
that highly amplified fa.int quasars outnumber modestly amplified bright quasars. Now 
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asymptotically, T ex: A - 2 for large amplifications, which implies that amplification bias is 
important when the integral counts increase with decreasing flux S faster than N(S) ex: 

s-2 . Equivalently, the slope of the number magnitude relation must satisfy d log N / dB > 
0.8 (6.3 per magnitude), which according to equation (4.1) is only true for B < 19.5m. In 
other words, we do not expect amplification bias to be very important for faint quasars, 
and even for the brightest~ 15m quasars, amplification of< 19m quasars by factors ~ 10 
can only be expected to double the number of multiply-imaged quasars. Our detailed 
computations verify this. (See Vietri, and Ostriker, 1983, and Vietri, 1985, for a more 
formal discussion limited to the singular isothermal sphere.) 

4.2. Simulations of Intrinsically Strong Lenses 

In Figure 3a, we show the expected number of multiply-imaged quasars over the sky as 
a function of the magnitude corresponding to the average flux of the two brightest images, 
B12 = Bs 2.5log(M12 ) for the (306,1/3) model, an intrinsically strong lens. While 90% 
of all lensing events are associated with the three-image opposed geometry, the fraction of 
five-image events increases substantially below 18m and dominates below 14m. This is due 
to amplification bias as we discussed in §4.1. The separation of the two brightest images 
reflects this amplification bias (see Figure 3b ). Recall that at low amplifications, the 
brightest images in the five-image case have roughly the same separation as the brightest 
images of the opposed three-image case but then merge at higher amplifications with 
separation ex: 1/ M12 ( cf., Paper 1). When B12 ~ 1811

\ the contribution from amplified, 
fainter quasars lowers the mean separation of the two brightest images. When lJ12 ~ 18m 
the mean separation converges to that expected for M 12 ~ 3. The opposed bright images 
are separated by approximately 3 arc-seconds on average, and the mean square scatter 
about the mean is ~ 1 arc-second. This reflects the fact that the bright images in the 
opposed geometry have roughly fixed separation independent of magnification even if the 
potential is not circular. For the five-image case, the separation is usually very small for 
the brightest quasars because of amplification biasing. The scatter of the distribution 
is enormous, because the number distribution at any magnitude has contributions from 
events at low amplification with separations ~ 2 arc-seconds, and contributions from 
highly amplified events with separations ~ 0.1 arc-seconds. The dispersion decreases for 
the lensing events above 17m where there are only small contributions from the highly 
amplified images with small separations. For the relatively rare allied case, the brightest 
of two images are always separated by ~ 0.1 arc-seconds. Because the two brightest 
images are so close together, a three-image allied lens may be confused with a three
image opposed lens which has a strongly deamplified faint image. The third image in the 
lens is amplified and on the opposite side of the potential. 

For opposed three-image and five-image geometries, the faintest image is usually 
located near the core within the C _ critical curve. It is deamplified roughly by the square 
of the ratio of the critical surface density for lensing divided by the actual surface density. 
For five-image configurations we find that the mean amplification of the faintest image Ms 
( ~ 1) and its displacement from the center of the potential is correlated with the mean 
amplification of the brightest images M12 (~ 1 ). For the three-image opposed geometry, 
on the other hand, we find that the amplification of the faintest image M3 ( ~ 1) and 
its displacement from the center is anti-correlated with the mean amplification of the 
brightest images. Thus, for both three-image allied and five-image configurations, as the 
two brightest images of the lens brighten, the positions and amplifications of the faint 
images approach each other (Figure 3cd). The faint image is deamplified by three to six 
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magnitudes in both cases. The third image for the three-image allied case, however, is 
located about one or two arc-seconds from the center of the potential, roughly opposite 
from the two bright images. It is also amplified by about one magnitude so that it is 
typically only a little fainter than the bright pair. 

4.3. Simulations of Intrinsically Marginal Lenses 

In Figure 4a, we show the expected number of multiply-imaged quasars for the (306,3) 
model, which is an intrinsically marginal lens. In this case, the three-image opposed 
geometry is suppressed, and the lenses are 70% three-image allied and 30% five-image. 
The branching ratio between these two geometries is roughly independent of amplification, 
so there is no amplification bias effect in the relative numbers of the two geometries as a 
function of the magnitude of the brightest images. The total expected number of multiple
imaging events, however, is much less than for the intrinsically strong case ( ~ 10 events 
over the sky as compared to~ 1000 events over the sky for the intrinsically strong lenses.) 

The brightest pair of images have roughly the same separation independent of the 
geometry (allied three-image or five-image). (See Figure 4b.) This occurs because the 
potential is essentially quadratic in the region where the multiple imaging takes place. The 
mean separation, however, increases with .B12 , again because of amplification bias. The 
brightest events are strongly amplified faint quasars for which the bright image separation 
is small. The separation ranges from 0.5 arc-second at ~ 15 m to two arc-seconds at 20m. 
ln the intrinsically weak case (Figure 4c, d), there are only three-image allied and five
image events, and the faintest images behave similarly ( as did the brightest pair). The 
faint image is approximately one arc-second from the core, and is amplified by one to two 
magnitudes. 

5. Conclusions 

In this paper we have computed the range of image properties to be expected from 
a cosmological distribution of isolated lenses and quasar sources. For a given source, at 
zs ~ 2, there is a range of lens redshifts ZL within which multiple images can be created. 
For the Einstein-De Sitter universe that we adopt, this range is generally centered on 
z ~ 0.4 - 0.5. We have considered intrinsically strong and intrinsically marginal lenses 
and quantified our results using optical depths and predicted quasar distributions. 

Our results are mostly straightforward generalizations of those presented in Paper 1. 
If we compare with the earlier work of TOG who used a singular, isothermal sphere for 
their potential, we found that the introduction of a finite core size can significantly reduce 
the overall cross section for multiple imaging. For a galaxy-like potential, a central core 
radius of~ 1 kpc similar to that believed tu be present in galaxies gives a fivefold reduction 
in the cross section and a similar decrease in the optical depth. As with the single lenses, 
three image opposed geometries predominate at modest amplifications, but five-image 
geometries, in which the two brightest are situated close to one another, predominate at 
larger magnification. 

An important feature of gravitational lenses, termed amplification bias by TOG, is 
the tendency for relatively rare high amplification events to dominate a flux-limited survey, 
simply because the density of intrinsically faint quasars increases so rapidly. However, in 
order for this to occur, the slope of the quasar counts must exceed ~ 6 per magnitude. 
Recent quasar surveys strongly suggest that faint quasar counts have a flatter slope fainter 
than B ~ 19.5m and so amplification bias can only be of importance for the brightest 
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quasars and here it will only roughly double the expected number of lensing events. One 
corollary is that most lensing events would be expected to contain only modestly amplified 
ima.ges and that three-image opposed cases should predominate except for B ~ 15m. It 
is of interest that the only five-image case we have is the brightest example, Q1115+080 
(Weymann et al., 1980). Another corollary is that if our lens models are appropriate, 
then the large separation lens candidates, 2345+007 and 1635+267 (Weedman et aJ, 
1982, Djorgovski, and Spinrad, 1984) would probably be produced by potential wells 
with velocity dispersion ~ 500kms - 1 , rather larger than those normally associated with 
galaxies. (However, these quasar pairs may also be distinct objects; cf, Phinney, and 
Blandford, 1986.) 

As discussed in Paper 1, the quasar 2237 + 0305, which appears to be split into two ( or 
maybe three) images by a ZL = 0.04 Zwicky galaxy is probably an example of a locally 
marginal, but intrinsically strong lens. We estimate the probability P1ens that a given 
galaxy at ZL = 0.04 multiply images a quasar. Now from the image arrangement (Tyson, 
and Gorenstein, 1986) we might estimate that r+/DoL ~ 1 arc-seconds (equivalent to 
r + ~ 0.6 kpc) and choosing f3 ~ 3 gives s ~ 2 kpc. This implies that the equivalent 
velocity dispersion of our model potential is a ~ 300 km/ s. Inspecting the integral cross 
section of Figure 9b of Paper 1, we see that the minimum image amplification is M12 ~ 
15 = 3m and that the cross section falls ex 111122 for greater magnifications. Now the quasar 
has magnitude ~ 16.5m and so it is most probable that we are lensing a ~ 19.5 rn quasar, 
as the source counts flatten at this point. There are approximately ten 19.5 rn quasars 
per square degree and the lensing cross section is ~ 1 square arc-seconds implying that 
Piens ~ 10-6 . Now roughly 104 galaxies have been examined in the redshift survey by 
which this example was discovered (Huchra, private communication) and this is the only 
gravitational lens. While we are undeniably rather fortunate to have observed a quasar 
in a nearby galaxy, the a priori odds against this happening may be as large as ~ 0.01. 

The potentials used in this work were deliberately chosen to be of a simple form in 
order to facilitate an understanding of the physical effects contributing to gravitational 
lensing. The next step is to explore the properties of potentials that model real galaxies 
more closely. In particular, it will be important to use galaxies that model pairs, groups, 
and clusters of galaxies in order to assess the need to invoke non-gala.die lenses. The 
advent of reportedly efficient automated optical quasar search techniq.ies (e.g., Smith 
1986) is a strong inducement to complete this exercise. 
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Appendix: Conversion to Astrono1nical Observables 

We can relate the surface density to a velocity dispersion in the following manner. 
Given the potential as defined in equation (2.1) with ellipticity E = 0, we derive the surface 
mass density 

where 

The mass density is 

p(x) = 

where x = r 2 / s 2 , which becomes 

~ /
00 

d~(x') dx' 

KS lx dx' ~ 

(A.l) 

(A.2) 

(A.3) 

p = ~(O) f(3/2 - a) [a(l + r2 / s2)a-3/2 + (3/2 - a)(l + r2 / s2)°'-5/2] (A.4) 
s f(l/2)f(l - a) 

for the surface density (A.l) where I'(µ) is the gamma function. This determines the mass 
as a function of radius 

M(r) = 4K 1r p(r')r'2 dr' 

2f(l/2)f(3/2 - a) ~(O) r 3 

f(l - a) -s-(1 + r2 / 82)3/2-a 

The observed central velocity dispersion is 

o- 2(0) = _2_ /
00 

G p(r) M(r) dr 
~(O) }0 r 

= ~G~(O)s f(3/2 - a)f(3/2 - a)f(l/2)f(3/2 - 2a) 
2 f(l - a)f(l - a)f(3 - 2a) 

(A.5) 

(A.6) 

(A.7) 

(A.8) 

This result is true for non-singnlar potentials (sf. 0 ), but <loes not reduce to the singular 
isothermal sphere result ( a = 1/2, s = 0 ) because of a subtlety in the ordering of limits 
in the integral (A.7) and the limit of the scale length becoming zero. This allows us to 
relate the lens parameter f3 to physical parameters through equation (3.7), 

[ (
DoLDLs 8K r(l - a)f(l - a)f(3 - 2a) o- 2 (0)) l/(l-a) ]-

1
/

2 

{J = Dos 3f(3/2 - a)f(3/2 - a)f(l/2)f(3/2- 2a) ~ -
1 

(A.9) 
This result for the central velocity dispersion is la.rger than the velocity dispersion in a 
singular isothermal sphere by a factor of 3/2. This is not unrealistic in that a number of 
observations have indicated that the velocity dispersion is higher in the cores of elliptical 
galaxies (Lauer, 1985, Kormendy, 1986). The asymptotic result (i.e., that from the sin
gular isothermal sphere) is probably closer to the tabulated values which did not come 
from very high resolution imaging of the galactic core. 
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TABLE 1 
Integral Optical Depths and Branching Ratios for a Source at zs = 2 

(J s € M12 2'. 1 M12 2'. 10 
km/s kpc Optical Depth Opposed Allied Five Image Optical Depth Opposed Allied Five Image 

177 1 0.0 1.25 X 10-S 0.884 0.116 .... 1.12 X 10-5 0.871 0.129 
1 0.2 2.04 X 10-5 0.000 '0.655 0.345 8.20 X 10 - 6 0.000 0.762 0.238 

1/3 0.0 1.50 X 10-4 0.991 0.009 .... 8.51 X 10-6 0.963 0.037 
1/3 0.2 1.41 X 10-4 0.727 0.028 0.245 6.53 X lQ-6 0.044 0.151 0.804 
1/9 0.0 3.53 X 10-4 0.999 0.001 .... 7.93 X 10-6 0.995 0.005 
1/9 0.2 3.22 X 10-4 0.881 0.002 0.118 6.44 X 10-6 0.134 0.010 0.855 

306 3 0.0 4.84 X 10-5 0.884 0.116 .... 4.33 X 10-5 0.870 0.130 
3 0.2 7.99 X 10-s 0.000 0.658 0.342 3.22 X 10-5 0.000 0.763 0.237 c:i 

I 

I-' 

1 0.0 5.91 X 10-4 0.990 0.010 3.35 X 10-5 0.962 0.038 w .... .... 
1 0.0 5.53 X 10-4 0.726 0.029 0.245 2.58 X 10-5 0.044 0.152 0.804 

1/3 0.0 1.39 X 10-3 0.999 0.001 .... 3.12 X 10 -S 0.995 0.005 
1/3 0.0 1.27 X 10-3 0.881 0.002 0.118 2.54 X 10-5 0.134 0.010 0.855 
1/9 0.0 1.64 X 10-3 0.999 0.000 .... 2.65 X 10-5 0.995 0.005 
1/9 0.0 1.79 X 10-3 0.858 0.000 0.142 2.52 X 10-5 0.139 0.001 0.860 

1000 33 0.0 3.40 X 10-6 0.852 0.148 .... 3.40 X 10-6 0.852 0.148 
33 0.2 7.04 X 10-6 0.000 0.738 0.262 3.11 X 10-6 0.000 0.785 0.215 
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Figure 1. (a). Cross sections in square degrees for circular lenses with central 
velocity dispersions <J" = 306 km/sand core sizes of s = 0, 1/3, 1, and 3 kpc. (b). Cross 
sections in square degrees for circular lenses with central velocity dispersions <7 = 177 km/s 
and core sizes of s = 0, 1/3, and 1 kpc. (c). Normalized differential optical depth 
(1/r)dr/dzL for the circular lenses in (a). (d). Normalized differential optical depth 
( 1 / r )dr / dz L for the circular lenses in ( b). 
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Figure 2. Optical depth weighted averages of image properties for a quasar at 
zs = 2 behind a lens with O' = 306 km/s, s = 1/3 kpc, and E = 0.2. Data is presented 
for three-image opposed ( continuous lines), three-image allied (heavy dashed lines), and 
five-image (faint dashed lines) geometries. 

(a). Integral Optical Depth for Magnification Af12 > M 

( b). Average Bright Image Separation < r12 > in Arc-Seconds 

( c). Average Faint Image-Origin Separation in Arc-Seconds 

( d). Average Amplification of Faintest Image in Magnitudes 

In each case, these average quantities are plotted as a function of the mean amplification 
of the brightest pair of images M12 • Note that in ( d), a positive number represents a 
deamplification. 
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Figure 3. Image properites for the observed distribution of quasars and a lens model 
with a = 306 km/s, s = 1/3 kpc, and € = 0.2. This is an example of an intrinsically strong 
lens. Notation as in Figure 2. 

(a). 
(b ). 
( c). 

(d). 

Expected Number of Lenses of Magnitude fJ12 < B 

Average Bright Image Separation < r12 > in Arc-Seconds 

Average Faint Image-Origin Separation in Arc-Seconds 

Average Amplification of Faintest Image in Magnitudes 

Each plotted as a function of the mean magnitude fJ12 of the brightest two images making 
up the lens. 
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Figure 4. Image properties for the observed distribution of quasars and a lens 
model with O" = 306 km/s, s = 3 kpc, and E = 0.2. This is an example of an intrinsically 
marginal lens. This model also corresponds to the O" = 177 km/s, s = 1 kpc and the 
O" = 1000 km/ s, s = 33 kpc models if the lengths and number densities are rescaled. 
Notation as in Figure 2. 

(a). Expected Number of Lenses of Magnitude < B12 

(b). Bright Image Separation r 12 in Arc-Seconds 

( c ). Faint Image-Origin Separation in Arc-Seconds 

(d). Amplification of Faintest Image in Magnitudes 

Each plotted as a function of the mean magnitude B12 of the brightest two images making 
up the lens. 
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Abstract 
Gravitational lensing by systems of two galaxy-like potentials located at different 

redshifts and separations is studied. We show that there is roughly a 1-10% chance of a 
gravitational lens system being affected by two lenses at the same redshift, and that there 
is roughly a 1-10% chance of a gravitational lens system being affected by two lenses at 
different redshifts. We show that two lenses interact significantly for transverse separations 
;:; 4r +,o where r +,o is the radius of the outer critical line of the singular potential. Nearly 
aligned lenses at different redshifts show interactions over almost all of redshift space. 
The interactions can lead to either increases or decreases in the total cross section relative 
to the cross section of two isolated lenses depending on the system's geometry, and the 
amplification of the brightest images. The behavior of the image structures is dominated 
by the effects of caustics, and in particular the fold caustics, as in the single screen 
case. Typical image separations are ~ 2r +,o as in the isolated lenses; larger separations 
are found only as the distance between the most widely separated images in the lens, 
in which case the separations approach ~ 4r +,o• This means that "chaining" marginal 
lenses together cannot explain the so called dark matter lenses 2345+007, 1635+267, and 
0023 + 171 for which there are only two widely separated images. Highly amplified images 
are almost always part of a high image multiplicity system (5 or 7 images rather than 3 
images). This implies that amplification bias is associated with high image multiplicities. 
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1. Introduction 

At present, there is no observed lens system that has been unequivocally shown to 
require two lenses at appreciably different redshifts. There are, however, two systems 
that show indications that any final model may need to take this into account. The 
two-screen lens has been proposed as a means of modeling the 2016 + 112 lens system, 
for which existing models using a single screen model have either failed to match other 
features of the system, or seem overly contrived (N arasimha et al., 1986). The lens system 
2237 + 0305 consists of four images of a quasar lying inside a large nearby spiral galaxy 
(a = 300 km s-1

, z = 0.04). However there is an absorption line in the quasar spectra 
corresponding to a redshift of z = 0.6, which may indicate the presence of a second lens 
in the system (Huchra et al., 1985). Multiple screen geometries have also been invoked to 
explain the "dark matter" lenses (2345+007 Weedman et al., 1982, 1635+267, Djorgovski, 
and Spinrad, 1984, and 0023 + 171, Hewitt et al., 1987), by using aligned, non-luminous, 
galactic halos at different redshifts to generate the lensing effect (Subramanian, Rees, and 
Chitre, 1987). On the theoretical plane, the multiple screen lensing equations have been 
derived and discussed by Blandford and Narayan (1987), Schneider and Borgeest (1986), 
Kovner (1987), and Padmanabhan and Subramanian (1988). The case of two lenses on 
the same plane is frequently used in efforts to model observed lens candidates, and there 
has been one in-depth study in the case of a two point mass lens (Schneider, 1986). 

In this paper we will give a broad overview of the two-screen gravitational lens, and 
how it relates to the known behavior of the single screen lens. The work consists primarily 
of a survey of the statistical properties of the double lens similar to the work in Blandford 
and Kochanek (1987, hereafter, BK) and Kochanek and Blandford (1987, hereafter KB) 
on the isolated lens. Because there is no overall picture of the behavior of these systems 
we also show examples of the image geometries that occur, and the caustic structures 
that characterize the lenses. In §2 we introduce the lensing equations for a two-screen 
lens and comment on how they differ from the single screen equations. In §3 we introduce 
the model potential that will be used to characterize the lenses in this survey. In §4 we 
discuss the probability with which a two-lens geometry occurs either for two lenses at 
the same redshift, or for two lenses at different redshifts. In §5 we discuss the numerical 
technique, and the limitations of the survey. In §6 we discuss the behavior of two lenses 
at the same redshift. While interesting in itself, this serves as a baseline from which to 
discuss the effects of putting the second lens at a different redshift. In §7 we discuss 
the characteristics of two aligned lenses at different redshifts. This provides a second 
baseline for the general case, and shows where the deviations from simple analytic models 
begin to develop. In §8 we discuss the results from studies of lensing with two unaligned 
lenses at different redshifts. These are compared to the results form §6 and §7. In §9, 
we consider the effect of relaxing the symmetry restrictions on the potentials for a few 
restricted cases to show that the results are not strongly dependent on the symmetry of 
the potentials used in §6, §7, and §8. Finally in §10 we summarize the results and discuss 
the implications of the two-screen lens for modeling observed lens systems. 

2. The Compound Lens 

Suppose we have a system of two lenses located on "screens" called 1 and 2 at redshifts 
z1 and z2 (z1 < z2 ) with the observer at point O and the source at S. Then the time delay 
along a virtual path parametrized by the angles of the points where the rays intersect the 
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screens (0;,), is the sum of the contributions from each screen 

(2.1) 

where the Dij are angular diameter distances and ¢i is the two-dimensional Newtonian 
potential of the ith screen (Bourassa and Kantowski, 1975, but for more modern fornm
lations, see Blandford and Narayan, 1986 or Schneider and Weiss, 1987). We will work 
in an n = 1 Einstein-DeSitter universe for which the angular diameter distance between 
points i and j at redshifts Zi and z1 (zi < z1) is 

(2.2) 

We will use the Einstein-DeSitter cosmology throughout, as the effects of changing the 
cosmology tend to be small relative to changes in the lenses or their redshifts. The position 
of the image for a given source is found by solving the four variational equations so that 
the virtual time delay is stationary with respect to variations in the four coordinates 01 

and 02 • This implies 

(2.3) 

where 

(2.4) 

The gradient operator V is the two-dimensional gradient opera.tor in the plane of the 
screen. This allows a full solution for the source position Os in terms of the observed 
image position 01 

(2.5) 

Here we have used the requirement that the equation reduce to the single screen equation 
in the absence of a second lens screen to simplify the cosmological terms. This reduces to 
the single screen lens equation in the limit that D12 --* 0, Do2 = Do1, and D2s = Dis
The cosmological terms appearing in equations (2.3) and (2.5) are shown in Figure 1. 

Note that the equation for ~ in (2.5) also governs the relation between the true position 
of the second lens ( 02 ) and the images of it ( 01 ) seen by the observer after the rays interact 
with the first lens. 

The important difference between the two-screen lens equation and the one-screen 
equation is that the net deflection angle cannot be described by the gradient of a single 
two-dimensional potential. If we try to reduce the problem to a single deflection by an 
effective potential on screen 1 we must include a vector potential /J = (3 ez in addition to 
the effective potential ¢e. 

(2.6) 
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We can determine the source terms for the two potentials by taking the divergence and 
curl of the equation (note that V • jJ = 0 by definition because jJ is perpendicular to the 
lens plane, and V lies in the lens plane) so that 

and 

(2.8) 

where O"i is the surface mass density in screen i, and O"e is the effective surface mass density 
V 2¢e = 41rGO"e. The potentials on the first screen are evaluated at x'i and the potentials 
on the second screen are evaluated at ii2 • Notice that in the limit of the two screens 
merging into a single screen at some redshift, the cross terms between the potentials 
vanish, and 

V 2 c/>e = 41rG( 0"1 + 0"2) 

v 213 = o, 
(2.9) 

which is exactly the result for a single screen. In Figure 2, we show the contours of the 
effective potentials of the second screen for two cases. In one case the background lens 
is not multiply-imaged by the foreground galaxy, and in the second case, it is multiply 
imaged by the foreground galaxy. In general, the second order terms in ¢2 ,ij ¢1 ,kl are 
small compared to the first order terms. The second order terms are most important in 
the core of the foreground galaxy where the effective surface density of the background 
galaxy is typically negative. 

The addition of a vector potential to the deflection makes the magnification tensor 
asymmetric 

_M-1 = 11 - /3,xy -c/>,xx 
-/3,xx -c/>,xy 

-/3,yy -c/>,xy I 
1 - /3,xy -c/>,yy (2.10) 

so that the amplification now consists of a rotation in addition to the expansion and shear 
of the images that occur for a single lens screen. Note that a second screen is trivial if its 
second derivatives are constant (for a proof, see Kovner, 1987). 

3. The Model Potential 

The introduction of a second lens at a different redshift causes a vast expansion of 
para.meter space. Because the primary goal of this paper is to study the effects of two 
deflecting screens rather than the properties of different potentials ( see BK and KB) 
we will restrict ourselves to a simple spherical potential which at large distances from 
the core asymptotically approaches the potential of a singular isothermal sphere. The 
two-dimensional Newtonian potential is 

(3.1) 

where the potential depth A is related to the velocity dispersion O" v and core size s by 
A = 21r sO"~. While the ellipticity of lensing potentials is important both qualitatively and 
quantitatively to the cross sections for gravitational lensing, we will not make the lenses 
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intrinsically elliptical in this paper except for a brief discussion in §9. The degenerate 
symmetry of the spherical potentials is broken by the tidal fields of the other lens in the 
regimes where there is significant interaction between the potentials. 

Typical galaxies have core sizes, s of approximately 0.1 to 1.0 kpc and velocity 
dispersions av of 100 to 300 km s-1

. As isolated lenses, galaxies can be divided into two 
classes, the intrinsically strong and intrinsically marginal lenses. A lens is intrinsically 
marginal if it is only marginally capable of generating multiple images for all redshifts, 
and it is intrinsically strong otherwise. This can be measured by a dimensionless strength 
parameter 

{3 = [b2 _ lJ-1/2 b = [{J-2 + 1]1/2 (3.2) 

where 

(3.3) 

where {3 is the ratio s/r+ and r+ is the radius of the outer critical line of the isolated 
potential. Strong lenses have {3 ;=:; 0.5 for some redshifts, while marginal lenses have 
{3 ~ 0.5 for all redshifts. Intrinsically strong lenses can, of course, be locally marginal 
depending on the position of the observer, the lens, and the source. For the purposes 
of illustration, we will use a av = 220 km s-1

, s = 1/4 kpc galaxy as a model of an 
intrinsically strong lens, and a av = 220 km s-1

, s = 2 kpc galaxy as a model of an 
intrinsically marginal lens. 

There are several useful quantities from the isolated circular lens, which appear as 
scales in the two-screen lenses. The first is the radius of the outer critical line, and its 
limiting value for the case of a singular lens, 

r + = s[b2 - 1]1/2 = s{J-1 

DoLDLs (acv) 2 

r+ o = sb = 41r----
' Dos 

The inner critical line is located at 

r - = s[b2/3 - l ]1/2 

(3.4) 

(3.5) 

The critical lines are images of caustics on the source plane. For the circular lens, the u+ 
caustic corresponding to the r + critical line is degenerate, u+ = 0. The outer caustic is 
located at 

u_ = s[b2/3 - 1]3/2 

and it is related to the total cross section of the isolated lens by 

a= 1ru:__ = ?rs2[b2/3 - 1]3 

(3.6) 

(3.7) 

Note that up to a trivial scaling of the length scale, lens systems are identical if the 
quantity a~/ s is held constant. This holds true for the two-screen lens if both lenses are 
scaled identically so that the ratios of the length scales ( r +/ s) of the two lenses are not 
changed. Thus, a pair of av = 220 km s- 1

, s = 2 kpc is in principal identical to a pair 
of av = 110 km s- 1 galaxies withs= 0.25 kpc if all lengths in the problem are reduced 
by a factor of 4. 



D-7 

4. The Probability of Superpositions 

Two lenses may be superposed either at redshifts that are nearly the same, or at 
redshifts that differ substantially. We will consider the likelihood of the two types of 
superpositions separately. The first is the likelihood of two lenses lying at the same 
redshift being separated by less than angle 0, and the second is the likelihood of two 
lenses at different redshifts being separated by less than angle 0. In the first case, the 
correlations of lenses must be included, whereas in the second case, the distribution of 
lenses at very different redshifts is assumed to be uncorrelated. In all cases, we assume a 
constant co-moving density of lenses ( on average) so that the proper number density as a 
function of redshift is 

X = 1 + ZL ( 4.1) 

for galaxies, where h = H 0 /100 km s-1 Mpc-1 . Note that probabilities, P, will be in
dependent of the value of Ho because P rv ndV where n rv h3 and the volume element 
dV ~ h-3 . The galaxy-galaxy correlation function is fairly well known, so that relative to 
a galaxy at redshift z the local density of galaxies is ( cf., Phinney and Blandford, 1986) 

( 4.2) 

where the correlation function is 

0: '.:::'. 1.8 ( 4.3) 

The underlying cosmology is again assumed to be an Einstein-DeSitter n = 1 universe. 
To obtain the probability of a second lens galaxy lying within angle 0 of the first lens 

galaxy, we will split the discussion into the correlated N c and uncorrelated N uc parts of 
the expectation value. Near the lens the forward and backward light cones going to the 
observer and source planes form a region that is nearly cylindrical (because the distances 
are much smaller than the cosmological distances over which the cone changes size) and 
locally Euclidean. The expected number of galaxies within a cylindrical region of radius 
T = DO L0 and length 2l due to the uncorrelated part of n( T) is 

( 4.4) 

For the correlated part we will make use of the fact that the correlations are local and 
peaked on scales smaller than To so that we can allow the limits of the line of sight integral 
to extend to infinity. The expected number of galaxies due to the correlated part of the 
probability is 

_ 21r 3 3 (DoL0) 3
-a B (! 1 - a) Ne - --nox T0 2

, 
2 3 - 0: To 

( 
1 ) 1.

2 

= 0.050 1 - -- 01.2(")h-3 no 
xl/2 10-ZMpc-3 h-3 

( 4.5) 

where B(µ, v) is the Beta function. Note that for a lens at ZL = 0.5 and on scales of 
O = 10", the length l in equation (4.4) must be equal to~ 230 Mpc for N uc to be as large 
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as Ne. If we expand the angular diameter distance (2.2) for small redshift separations 
{:j_z, we can relate the distance l in Nuc to a separation in redshift, 

lMpc 
{:j_z '.::::'. (1 + z) 512---"'--

3000h-1 
( 4.6) 

so that a separation of 100 Mpc at a redshift of z = 0.5 corresponds to a {:j_z ~ 0.1. 
The angular scale for lensing by galaxies is 0 ~ l 11, which means that for scales l in 
equation ( 4.4) that are not cosmological, the correlated probability is always the dominant 
contribution to the probability of having a second lensing galaxy at the same redshift. 

We can estimate the probability of there being a second lens at a different redshift by 
calculating the expected number of galaxies inside the double cone formed by a photon 
path which leaves the source, goes to the lens plane of the first lens, and is deflected so 
as to reach the observer with angular distance 0 from the center of the lens. The result 
of this calculation is 

N(0) = S1r n0 (_:__) 

3 02 (1 -_l) 2 (1 __ l) 
3 Ho xl/2 yl/2 

= 0.053 02C') n(O) h-3 (1 - -
1
-) 

2 
(1 __ l_) 

10-2h-3Mpc-3 xl/2 yl/2 

( 4.7) 

The probability of the second galaxy lying at a different redshift equals the probability of 
the second galaxy lying at the same redshift when 0 '.::::'. 15" when Z£ = 0.5 and zs = 2. The 
angle that should be used to estimate the probability that any particular lens has a second 
lens should roughly be the radius of the region encompassing the images plus roughly a 
critical radius for a typical lens at that redshift. The critical radius of the isolated lens is 
roughly the distance at which an image is strongly affected by the presence of the lens. 
Recall from §2 that the critical radius for the singular isothermal sphere is 

r x-1/2 _ y-1/2 
+ 2911 2 -- = · 0"100 -1/2 DoL 1- y 

( 4.8) 

In Figure 3, we show the probability contours for finding a second lens at the same redshift 
or at a different redshift as a function of the distance from the first lens as compared to 
the scale of the critical radius r+. Note that for the :fiducial value of no, the typical 
probability on a scale of 5r +,o is approximately one percent. However, this neglects the 
effects of changes in the cross section due to aligning the lenses, and the uncertainties in 

no. 

5. The Co1nputational Method and the Pararneter 
Survey 

The algorithm used to study the two-screen lenses is the same as that described in 
BK. Rays are traced from the observer back to the source rather than vice versa because 
the map from image to source is one- to-one whereas the map from source to images is 
not. For the two-screen lens this is done in two steps: first the ray is traced to the second 
lens screen so that the deflection at the second screen can be computed, and then the 
total deflection is computed to find the position on the source plane. The amplification is 
determined by the ratio of the areas of a triangle formed from the three corners of a grid 
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zone on the image plane and the area of its projection on the source plane. Unlike the "ray
shooting method" of Schneider and Weiss (1988), which only computes the amplification 
as a function of source position, we retain all of the information about the image structure 
so that the statistical structure of the image population can be studied. 

The price for retaining all of the information about the lens is that it is considerably 
more difficult to use this algorithm at high spatial resolutions because of the large amount 
of memory required to retain the data structures. To completely resolve the structure of 
the lens, we require a minimum dynamical range of 10 6 in amplification, and 103 in spatial 
resolution. This requires a grid on the image and source planes of at least 1000 by 1000 
in size. For a maximum of Jt,fi images in a lens system on an N by N grid, we require 
4N 2 (2 + Mi) bytes of memory, or 36 Mbytes for the minimum resolution with N = 1000 
and Jt,fi = 7. This is too large to be run efficiently on any conventional computer available 
to us because of the large para.meter space that must be surveyed. For this reason, the 
algorithm was rewritten to use the Ca.ltech/JPL Mark III hypercube, a parallel computer, 
which has 32 processors, each of which is an 8 MHz 68020 /68881 microprocessor pair with 
4 Mbytes of memory. The survey was performed on grids with a resolution of 1536 by 1536 
zones, which translates into 85 Mbytes of memory for the main data structures. There are 
a number of interesting programming issues involved in making the ray-tracing algorithm 
work on the hypercube-interested readers should see Apostolakis and Kochanek (1988). 
We did not have access to a parallel contour generating routine, which forced us to use 
low resolution (256 by 256 instead of 1536 by 1536) runs on a conventional machine to 
generate the contour plots and half-tone images. This leads to some spurious results in 
the figures such as the polygonal caustics for zero lens separation seen in Figure 5. The 
caustics are real, but they should be circular- however, even the slightest perturbation 
leads to the formation of theses "proto-cusp" structures. 

The parameter space in which this survey could be performed is enormous. There 
are four parameters defining the individual potentials: the velocity dispersion a, the core 
size s, the ellipticity 1:, and the orientation angle 0. Then there are the three extrinsic 
parameters: the redshifts of the two lenses z1 and z2 , and the angular separation of 
the potentials l. The parameters we wish to study are the effects of separation and 
redshift. For simplicity we will ignore ellipticity until §9, and we will then discuss it only 
briefly. From the work in BK, we know that there is a fundamental dichotomy between 
intrinsically strong and intrinsically marginal potentials, so we will restrict our study to a 
pair of identical strong potentials, and a pair of identical weak potentials. A strong-weak 
combination is unlikely to be interesting because the weak potential can only have a major 
effect if the intrinsically strong potential is in a redshift region where it is locally weak. 

The survey is then broken up into four parts. The first part, in §6, discusses the 
behavior of two identical lenses at the same redshift. In §7, we discuss the behavior of 
two aligned lenses at different redshifts. These two cases are useful because they contain 
some analytically tractable features, and because they will provide a baseline from which 
to study non-aligned lenses at different redshifts, the results of which are presented in 
§8. For these cases we have restricted the space studied still further by examining only 
two sequences in §8: a sequence in which the lenses are fixed at different redshifts but 
with varying separations, and a sequence in which the lenses are at fixed separation but 
with varying redshifts. In all cases, one lens is held fixed at a redshift of 0.5. These 
restrictions are necessitated by the amount of detail that appears in the behavior of the 
two-screen lens. Over 100 sets of computations had to be performed for the sequences 
that are discussed in §6-8; it is simply not practical to cover the parameter space more 
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throughly. Finally, in §9 we will discuss the extent to which these results are generic when 
the symmetry conditions are relaxed, or if a different region of redshift space is sampled. 
In Figures 4a, b, we show the parameter space studied in this survey as compared to 
several relevant sca.les in the problem. 

At this point we want to draw the reader's attention to a series of figures that sum
marize the results of this survey. In Figures 5 and 6 we show the changes in the caustic 
structure of the lenses as the parameters are varied for the strong and marginal lenses. 
Figures 7 and 8 show the total cross sections, and Figures 9 and 10 show the branching 
ratios for the strong and marginal lenses. Typically, the behavior of the lenses is different 
if only strongly amplified images are examined. Figures 11 and 12 show the cross sections, 
and Figures 13 and 14 show the branching ratios for lenses in which the brightest image 
has been amplified by more than a factor of ten. We will make frequent reference to these 
figures in the next three sections. 

6. Two Lenses at the Sarne Redshift 

There are two effects due to the superposition of two lensing potentials at a fixed 
redshift. The first is the change in cross section due to the non-linear interaction of the 
two potentials, and the second is the qualitative change in the lensing behavior due to the 
increased asymmetry of the overall potential. If the potentials described in §3 are isolated, 
they have a cross section for multiple imaging given by equation (3. 7), CT O = 7r s2 ( b2/ 3 - 1 )3 

where b, defined in §3 is the potentials strength. If b < l then the lens is subcritical and 
cannot generate multiple images. If the separation of the two lenses is large, then the 
lenses will behave as if they were isolated, with total cross section CT 1»1 = 2CTo. If the 
potentials are exactly superposed (l = 0), the strength of the combined lens system is 2b, 
and the total cross section is CTt=O = 7r s2 ( (2b )213 - 1 )3 . The relative gain in cross section 
for the aligned lenses over the isolated lenses is 

((2b)2/3 - 1)3 

2(b2/3 - 1)3 ' 
(6.1) 

which has the interesting property that the gain is 2 in the limit of a singular lens (b - oo, 
s - 0). For the cases studied here, the strong lens has b = 11.2 when both lenses are 
at z = 0.5 which leads to a gain of 2.6, whereas the marginal lens has b = 1.4 under the 
same conditions, for a gain of 30 when both lenses are at z = 0.5. 

If we now separate the lenses by distance l ~ r +, the lensing equations become 
ana.lytically intractable except along the symmetry a.xis of the configuration. We can 
gain some understanding by considering the sequence of events that occur as the lenses 
approach one another. We must first understand how far away the lenses must be before 
they act like isolated lenses. In the far field of the isothermal potentials, the deflection 
angle is a constant equal to the deflection due to a singular isothermal sphere. We call 
this deflection r+,o = sbD0l = 47r(CT/c)2DLs/Dos in terms of angular units. If the two 
lenses are at large separations, the effect of one lens on the other is to deflect all rays 
through the lens by a fixed amount, or equivalently, to move the region of the source 
plane associated with the lens from a position axisymmetrically behind the lens to r +,o 
in the direction of the second lens. In this simple picture, the lenses will start to interact 
in a non-perturbative fashion when the two multiply-imaged source plane regions of the 
isolated lens start to overlap, which occurs when l '.::::' 4r +,o for a pair of singular lenses. 

The second effect is the tidal perturbation by the distant second lens. A reasonable 
measure of this is to look at the change in the potential of the distant lens across the lens 
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relative to the potential-this is a measure of the deformation of the time delay surface by 
the second potential. We are interested in the second order effect because the first order 
effect is simply the uniform deflection discussed above. Therefore, at potential 2 we can 
estimate the ellipticity induced by potential 1 to be 

18;'¢>1 (l)l(2r +,o) 2 

V'2 ( 0) 

_ (2r7'o) 
2 

(f) 

s(2r +,o) 2 

( s2 + z2 )3/2 

When we perform the same expansion for small separations, we find 

(6.2) 

(6.3) 

From BK, we know that the effects of ellipticity are always important for their effects on 
the branching ratios, and that for marginal lenses they are important for determining the 
total cross section of the lenses. This is a crucial fact for interpreting the marginal lens 
case because a small increase in ellipticity results in a dramatic increase in cross section 
for the marginal lenses. From BK, an ellipticity of 0.1 in a marginal lens comparable to 
the one used in this study led to a five-fold increase in the multiple imaging cross section 
relative to the circular lens. 

The exact deflection equations can be solved easily only on the line perpendicular to 
the separation vector, along which the transverse deflections of the two potentials cancel. 
In this case, the equation for the position of the outer critical line, Ye, and the outer 
caustic, uc, can be solved exactly, 

s; = s 2 + (l/2) 2 

(6.4) 
Note that there is no caustic connecting the two potentials if the term in brackets becomes 
negative (imaginary solutions), which means that the caustics of the isolated lenses merge 
when 

l < 2(4r 2 
- s

2 
)

112 
- 4r - +,o +,o ifs~ r +,o (6.5) 

This confirms the simple picture of the interactions of the potentials becoming "non
linear" when the near uniform deflections by the second lens leads to having the previously 
isolated source regions overlap. 

Unfortunately the equivalent equations for solutions along the direction of separation 
have no analytic solutions for non-singular lenses. If we restrict ourselves to the singular 
potential, then for l > 4r +,o we have two separate pairs of caustics corresponding to the 
two separate lenses. The separation of the centers of the caustics is l - 2r +,o and the 
width of the regions is r +,o• This is in keeping with the picture of two perturbed but 
separate lenses in this region. When 2r +,o < l < 4r +,o the caustic systems are merging 
with an outer caustic at distance l/2, and an inner caustic at 2r+,o - l/2. Finally, for 
l < 2r +,o the outer caustic is at 2r +,o - l/2 and the inner caustic is at l. The position 
of the second interior caustic gives an estimate of the area of the lens that will generate 
more than three images. When the lenses are isolated they are mostly unaffected by the 
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second lens so that to first order they will generate only three-image configurations. When 
the caustics overlap, the overlap region generates images in both lenses so that the area 
of overlap is roughly the fraction of the area. that will generate more than three images. 
Once l < 2r +,o we can use the position of the inner caustic of the singular lens to estimate 
the area of higher imaging multiplicities. This gives a simple model for the variation of 
the lens cross section with separation, and a simple model for the branching ratios for 
higher multiplicities, 

Separation 

l > 4r +,o 

2r+,o < l < 4r+,o 

l < 2r +,o 

Total Cross Section 

21rrto 

1rrt0 (2 - (2 - (l/2r+,o))2) 

1r(2r +,o - l/2) 2 

Branching Ratio (N > 3) 

0 

( 2 - (l I 2r + ,o)) 2 

( l/2r +,o) 2 

(6.6) 

This estimate 1s approximately correct for strong lenses and qualitatively correct for 
marginal lenses. This estimate can be improved, particularly for l < 2r +,o, by using 
the position of the transverse caustic in equation (6.4) so that a'.:::'. 1ru_(u_ + l/2). In 
Figure 15, we show a comparison of the cross sections and branching ratios from this 
simple model to the results of the numerical simulations. 

While this characterizes the total cross sections of the potential it tells us little 
about the cross section for generating bright images. In BK, we found that the cross 
section for the mean amplification of the brightest two images to be greater than M to 
be approximately 1rri(l + {J2) 2 M-2 where (3 was defined in §3. This result is derived 
from a power expansion about the critical lines of the circular potential. For strong lenses 
((3 ~ 1) the high magnification cross section shows the same degree of enhancement as 
the total cross section, while for aligned marginal lenses the increase in r + is partially 
compensated for by a decrease in (3. In this case, the cross section is increased by a 
factor ~ 3.5 relative to the isolated lenses, compared to the factor of 30 for the total cross 
section. This difference is in accord with the changes in r + and (3. 

Unlike the total cross section the high amplification cross section shows a constructive 
resonance at separations l '.:::'. 2r +,o • The cross section as a function of amplification can 
be derived from a line integral about the critical lines of the lens. Defining H = M-1 , 

the inverse of the amplification, then the cross section for amplifying the brightest two 
images to greater than amplification Mo is 

(6. 7) 

At the destructive resonance, the overall length of the critical lines ( J ds along the critical 
lines) does not decrease as much as the change in the cross section suggests. Moreover, 
the magnitude of the gradient of the Hessian is reduced over much of the length of the 
fold because the average distance to the fold is now greater than r +, and the gradients 
are sharply decreasing functions of the distance from the potential: Iv HI ~ 1Pxxx ~ 
( x ± l /2)(1 + ( x ± l /2) 2 / s 2 )- 5 / 2 . In general, the cross section for high amplification events 
will almost always be increased by the interactions of a second lens. The changes in the 
total cross section are the result of changing the low amplification end of the distribution 
where the JJ,f- 2 rule breaks down. 

As an example of two lenses at the same redshift, consider the case of two strong 
lenses separated by r +,o• In Figure 16 we show the caustics, critical lines, and multiplicity 
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diagram for the lens. Notice the way the multiplicity diagram has a "banded" structure 
that confines images to very narrow regions of the lens plane for a given multiplicity. 
This is the cause of the nearly fixed inter-image distances seen in Figure 17b. On these 
diagrams we also show a typical seven image configuration for the lens. This ca.se is 
actually somewhat simpler than others ( such as the l = 3r + ,o case in Figure 5) in which 
there are several different ways in which images can merge to reduce the total multiplicity. 
The seven-to-five image transition is characterized by tangential mergers on the outer 
critical line, the five-to-three image transition is characterized by radial mergers on the 
inner critical line, and the three-to-one image transition is characterized by radial mergers 
on the middle critical line. 

The cross section for each multiplicity as a function of the amplification of the bright
est image is shown in Figure 17a. At low amplifications, the cross section is dominated 
by the three-image configurations, while at high amplifications it is dominated by seven
image configurations. This behavior is generic both to the two screen lens and to the 
isolated elliptical lenses studied in BK. At high amplification, the cross section closely 
follows the M-2 law for the cross section derived from the expansions about a fold catas
trophe ( cf., equation (6.7)); the deviations from this rule occur only at low amplifications. 
If we examine the seven-image behavior more closely, we can see that the seven-image 
configuration is dominated by mergers on a fold caustic. While most of the images remain 
at fixed positions (relative to the brightest image) and amplifications, the two brightest 
images merge with increasingly high amplifications. The separation of the brightest im
ages is proportional to M- 1 where M is the amplification of the brightest image, and the 
amplification of the second brightest image approaches that of the brightest image. There 
is some indication of the cusps in the seven image caustic because the third brightest 
image shows some signs of approaching the brightest image, and having an increasing 
amplification as M increases. Even in this case, where the cusps form a large part of the 
caustic, the fold behavior dominates, and the statistics are dominated by that of the fold. 
The two faintest images are trapped in the cores of the two galaxies, and they have the 
characteristic amplification of the core of the galaxy M(O) ~ [b-1]-2 . For the strong lens, 
this gives M(O) ~ 0.01, which is approximately correct for the double lens, but there are 
corrections from the presence of the second lens that slightly reduce the deamplification 
by the core. The image separations relative to the brightest image, and the image am
plifications as a function of the amplification of the brightest image are shown in Figures 
17b and 17c. 

7. Two Aligned Lens es At Different Redshifts 

The next problem we will consider is that of two aligned lenses at varying redshifts. 
For the simple case of the singular isothermal sphere, this problem is analytically tractable. 
If we define the deflections by the singular potentials as 

2D1sD01 
2 2 

r1s = Jra 
Dos 

(7.1) 

where r 12 is the deflection by the foreground lens at the background lens, and r1s and 
r25 are the deflections by the foreground and background lenses at the source plane, the 
the lensing equations become 

T2 = T1 ± T12 

TS = T1 ± T1s ± T2s 

(7.2) 

The choice of signs depends on which side of the center of the potential the ray is passing. 
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Given these relations it is easy to build an effective one-screen potential that charac
terizes the two-screen lens system ( this is possible because of the axial symmetry of the 
system). If we construct a bending angle diagram for this system, there are three discon
tirrnities in the bending angles that correspond to the positions of critical lines. Similarly, 
we can compute the positions of the caustics associated with the critical lines to be 

(7.3) 

The total cross section of the system is given by the area inside the outermost of these 
three caustic positions, 

(7.4) 

The two interior caustics represent transitions to higher image multiplicities, which allows 
us to estimate the branching ratio for image multiplicities greater than three to be the 
ratio of the area inside the second largest caustic to the total cross section. The singular 
potential can produce only three or five images ( with one, two, or three of the images 
captured in the singular cores). The cross sections and branching ratio for higher multi
plicities for this simple model and for the simulations are compared in Figure 18. ( Also 
see Figures 9b, 106, llb, and 12b.) 

At high amplifications, however, the cross section is almost always larger than that 
of two isolated lenses. This is best understood as simply the same effect as that discussed 
in the previous section: the length of the critical lines stays constant or increases, while 
the slope of the Hessian is reduced at the critical line, leading to an increase in the high 
amplification cross section. High amplifications are again associated with high image 
multiplicities, so that the branching ratios for five and seven images are significantly 
enhanced. When the second lens is at small redshifts the high amplification cross section 
is nearly divergent because the small core size causes the lens to become subcritical only 
at very small redshifts. As a result the lens at low redshifts acts like a near critical 
sheet of density in front of the background lens leading to a strong amplification of the 
images. The marginal lens does not have this extreme peak at low redshifts because the 
lens becomes subcritical much faster than the strong lens. (See figures llb, 12b, 13b, and 
146.) 

As a particular example of this case, let us examine the properties of two strong 
lenses located at redshifts of 0.5 and 1.0 respectively. In Figure 19 we show the caustics, 
critical lines and image multiplicity diagram for this case. In Figure 20a, we show the cross 
sections for different multiplicities as a function of the amplification of the brightest image. 
As in the case examined in §6, at low amplifications, three-image systems dominate the 
cross section, and at high amplifications, seven-image systems dominate the cross section 
as can be seen in Figure 20a. This time, we will examine the behavior of the three
image configurations in more detail. At low amplifications (M ~ 7) the two brightest 
images have a large separation, and are roughly unamplified, while the third image is 
strongly deamplified. This configuration is what was called the three-image opposed 
geometry, which dominated the low amplification three-image cross section. At higher 
amplifications, ( J'vf ~ 7) the geometry changes to the three-image allied geometry where 
two of the images are merging on the caustic while the third image remains approximately 
fixed in position and amplification. This is partially obscured in Figure 20b because no 
distinction is made in the statistical routine between different varieties of three-image 
configurations, but the transition between the two different geometries is clearly marked 
by the discontinuity in the separation of the two brightest images. Label the images in 
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order of increasing brightness by the numbers 1, 2, and 3, but in terms of configuration 
by A, B, and C where B and C are the two images that merge when the transition from 
three images to one image is made. In the opposed geometry, the correspondence between 
the two is that A - 3, B = 2, and C = l, but in the allied geometry, the correspondence 
is A = l, B = 3 and C = 2. Once we are in the three-image allied configuration, the 
brightest images merge according to the Jvf- 1 law, and the second brightest image is 
nearly as bright as the brightest image. The image statistics are again dominated by the 
properties of the fold catastrophe. 

8. Non-Aligned Lenses at Differing Redshifts 

Virtually all of the analytic results cease to be applicable for the non-aligned lenses 
at different redshifts. Moreover the range of caustic structures varies greatly, from what 
are essentially two isolated caustic structures to complex mixtures of higher order catas
trophes. Some of the generic behavior of the caustics observed for the single isolated lens 
is lost. For the isolated strong lens, the transition from five to three images is always a 
tangential merger at the outer critical line (sometimes a three-image merger due to the 
cusps, but usually only two images), and the transition from three to one image is always 
a radial merger on the inner critical line. For the two screen lenses, the transition from 
seven images to five images or five images to three images can occur in many different 
ways: radial mergers in either core on the inner critical line, radial mergers on the outer 
critical line, and tangential mergers on the outer critical line. Even sources starting in the 
same region of the source plane can undergo qualitatively different mergers depending on 
the caustic crossed in leaving the region. 

We can estimate the regions over which the two lenses interact significantly by ex
panding the arguments used in §6 and §7. The simplest case is to restrict the discussion 
tu the singular isothermal sphere, in which case the deflection equations can be solved 
for along the axis of separation. If we restrict ourselves to the region in which the back
ground lens is not multiply-imaged by the foreground lens (l > r12) and define an effective 
separation vector l' = l + r 12 , the lensing equations along the separation vector become 

0s = 01 +Iris+ r2sl 
= 01 - Iris - r2sl 

= 01 - Iris+ r2sl 

01 < -l' /2 

-l' /2 < 01 < l' /2 

l' /2 < 01 

(8.1) 

where we are assuming that r1 s > r2s. The caustics of the two lenses merge when 

l' < 2lr1s + r2sl, or 
(8.2) 

In the limits that the lens moves to the same plane (r12 ---t O and r1s ---t r2s) or that the 
second lens moves to the source redshift (r2s ---t O and r12 ---t r1s) equation (8.2) produces 
the expected results. However, in the limit that the foreground galaxy approaches the 
observer, the result diverges in angular coordinates because the singular isothermal sphere 
is always supercritical and hence able to generate multiple images. On the other hand, 
there is no consistent way of correcting the equations that will be valid for both strong 
and marginal lenses. The curves showing the approximate positions of the cross section 
minimum and the point where the isolated caustics begin to overlap as a function of 

redshift are shown in Figure 4. 
We can also generalize the equation (6.2) to estimate the angular separation at which 

the induced ellipticities become important. We want to measure the ellipticity induced 



D-16 

by the lens which is being held fixed (because it will be responsible for most of the 
cross section of the compound lens as the cross section peak for the isolated lenses is near 
z = 0.5 ). The only required changes are l ----+ l', and that we weight the results by the ratio 
of the lens strengths, so that the induced ellipticity in lens 1 by lens 2 is approximately 

(8.3) 

The curve showing the separation at which there is a significant elliptical perturbation in 
the fixed lens is shown in Figure 4. 

As a case in point for this section, consider the case of two marginal lenses separated 
by slightly less than r +,o, but with one lens at redshift 0.5, and the other lens at redshift 
0.9. We show the caustics, critical lines, and image multiplicity diagram of this lens in 
Figure 21. This lens shows a higher degree of complexity than the other two cases we have 
examined in detail. The lens has several crossed fold catastrophes where transitions can 
be made in which the number of images changes by four rather than two. The transition 
from five images to three images can be made in two ways depending on whether the 
transition is made across the cusped inner caustic (shown in Figure 21) or across the 
outer elliptical caustic. The elliptical caustic is associated with radial mergers in the 
cores of the galaxy rather than tangential mergers on the outer critical line. Despite all 
of this complexity, the lens has many of the same generic properties of the previous cases. 
For this case, we shall examine the five-image configurations in detail. This is one of the 
rare cases in which the seven-image cross section does not eventually dominate the total 
cross section at high amplifications, ( although it may at higher amplifications than we 
studied). The cross sections are shown in Figure 22. 

The structure of the five-image separations and amplifications is complicated at low 
amplifications both because of the different regions associated with five images, and be
cause of changes such as the allied/opposed geometry change for three images discussed 
in the last section. The important fact is that at high amplifications everything can 
again be characterized in terms of the properties of fold catastrophes, as is seen in Figure 
22a. There are some signs of the cusp catastrophes in the behavior of the fainter images, 
but they have vanished when the amplification of the brightest image is greater than 10. 
This is simply due to the differential cross section as a function of amplification near 
cusps and any other higher order catastrophe decreasing more steeply than M-3

, which 
characterizes the fold catastrophe. 

9. The Effects of Asymmetries in the Potentials 

All of the results shown so far have used two identical spherical potentials. While 
this assumption is necessary to limit the size of the parameter space to be explored, we 
will show in this section that the results are essentially generic except in the extremely 
high symmetry configurations of §7, but that in this case the changes that breaking the 
symmetry introduces are entirely predictable. The first step is to modify the potential 
introduced in §3 to make it an elliptical potential. We do this simply by introducing an 
ellipticity into the equation for the potential (3.1), where if Eis the ellipticity, 

<P = A (l + (1 - E)xi/ s2 + (1 + E)Yi/ s2) 
112 

x 1 = x cos 0 + y sin 0 

Yl = - x sin 0 + y cos 0 

(9.1) 



D-17 

where, like the circular potential, A = 21r sa 2 and x 1 and Yl define the principal axis of the 
potential. This potential has positive surface densities for all values of E. The form of this 
potential is somewhat unrealistic because the potential contours remain elliptical at large 
radii, unlike real galactic potentials, which become circular at large radii. However, we 
do not wish to introduce extra parameters beyond those needed to break the symmetry 
of the circular potential. 

We examined several cases in which both lenses have ellipticities E = 0.1 and position 
axis x' at angles of 25 and 115 degrees with respect to the separation vector. We did not 
vary the strengths and core sizes of the potentials. The caustic structures of the lenses, 
which are not highly symmetric to begin with (i.e., except for the aligned lenses at varying 
redshifts), are not strongly perturbed by the introduction of ellipticity into the lenses. The 
axisymmetric lenses behave like the elliptical lenses considered in BK: the introduction 
of ellipticity leads to the formation of cusped caustics, and increases in the cross sections 
for higher image multiplicities. The cross section for the aligned marginal lenses does not 
show as much of a dramatic variation as the isolated marginal lens. This implies that the 
perturbation of a marginal lens supplied by a lens at a second redshift leads to roughly the 
same increase in cross section as an elliptical perturbation. As a series of examples of the 
consequences of introducing ellipticity into the potentials, we show the caustics, critical 
lines, and multiplicity diagrams for the elliptical counterparts of the special cases discussed 
in §6, §7, and §8 in Figures 23, 24, and 25. As predicted, the strong lens system shown in 
Figure 23 is largely uneffected by the introduction of ellipticity because the tidal effects 
of the two lenses have already broken the circular symmetry of the potentials. The case 
of the aligned strong lenses shows that in cases of high symmetry, the ellipticity can cause 
a large change in the lens structure. The inner caustics are nowhere near having circular 
symmetry, and the five-image region has grown at the expense of the three-image region. 
The total cross section and the banded structure of the image multiplicity diagram are 
relatively unchanged. The marginal lens shown in Figure 25 is strongly perturbed from 
the circular case even though the circular symmetry was already broken. This results 
from the extreme sensitivity of the marginal lens to enhancements in surface density as 
seen in the dependence of the cross section on the strength (6.1). On the other hand the 
five-image geometry associated with the same piece of the fold used in Figure 21 remains 
largely unchanged. 

10. Conclusions 

( 1) The two-screen lens, like the isolated lens, is dominated by the behavior of images 
near fold caustics. In all cases, the integral cross section scales with the magnification 
of the brightest images as M- 2 ( at sufficiently large magnifications), which is the 
characteristic scaling of the fold catastrophe. This effect is also shown by the fact 
that the brightest two images are generally images that are merging at a caustic 
with the separation between the two brightest images decreasing with amplification, 
ex M- 1 . The amplification of the second brightest image typically has nearly the same 
degree of amplification as the brightest image. Cusp catastrophes are common in the 
overall caustic structure of the lenses usually as part of a caustic line containing a 
total of four or six cusps. Cusps do not, however, seem to contribute to the statistical 
properties of the lenses primarily because their space filling properties are of a lower 
dimension than those of folds ( they are points instead of lines). A common caustic 
structure is that of two crossed fold catastrophes where transitions can be made in 
which four images are destroyed along two different critical lines - these are not, 
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however, examples of higher order catastrophes. 

(2) Aside from the two brightest images, the other images typically maintain a nearly 
fixed pattern relative to the brightest image. This is seen in the statistical results 
from the fact that the distance of these images relative to the brightest image remains 
nearly fixed, and it is seen in the banded structure of the image multiplicity diagrams. 
As in the single screen results, the cores of the galaxies will generally capture some of 
the images. These are then strongly deamplified by the strong lenses, or somewhat 
amplified in the marginal lenses. Typically for three-image and five-image geometries, 
one image is captured in the core of one of the galaxies. For the seven-image case, 
typically one image is captured in each of the galaxy cores. 

(3) There is a cross section peak relative to two isolated lenses of the same type when the 
lenses are aligned and at the same redshift. The magnitude of the increase strongly 
depends on the nature of the isolated lenses. The gain is two for singular lenses. As 
the lenses become marginal, the gain increases, and it will of course diverge if two 
aligned sub-critical lenses act together to generate multiple images. The area over 
which the peak extends is approximately r +,o in separation, and l:!z c:::- 0.3 in redshift, 
on both sides of the fixed lens. The most "efficient" use of any mass for the purpose 
of lensing is always to combine the mass into one lens at intermediate redshifts. This 
conclusion agrees with that of Padmanabhan and Subramanian (1988). 

( 4) In addition to constructive interference, the lenses can interfere destructively. This 
occurs in two ways. The first is associated with the lenses being separated by ap
proximately 2r + ,o, in which case for each lens the field of the second lens deflects the 
rays associated with the images of the first lens so that the source regions overlap. 
In this case, the cross section is essentially the same as that of a single lens, but the 
multiplicity of the images is greatly increased. Associated with the minimum in the 
cross section is a maximum for the branching ratios for five and seven images. The 
second form of destructive interference is associated with over-focusing the rays as 
seen in the cross section minimum for the aligned lenses at different redshifts. While 
the most "efficient" use of any mass for lensing is to put it all at one redshift, the 
"Grand Designer" must be sure to build the lens correctly or the cross section will 
be less than that of two isolated lenses. 

(5) Regions of destructive interference in the total cross section tend to be regions of 
constructive interference in the cross section for highly amplified images. This is a 
simple consequence of the properties of the fold caustic. The highly amplified systems 
also tend to be the systems with high image multiplicities, so that amplification bias 
is equivalent to multiplicity bias. Two-screen lenses, like elliptical lenses, provide 
information on the presence or absence of amplification bias in the quasar population 
from the observed branching ratios for higher image multiplicities in multiply-imaged 
systems. 

(6) Image separations can be slightly greater than 2r +,o, which characterized the maxi
mum image separations of the isolated lens. Systems with separations greater than 
2r +,o, however, are typically high image multiplicity systems with l ,:;:; 3r +,o- While 
the maximum image separations can be approximately 4r +,o, this tends to describe 
the most widely separated pair of images in a more complicated system. The dis
tance from any one image to its nearest neighbor is still of order r +,O· This suggests 
that large image separations are unlikely to be caused by chaining many weak lenses 
together. 

( 7) Marginal lenses have an enormous gain in cross section over large regions of redshift 
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space and separations. Note that the length scales of the separations over which the 
interaction matters are governed by the characteristic deflection of the potential r +,o, 
which is associated with the overall velocity dispersion of the potential, rather than 
length scale of the cross section u_, which is very small for the marginal lenses. The 
image separations in such a compound lens are also~ r +,o so that chaining marginal 
lenses leads to a larger number of images, not a larger separation of images. Hence 
if there is a much higher number density of non-luminous potential wells with large 
core radii at earlier epochs, it may be possible to chain them together to get "dark 
matter" lenses, as was suggested by Subramanian, Rees, and Chitre (1988). However, 
such a lens is still a marginal lens, and therefore the "third" image is not deamplified 
in the core of the galaxy, but it is instead amplified and ought to be visible. This 
proposal cannot be used to explain the existing "dark matter" lenses in which only 
two images are seen. The best explanation for 2345 + 007, 1635 + 267, and 0023 + 171 
still seems to be that they are random correlations, rather than gravitational lenses. 
(If they are lenses, a far more likely solution is lensing by a galaxy and a distant 
cluster, which are too faint to be seen by current telescopes.) 

(8) The overall probability of two-screen lenses is low- approximately one in ten to one in 
fifty lens systems should be systems with more than one lens. However, this neglects 
the selection effects coming from the changes in the probability of finding lenses. 
Note that while there are significant destructive interference effects in the total cross 
section for multiple imaging, the cross section for strongly amplified images is almost 
always increased. For marginal lenses the destructive interference effects are small 
even in the total cross section. Hence while the probability of alignment may be of 
order 0.01 to 0.1, the cross section may be increased by orders of magnitude, so that 
the change in optical depth can be significant even if the chances of alignment are 
small. A reasonable estimate is that the optical depth for two-screen lenses is one 
tenth of the total optical depth for multiple imaging and possibly greater. Note that 
for more massive galaxies, the size of the interaction region grows ex O' 2 , so that for a 
giant elliptical the increase in cross section easily dominates the drop in abundance 
relative to the smaller galaxies. 
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Figure 1. The cosmological weighting factors appearing in the two-screen lensing 
equation are shown for an Einstein-DeSitter universe. One lens is held fixed at a redshift 
of 0.5, the second lens is allowed to have a varying redshift. The source is fixed at 
redshift z = 2.0. C1 is Do1D1s/rHDos, which measures the ability of the foreground 
galaxy to lens the source. C 2 is Do 2 D2s/rHDos, which measures the ability of the 
background galaxy to lens the source. C3 is Do1D12/rHD02, which measures the ability 
of the foreground galaxy to lens the background galaxy. The Hubble radius r H = c/ H0 
is inserted to make the quantity dimensionless. 
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Figure 2. Contour plots of the effective surface density (right) and vector potential 
source (left) for two different lenses. In case (a). the background lens is not multiply
imaged by the foreground lens. The position of the background lens is at the lower 
center, and of the foreground lens at the upper center. In case (b) the background lens is 
multiply-imaged by the foreground lens leading to three "images" of the core in the surface 
density. Solid lines represent positive contours, and dashed lines are negative contours. 
Note the negative effective surface density at the position of the core of the foreground 
galaxy. Both cases show two strong lenses, for case (a) z1 = 0.5, z2 = 0.8, and l = 2r +,o, 
and for case (b) z1 = 0.5, z2 = 1.0, and l = r +,o/4. 
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Figure 3. (a). The probability contours (solid lines) as a function of angular 
separation and redshift for finding a second galaxy at the same redshift within a given 
angular distance from a galaxy. (b). The probability contours (solid lines) as a function 
of angular separation and redshift for finding a second galaxy at a different redshift within 
a given angular distance from a galaxy. In both cases, the dashed lines are a multiple of 
the radius of the outer critical line r + for the intrinsically strong lens. 



2.0 

1.8 

1. 6 

UJ 
C 1. 4 (l) 

...:I 

"O 
C 1. 2 
0 
() 
(l) 

[fJ 1.0 -0 
..., 

.8 .... 
;a 

UJ 
"O .6 (l) 

0:: 

. 4 

.z 

0 
-1 

2.0 

1.8 

1. 6 

UJ 
C 1. 4 (l) 

...:I 

"O 
C 1.2 
0 
() 
(l) 

[fJ 1.0 .... 
0 ..., 

.8 .... 
;a 

UJ 
"O .6 (l) 

0:: 

.4 

.z 

0 
-1 

\ .fl 
I 

2 

0 2 

D-24 

Parameter Space for 
the Strong Lens 

1/r+ 
(a) 

6 8 

Parameter Space for 
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Figure 4. The parameter space surveyed for the strong ( a) and marginal (b) lenses. 
Curve C1 shows the separation within which the background lens is multiply-imaged by 
the foreground galaxy. Curve C 2 shows the approximate separation at the cross section 
minimum which occurs when the caustics of the two lenses completely overlap. Curve C3 
shows the approximate separation at which the lenses cease to have overlapping caustics. 
Curve C4 shows the separation at which the induced ellipticity becomes significant. 
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Figure 5. The behavior of the caustics as a function of redshift and separation for 
the strong lenses. One lens is held fixed at z = 0.5. The position and redshift of the 
second lens is varied. The caustics are shown for the second lens at redshifts of z = 0.2, 
0.5, 0.8, 1.0, and 1.3 and at separations of l = 0, l = r +,o, l = 2r +,o, and l = 3r +,o- The 
caustics consist of folds ( the lines) and cusps ( the cusps in the lines). The aligned series 
(l/r +,o = 0) is strongly sensitive to small perturbations leading to the polygonally shaped 
caustics-these represent a symmetry problem at the low resolutions used to generate the 
contour diagrams (see §5). 



D-26 

Z2 

0.2 0 
ch> 

0.5 0 0 ~ 
~ 

0.8 0 
♦ 

@ 

0 
<q> 

1.0 

0 0 
0 

1.3 0 

0.0 1.1 1.6 2.9 

Figure 6. The behavior of the caustics as a function of redshift and separation for 
the marginal lenses. One lens is held fixed at z = 0.5. The position and redshift of the 
second lens is varied. The caustics are shown for the second lens at redshifts of z = 0.2, 
0.5, 0.8, 1.0, and 1.3 and at separations of l = 0, l = 12u _ '.:::'. l.lr +,o, l = 18u_ '.:::'. 1.6r +,o, 
and l = 32u_ '.:::'. 2.9r + ,0 • The caustics consist of folds ( the lines) and cusps ( the cusps in 
the lines). 
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Figure 7. The total multiple imaging cross sections for the strong lens a.re shown 
for four cuts through the redshift~sepa.ra.tion parameter spa.ce. In ( a) the lenses are both 
a.t redshift z = 0.5 and the separation is allowed to vary. In (b) the lenses a.re aligned 
with sepa.ra.tion l = 0. One lens is held fixed at z = 0.5 a.nd the redshift of the second lens 
is varied. In ( c) one lens is at z = 0.5, the other lens is at z = 1.0, and the separation 
is varied. In ( d) the sepa.ra.tion is held fixed a.t l = 2r +,o, one lens is a.t z = 0.5, a.nd the 
redshift of the second lens is varied. The simulations are shown with the solid lines, and 
the bla.ck squares are the da.ta. points. The <la.shed lines a.re the cross section that would 
be expected from two completely independent lenses at the two redshifts. If the solid line 
is a.hove the dashed line the two-screen lens is interfering constructively, giving a. greater 
cross section tha.n the isolated lenses, a.nd if the solid line is below the dashed line, the 
two-screen lens is interfering destructively. All cross sections are measured in units of the 
cross section of an isolated lens at a redshift of z = 0.5. 
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Figure 8. The total multiple imaging cross sections for the marginal lens are shown 
for four cuts through the redshift-separation parameter space. In (a) the lenses are both 
at redshift z = 0.5 and the separation is allowed to vary. In (b) the lenses are aligned 
with separation l = 0. One lens is held fixed at z = 0.5 and the redshift of the second lens 
is varied. In ( c) one lens is at z = 0.5, the other lens is at z = 1.0, and the separation 
is varied. In ( d) the separation is held fixed at l = 2r + ,o, one lens is at z = 0.5, and the 
redshift of the second lens is varied. The simulations are shown with the solid lines, and 
the black squares are the data points. The dashed lines are the cross section that would 
be expected from two completely independent lenses at the two redshifts. If the solid line 
is above the dashed line the two-screen lens is interfering constructively, giving a greater 
cross section than the isolated lenses, and if the solid line is below the dashed line, the 
two-screen lens is interfering destructively. All cross sections are measured in units of the 
cross section of an isolated lens at a redshift of z = 0.5. 
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Figure 9. The total branching ratios for the strong lens are shown for four cuts 
through the redshift-separation parameter space. The branching ratio for n images is the 
cross section for finding n images divided by the total cross section for multiple imaging. 
The branching ratio for three images is indicated by the triangles, the branching ratio 
for five images is indicated by the squares, and the branching ratio for seven images 
is indicated by the pentagons. In (a) the lenses are both at redshift z = 0.5 and the 
separation is allowed to vary. In (b) the lenses are aligned with separation l = 0. One 
lens is held fixed at z = 0 .5 and the redshift of the second lens is varied. In ( c) one lens is 
at z = 0.5, the other lens is at z = 1.0, and the separation is varied. In ( d) the separation 
is held fixed at l = 2r +,o, one lens is at z = 0.5, and the redshift of the second lens is 
varied. 
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Figure 10. The total branching ratios for the marginal lens are shown for four 
cuts through the redshift-separation parameter space. The branching ratio for n images 
is the cross section for finding n images divided by the total cross section for multiple 
imaging. The branching ratio for three images is indicated by the triangles, the branching 
ratio for five images is indicated by the squares, and the branching ratio for seven images 
is indicated by the pentagons. In (a) the lenses are both at redshift z = 0.5 and the 
separation is allowed to vary. In (b) the lenses are aligned with separation l = O. One 
lens is held fixed at z = 0.5 and the redshift of the second lens is varied. In ( c) one lens is 
at z = 0.5, the other lens is at z = 1.0, and the separation is varied. In ( d) the separation 
is held fixed at l = 2r +,o, one lens is at z = 0.5, and the redshift of the second lens is 
varied. 
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Figure 11. The multiple imaging cross sections when the brightest image is amplified 
by more than ten for the strong lens are shown for four cuts through the redshift-separation 
parameter space. In (a) the lenses are both at redshift z = 0.5 and the separation is 
allowed to vary. In (b) the lenses are aligned with separation l = 0. One lens is held 
fixed at z = 0.5 and the redshift of the second lens is varied. In ( c) one lens is at 
z = 0.5, the other lens is at z = 1.0, and the separation is varied. In (d) the separation 
is held fixed at l = 2r +,o, one lens is at z = 0.5, and the redshift of the second lens is 
varied. The simulations are shown with the solid lines, and the black squares are the data 
points. The dashed lines are the cross section that would be expected from two completely 
independent lenses at the two redshifts. All cross sections are measured in units of the 
total cross section of an isolated lens at a redshift of z = 0.5. 
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Figure 12. The multiple imaging cross sections when the brightest image is amplified 
by more than ten for the marginal lens are shown for four cuts through the redshift
separation parameter space. In (a) the lenses are both at redshift z = 0.5 and the 
separation is allowed to vary. In (b) the lenses are aligned with separation l = 0. One 
lens is held fixed at z = 0.5 and the redshift of the second lens is varied. In ( c) one 
lens is at z = 0.5, the other lens is at z = 1.0, and the separation is varied. In ( d) the 
separation is held fixed at l = 2r +,o, one lens is at z = 0.5, and the redshift of the second 
lens is varied. The simulations are shown with the solid lines, and the black squares are 
the data points. The dashed lines are the cross section that would be expected from two 
completely independent lenses at the two redshifts. All cross sections are measured in 
units of the total cross section of an isolated lens at a redshift of z = 0.5. 
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Figure 13. The branching ratios for the strong lens when the brightest image has 
been amplified by more than a factor of ten are shown for four cuts through the redshift
separation parameter space. The branching ratio for n images is the cross section for 
finding n images divided by the total cross section for multiple imaging. The branching 
ratio for three images is indicated by the triangles, the branching ratio for five images 
is indicated by the squares, and the branching ratio for seven images is indicated by the 
pentagons. In (a) the lenses are both at redshift z = 0.5 and the separation is allowed to 
vary. In ( b) the lenses are aligned with separation l = 0. One lens is held fixed at z = 0.5 
and the redshift of the second lens is varied. In ( c) one lens is at z = 0.5, the other lens is 
at z = 1.0, and the separation is varied. In ( d) the separation is held fixed at l = 2r +,o, 
one lens is at z = 0.5, and the redshift of the second lens is varied. 
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Figure 14. The branching ratios for the marginal lens when the brightest image has 
been amplified by more than a factor of ten are shown for four cuts through the redshift
separation parameter space. The branching ratio for n images is the cross section for 
finding n images divided by the total cross section for multiple imaging. The branching 
ratio for three images is indicated by the triangles, the branching ratio for five images 
is indicated by the squares, and the branching ratio for seven images is indicated by the 
pentagons. In (a) the lenses are both at redshift z = 0.5 and the separation is allowed to 
vary. In ( b) the lenses are aligned with separation l = 0. One lens is held fixed at z = 0.5 
and the redshift of the second lens is varied. In ( c) one lens is at z = 0.5, the other lens is 
at z = 1.0, and the separation is varied. In ( d) the separation is held fixed at l = 2r + ,o, 
one lens is at z = 0.5, and the redshift of the second lens is varied. 
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Figure 15. A comparison between the simple analytic model derived in the text 
(6.6) and the numerical results for the cross sections and branching ratios of two lenses at 
the same redshift as a function of separation. The solid lines are the analytic model, and 
the dashed lines are the numerical results for the strong lens. In ( a) the cross sections 
are compared, and in (b ), the branching ratios are compared. 
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Figure 16. The caustics, critical lines, and image multiplicity diagram for two strong 
lenses at the same redshift (z = 0.5) and a separation of l = r+,o are shown. In (a) we 
show the cross sections, in (b) the critical lines, and in ( c) the image multiplicity diagram. 
The image multiplicity diagram shows where the images that compose a lens of a given 
multiplicity can lie: in a five-image lens, all five images must lie in the five image regions 
of the diagram. Also shown is an example of a characteristic seven-image configuration. 
The longest arc of the images is really two images that are connected at the critical line. 
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Figure 17. A detailed look at the statistics of the seven-image configurations for 
two strong lenses at the same redshift (z = 0.5) and a separation of l = r+,o• In (a) we 
show the integral cross sections as a function of amplification. Note that at sufficiently 
high amplification, the high image multiplicities dominate the cross section. The dashed 
line is to show the M-2 dependence of the cross sections at high amplification predicted 
from the behavior of images near fold catastrophes. In (b) we show the average separa
tion between the brightest image and the subsidiary images as a function of the brightest 
image's amplification. The second brightest image approaches the brightest image as the 
amplification increases. The average separation decreases proportional to M - 1 , which is 
shown by the dashed line. The images are labeled in order of increasing amplification: 
image 1 is the faintest, and image 7 is the brightest. In ( c) we show the average amplifi
cation of the images as a function of the amplification of the brightest image. The second 
brightest image's average amplification approaches that of the brightest image, as shown 
by its approach to the dashed line. The two faintest images are captured in the two cores 
of the galaxies and are strongly deamplified. 
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Figure 18. A comparison between the simple analytic model derived in the text 
(7.4) and the numerical results for the cross sections and branching ratios of two lenses at 
the same redshift as a function of separation. The solid lines are the analytic model, and 
the dashed lines are the numerical results for the strong lens. In ( a) the cross sections 
are compared, and in (b ), the branching ratios for image multiplicities greater than three 
are compared. 
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Figure 19. The caustics, critical lines, and image multiplicity diagram for two 
aligned strong lenses at redshifts of z1 = 0.5, and z 2 = 1.0 are shown. In ( a) we show 
the cross sections, in (b) the critical lines, and in ( c) the image multiplicity diagram. 
The image multiplicity diagram shows where the images that compose a lens of a given 
multiplicity can lie: in a five-image lens, all five images must lie in the five-image regions of 
the diagram. Also shown is an example of the typical three-image configuration showing 
the radial "allied" merger of two images. 
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Figure 20. A detailed look at the statistics of the three-image configurations for two 
aligned strong lenses at redshifts of z1 = 0.5, and z 2 = 1.0. In (a) we show the integral 
cross sections as a function of amplification. Note that at sufficiently high amplification, 
the high image multiplicities dominate the cross section. The dashed line is to show the 
M-2 dependence of the cross sections at high amplification predicted from the behavior 
of images near fold catastrophes. In (b) we show the average separation between the 
brightest image and the subsidiary images as a function of the brightest image's amplifi
cation. The second brightest image approaches the brightest image as the amplification 
increases. The average separation decreases proportional to M-1 , which is shown by the 
dashed line. The images are labeled in order of increasing amplification: image 1 is the 
faintest, and image 3 is the brightest. In (c) we show the average amplification of the 
images as a function of the amplification of the brightest image. The second brightest 
image's average amplification approaches that of the brightest image, as shown by its 
approach to the dashed line. 
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Figure 21. The caustics, critical lines, and image multiplicity diagram for two 
marginal lenses at redshifts of z1 = 0.5, and z2 = 0.9 and separation l ~ r +,o are shown. 
In ( a) we show the cross sections, in ( b) the critical lines, and in ( c) the image multiplicity 
diagram. The image multiplicity diagram shows where the images that compose a lens of 
a given multiplicity can lie: in a five-image lens, all five images must lie in the five-image 
regions of the diagram. Also shown is an example of the typical five-image configuration. 
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Figure 22. A detailed look at the statistics of the five-image configurations for two 
marginal lenses at redshifts of z1 = 0.5, and z2 = 0.9 and separation l '.:::'. r +,O· In ( a) we 
show the integral cross sections as a function of amplification. Note that at sufficiently 
high amplification, the high image multiplicities dominate the cross section. The dashed 
line is to show the M- 2 dependence of the cross sections at high amplification predicted 
from the behavior of images near fold catastrophes. In (b) we show the average separa
tion between the brightest image and the subsidiary images as a function of the brightest 
image's amplification. The second brightest image approaches the brightest image as the 
amplification increases. The average separation decreases proportional to M-1 , which is 
shown by the dashed line. The images are labeled in order of increasing amplification: 
image 1 is the faintest, and image 5 is the brightest. In (c) we show the average amplifi
cation of the images as a function of the amplification of the brightest image. The second 
brightest image's average amplification approaches that of the brightest image, as shown 
by its approach to the dashed line. 
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Figure 23. The caustics, critical lines, and image multiplicity diagram for two 
strong lenses at the same redshift (z = 0.5) and a separation of l = r+,o with ellipticities 
as described in §9. In ( a) we show the cross sections, in (b) the critical lines, and in 
( c) the image multiplicity diagram. The image multiplicity diagram shows where the 
images that compose a lens of a given multiplicity can lie: in a five-image lens, all five 
images must lie in the five-image regions of the diagram. Also shown is a.n example of 
a characteristic seven-image configuration. The longest a.re of the images is really two 
images that a.re connected at the critical line. 
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Figure 24. The caustics, critical lines, and image multiplicity diagram for two 
aligned strong lenses at redshifts of z1 = 0.5, and z2 = 1.0 with ellipticities as described 
in §9. In (a) we show the cross sections, in (b) the critical lines, and in ( c) the image mul
tiplicity diagram. The image multiplicity diagram shows where the images that compose 
a lens of a given multiplicity can lie: in a five-image lens, all five images must lie in the 
five-image regions of the diagram. Also shown is an example of the typical three-image 
configuration. (The narrow horizontal stripes are noise due to the low resolution: see §5.) 
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Figure 25. The caustics, critical lines, and image multiplicity diagram for two 
marginal lenses at redshifts of z 1 = 0.5, and z2 = 0.9 and separation l ~ r +,o are shown. 
In ( a) we show the cross sections, in ( b) the critical lines, and in ( c) the image multiplicity 
diagram. The image multiplicity diagram shows where the images that compose a lens of 
a given multiplicity can lie: in a five-image lens, all five images must lie in the five-image 
regions of the diagram. Also shown is an example of the typical five-image configuration. 
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Abstract 
We describe a new technique for the analysis of well-resolved gravitational lens im

ages. This method allows us to solve for the brightness distribution of the unlensed 
source as well as a parametrized model of the lens. Our algorithm computes a figure of 
merit for a lens model based on the scatter in the surface brightnesses of image elements 
that, according to the model, come from the same source element. Minimization of the 
figure of merit leads to an optimum solution for the source and the lens. We present 
a successful application of the method to VLA maps of the "Einstein-ring" radio source 
MG1131+0456 observed by Hewitt et aJ (1988). The inversion gives a normal galaxy-like 
elliptical potential for the lens and an ordinary double-lobed structure for the background 
radio source. The success of this procedure provides strong support for Hewitt et al.'s 
conclusion that MG1131+0456 is a gravitational lens. 
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1. Introduction 

The discovery of three arcs in rich clusters of galaxies (Soucail et a.I. 1987, Lynds 
and Petrosian, 1987, Lavery and Henry, 1988) and an elliptical ring in a radio source 
MG1131+0456 (Hewitt et a.l. 1988), and the growing consensus that all four features are 
due to gravitational lensing ( e.g., , Paczy:nski 1987), has stimulated interest in the lensing 
of extended sources. 

The qualitative features of the lensing configurations in these sources a.re now under
stood. It is well known that a source on the optic axis of a strictly circular lens creates 
a circular image on the "Einstein-ring." When non-circular perturbations are present 
(however small), the optic axis unfolds into a caustic surface representing the locus of 
infinitely amplified source points. Arc images with very large elongations are obtained 
when extended sources are located close to cusps in this caustic sheet (Grossman and 
Narayan, 1988; Kovner, 1988). A simple theory of geometrical optics imaging has been 
developed that describes the extent and asymmetry of such arcs (Blandford and Kovner, 
1988). Moreover, simulations using models of clusters and background galaxies have been 
shown to produce images that are strikingly similar to the optical arcs (N arasimha and 
Chitre, 1988; Grossman and Narayan, 1988). 

In this paper, we develop and test a more detailed and quantitative method of analysis 
of resolved gravitational images. The motivation for this study is the expectation that 
arc and ring images of extended sources will furnish far more information about the shape 
and extent of lensing potentials than images of unresolved sources such as quasars, which 
probe the projected lensing potential only at isolated points. Each image point provides 
just one datum, viz. the relative magnification. Even if the source is resolved, as is the 
case with VLBI observations of 0957+561 (Gorenstein et a.1., 1984), one still has only a 
small number of data points to constrain a lens model. 

The situation is very much improved when we consider extended sources because here 
one obtains a two-dimensional distribution of image brightness. Although the source has 
an unknown two-dimensional brightness distribution, parts of it are multiply imaged. The 
image thus has a great deal of redundancy, which can provide a powerful set of constraints 
on lens models. Furthermore, images of extended sources may actually surround the lens 
( e.g., MG 1131+0456), thus providing a more extensive probe of the lens potential than is 
possible with point sources, and perhaps allowing a more refined estimate of the Hubble 
constant if the source is variable. 

We describe here an iterative procedure that we have developed to invert gravitational 
lens images of extended sources. This procedure has performed well in several blind trials, 
and we have applied it to MG1131+0456. The results are quite encouraging; the method 
converges to a robust and plausible solution. 

This method of reconstructing the source given an image and a lens has been reported 
by Kayser and Schramm (1988), although they did not use it to estimate an error in 
the inversion nor did they combine it with an iterative method to solve for the correct 
1n version. 

2. The Lensing Equation and a Parametrized Poten
tial 

The lensing equation for a single lens is 

(2.1) 
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where¢ is equal to 2D LS/ Dos times the 2-dimensional Newtonian gravitational potential 
and u, x are small angles denoting the source and image positions respectively. D ij are 
angular diameter distances ( e.g., Bourassa and Kantowski, 1975), where i, j = O(bserver), 
L(ens), S(ource). 

The inversion procedure described in §3 is independent of the particular two-dimensional 
potential used to model the lens. However, we need to choose a particular parametrized 
model for testing and application. In this paper we use the following simple form, which 
is adequate for individual galaxies and clusters of galaxies that are ellipsoidal and approx
imately isothermal, 

where 

[ 
2 2]1/2 cp(x,y) = b s2 + (l - E)x' + (1 + E)y' 

b = 411" D LS ( <T1D) 
2 

Dos c 

(2.2) 

(2.3) 

The coordinates ( x', y') are centered on the lens and are oriented so as to be parallel to 
the principal axes of the potential; they are related to the sky coordinates (x, y) by a 
translation ( x 0 , y0 ) and a counter-clockwise rotation ( 0). The quantity b, proportional 
to the square of the one-dimensional velocity dispersion <TiD of the lens, is the deflection 
scale of the potential, sis the core size of the lens and Eis its projected eccentricity. Our 
model is thus specified by six parameters: x 0 , y0 , 0, b, s, E. For this model potential, 
the eccentricity of the surface density distribution is three times that of the potential. 

The model employs two parameters, b and s, to describe the radial variation of the 
potential; this may be more general than necessary. For instance, if an arc or ring is 
generated by a smooth, isolated mass distribution and is thin in its radial extent, it is 
sufficient to expand the radial variation of the potential around the Einstein ring. The 
linear term, which is proportional to the total enclosed mass, determines the mean ring 
radius and is the only required parameter; changes in the quadratic term are essentially 
indistinguishable from changes in the overall size of the source, and higher-order terms are 
ignorably small. We used the above more general model because MG1131+0456 extends 
over a reasonable range of radius. In our model fits of this system the parameter s was 
small and poorly determined suggesting ( a posteriori) that it would have been adequate 
to set s = 0. This will probably not be the case for applications to arcs in clusters of 
galaxies. 

The angular variation of the potential in (2.2) has no dipolar contribution, because 
such a term is equivalent to a translation of the lens. All higher order multipoles are 
non-trivial, but the model is restricted to a quadrupole term, with a strength measured 
by E. This should be a reasonable approximation if there are no substantial masses close 
to the Einstein ring. It will not be a good approximation when, for example, we model a 
cluster potential and the image cuts across individual galaxies. Different types of images 
may motivate alternative lens models. For example, in the case of an arc involving an 
isolated cusp in the caustic, a five parameter model (two position coordinates, a cusp 
scale, an image scale, and an orientation) should suffice. 

3. Inverting an Image 

We seek an algorithm that takes the observed image of a gravitational lens candidate 
and deduces the original unlensed source structure as well as the parameters describing 
the lens. We have explored a variety of procedures to carry out this inversion. The one 
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that we describe and apply appears to be reasonably robust despite its seemingly ad hoc 
character. 

We divide the image and source planes into pixels, and associate with each image 
pixel the corresponding measured intensity I. Initially, we guess a set of lens parameters 
(x 0 , y0 , 0, b, s, E) and use equation (2.1) to map each image pixel to the source plane. 
We then identify the nearest source pixel for each image pixel and, since intensity should 
be conserved by a lens ( excepting a constant redshift factor), we associate the image 
intensity with that source pixel. Because of multiple imaging, many of the source pixels 
will be associated with more than one image intensity. If the lens model is correct, these 
intensities will agree to within the noise; if the model is wrong, the intensities will differ 
substantially compared to the noise. Therefore, we can associate a normalized error 
measure eij with each multiply-imaged source pixel ( i, j), 

(3.1) 

where mij is the multiplicity of the source point and t 1 is the mean of the mij independent 
image intensities Ii~ mapped onto that point. Note that eij will be small at singly-imaged 
source points. We now calculate an over-all error e, averaged over the n multiply-imaged 
source points, 

(3.2) 

It is necessary to normalize this error by n to avoid prejudicing the method towards 
reducing the error by merely eliminating multiply imaged pixels. 

Unfortunately, simply varying the lens parameters so as to minimize e frequently leads 
to unacceptable local minima, corresponding to complex or highly fragmented sources and 
images. We have found that the algorithm converges more efficiently if we include the 
following additional features in the error estimate: 

(i) a sparseness measure S, which measures the mean number of faint (i.e., , image 
intensity less than noise) neighbor pixels per bright pixel in the source. We penalize 
models with large sparseness measures. 

(ii) an overlap 0, which is the fraction of image pixels that have changed from faint 
(image intensity less than a) to bright or vice versa in comparing the original image 
with the reconstructed image. Singly-imaged points do not contribute to 0. We 
penalize models for which 0 is large. 

(iii) a lens filter, which discourages unphysical lens parameters ( e.g., negative core radii 
or making the lens sub critical and unable to generate multiple images). In practice, 
we use a function F, which is zero when all the parameters lie within acceptable 
ranges and grows exponentially whenever one of them lies outside this range. 

Combining all the terms, our final figure-of-merit is 

(3.3) 

where w 5 , w0 , WF are adjustable coefficients typically chosen so that wsS, and woO ~ 1 
and WF = l. We emphasize that all three coefficients can be set to zero whenever an 
acceptable solution is near. If there are measurements at several wavelengths, or on 
several Stokes parameters at a single wavelength, then the individual figures of merit can 
be combined. 
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Our procedure then is to vary the lens parameters so as to minimize E. In order 
to test this procedure and to compare it with alternative procedures, we carried out a 
series of blind trials using fairly simple source models. We found that it was necessary to 
perform a low resolution search of parameter space to locate suitable starting solutions. 
However, in every case it eventually was possible to guess initial parameters sufficiently 
close to the true solution to ensure rapid convergence to an acceptable reproduction of the 
image. Moreover, local extrema were clearly distinguishable from the true solution both 
in terms of the value of E and from visual appearance. An example is shown in Figure 1. 

4. Application to MG1131+0456 

Although our original intention was to devise a procedure for analyzing images of 
optical arcs, the discovery of an elliptical ring in MG1131+0456 by Hewitt et a.l. (1988) 
allows an immediate application. The 15 GHz map of this object, made with a FWHP 
beam of 0'.'12, has a peak brightness of 2.6 mJy, 22.6 times the la noise level. The 5 GHz 
map, made with a 0'.'39 beam, has a peak brightness of 23 mJy, 460 times the la noise 
level. Polarization data are also available at 5 GHz. 

The ring itself is only ~ 211 across, and there is a significant loss of spatial information 
in the 5 GHz map. Moreover, the length scale of the lens parameters (see below) is only 
slightly larger than the 5 GHz beam. For these reasons, the 15 GHz map is a better 
starting point for the inversion procedure. Unfortunately, the signal-to-noise ratio of the 
ring itself in the 15 GHz map is only about two. The noise level in the map introduces 
significant errors at the starting point of the inversion. Fortunately, the multiple images 
of a given source point are typically separated by more than a beamwidth. Since the noise 
at points separated by more than a beamwi<lth is uncorrelated, it has little effect on the 
111 version. 

Plausible initial guesses were ma.de for the lens following a coarse search of para.meter 
space by hand, and the inversion procedure optimized these values as described in § 3. 
The final values of the parameters are shown in Table 1. The resulting source is shown 
in Figure 2, along with the image that the lens model would produce of the source. 
The inferred source structure is reassuringly similar to that of many high redshift radio 
sources. Note that the source completely covers only two cusps and one fold of the 
tangential caustic; this leads to the observed gap in the ring at 15 GHz. 

Table 1 also shows the change in the values of the parameters that lead to a 50% 
increase in the error function e. This is calculated by computing the errors for 36 = 729 
nearby lens models where each parameter takes either its converged value or a nearby 
value (±0'.'l for x 0 , y0 , and b, 0 and 2s for s, and ±10% for E and 0). An approximate 
second derivative e,pp for the change in e as parameter p is varied with all of the other 
parameters varying so as to minimize the error due to the change in pis computed from 
a three point finite difference approximation. The quantity (e/e,pp )112 measures the 
sensitivity of the model to changes in para.meter p. Formally, it is the change in p for 
which the error measure is 50% larger than the value at the solution. The model is most 
sensitive to changes in x 0 , y0 , and b where changes of as little as a tenth of an arc second 
lead to large increases in the error. The angle 0 is :fixed to approximately ten degrees if 
the error increases by less than 50%. The solution is less sensitive to changes in E, with 
changes of order 20 to 30% leading to 50% changes in the error measure. The solution 
is extremely insensitive to changes in the core size s: this is a consequence of having a 
strong ( nearly singular) lens for which b / s ~ 1. The absence of an image in the core of 
the galaxy requires b/ s ~ 5 based on flux constraints. 
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Figure 3 shows the result of applying the lens model to the 5 GHz map. Although the 
lens model was not constructed to minimize the errors in the inversion of the 5 GHz map, 
the results are visually superior to the 15 GHz map because of the higher signal-to-noise 
ratio in the ring. Because of the lower resolution in the 5 GHz map the image forms a 
complete ring and the source covers the tangential caustic instead of only two cusps as in 
the 15 GHz map. The small knot in the inverted image, which lies in the core of the lens, 
appears because the lens cannot duplicate the uniform broadening of the observed image 
produced by the large 5 GHz beam. This leads to a spurious overlap of the core of the lens 
by the model image of the ring, even though no flux is observed coming from that region. 
The observations are, however, more sensitive at 5 GHz than at 15 GHz and the inferred 
source structure includes a singly imaged southwestern lobe at the lower frequency. 

In Figure 4 we use the 15 GHz lens model and the polarization maps at 5 GHz to 
make a polarization map of the source. There is a region near the critical curve where 
the polarized intensity is too low. Given that this region of the image plane corresponds 
to a region near the tangential caustic in the source plane that is small compared to 
the 5 GHz beam, such errors are not surprising. Of more importance is the fact that 
the polarization direction in the reconstructed image follows the observed image so well. 
Because of the averaging procedure used to generate the source, the close alignment of 
the vectors between the image and the inverted image provides strong support for the 
model. 

Finally, in Figure 5 we show contours of velocity dispersion in the lens-source red
shift plane, calculated using equation (2.3) and the model parameters from Table 1. For 
plausible values of the lens (0.5) and source (2.0) redshifts, the velocity dispersion lies in 
a range typical for galaxies. We can calculate the time delay between the two compact 
components to be 

( 4.1) 

where TH = cH0 1 is the Hubble radius, and h = H0 /l00 km s-1 Mpc-1 (Blandford 
and Narayan, 1986). The dispersion represents the (approximate) variation in the time 
delay that is consistent with a 50% rise in the error measure e. Despite the highly 
constrained nature of the model, a significant variation in the time delay is still allowed 
within the error estimates. In Figure 6, we show contours of time delay as a function of 
the source and lens redshifts for an Einstein-DeSitter cosmological model. We can also 
compute the amplification tensor at the position of the compact components, which would 
relate VLBI images of any features in the compact cores. The transformation from the 
compact component to the northeast to the compact component to the southwest has 
eigenvectors with position angles on the sky of 01 ':::- 57° and 02 ':::- -63° and eigenvalues 
>.1 = 0.96 and >. 2 = -1.24 respectively. This implies that the northeast component is 
deamplified by a factor of 0.84 relative to the southwest component. If we write the 
transformation matrix in terms of a convergence "' and a shear 1 , "' = ( >. 1 + >.2) /2 = - .14 
and 1 = (>. 1 - >. 2 )/2 = 1.10. The two components have opposite parities (because 
>.1 >. 2 < O) with the NE component reflected relative to the SW component through the 
line connecting them. The SW component lies at a minimum of the time delay surface 
( making it the first to vary) while the NE component lies on a saddle point of the time 
delay surface. 

The lens potential required to create this image is elongated along position angle 
150° (north through east). We might therefore expect that the light distribution from the 
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underlying galaxy should also be elongated along this direction. Unfortunately, prelimi
nary optical observations of the source region show extended emission elongated roughly 
parallel to the ring (Hewitt et al., 1988, Turner, private communication). In view of this 
discrepancy, we have attempted to find lens models elongated along position angle ~ 60 °. 
No such models were found. This result was surprising: we might expect that the ring is 
simply tracing the critical curve, and the underlying galaxy is elongated along position 
angle rv 60°. Since all reasonable elliptical potentials have critical curves elongated in the 
sa.me direction as the potential or surface mass density distribution, this would lead to a 
lens elongated in the same direction as the ring. 

The reason why an acceptable model of this type was not found can be understood 
from Figures 7 and 8. We suppose that the two bright knots are images of the same source 
region, lying outside the tangential caustic and along either the minor or the major axis 
of the critical curve. One image of the knot will lie outside the critical curve, the other 
inside. A lens elongated in the same direction as the ring cannot produce images of the 
knot that are connected to the ring without, at the same time, filling the observed gap 
in the ring. This means that no satisfactory model can be constructed with a core-jet 
source and a simple elliptical potential elongated parallel to the ring; however, we cannot 
rule out models with more complex potentials, or models in which the knots are unrelated 
foreground sources. 

Given that the observational possibilities are far from exhausted, and that so many 
key quantities are unknown, there seems little point in trying to produce a detailed model 
at present. It is worth noting, however, that while the simple elliptical potential considered 
here can reproduce the gross features of MG1131, it is not entirely satisfactory, even 
without consideration of observed optical emission. The model ring is too round, primarily 
because of the orientation of the critical line. To some extent this can be improved by 
adjusting the ellipticity ( E) and velocity dispersion ( i.e., b) of the potential. Unfortunately, 
improving the shape of the ring degrades the reproduction of the observed knots. Further 
improvements will require a more complicated model potential, not simply adjustments 
to the parameters. 

5. Conclusions 

The inversion technique described in this paper is useful in the study of extended 
images produced by gravitational lenses. Its primary advantage over previous meth
ods is that no preconceived notions concerning the unlensed structure of the source are 
required-an acceptably low figure of merit automatically generates a good model of the 
source. The sparseness, overlap, and lens filter penalties, used as aids to avoid local 
minima in the error, might bias the source structure, but are set to zero for the final 
optimization. 

The resulting solution uses all of the available image data including information from 
observations at different wavelengths and polarizations. The quality of the solution can 
be judged visually by direct comparison of the original image with the image generated by 
the solution. Furthermore, a well-defined figure of merit, given along with the inversion 
solution, provides a simple way for later studies to determine whether a new solution 
represents a significant improvement. 

Our application to MG1131+0456 is made plausible by the result: a typical radio 
source lensed by a typical galaxy. While we are confident that our model represents the 
correct lensing geometry, we cannot fully reproduce the ring with our simplified potential. 
We have found solutions that reproduce either the ring or the compact components well, 
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but at the expense of introducing some distortion in the other feature. For a lens at 
Zr, ~ 0.5 and a source at Zs ~ 2.0, we find velocity dispersions CJ ~ 250 ± 20 and time 
delays between the compact components of b..t ~ (0.19 ± 0.05)h-1 years. The quality of 
the inversion will be improved when higher sensitivity observations are available at 15 
GHz, and higher resolution observations at 5 GHz are made. Application of the method 
to the giant optical arc in Abell 370 is underway. 
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TABLE 1. Fit Parameters and Errors 

Parameter Xo(11)2 Yo( 11 )2 E 03 b( ") s(II) 
Value -0.70 +0.11 0.14 150 0.97 0.07 

Variation1 0.15 0.16 0.04 12 0.11 0.20 

Errors e s 0 
0.21 1.83 0.11 

1 The variation is an estimate of the change in the parameter that will lead to a 50% 
increase in the error measure, when all other parameters are varied to minimize the 
error due to the change. 

2 The position is measured as an offset from the center of the map. 
3 Position angle ( north through east) of the major axis ( x axis) of the potential. 
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(a) (b) 

( c) (d) 

Figure 1. An example of a test problem for the convergence method. Shown are the 
synthetic source (a) and image (b) used for a blind test of the convergence procedure. 
The converged solutions for the source (c) and image (d) are shown for comparison. 
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Figure 2. The 15 GHz map of MG1131+0456 (a) shown with the inversion for the source 
(b) and the inverted image (c). The inversions have been smoothed over a kernel three 
pixels wide (0'.'l) to eliminate numerical pixel-to-pixel noise. Contour levels are 10, 20, 
40, 60, 80, and 95% of the peak flux density. The noise level is at approximately 10% of 
the peak flux density. All three panels show the same region of the sky, with North at 
top and East to the left. The sky coordinates of the map centers are a: = 11 h31 m55~40 
and 6 = 04°55'49'.'40 (J2000.0). Tick marks are at 0:'5 intervals on the declination axis, 
and at 0~05 intervals on the right ascension axis. The critical curves are superimposed in 
(a) and (c) and the caustics are superimposed in (b). 
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Figure 3. The 5 GHz map of MG1131+0456 (a) shown with the inversion for the source 
(b) and the inverted image ( c). The inversion is smoothed over a kernel three pixels wide 
(0'.'l). Contour levels are 1, 2, 4, 10, 20, 40, 60, 80, and 95% of the peak flux density. 
The noise level is at approximately 1 % of the peak flux density. Note that these inverted 
maps were generated using the inversion computed for the 15 GHz map. The region of 
sky shown is identical to that in Figure 2. 
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Figure 4. Polarized intensity (Q 2 + U2 ) 112 map of MG1131+0456 at 5 GHz (a), shown 
with the inversion for the source (b) and the inverted image ( c ). The inversion is smoothed 
over a kernel three pixels wide (0'.'l). Contour levels are 15 and 50% of the peak polarized 
flux density. Superimposed line segments of constant length show the local direction of the 
electric field. The noise level is at approximately 10% of the peak polarized flux density. 
The Q and U maps were inverted separately, using the inversion computed for the 15 GHz 
map, and then summed and smoothed to form the polarized intensity map. In ( c), the 
inner contours in the southwest quadrant are at the 15% level, while the corresponding 
contours in (a) are at the 50% level. This conversion of a ridge in the observed image to 
a trough in the inverted image is at least partly due to the low resolution of the polarized 
map. The region of sky shown is identical to that in Figure 2. 
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unphysical region 
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Lens Redshift 

Figure 5. A contour plot of velocity dispersion in the plane of lens and source redshifts. 
Contour intervals are 25 km s -l, and the values of the velocity dispersion on the solid lines 
are given in units of 100 km s-1

. The contours are computed using equation (2.3) relating 
the asymptotic deflection b to the source and lens redshifts and the velocity dispersion of 
the galaxy. The assumed cosmology is an n = 1 Einstein-DeSitter cosmology. Note that 
the canonical values of ZL ~ 0.5 and zs ~ 2 give u ~ 250 km s-1

. 
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Figure 6. A contour plot of the time delay between the compact images in the plane of 
lens and source redshifts. The solid lines show the contours for time delays of one and two 
years. Below one year, the contour increments are in units of 1/8 of a year, and between 
one year and two years they are in units of 1/4 of a year. The contours are computed 
using equation ( 4.1) and assuming an n = 1 Einstein-DeSitter cosmology. Note that the 
canonical values of Z£ ~ 0.5 and zs ~ 2 give t::i.t ~ 0.19h-1 years. 
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Figure 7. Graphical construction for the mapping of a source point S within a caustic 
onto the image plane (after Blandford and Kovner, 1988). Four tangents to the caustic 
passing through S are drawn. The points of tangency on the caustic ( e.g., T) map onto 
the critical curve ( e.g., T'). Other source points are mapped in order along the tangent 
with a constant magnification ( e.g., S ----+ S'). The four tangents produce four images 
(S', S", S"', S""). Note that a minor axis cusp maps source points onto the opposite 
side of the lens, and a major axis cusp maps source points onto the same side of the 
lens. A source near a minor axis cusp will produce three neighboring bright images on 
the opposite side of the lens. Point sources lying outside the caustic produce two images. 
The fifth ( or third) image always lies in the core of the lens potential. 
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Compact 
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Figure 8. Schematic illustrations of the "parallel" (a) and "orthogonal" (b) models. 
In each case, we show the position of the knot outside a cusp, a major axis cusp in the 
case of the parallel model, and a minor axis cusp in the case of the orthogonal model. 
Also shown are the positions of the images of the knot relative to the critical curve. In 
the parallel case, the outer image of the knot lies closer to the critical curve than the 
inner knot, while in the orthogonal case, the arrangement is reversed. The hatched region 
shows the area of source space excluded because of the gap in the ring. The excluded 
region extends outside the cusp as well. The source must cover two cusps to produce the 
observed partial ring. In the case of the parallel model this requires the compact source 
to be disconnected from the source of the extended emission. This discontinuity in the 
source would appear as a discontinuity in the image between the compact images and the 
extended emission. Because no such discontinuity is observed, the parallel model is ruled 
out. The orthogonal model does not have this difficulty. 
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Abstract 
A precessing jet can be approximated as an axisymmetric flow if the precession time 

is short compared to the propagation time over scales of interest. An example is the jet 
in SS433 where the precession time is ~ 0.5 years and the propagation time from SS433 
to the W50 remnant is ~ 1000 years. We perform a series of simulations of precessing jets 
using an R-Z ( axisymmetric) finite difference hydrodynamics code. We first reproduce the 
results for the filled jets studied previously by several groups. Next we examine hollow 
cylindrical jets1 which allow us to examine the effects of a hollow jet without the compli
cations of a growing interior volume. This case may serve as a "post-focusing" model of 
a precessing jet. Finally we examine hollow conical jets, which model the behavior of a 
precessing jet propagating on the surface of its precession cone. The conical jets "stall" 
at the point where the momentum flux density in the jet becomes too low to push the 
ambient gas from its path. If the area of the working surface over which the jet transfers 
momentum to the ambient medium is Aw, the area of the jet orifice is A 1, and the initial 
internal Mach number of the jet is M 1, the jet stalls when Aw = MJ A1. The jet prop
agates in an extremely unsteady fashion, with large radial oscillations in the position of 
the jet's channel. The oscillations cause Aw to grow ex R 2 where R is the outer radius of 
the jet, so that the jet stalls at R '.:::'. M 1Ro where Ro is the initial outer radius of the jet. 
The oscillations of the jet are caused by the competition between the supersonic vortices 
that make up the cocoon around the exterior of the jet, and the shocked ambient gas on 
the interior of the jet. While the cocoon can induce a temporary focusing of the jet, the 
pressure in the interior is able to prevent any permanent focusing. The bow shocks of 
the hollow jets are much flatter than those of the filled jets and no feature resembling the 
"ears" of the W50 remnant develops. It seems unlikely that the "ears" of W50 can be 
formed by a hydrodynamic jet ejected with a precession cone as large as that currently 
observed in the SS433 system. 
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1. Introduction and Motivation 

High energy radio jets have inspired an extensive series of numerical hydrodynamics 
simulations. Although these calculations have not in the strictest sense served as models 
for any extragalactic radio jet, they have proved valuable in exploring and understanding 
the physics of supersonic jets. Most of these simulations have been two-dimensional, 
axisymmetric or slab symmetric models both with and without magnetic fields. Exotic jet 
geometries have yet to be examined in detail, as they are less relevant than the collimated 
cylinder. There are, however, a few restricted cases in which more exotic flow geometries 
are required. In particular, the galactic source SS433 is naturally modeled by injecting 
the jet into the ambient medium on the surface of a cone: a hollow, conical jet instead of 
a filled, cylindrical, canonical jet. 

The object SS433 is a unique example of a radio jet, one for which we have extensive 
observations and excellent kinematic information (reviewed by Margon 1984). The time
varying Doppler shifts observed in the emission lines of the system are believed to originate 
in two opposing jets with velocities of 0.26c, precessing with a period of 164 days on the 
surface of a cone with a half-angle of 20 degrees. VLA observations on scales of 0.1-0.5" 
(Hjellming and Johnston 1982, 1985) confirm this picture, revealing regions of emission 
arranged in a helical pattern, which are interpreted as the instantaneous pattern of ejected 
knots of emission on the precession cone. VLBI observations on scales of 50-300 mas 
(Vermeulen et al., 1987) are also consistent with a series of emitting clumps of gas moving 
along the helical trajectory predicted by the kinematic model. These direct observations 
of the precessing jet, along with the kinematic model for the system, place SS433 at a 
distance of 5.5 kpc (1" = 0.03 pc at 5.5 kpc). 

Surrounding SS433 is the asymmetric radio shell ( and possible supernova remnant) 
W50, which has a width along the center of the jet precession cone ( the major axis) of 
about 2° (Downes, Pauls, and Salter 1986). The width along the minor axis is about 1 ° 
( = 97 pc at D = 5.5 kpc). W50 is notable for its asymmetry, in particular the presence 
of "ears," or projections that coincide with the precession cone axes of the radio jets. 
The coincidence of alignment between the jet axis and the ears leads to the paradigm for 
the jet in SS433: the ears of W50 are formed by the dynamical effects of the jet. If the 
precession cone is drawn around the axis, the bulges have a half angle of 10 to 15 degrees 
compared with the 20 degree half angle of the jet as seen on the VLA scale. Hence, the 
paradigm also assumes that the jet is partially focused relative to its precession cone as 
it propagates. 

There is some evidence other than the alignment of the jets and the ears to support 
the picture of interaction between the jets and W50. Optical filaments have been detected 
near the inner edge of the ears and within the precession cone (Zealey, Dopita and Malin 
1980; Kirshner and Chevalier 1980). X-ray observations of the system (Watson et al., 
1983) reveal bright, diffuse lobes of emission lying along the major axis of W50 at distances 
ranging from 25 to 70 pc. The peak of the emission is well within the precession cone 
of the jets, although some emission is detected outside of the limits defined by the cone. 
The assumption is that the jets are responsible for both the optical emission, and for 
energizing and confining these X-ray lobes. 

The specific model for the system is the hydrodynamical hollow, conical jet (Begelman 
et a.I., 1980, Davidson and McCray, 1980, Konigl, 1983). The jet drives shocks into the in
terior of the precession cone, heating the ambient or jet cocoon gas to X-ray luminescence. 
The jet terminates at the edge of W50, producing the ears. Some focusing or collimation 
is requfred to account for the ears' reduced angular size. While this overall picture is 



F-4 

appealing, it is not based on a rigorous examination of the physics of such a jet. Several 
key question remain unanswered. What is the jet geometry out in the region of 30-100 
pc from SS433? How do what appear to be ballistic knots of high energy plasma seen 
at small radii by the VLA become hydrodynamic? How does a hydrodynamic hollow jet 
produce and confine the X-ray lobes and energize the ears? Do precessing jets collimate 
or focus themselves as they propagate through an ambient medium? 

These questions can be answered in detail only through numerical simulations of the 
propagation of hollow conical jets. While the simulations are certainly inspired by the 
SS433 system, they do not represent an attempt to make a detailed model of the system; 
at this point we can only hope to gain a qualitative understanding of the physical behavior 
of a hollow jet. To establish the context for our simulations, we begin with a discussion of 
some of the details that frame the key issues. First, under what conditions can the jet in 
SS433 be modeled as an axisymmetric, hydrodynamic jet? The optical line profiles and the 
radio data present a picture of material ejected coherently on time scales of a few hours. If 
we assume the jet does not slow down appreciably in the distance to the remnant, the time 
required for it to fl.ow from SS433 to W50 is approximately one thousand years (t P ':::' 1000 
years); in this time the jet will have precessed two thousand times. If the jet slows on 
larger scales (where there is no observational data on the jet's velocity), the propagation 
time could be considerably extended, increasing the winding number. At the maximum 
speed of 0.26c, the separation between loops of the precessing jet is less than 0.04 parsecs. 
The "bullets" or "blobs" of gas will expand either because they are overpressured with 
respect to the ambient medium or because of the internal velocity dispersion in the gas. 
The expansion due to internal pressure will occur at the sound speed of the gas, which for 
gas at a temperature of 104 K is c 5 ~ 10 km sec-1

. While there is evidence on the radio 
scales that the bullets are expanding adiabatically (Vermeulen et a.I., 1987; Hjellming 
and Johnston, 1988), such expansion alone will not fill in the interbullet spacing. The 
sound speed is so much smaller than the propagation velocity (c 8 /v3 ~ 10-4 ) that the 
expansion of the material is much more likely to be dominated by the velocity dispersion 
of the jet, ov. If the jet has a velocity dispersion ov, then the time scale to fill in the 
gaps between successive coils of the jet is tf ':::' tprecessv3/ov, which for a one percent 
velocity dispersion (ov/v3 = 0.01) is tJ ':::' 50 years-a small fraction of the time to reach 
the remnant ( compared to t f = tprecessVj/ C8 '.:::' 5000 years for adiabatic expansion). The 
current upper limit on the velocity dispersion is ov/v3 < 0.04 (Milgrom, Anderson, and 
Margan, 1982). Hence, unless the bullets are generated with a remarkably low velocity 
dispersion, a precessing jet such as SS433 can be modeled as being axisymmetric about 
the precession axis on scales that are large compared to the region in which the jet is 
generated. 

Next, can we expect a hollow, conical jet to focus? Eichler (1983) proposed a simple 
analytic model for focusing hollow jets through interactions with the ambient medium and 
an assumed zero pressure region inside the cone. In the absence of a gravitational paten tial, 
or other external momentum sink, the ambient medium cannot provide a time independent 
mechanism for focusing. Momentum transfer to the ambient medium must eventually 
drive it out of the path of the jet. An external medium can only induce a tempora.ry 
focusing effect. In Eichler's ( 1983) model it is the assumed zero pressure region that leads 
to focusing. Whether or not this is a viable mechanism depends upon the hydrodynamics, 
and the existence of a mechanism for cooling the interior gas on the dynamical time 
scale. In our present study, we ignore cooling and concentrate upon the gas dynamics 
of a traditional ideal-gas jet. If such a jet is to be focused solely by a hydrodynamic 
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mechanism for many dynamical times, it must occur through "self-interactions" between 
the jet and its cocoon. We know from numerical studies of filled jets that their dynamics 
are dominated by their cocoons (Norman et al., 1982 [NSW82]; Norman, Winkler, and 
Smarr, 1983, 1984 [NWS83,84]; Norman and Winkler, 1985 [NW85]; Kossl and Muller, 
1988 [KM88]; Lind et al., 1988 [LPMB88]), and we have the same expectation for the 
hollow jets. 

Through simulation, we can test many of the hypotheses that underlie the current 
paradigm for the jet in SS433. Our primary assumptions are that the jet is hydrodynamic 
and approximately axisymmetric on large scales. In §2 we describe the numerical method 
and the initial data used in the simulations, and compare some cylindrical test jets with 
previous calculations in the literature. ln §3 we discuss some general analytic consider
ations governing the propagation of jets. In §4 we describe the results of our numerical 
experiments comparing three different jet geometries, filled jets, hollow cylindrical jets, 
and hollow conical jets. The jet Mach numbers and density ratios are chosen to cover 
the two major regimes of stable, highly supersonic jet propagation: the light, cocoon
dominated jets, and the heavy, ballistic or "naked beam" jets. Finally, in §5 we discuss 
the consequences of these simulations for the jet paradigm in the SS433 system. 

2. The Numerical Method 

We wish to consider the dynamical properties of a hydrodynamic jet propagating 
along the surface of a hollow, axisymmetric cone. We study three basic jet configurations: 
the hollow cone, in which the jet is injected with a fixed annular width on a cone with a 
0c = 20° half-angle opening, the hollow cylinder, a jet with fixed annular width injected 
parallel to the axis, and the now standard cylindrical filled jet. Although there is interest 
in considering the effects of non-uniform and non-stationary ambient media on jet propa
gation, we choose to keep our initial study as simple as possible given that we are working 
with a novel jet geometry. Therefore, the ambient medium is stationary, homogeneous, 
and isentropic. 

For this study we developed a time-explicit, Eulerian finite-difference, Newtonian 
hydrodynamics code in cylindrical R-Z coordinates. The numerical techniques employed 
are the same as those described in Hawley, Smarr, and Wilson (1984), viz. van Leer's 
monotonic transport scheme. We calibrated the code using both one-dimensional ( e.g., 
standard shock tube, Sedov line explosion), and two-dimensional ( e.g., spherical Sedov 
explosion in cylindrical coordinates) test problems. We have also made direct comparisons 
to the published results of NWS83, NWS84, KM88, and LPMB88. These comparisons 
are particularly useful since, in addition to testing our code, they provide insights into 
the reasons behind the quantitative differences in the jets obtained by different groups. 
All codes in our comparison sample are 2D time-explicit. NWS83, NWS84, and LPMB88 
use the same monotonic transport scheme used in our code, while KM88 use the flux 
corrected transport scheme. LPMB88 also employ a total rather than an internal energy 
equation in the hydrodynamics. 

For the simulations we use units in which the ambient pressure Pa and density Pa 
are set equal to one. The length scale is the radius of the filled jet R j = 1. This gives a 
time scale ti = R1( Pa/ Pa)- 112 , which is the isothermal sound crossing time across the jet. 
LPMB88 use the same units, while NWS83, NWS84, and KM88 use the sound crossing 
time ts = r- 112 ti. The input parameters are the jet density p1 = 'T/Pa and the jet internal 
Mach number M 1 = v1/ c1. The jet is injected in pressure equilibrium with the ambient 
medium P1 = Pa. The hollow cylindrical jets have an inner radius of 3/4Rj, and an outer 
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radius of 5/4Rj, corresponding to a thickness to mean radius ratio of b..R/ .R = 1/2. The 
hollow conical jets use the same inner and outer radii as the hollow cylindrical jets, but 
the velocities lie on a cone with a half-angle of 20 degrees. The filled jet and the hollow 
cylindrical jet have, by design, the same mass, energy, and momentum fluxes. The fluxes 
in the conical case are a factor of 1/ cos 20 ° = 1.06 times larger because the grid zone 
size and spacing limit the adjustments possible to compensate for the angle the velocity 
vector makes with respect to the grid. In all cases a r = 5/3 ideal gas equation of state 
is used. 

The simulations are performed on a 256 by 512 R-Z grid. In the axial direction the 
zone width is 1/20 of a jet radius, while in the radial direction the zone width is 1/20 
of a jet radius until zone number 192, after which the zone widths are stretched by two 
percent per zone. This gives a resolution of 20 zones across the radius of the filled jet, 
and ten zones across the width of the hollow jets. This resolution is comparable to that 
used in previous jet simulations; NWS83, NWS84, and LPMB88 use 15 grid zones across 
their filled jets. KM88 use several resolutions up to 100 zones across the jet radius. The 
figures shown in this paper include the full extent of the computational region. 

We employ outflow boundary conditions except at the orifice and on the symmetry 
axis. This is clearly appropriate for the outer radial boundary, and the downstream axial 
boundary, but one can select either a reflecting or an outflow condition on the upstream 
axial boundary. We choose an outflow boundary condition because in our picture of the 
model system the computational region is sufficiently far from the source of the jet that 
there is no interaction between this jet and the counter jet on the opposite side. The 
question of which boundary condition is appropriate for jet simulations has been an issue 
in the past; the choice of one or the other of these boundary conditions has demonstrable 
qualitative effects upon the resulting jet (KM88). 

We calculate a pair of standard cylindrical filled jets (Mj = 6.0 and 77 = 1.0 and 0.1) 
for comparison wiLh simulations by other authors (NSW83, NWS83, NWS84, LPMB88, 
and KM88), and to provide a baseline against which to compare the results of the hollow 
jets. While the various jets are qualitatively similar in terms of gross morphology ( shock 
structure, vortex shedding), evolution, and stability, there are differences between them. 
For example, the rate of advance of the bow shock varies (see Figure 1). The bow shock's 
advance is controlled by the size of the working surface ( cf., equation [3.3]), which in turn 
depends on the size of the cocoon and the formation of vortices at the head of the jet -
in short it is sensitive to all of the details of the jet's structure. 

The effect of boundary conditions and numerical resolution on the propagation of jets 
is studied in KM88. They show that these considerations have significant quantitative 
effects in the locations of the bow shock and working surface, as well as the structure 
and vorticity of the cocoon. For example, the development of structure in the cocoon, 
and hence the effective area of the working surface, depends primarily on the shedding 
of vortices at the head of the jet. The production of vorticity in the codes will clearly 
depend on initial conditions, differences in algorithm (numerical viscosity), and boundary 
conditions. The similarity of the cocoon and shock structures at late times in comparably 
resolved simulations suggests that the observed differences may be due to initial transients 
rather than inherent numerical viscosity. Note that all the compared results were obtained 
with second-order, monotonic schemes, that, although different in implementation, can 
be expected to have roughly the same numerical diffusion. With the exception of the 
LPMB88 results, the jets initially show little or no structure and advance ballistically 
into the ambient medium; only when the flow begins to exhibit complex structures does 



F-7 

the jet slow down. The hydrodynamic jet of LPMD88 has considerably more vortical 
structure in its cocoon, and a correspondingly smaller velocity for the bow shock. Their 
jets are closer in appearance to the reflecting boundary condition runs of KM88, which also 
have more substantial cocoons and slower average bow shock velocities. The implication 
of these comparisons is that simulations will differ not only in the exact properties of the 
flow structure at any one time, but even in certain gross properties such as the position 
of the bow shock and working surface. 

While we do not want to minimize problems of resolution, numerical methods, bound
ary conditions, and initial data, we believe that these simulations do provide valuable 
insights into the basic physics of supersonic hydrodynamic jets. All of the simulations 
discussed here agree on the basic morphology and stability properties of the jets. Com
parative studies such as that of KM88 delineate the limits of applicability for the present 
numerical work. Further code comparison and validation is desirable, but the jets seem 
to be a poor test bed for doing detailed comparisons of numerical techniques. The flow 
pat.terns are non-stationary, and the details of the flow continually feed back into the jet 
to determine properties such as the rate of advance. The differences between the simu
lations highlight the need for well defined, inherently two-dimensional, test problems in 
numerical hydrodynamics. 

3. Jet Kinernatics and Dynainics 

While the evolution of a hydrodynamic jet is not amenable to analytic treatment, 
there are a number of kinematic arguments that give approximate expressions for the 
behavior of certain large features of the jet. The analysis is based upon nothing more 
than conservation laws, yet it provides a reasonable understanding of the macroscopic 
properties of the jet. 

We begin by relating the advance of the jet to the rate at which it transfers momentum 
to its surroundings through the simple requirement of momentum balance in the rest frame 
of the working surface of the jet. Equating the momentum flux in the jet with the ram 
pressure of the ambient gas yields 

(3.1) 

where Aj and Aw are the cross sectional areas of the jet and the working surface. The 
pressure terms can be neglected in high Mach number jets as they represent corrections 
of order Mj-2 ~ l. The velocity of the working surface is 

E = P1 _J 
( 

. A ) 1/2 

Pa Aw 
(3.2) 

or, in terms of the Mach number of the working surface relative to the sound speed in the 
ambient medium, 

( 
A ) 1;2 1 

M =M - 1 

w J Aw l + E 
(3.3) 

(NW85; LPMB88). A jet can be decelerated either by reducing its density or by increasing 
the size of the working surface. Using the Mach number rather than the velocity of the jet 
to parameterize the data insures that the primary variable controlling the rate of advance 
is the relative areas of the jet and the working surface. 
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We have no a priori way of computing the area of the working surface in the actual 
jets beyond Aw ~ Aj. For filled jets, Aw is approximately given by the radii of the ring 
shock at the head of the jet (LPMB88). Since even for filled jets the ring shock is not a 
stationary feature of the flow, the rate of advance of the jet is not steady and depends on 
the details of the flow at any time. 

In the hollow cylindrical jets, if the ratio of jet thickness to average radius is fairly 
large (6.R/ R ~ 1) the jet will form a composite bow shock from the axis to the exterior of 
the jet, whereas if the ratio is small, (6.R/ R ~ 1) the jet will form an annular bow shock. 
In either case, the total area of the effective working surface will be significantly larger 
than that of the equivalent filled cylindrical jet. The case we examine has 6.R/ R = 0.5 so 
that we expect the momentum transfer to occur over a region from the axis to the outer 
edge of the jet, with Aw ~ 25Aj/16 (because the outer edge of the jet is at 5Rj/4). This 
implies that the rate of advance of the hollow cylindrical jet will be some 50% slower than 
the equivalent filled jet. 

For the conical jets, geometric expansion increases the jet outer radius R = Ro + 
Z tan 0 where Ro is the initial outer radius of the jet and Z is the axial distance from 
the orifice. If the thickness of the jet remains roughly constant, the area of the jet will 
increase with R. One important consequence of this is that the input momentum flux will 
be spread over an increasing area. The Mach number of the working surface eventually 
becomes subsonic when the geometric dilution of the momentum flux prevents the jet 
from driving the ambient material out of its path. At this point, we can think of the jet 
as having "stalled." Neglecting the density ratio, this distance is simply the point where 

Aw = MJ Aj (3.4) 

where Mj is the initial Mach number of the jet. 
A crucial question is whether the area working surface grows proportional to R, 

corresponding to momentum transfer over an annulus of fixed width about the jet, or 
proportional to R 2 , corresponding to momentum transfer over an annulus with a linearly 
increasing width. This must depend on how the area of the jet changes as it evolves and 
on the stability of the jet's channel. For the cylindrical geometries, both hollow and filled, 
the cross section should remain approximately constant; the jet may wiggle, waggle, and 
wobble, but it remains a coherent flow directed along the axis. How does the width of 
the conical jets vary with R? Does the thickness of the jet compensate for or enhance the 
geometric effects? It seems unlikely, in the absence of significant cooling, that the jet could 
become narrower, since lateral compressions will generate shocks in a supersonic flow, 
and hence compensating pressure. This would tend to make any substantial constriction 
a transient rather than a steady state effect. However, because our resolution across the 
conical jets is rather low ( 10 zones at the inlet) we probably cannot completely rule out 
such a jet constriction. For the jet to become progressively thicker, internal pressure 
would have to be generated by shocks faster than the pressure decrease from geometric 
expansion. 

We turn then to a consideration of the internal jet dynamics as characterized by the 
changes in the jet cross sectional area Aj, average density p1, and average Mach number 
Mj. These are related by the conservation of mass flux along the body of the jet, 

Pj'VjAj = constant (3.5) 

and conservation of energy along flow lines 

1 r P· 
-pjv; + --1

- = constant 
2 r- 1 

(3.6) 
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We do not know what the evolution of the entropy in the jet will be, but the gas has only 
a few options. It can shock and increase its entropy, or it can evolve at constant entropy. 
From studies of filled jets we know that the gas shocks, and then expands adiabatically 
to return to pressure equilibrium. We can ask how the jets evolve in two limits: constant 
entropy and constant pressure. In these two cases the density evolves with Mach number 
as - [(r - l)M2 + 2]-1/(r-1) 

p - Po (r - l)MJ + 2 

[
(r - l)M2 + 2] 

P = Po (r - 1 )MJ + 2 

S = constant 

(3.7) 

P = constant 

A similar set of equations can be written to relate the cross-sectional area of the jet and 
the Mach number 

_ [(r _ l)M2 + 2]-cr+1)12cr-1) 
A - AoMo (r - l)MJ + 2 

_ [(r - l)MJ + 2] 112 

A - AoMo (r - l)M2 + 2 

S = constant 

(3.8) 

P = constant 

The first of these assumptions describes the local post-shock behavior of the jet gas, 
while the second should more closely model the overall evolution of the jet. In the case 
of the filled jets, internal shocks gradually increase the entropy. One consequence is 
that the cocoon is hotter and lighter than the jet (NW85). The conical jets have the 
additional geometrical complication of a constantly increasing cross-sectional area. If the 
jet's entropy were constant as the area increased, the Mach number and jet density would 
drop. However, if the ambient medium has sufficient inertia the jet cannot freely expand. 
It will be shocked and more or less brought into pressure balance. If we assume that the 
conical jet evolves at a constant pressure and jet thickness !1R, so that the cross-sectional 
area increases linearly with radius R, the internal Mach number of the jet decrease as 
M1(R) = M0 (R0 / R) 112 . This is essentially the same condition as (3.4), except that here 
we are concerned with the conservation of momentum within the jet, and not with its 
transfer to the surrounding gas. 

From this analysis we see that a conical jet will, in the absence of significant cooling, 
evolve towards lower Mach numbers. As its Mach number decreases, the jet will become 
unstable to local "kink" modes, developing ripples with wavelengths ranging from the jet 
thickness !1R, to the distance from the axis R. These will locally resemble the instabilities 
of slab jets studied by NW85 so the criterion for the onset of the instability is probably 
similar (M1 ;:;, 1 + ry 112 ) although we have not attempted to work out the exact condition 
(see also Hardee and Norman, 1988, and Norman and Hardee, 1988). Regardless, the jet 
will eventually become subsonic and stall, or disrupt as the jet Mach drops below the 
stability threshold. 

The preceding discussion has assumed that the jet is surrounded by a constant pres
sure ambient medium. However, the properties of the medium in which the jet propagates 
can be just as complicated as those of the jet itself, significantly affecting jet evolution. 
Previous studies have found that the dynamics of filled jets are affected by self-interactions 
with a cocoon of spent gas. While the jet is injected in pressure equilibrium with the am
bient medium, it propagates through a cocoon that not only has an unknown pressure, 
but is also in motion (supersonic motion in some regions). The initial data is, therefore, 
not completely consistent with the subsequent physical conditions at the inlet. If the jet is 
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injected into a higher pressure medium characterized by pressure P > Pj then ( assuming 
a fixed cross sectional area and pressures small compared to the jet ram pressure) the jet 
will quickly change its Mach number 

M · ------, M · - 1 
(

P·)l/2 
J J p (3.9) 

to come into pressure equilibrium with its surroundings. This makes it extremely difficult 
to inject high Mach number jets in a fully self-consistent manner-the jets will shock 
and reduce their internal Mach number to achieve pressure balance with the cocoon. This 
leads to the "inlet shocks" that extend from the edge of the jets at the inlet to a Mach disk 
approximately MjRj clown stream. This is not a problem with the lower Mach number, 
lvlj = 6, jets, but does seem to complicate the evolution of the higher Mach number 
Mj = 12 jets. Typically the cocoon pressure is roughly twice the ambient pressure so that 
the jet Mach number can drop by nearly 50% at the inlet shock. 

As with the jet, we can do some analysis of the cocoon through the use of conservation 
laws. Details are more difficult tu obtain, since the cocoon is an amorphous structure, 
but some general relationships should hold. The cocoon is formed when the injected gas 
reaches the end of the jet and is decelerated by a strong shock. In fact the gas flows 
through a series of terminal shocks that increase the pressure and entropy. The pressure 
then equilibrates ( to first approximation) through adiabatic PdV work. If we model this 
by passing the jet gas through a strong shock characterized by the Mach number of the 
jet, and then reduce the gas pressure to that of the ambient medium through adiabatic 
expansion, the resulting gas density is 

~1.-2 ;r 
Pt '.::::'. apj1v_ j 

a'.::::'. r + 1 (~)-1/r 
r - 1 r + 1 

(3.10) 

where for a r = 5/3 gas, a '.::::'. 3.5. This roughly matches the densities in the cocoon 
(to within a factor of two in either direction) away from the cores of supersonic vortices 
where the density can be a factor of ten smaller due to centrifugal effects. Note that for 
the conical jets there is a correction of ( Ro/ R)(f-l)/r to the cocoon density under the 
assumption that the jet maintains a fixed width and constant pressure as it propagates 
from the injection radius at Ro to the terminal shock at radius R. This follows from 
equation (3.7). 

We can combine the cocoon density and the jet mass flux to estimate the size of 
the cocoon assuming that the jet gas does not mix with the ambient gas ( at least not 
initially). We must distinguish, however, between the two cases of an advancing jet, and a 
stalled jet. If we assume for an advancing jet that the cocoon is laid down by the working 
surface at rest in the "lab" frame, then, using (3.2), the equilibrium outer radius for the 
cocoon Re is 

2 . (A ) 1/2 
(;;) '.::::'. 1 + a-1 M]fr 77-1/2 A; (3.11) 

where Aw is the area of the working surface. In practice, this should be an upper limit; 
when using outflow boundary conditions the cocoon flows back off the grid rather than 
remaining at rest. Further, the cocoon and the post-bow shock ambient gas will be at 
a higher pressure than the initial Pa. However, the functional dependence clearly shows 
the transition to a naked beam for dense jets, and the growth of the cocoon with Mach 
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number. Note that since the size of the cocoon depends on the rate of advance, and 
hence size of the working surface, a hollow cylindrical jet with its larger working surface 
generates a larger cocoon as compared with a filled jet of the same Mach number and 
density ratio. 

If the jet is stalled rather than propagating, the cocoon inflates a vortex ring at 
the head of the jet. If we model such a vortex as a toroidal ring with its center at 
distance R from the axis and radius rv, the mass of spent jet gas enclosed in the "vortex" 
is 21r 2 Rrv 2PJ· (Note that we have ignored the dynamics of the vortex.) The torus is 
inflated by the mass flux of the jet, A1p1v1. If we allow the torus to grow with fixed R 
and time dependent r,,, then the growing torus will start to interfere with the fl.ow of the 
jet when rv ~ R1. This defines a vortex formation time (in units of the isothermal sound 
crossing time ti) 

(3.12) 

For the conical jets we must include the correction to the final density for the increase of 
jet volume with R, so that at the stalling radius R ~ M 1R1 

tv '.:::'. 77112 (M1 )-1.5 (_!!:_) 0 -
6 (!.:!_) 2 ( R) o.4 

ti 6 M1R1 R1 R1 
(3.13) 

where the latter two results assume a r = 5/3 equation of state. Hence jets in this Mach 
number regime periodically shed vortices on time scales of order t '.:::'. ti, This basic idea of 
the time scale for vortex shedding applies to both filled and hollow jets. As a consequence, 
the filled jets advance steadily only when considered on time scales greater than ti; on 
shorter time scales, the terminal shock system can slow as vortices are formed and shed 
at the head of the jet. 

4. Numerical Results 

We have carried out a program of numerical experiments that includes a baseline 
of filled cylindrical jets, a set of hollow cylindrical jets, and a set of hollow cones. The 
simulations are performed with jet internal Mach numbers M j = 6 or 12 and jet to ambient 
medium density ratios of 77 = 0.1 and 1.0. Table 1 lists the numerical models that have 
been calculated for this investigation. Contour plots from late times in the simulations 
are displayed in Figures 2 through 5. The hydrodynamical behavior of the filled jets is 
discussed in §2. In this section we discuss the results for the other geometries. 

4.1. Hollow Cylinders 

We first consider the geometry of the hollow cylindrical jet. As described in §2 the 
area of the jet orifice is chosen to be the same as that of the filled jet so that both 
geometries begin with the same total momentum flux. From Figures 2 through 5 it is 
apparent that hollow cylindrical jets are, in some sense, similar to the filled jets. They 
are approximately stable, and propagate like extremely blunt filled jets. However, the 
hollow cylindrical jets show several qualitative departures from the behavior of the filled 
jets. There are three significant differences: (1) the working surface is blunter, (2) the 
cocoon is larger, and (3) the cocoon-jet interactions are more complex. 
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The first two of these differences can be understood by considering the working surface 
at the head of the hollow cylinder. Although the hollow cylinder's cross-sectional area is 
the same as the filled jet, the area of its working surface is significantly larger, extending 
at least from the jet's outer surface to the axis. This manifests itself as a lower rate for 
jet propagation (see Figures 6-7; eq. [3.2]). Relative to the similar filled jet, the M 1 = 6, 
T/ = 1.0 hollow jet takes 30% longer to reach the edge of the grid, and the M 1 = 6, T/ = 0.1 
hollow jet takes 60% longer. Slower propagation means more spent jet gas is forced into 
the cocoon per unit length of the jet, resulting in a larger cocoon ( cf., equation [3.11]). 
Even the 1Yf1 = 6, T/ = 1.0 case, which is "naked beam" filled jet, develops a cocoon in the 
hollow geometry. 

Since we observe larger cocoons in the hollow cylindrical geometry, it is not surprising 
that the cocoon-jet interactions a.re more complex than in the filled jet. One important 
feature is the "plug" of high pressure gas that forms at the the head of the jet. In the 
the filled jets the leading plug of shocked material causes the outward deflection of the jet 
along an oblique shock (LPMB88). In the hollow jets it is larger, and as a result the jet 
undergoes a dramatic outward "flaring" along the surface of the plug that creates large 
supersonic vortices in the cocoon. Initially the plug is composed of shocked ambient gas, 
but later it is material from weak, inwardly shed vortices drifting backwards into the jet. 
These vortices are suppressed by the small volume interior to the jet and by the forward 
motion of the plug. Except for the plug, the interior region is filled with shocked ambient 
gas, and the cocoon is restricted to the exterior of the jet. 

The supersonic vortices in the cocoon of the filled jets trigger the formation of the 
now familiar crossed shock patterns in the jet. In the hollow cylindrical geometry, the 
jet is perturbed by both the vortices of the cocoon and by pressure fluctuations in the 
shocked ambient gas along the axis; in general, these two sources of perturbations will not 
act coherently. In our simulations, the cocoon is the dominant source of perturbations 
away from the head of the jet. This results in a partial focusing of the jet channel roughly 
midway between the inlet and the working surface of the jet where the largest vortex 
impinges on the surface of the jet channel. The material on the interior is compressed 
by the inward motion of the jet, eventually raising the pressure sufficiently to move the 
jet away from the axis. The competition between the two forces drives oscillations in the 
position of the jet's channel (Figure 9). 

As a consequence of this complex interaction, the "simple" shock structure of the filled 
jets is lost (see Figure 8). Although there are a series of crossed shocks on the axis, these 
are formed in response to the pinching action of the jet on the interior gas. The jet itself 
does not have a well defined shock structure. The wall of the hollow cylindrical jet has 
no enforced geometric symmetry, and this permits more irregular behavior. In this sense 
a section of the hollow cylinder resembles a slab jet (NW85; Hardee and Norman, 1988, 
Norman and Hardee, 1988), which can develop large kink mode perturbations. Because 
the Mach number of the jet is sufficiently supersonic to avoid the normal criterion for the 
onset of instability ( M j ;(, 1 + T/ 1 / 2 ), the strong perturbations can excite large "kink-like" 
oscillations without the jet becoming catastrophically unstable. If the Mach number of 
the jet is reduced to the transonic regime, the oscillations will rapidly grow and disrupt 
the jet. 

4.2. Conical Jets 

While the hollow cylindrical jets possess some superficial resemblance to the filled 
jets, the hollow conical jets have remarkably different properties. The most dramatic of 
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these is that hollow conical jets <lo not propagate. In each case the head of the 
jet reaches a limiting distance at which it stalls. For the Mach 12 models the "1 = 1 jet 
stalls at a distance of 14R1, and the "1 = 0.1 jet stalls at 12R1. For the Mach 6 jets these 
distances are 8R1 and 6R1. (See Figures 6 and 7.) 

The geometric increase in both the interior volume of the cone and the cross-sectional 
area of the conical jet must account for this effect. We observe that the jet width, f:::.R, 
does not change much over the length of the jet, so the cross sectional area of the jet 
increases proportional to R (Figure 11). The stalling radius seems to increase linearly 
with the initial Mach number, which suggests, by the analysis in §3, that the effective 
working surface grows as R2 . The effective working surface must extend over the entire 
region interior to the jet instead of being a thin annulus centered on the jet. Equation 
(3.8), which relates the jet's cross-sectional area to its Mach number, requires that the jet 
thickness must increase with R if the stalling distance is to be linear in the Mach number. 
As this does not agree with the observed behavior of the jet, the stalling mechanism 
apparently depends more on momentum transfer to the external gas than on the evolution 
of the jet's parameters. 

We find a weak dependence of stalling radius on the density parameter "1· The sense 
of this dependence is not consistent with the simple theory ( eq. [3.2]); in our simulations 
lower density ratios stall at smaller distances. The result is consistent with the presence 
of higher pressure cocoons surrounding low "1 jets. Recall that the effective initial Mach 
number is reduced by the presence of a higher pressure cocoon (eq. [3.9]). 

A second important difference between the conical and filled jets is that the conical 
jets are very unsteady flows. It is not possible to demonstrate fully the degree to which 
the conical jets depart from a steady flow pattern with a series of contour plots. We did 
not fully appreciate the nature of the flow until we generated a computer animated film 
of the propagation of conical jets, and the descriptions of the flow patterns in this section 
are mainly derived from observing these animated sequences. 

When the conical jet is first injected into the grid, shock waves are driven into the 
interior of the cone. The bow shock directed towards the interior is focused and strength
ened by the symmetry about the axis. Moreover, unlike the bow shock on the exterior of 
the cone, the pressure built up behind the shock wave can be reduced only by expanding 
along the axis, or by pushing the jet away from the axis. The shock-generated pressure 
gradient immediately deflects the jet out from the axis. After propagating several jet 
radii, this deflection has become large (nearly perpendicular to the axis at the head of the 
jet), and the head of the jet rolls off into large vortex. The accumulation of cocoon gas in 
these vortices and the dynamical pressure from the still supersonic cocoon gas impinging 
on the outer surface of the jet provides compensating pressure that gradually pushes the 
jet back towards the axis. This in turn recompresses the gas interior to the jet, raising 
the pressure to the point where the jet is again driven outwards. 

In effect, the jet acts as a "wall" separating the interior and exterior gas. Pressure 
balance is maintained only by deflecting this jet wall. The ambient exterior gas is able 
to expand away from the jet towards the grid boundary, and is thus not able to provide 
the needed confining pressure. This role falls to the cocoon gas, and the time-dependent 
dynamics of the hollow jet are dominated by perturbations in the cocoon, particularly by 
the action of the vortices generated at the head of the jet. As for the shocks generated 
in the interior of the cone, they are directed out along the axis by the jet wall. These 
shocks catch up with the bow shock and help drive it outwards along the axis. The result, 
however, is an extremely flat bow shock that has no resemblance to the "ears" of W50. 
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These changes in the pressure gradients, both inside and outside the jet, lead to 
continual vortex production at the head of the jet, and cause the flow to be extremely 
nonsteady (Fig. 11). The dramatic radial oscillations cause the jet's momentum flux to be 
"sprayed" over the entire region interior to the precession cone. Thus, these oscillations 
contribute to the stalling process by insuring that the jet momentum is distributed over 
a substantially larger area than the thin shell about the precession cone. This accounts 
for the R 2 growth in the effective working surface. Similar radial oscillations are observed 
in the cylindrical jets, but they are larger for the conical jet as the geometry makes the 
restoring forces weaker. 

The vortices are usually created with the sign natural to the side of the jet on which 
they are formed. The time scale for their formation and shedding is roughly in accord with 
the simple arguments of §3. The vortices frequently interfere with the working surface 
either by becoming so large that they "smother" the head of the jet, or by propagating into 
the path of the the jet. Large vortices do not persist inside the cone. Once outside the jet, 
the vortices slowly drift backwards towards the upstream boundary. Occasionally the jet is 
able to "tunnel" through a vortex at its head and send a brief pulse of the highly supersonic 
jet gas through the cocoon. When this gas reaches the contact discontinuity separating 
the cocoon from the shocked ambient gas it drives a shock wave outwards through the 
medium. This leads to a quasi-periodic system of shock waves traveling outwards along 
the axis behind the bow shock, and the slow forward motion of the contact discontinuity 
seen in Figures 6- 7. 

The internal properties of the jet are monitored through the use of tracer particles. 
Along the jet, the Mach number decreases rapidly both due to shocks and the geometric 
dilution of the jet. Since the velocity remains roughly constant, the jet density drops 
linearly with radius. The Mach number drops faster than linearly due to shock waves 
that keep the jet pressure more or less in equilibrium with its surroundings. We know 
that if the jet Mach number drops far enough the jet becomes unstable to kinking modes, 
and the large oscillations of the jet provide an abundance of perturbations to drive the 
instability. It is difficult, however, to determine whether the jet Mach number drops 
sufficiently far while the jet can be characterized as a coherent flow structure. The jet 
disrupts into a series of vortices due to the large oscillations in the radial position of the 
head of the jet, so that while the jet may not become unstable in a formal sense, it is 
difficult to resist characterizing the behavior as such. 

The hollow conical jet neither focuses nor collimates. The large oscillations mean 
that it wanders considerably from the initial precession cone, but it does so without any 
directional preference. The external ambient medium plays almost no role in the dynamics 
of the jet; the cocoon is the primary influence on the exterior of the jet, just as it is for 
the filled and hollow cylindrical geometries. The Eichler (1983) focusing mechanism does 
not seem to be applicable to these flows. In the interior region the ambient medium acts 
essentially as a "shock absorber." While there is mass fl.ow out of the interior region, the 
interior pressure never ( on average) drops significantly. A lower interior density reduces 
the inertia of the gas, which makes it easier for the jet to move inwards, but it is the 
pressure that ultimately determines how closely the jet can approach the axis. As long as 
the pressure forces can become sufficiently large, the jet will be pushed back towards the 
precession cone, preventing any permanent focusing. 

5. Consequences for SS433 

The implication of the preceding sections is that hollow conical jets propagate ineffi-
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ciently, if at all, because of the geometric dilution and spreading of the working surface. 
In addition, the jets do not focus; hydrodynamic interactions maintain significant aver
age pressure in the interior of the cone. The simulations, however, dealt with a series of 
parametrized variables. In this section we ask whether or not the hydrodynamical jet can 
in any way be suitable as a model of the SS433 jet system. 

Suppose we attempt to match the hydrodynamic simulation into the parameters of 
SS433 rather than simply as a series of dimensionless numbers. This is not meant to be 
a serious attempt to "model" SS433, but only to try to connect the results to a realistic 
system. To this end, we scale the jet luminosity and velocity to the approximate values 
for SS433. The jet kinetic luminosity is taken to be L 40 = Lj/1040 ergs s-1 based on the 
characteristics of the emission lines from SS433 and on the energy required to create the 
"ears" of W50 (Begelman et a.I., 1980, Konigl, 1983). The jet velocity is v 55433 = Vj/0.26c. 
If we place the outer edge of the grid at a distance of l = 50 pc from the source of the jet, 
and assume the jet propagates on the 20 degree half angle precession cone before it reaches 
the left edge of the grid, we find that each zone has a width of~ 0.1 pc. Recall that this 
is approximately twice the distance between successive windings of the jet. The left edge 
of the grid is ~ 5 pc from the origin, and the jet is injected at R = (Rout+ Rin)/2 = l. 7 
pc with width t:::..R = (Rout - Rin) = 0.85 pc. These values for the parameters imply that 
the jet density at the orifice is 

(5.1) 

the jet pressure is 

P 2 10-11 d -2 L -1 ( R ) ( M30i )-2 j ~ x ynes cm 40 V55433 2!:::..R (5.2) 

and the jet temperature is 

8 j 2 (M )
-2 

Tj ~ 4 X 10 K µ 30 V55433 (5.3) 

where p = µmpn relates mass and number densities. The chosen Mach number of 30 makes 
the jet in pressure equilibrium with an ambient pressure of 2 X 10-11 dynes. The conditions 
inside of W50 are not known, but we can derive a few crude order of magnitude estimates 
with which to work. The edge of W50 is quite sharp, presumably corresponding to a 
strong shock. The pressure inside W50 should then be at least several times the ambient 
ISM pressure; a value on the order of 10-11 dynes is not unreasonable. Further, this 
pressure gives a total internal energy of~ 10 51 ergs, roughly consistent with the observed 
energetics of the W50. The ambient density and temperature are limited by the lack of 
observed X-ray emission in W50 (Watson et a.I., 1983). Adopting the T 6 = Ta/10 6 K for 
the temperature of the ambient medium, we obtain a density ratio of 

( 5.4) 

at the jet inlet. The isothermal sound crossing time for this set of para.meters is 10 3 years. 
The choice of a Mach 30 jet means that, by equation (3.4), the stalling radius is 

approximately 50 pc. However, because the density ratio is so small the jet is well into 
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the cocoon dominated regime of jet propagation. Extrapolating the behavior of such a jet 
from the simulations we have run poses a. problem of self-consistency. (Actually carrying 
out the specific simulation would require an enormous expenditure of computer time that 
would be difficult to justify for this simplistic model.) As the jet surrounds itself with 
spent gas, the medium through which it propagates changes. The ambient medium will 
play only a. minor initial role in the jet evolution. If one proposes that a.11 of W50 is a. large 
inflated cocoon from the hollow jet, the temperature in W50 would be on order 10 1°K, 
from the thermal energy associated with the large jet velocity. The cocoon density would 
be ~ 10-5 mP cm-3 for P ~ 10-11 dynes (consistent with eqn [3.11] for a. Ma.ch 30 jet). 
Such a gas would not produce the observed X-ray and optical emission in W50; this would 
have to be due to entrained ISM. The present hollow jet would be propagating essentially 
through its own spent cocoon with density ratio on order unity. 

Can a. purely hydrodynamical conical jet account for the "ea.rs" of W50? In the 
absence of a. significantly a.symmetric background pressure or density distribution, a. pro
trusion such a.s the ea.rs requires the directed deposition of energy. A jet provides such 
direction in principle, but that directionality will be lost a.t large distances from a. stalled 
jet. We must therefore require that the jet stall on a. sea.le comparable to W50, and that 
it focus or collimate sufficiently so a.s to direct its momentum and energy flux primar
ily in the direction of the ea.rs. If we consider only the morphological resemblance of the 
simulations to that of SS433 we immediately find several differences. First, without signif
icant focusing, the conical jets do not form any structure reminiscent of the ea.rs of W50. 
Although the jet can oscillate inwards to much smaller radii than that of the precession 
cone, this inevitably results in a.n increase of the pressure in the interior, driving the jet 
out a.way from the a.xis. The cocoon is preferentially inflated outside the precession cone 
leaving the interior filled with shocked ambient material. These interior shocks a.re driven 
out along the a.xis, but they produce a.n extremely flat bow shock (relative to the filled 
jets) rather than a. protrusion along the a.xis. The periodic compression of material inside 
the precession cone could serve a.s a. natural source for the diffuse X-ray emission observed 
by Watson et a.I. (1983). However, in the final analysis the failure of the conical jets to 
propagate, and the morphological differences between W50 and any structure observed 
in the simulations suggests that a. hydrodynamical model without additional physics may 
be inappropriate for the propagation of the SS433 jet on the largest scales. 

Is SS433 a. purely hydrodynamic jet? As discussed in §1 there is no clear answer to 
these questions based on the current state of the observations. Our simulations indicate, 
however, that the simple hydrodynamic jet we have modeled does not resemble the W50 
system. If our simple hydrodynamic model is untenable, what are the alternatives? We 
can categorize several options: 
(1) the jet is focused hydrodynamica.lly, but additional physical processes or different 

initial data must be used to modify the dynamics, 

(2) jet focusing or collimation is achieved by other than hydrodynamic means, 

(3) despite appearances the jet is not directly responsible for the 'ears', or 
( 4) the jet we see today has changed from the jet that generated the ears of W50. 

The first category can be divided into adding new physical processes, and changing 
the assumptions of our model. If the goal is to focus the jet, the additional physics should 
cool the gas inside the precession cone. The aim must be to reduce the interior pressure 
sufficiently rapidly to allow a pressure gradient to focus the jet a.s in the Eichler (1983) 
model. Regardless of the physical mechanism proposed to accomplish this end, ca.re must 
be ta.ken that the energy lost is accounted for. For example, the observed luminosity of 
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the area inside the precession cone L ;S 1036 ergs s-1 strongly limits the radiative cooling 
times. The internal energy inside the precession cone of our simple parameterized jet is 

( ) ( )

3 
49 P l 

Einternal rv 10 . -- , 
10-11 dynes cm- 2 50 pc 

(5.5) 

which limits the radiative time scale to t R ~ E / L '.'.:::'. 5 X 105 years. This is much longer 
than the dynamical time of the jet ( ~ 103 years), which is the rate at which shocks reheat 
the gas. This suggests that radiative processes cannot save our hollow jet. Other cooling 
mechanisms may be similarly constrained. 

Another approach is to ask what initial conditions or assumptions in the simulations 
can be changed without adding additional physics. It is possible that the assumption of 
axisymmetry, which forces the axial focusing of shocks, significantly distorts the results. 
If the shocks were not coherently focused at the axis, the interior pressure would not be 
as effective in preventing focusing. The cone would not oscillate in phase; compression of 
the interior on one side of the cone could be compensated for by expansion on the other 
side. It is not clear whether this would result in focusing or in even more chaotic motion 
of the jet channel. This idea could be studied in a manner analogous to the studies of 
slab jets by looking at the propagation of two slab jets injected at an angle to each other 
( cf., Norman and Hardee, 1988). Alternatively, the interior pressure might be reduced 
by altering the steady jet injection to a periodic injection. If the jet has 'holes' in it that 
allow the interior gas to leak through, the interior pressure ca.n be reduced. Moreover 
the interior gas may be able to leak through the jet without significantly perturbing the 
jet; this would help to damp the radial oscillations that lead to the R 2 dilution of the jet 
momentum flux density. Considering that the observations of the jet show that it has a 
"blob-like" structure on the smallest scales, this effect must be present in the real jet to 
some degree. This might be studied by using a "two-phase" jet model in which most of 
the momentum and energy is carried in pulses of dense, cool gas and the interpulse part 
of the jet is filled with tenuous material. 

In the second category, we mention the possibility of a magnetically dominated jet. 
Such a jet might be able to collimate in a manner reminiscent of the magnetically con
fined model for overpressured filled jets. Direct numerical simulations (LPMB88,Norman 
private communication) have succeeded in propagating such overpressured jets. An added 
difficulty for the SS433 jet is that magnetic hoop stress must overcome the large trans
verse ram pressure of the jet rather than the thermal pressure forces present in the filled 
jet simulations. Magnetohydrodynamic simulations of hollow, conical jets are needed to 
explore this idea. 

Models in the third category are hard to justify because of the near-perfect alignment 
of the jet axis and W50. However, Katz (1986) mentions such a model in which the ears 
are created by radiation flux from the central object, rather than from the hydrodynamic 
jet. The greatest radiation flux from a thick accretion disk would naturally be aligned 
with the jet. 

A related possibility is that the jet we see today is not the jet that generated the 
ears. The jet's precession cone may be slowly widening; the ears would have formed when 
the cone was much narrower. In any case, removing a causal connection between the ears 
at the current epoch has the virtue of explaining why there is little evidence for energetic 
jet interactions with the W50 remnant ( a.part from the ears!) It avoids the discrepancy 
between the large implied jet kinetic luminosity L j ~ 1040 ergs s-1, and the observed 

luminosity ~ 1036 ergs s- 1
. 
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To conclude, it is hardly surprising that the SS433 jet is more complicated than 
an axisymmetric, conical, hydrodynamic jet. Our aim in this paper has been to draw 
attention to that fact. As there clearly exist a large number of possible modifications 
to our simple model, the hydrodynamic jet paradigm cannot be considered dead; it is, 
however, more tightly constrained. Considering the powerful effects of the "turbulent" gas 
dynamics on the evolution of the jet, it is unlikely that a model of the SS433 jet is complete 
or robust in its conclusions without including the full multidimensional, non-linear effects 
of supersonic hydrodynamics. 
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TABLE 1 
Models Studied in the Parameter Survey 

Jet Mach Number Density Ratio Jet Geometry 
6.0 0.1 Filled Cylinder 
6.0 0.1 Hollow Cylinder 
6.0 0.1 Hollow Cone 
12.0 0.1 Hollow Cone 
6.0 1.0 Filled Cylinder 
6.0 1.0 Hollow Cylinder 
6.0 1.0 Hollow Cone 
12.0 1.0 Hollow Cone 
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Figure 1. Position of bow shock for four different jet calculations. NSW85 M j = 6, 
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Figure 2. Density and pressure contours of the density contrast T/ = 0.1 jets ex
amined in this study at their final time level where the bow shock is near or slightly 
past the downstream boundary. Thirty contours distributed uniformly in the logarithm 
of the density and pressure are displayed. On the right is the density, and on the left the 
pressure. The cases are ( from top to bottom) the filled, cylindrical, and conical Mi = 6 
jets, and the conical Mi = 12 case. The time levels of the contours are t/ti = 5.6, 9.0, 
11.3, and 6.8 respectively. 
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Figure 3. Density and pressure contours of the density contrast "7 = 1.0 jets ex
amined in this study at their final time level where the bow shock is near or slightly 
past the downstream boundary. Thirty contours distributed uniformly in the logarithm 
of the density and pressure are displayed. On the right is the density, and on the left the 
pressure. The cases are (from top to bottom) the filled, cylindrical, and conical M; = 6 
jets, and the conical M; = 12 case. The time levels of the contours are t/ti = 6.8, 9.0, 
11.3, and 6.8 respectively. 
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Figure 4. Density and pressure contours of the density contrast T/ = 0.1 jets exam
ined in this study at the same time level t/ti = 5.6. Thirty contours distributed uniformly 
in the logarithm of the density and pressure are displayed. On the right is the density, 
and on the left the pressure. The cases are (from top to bottom) the filled, cylindrical, 
and conical lYij = 6 jets, and the conical Mj = 12 case. 



F-25 

Figure 5. Density and pressure contours of the density contrast T/ = 1.0 jets exam
ined in this study at the same time level t/ti = 6.8. Thirty contours distributed uniformly 
in the logarithm of the density and pressure are displayed. On the right is the density, 
and on the left the pressure. The cases are (from top to bottom) the filled, cylindrical, 
and conical M1 = 6 jets, and the conical M1 = 12 case. 
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for the four cases with density ratio TJ = 0.l. 
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Figure 8. Velocity a.nd shock structure for the two hollow cylindrical cases a.t the 
final time slice, t/ti = 9.0. The M 1 = 6, 17 = 0.1 case is shown in (a), and the M 1 = 6, 
17 = 1.0 case is shown in (b). Vectors indicate direction and magnitude of the fluid 
velocity, with the length proportional to the square root of the velocity. Only every 
eighth velocity vector is shown in each direction. Contours are contours of large negative 
div• v indicating the position of shocks. 
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Figure 9. The position of the jet channel for the Mj = 6 T/ = 0.1 hollow cylindrical 
jet showing its varying position with time. The channel is defined by the region in which 
the total gas velocity is greater than 60% of the initial jet velocity. Contours are shown 
at t/ti = 5.6, 6.8, 7.9 and 9.0. The inward pinching of the jet channel is clearly visible. 
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Figure 10. Velocity and shock structure for the two Mj = 6 hollow conical jets 
at the final time slice, t/ti = 11.3. The Mj = 6, Tf = 0.l case is shown in (a), and the 
jyfj = 6, T/ = 1.0 case is shown in (b ). Vectors indicate direction and magnitude of the 
fluid velocity, with the length proportional to the square root of the velocity. Only every 
eighth velocity vector is shown in each direction. Contours are contours of large negative 
div• vindicating the position of shocks. 
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Figure 11. The position of the jet channel for the T/ = 0.1 hollow conical jet showing 
its varying position with time. The channel is defined by the region in which the total gas 
velocity is greater than 60% of the initial jet velocity. Contours are shown at t/t i = 7.9, 
9.0, 10.1 and 11.3. The radial oscillations in the jet channel are clearly visible. 
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Abstract 
We describe a three-dimensional, numerical calculation of the tidaJ disruption of a 

low mass main sequence star, with mass Jvl* and radius R*, on a parabolic orbit around 
a massive black hole (lVh = 106 M*) with pericentric separation Rp = 102 R*. The post
disruption evolution is followed until hydrodynamic forces become negligible and the lib
erated gas becomes ballistic. The distribution of these orbits is analyzed. About half 
of the debris escapes from the hole with velocities up to 7200(M */ R*) 112 km s-1 (M* 
and R* in solar units), while half remains bound to the hole. We give the rate at which 
bound mass returns to pericenter after orbiting the hole once. We discuss several pro
cesses that determine the timescale to circularize the debris orbits and allow an accretion 
torus to form. This timescale and the timescales for radiative cooling and accretion inflow 
determine the onset and duration of the subsequent flare in the AGN luminosity. 



G-3 

1. Introduction 

The tidal disruption of stars that pass sufficiently close to a massive central black 
hole (Mh '.::::'. 106 Mc;)) provides one mechanism by which low luminosity active galactic 
nuclei (AGN) might be fueled. While other processes in dense galactic clusters, including 
star-star collisions, may provide more efficient average fueling (Hills, 1975, 1978, Frank, 
1978, Young et a.1., 1977), the disruption of a star by a massive black hole should lead to 
an intense, but brief accretion fl.are whose signature might reveal the presence of the black 
hole (Rees, 1988, Phinney, 1989). Crucial aspects of the physics of stellar disruption were 
first understood by Lacy et a.l. (1982); reviews of the scenario are given by Rees (1988) 
and Phinney (1989). 

Rees (1988) emphasizes that there are several features of stellar disruption that re
quire further analysis: (1) what is the orbital distribution of the stellar gas after disruption, 
(2) how is the accretion torus formed, (3) how radiatively efficient is the accretion process 
and how long does the fl.are last, and ( 4) how do the above factors depend upon the 
closeness of the approach? In this paper we address the first of these questions, and some 
aspects of the second and third, by modeling in detail a typical star-disrupting encounter. 

The strength 'Tl of a tidal encounter is defined to be the square root of the ratio 
between surface gravity and tidal acceleration at pericenter: 

(1) 

where Rp, R*, and J.\i[* are the pericentric distance, stellar radius, and stellar mass, re
spectively. The quantity r7 is also the ratio between the duration of the encounter and the 
hydrodynamic timescale (Press and Teukolsky, 1977). 

We model the star as a r = 5/3 polytrope, structurally similar to low mass main 
sequence stars. Carter and Luminet (1983, 1985, Luminet and Carter, 1986) find that r = 
5/3 polytropes disrupt when 'Tl~ 1.2. For somewhat larger pericentric separations, the star 
avoids total disruption but may be captured by the hole, and lose part of its envelope, as 
orbital energy is removed to excite oscillations in the star. Very close encounters (ry ~ 0.1) 
may be qualitatively different due to relativistic effects and compression into the orbital 
plane before disruption. Carter and Luminet suggest that the compression may trigger 
significant nuclear energy release in the core, modifying the post-disruption dynamics. 
The range 1.2 ~ 'Tl ~ 0.1 encompasses 80% of the disruptive encounters if the loss-cone 
is full. A lower overall rate of stellar disruption occurs, but with a higher fraction near 
'Tl= 1, if the loss-cone is partly depleted and stars diffuse in at the edge due to two-body 
encounters (Young et a.l., 1977, Ozernoy and Reinhardt, 1978) or, more importantly, due 
to collective effects (Begelman et al., 1980, Roos, 1981, Norman and Silk, 1983) in the 
cluster. 

In this paper we take the mass ratio A1h/ lvf* = 106 and consider only the case 'Tl = 1. 
We define Rp/ R* = "' so that for this case "'z = 10-2

"' = 1. The use of a polytrope allows 
the results to be scaled with the stellar mass and radius for fixed 'Tl and "'· We measure Ni* 
and R* in solar units throughout. The pericentric distance is 24 ry 213(R*/ M*)(M*/ lvh) 213 

times the black hole's Schwarzschild radius, which allows a Newtonian treatment of the 
black hole tidal field for M 6 = 10-6 Mh ~ 1 and 'Tl ~ 1. With more massive holes, 
Mh ~ 108 M 0 , main sequence stars do not tidally disrupt without also plunging through 

the event horizon. 
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Tidal disruption has previously been difficult to model due to its three-dimensional 
(3D) nature. The affine model of Carter and Lumi:1et (1983, 1985, Luminet and Carter, 
198G) approximates the star as a time-dependent ellipsoid, with a fixed density profile. 
Such a model is of limited utility if the true matter distribution deviates from the assumed 
shape and density profile. However, a recently introduced numerical hydrodynamic tech
nique, called smooth particle hydrodynamics (SPH), makes no restrictive assumptions on 
the hydrodynamic degrees of freedom and allows us to study the 3D encounters with full 
generality. 

2. Nu1nerical Method 

The SPH method has been described elsewhere (Gingold and Monaghan, 1977, Benz 
et al., 1988, Hernquist and Katz, 1988). Our implementation is most similar to that 
of Hernquist and Katz (1988) in that a tree-based algorithm is used for both the self
gravity and hydrodynamic calculations, although the tree structure differs from that of 
Hernquist and Katz. We will describe the details of the method and the results of a set of 
tests elsewhere. Here we describe an axisymmetric analogue of the 3D tidal encounter for 
which we compare simulations using both SPH and finite difference hydrodynamics (FDH) 
(Evans, 1986). In this test the tidal gravity is given by the axisymmetric quadrupolar 
potential GMhR(t)-3 r 2 P2 (cos0). The radius R(t) is chosen to be the radial position of 
a star along the T/ = 1 parabolic orbit. We find that the axisymmetric tidal encounters 
are qualitatively similar to the true 3D encounters; in particular, the star disrupts when 
T/ ;:;; l. Figure 1 shows the mass distribution of specific energies in the gas following an 
T/ = 1 axisymmetric disruption. The detailed agreement of the SPH and FDR methods 
on this non-trivial, multi-dimensional model for disruption demonstrates the capabilities 
of the SPH algorithm for problems of this type. 

We calculate the disruption in the accelerating (but nonrotating) frame given by the 
initial parabolic approach orbit. In this frame the star's center of mass remains nearly 
at rest, allowing the post-disruption expansion of the gas to dominate the calculated 
dynamics. With 4 x 104 particles per star, energy is conserved to within 15% of the 
binding energy (0.2% of the expansion energy!), and angular momentum is conserved to 
one part in 105 . 

3. Hydrodynamics of Disruption and Gas Orbits 

The duster velocity dispersion 17 gives incoming stars small specific energies, IEinitl '.:::'. 
5 x 1013 i7ioo ergs g- 1 . Tidal disruption reduces the orbital energy by the binding energy 
of the star, Eb ~ 2 X 1015 (M*/ R*) ergs g-1 , which is ~ 40 times Einit · Consequently, 
a parabolic approach orbit is assumed with stellar radius to pericentric separation ra
tio Rp/ R* = K- = 102 , tidal parameter T/ = 1, and mass ratio M h/ NI* = rt- 2 

K-
3 

106 • For comparison, the specific kinetic energy at pericenter is E0 = G lvhR-;; 1 = 
2 x 1019K-h- 2(M*/R*) ergs g-1

, or of order 104 times I Eb I-
The tidal bulge raised on the star by the black hole becomes an order unity distortion 

near pericenter. The bulge rotates in an attempt to stay aligned with the direction to 
the black hole but lags by c:::- 60° at pericenter (see Figure 2). The magnitude of the tidal 
bulge, the phase lag and the transient nature of the encounter provide a tidal torque on the 
star. The specific torque, of order GMhR;R;;3 , acts over the duration of the encounter, 

t
0 
= R;I\GMh)-1 12 , to give a specific spin angular momentum of ls~ 10-4

K-22lo, where 
l

0 
= (2GMhRp) 112 is the orbital angular momentum. The surface velocities implied by 
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such a rotation rate are V 8 ~ TJ- 1ve, where Ve = (2GM*/ R*)1 12 is the stellar escape 
velocity. The large surface velocities and the order unity tidal bulge combine to overcome 
the stellar self-gravity and lead to the disruption of the star (see Figure 2). 

The variation of specific energy in the released gas is determined by the relative depth 
of a mass element in the potential well of the black hole. The spread in specific energy 
of the gas, .6.E, is given by the change in the black hole potential across a stellar radius 
(Lacy et a.I., 1982): 

(2) 

This is much larger than the binding energy, Eb, and kinetic energy, ½v;, generated by 
spin-up near pericenter. In order of magnitude we have E0 ~ .6.E -::::: 10-2K 21 E0 ~ 
Eb -::::: 10-4 K2

2 TJ 2 E0 • The mean orbital binding energy of the stellar debris is Eb, but 
since .6.E ~ Eb very nearly half of the mass of the star remains bound to the hole, 
and half is ejected (Lacy et a.I., 1982) with estimated velocities of v 00 ~ (2.6.E )112 = 
6000TJ- 1K~l2(M*/ R*) 112 km s-1

• From the simulation (TJ = 1, K 2 = 1) we find the peak 
velocity (see Figure 3) in the ejecta to be 7200(M */ R*) 1 / 2 km s-1 and the total kinetic 
energy of the unbound material is 8.7 x 1049 M; / R* ergs. 

The kinetic energy of relative expansion rapidly dwarfs both the adiabatically de
creasing internal energy and the stellar self-gravity. The freezing of the energy and an
gular momentum distributions locks the debris into Keplerian trajectories around the 
black hole, until such time as hydrodynamic forces again become important. We ex
pect the mass distribution to have a spread in energy of -::::: 2.6.E, leading to an estimated 
mass distribution dM/dE -::::: M*/2.6.E -::::: 5.2 x 1015 rJ- 2 K21 R* g2 ergs-1 . In the simula
tion, we observe that the spread in energy is 1.6.6.E, and that the mass distribution is 
nearly constant, with dM/dE-::::: 5.8 x 10 15 R* g2 ergs-1 (see Figure 3). The most tightly 
bound gas has total energy -::::: -.6.E, which makes the minimum period before return to 
the hole Tm = 2-1 / 21rK3 12t 0 -::::: 0.1 TJK~/2 R;12 M;112 yr. Using the Keplerian relation 
dE/dT = (1/3)(21rGMh) 213T-5 / 3 and that dM/dE is nearly constant, the estimated rate 
at which mass returns to the black hole after one post-disruption orbit is 

dJ\.,f lM* ( t )-5/3 33 ( t )-5/3 -1 -3/2 (M*)3/2 M -1 -- ".:::: -- - ".:::: • - T/ K2 - 0 yr . 
dt 3 Tm Tm Tm R* 

(3) 

Figure 4 displays the mass infall rate obtained by the simulation, which confirms this 
power law dependence [note the error (Phinney 1989) in Rees (1988)]. The simulation 
shows that the first material returns slightly before Tm, and that the peak rate, at t -::::: 
1.5T m, is 1.4(M */ R*) 3 / 2 M 0 yr- 1 . The debris returns at a rate exceeding the Eddington 

rate Medd -::::: 0.02.sojM6 Mr-J yr-1, for radiative efficiency €, for -::::: 2.2£~'.1
5 R;15 M*-l/

5 

years in this T/ = 1, ;,, 2 = 1 case. 

4. Post-Disruption Behavior and Formation of an Ac
cretion Torus 

The returning gas does not immediately produce a flare of activity from the black 
hole. First a sufficient fraction of the material must enter circular orbits and form an 
accretion torus. Only then will viscous effects release enough binding energy to power 
an Eddington-level emission flare (Ledd = 1.3 X 1044 MG ergs s-1 

). It is difficult to assess 
how rapidly the torus forms once stellar debris begins to return to pericenter, but our 
knowledge of the distribution of debris orbits allows us to outline several potentially 
important processes. 
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As the star disrupts, thermal pressure accelerates material out of the orbital plane 
to a velocity ~ Ve before the expansion, (which predominantly occurs within the orbital 
plane) adiabatically cools the gas. The predicted (and observed) spread in inclination 
angles is oi rv Ve/Vo rv O.Ol1]K21 , where Vo is the velocity a.t pericenter. These orbits are 
focused back into the original orbital plane at a.pocenter. There the convergence velocity 
is ~ vaoi, where Va is the orbital velocity a.t a.pocenter. This ca.uses the formation of a. 
pancake shock that weakly redistributes the orbital para.meters a.nd damps out some of 
the vertical motion. 

A second effect occurs as the stream approaches pericenter, where the radial focus
ing of orbits acts a.s a.n effective nozzle. During the disruption a.dia.ba.tic expansion a.nd 
general relativistic precession produce relative changes in the a.psida.l angles and eccen
tricities of the debris orbits. Hydrodynamic effects dominate and produce, for example, 
an observed spread in a.psida.l angles of::::: 1.4°. If these hydrodynamic effects were ab
sent, the highly sheared stream would return to pericenter with a width a.s narrow as 
h::::: -/2(1 - e) 5 / 2 R*/(61r), or h rv 4 X 10-6 R* fore= 0.98. In this case Liouville's theo
rem guarantees that the material returns to its original density at pericenter. A spread 
in eccentricities, oe, a.bout the mean eccentricity, e, implies a widening of the stream, 
estimated to be h ~ Rpoe/(l - e). At the peak of the re-infa.11 rate, the spread in the 
eccentricities has an upper limit of oe ~ 10-4 . For e = 0.98 we then find a limit on 
the width h ~ R*/2. Spreading by this a.mount reduces the density of gas returning to 
pericenter to~ 10-5 of the original stellar <lensity. The flow converges with Ma.ch number 
M::::: h'\1 • V/c 8 rv 17- 1(h/ R*)(p/ p*)- 113 where p* is the mean density of the original star. 
For our orbital para.meters this implies a Mach number of ~ 10 near the peak of the mass 
infoll rate. If the Ma.ch number is high enough, oblique shocks will form in the stream 
that will alter the orbital velocities a.nd help circularize the orbits. 

A third effect is due to relativistic precession. As the debris passes the black hole, 
its apsidal angle precesses by fl¢= 31rG MhR; 1 c- 2 , for a Schwarzschild black hole. After 
passage the outflowing gas is on an orbit that will collide with the infalling stream near 
apocenter, giving rise to an angular momentum redistributing shock much like those in 
cataclysmic variable systems. The relative velocities are of order !:iv/ lvl = ell¢/( (1-e) 2 + 
(llcp/2)2)112 . For r1 = l orbits a.round a. M 6 = l black hole (fl¢::::: 10°), the redistribution 
is fairly weak and several passes a.re required to circularize the orbits. More efficient 
redistribution occurs if the precession is larger ( i.e., for a more massive black hole or for a. 
smaller pericentric separation). On the other hand, if the black hole is a Kerr black hole 
and the orbital plane is not perpendicular to the rotation axis, the outgoing stream may 
miss the incoming stream due to precession of the orbital plane about the black hole's 
spin a.xis. 

Debris will ultimately settle into a torus a.bout the black hole. The angular momen
tum of the infalling gas corresponds to that of a circular orbit with radius r K = v'2Rp. 
The initial binding energy of the debris, however, is smaller than the binding energy of 
the circular orbit by rv K- 1 . Hence the torus must extend to radii much larger than r K for 
its binding energy to be consistent with that of the debris. Near r K the Thomson optical 
depth is extremely high, T rv M*aT / RJ.cmp rv 107 M*R; 2 

K 22
, so that if material is added 

on a timescale shorter than the cooling timescale the torus will be radiation pressure sup
ported. Once the torus is formed, it will evolve under the influence of viscosity, radiative 
cooling, winds and the time-dependent mass inflow. 

The three primary timescales a.re the orbital circula.riza.tion timescale, the radiative 
cooling timescale, and the viscous timescale. Each of the three hydrodynamic redistribu-
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tion processes we discussed above requires at least several orbits to produce circularization 
(for 'T/ ~ 1 and M 6 ~ 1). Thus the timescale for forming the torus is ~ 10 Tm ~ 1 year. 
If the torus radiates at a fraction f of Eddington luminosity, the Kelvin-Helmholtz cool
ing time for an extended torus of mass Mis (GMhM/RK)/fLEdd ~ 3J-1M/M0 years. 
If the formation of the torus proceeds via hydrodynamic effects that are stronger than 
those outlined above (and such effects are difficult to rule out), then a radiation pressure 
supported torus forms. However if the mechanisms we have outlined are indicative of the 
timescale for circularizing the orbits, then the cooling operates at a competitive rate and 
the qualitative structure of the torus (i.e., thick or thin) may vary with radius (Begelman 
1985). The viscous timescale near r K is tv ~ a-1 t 0 where the viscosity parameter a 
is only weakly constrained, 10-6 ~ a ~ l. If tv ~ l year the torus is drained as fast 
as it forms, while if tv ~ l year a long-lived torus of mass e:::::: M*/2 builds up. In the 
intermediate range, with a ~ 10-4 and tv ~ l year, all three timescales are comparable. 
Finally, to understand the evolution of such an accretion torus, plus its associated AGN 
flare, the time dependence of the external mass inflow rate must also be counted. 

5. Conclusions 

We provide numerical details of how a low mass star is tidally disrupted during 
an encounter with a massive black hole, examine the distribution of debris orbits and 
calculate the rate at which debris returns to the vicinity of the hole. The numerical 
results closely match analytic estimates for the case considered here. This is less likely 
to be true for either more distant encounters in which the star does not fully disrupt, or 
for closer encounters in which shocks develop as the star is vertically compressed. The 
post-disruption evolution depends upon the balance between the timescales for orbital 
circularization, cooling, viscous accretion and debris infa.11. A full understanding of the 
circularization process will require detailed hydrodynamic calculations. 
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Figure 1: Mass distribution of specific energies in the liberated gas that results from 
tidal disruption in the axisymmetric test problem at time t = 1.06 (in units of dynamical 
time t 0 = (R!/GMh) 112 at pericenter). The SPR technique, which is used for the three
dimensional calculations, is compared in this two-dimensional test to a finite difference 
hydrodynamics (FDR) calculation, and to the quasi-analytic Carter and Luminet model. 
SPH resolutions of 104 and 2 x 104 particles per star are shown (light solid lines), as is 
a FDR run with a resolution of 150 radial zones by 45 angular zones (heavy solid line). 
The Carter and Luminet model ( dashed line) shows strong deviations from the results of 
the numerical models. The error bars accompanying the SPR results indicate statistical 
fluctuations induced by binning the particles. 
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Figure 2: Density contour plots of star and liberated gas at several points along the 
orbit. The apparent size of the star is increased by a factor of 15. The star is 
shown at times t = -3.33, -1.44, 0.46, 2.36, and 6.15 in units oft 0 • The small circle at 
the center indicates the Schwarzschild radius of the black hole. 
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Figure 3: Differential mass distributions with respect to specific energy for debris in the 
3D disruption simulation. The energy is measured in units of b.t = t 0 K-

1
. The results 

for three particle resolutions of 104 , 2 x 104 , and 4 x 104 particles per star are shown. The 
error bars indicate statistical fluctuations induced by binning the particles. 
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Figure 4: The rate at which stellar debris returns to the vicinity of the black hole versus 
time. The infall rate is given in units of solar masses per year. The Eddington accretion 
rate for a Mh = 106 }.!J0 black hole, with radiative efficiency € = 0.1, is indicated. The 
heavy line shows the estimated infall rate given by equation (3) in the text. The results 
from three different SPH simulations are shown, with particle resolutions of 10 4 , 2 X 104

, 

and 4 x 104 particles per star. The error bars indicate statistical :fluctuations induced by 

binning the particles. 




