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Abstract

This thesis presents the scanning tunneling spectroscopic studies of the non-universal electronic

properties among electron- and hole-doped cuprates. Tunneling spectra of the electron-doped

Sr0.9La0.1CuO2 and the hole-doped YBa2Cu3O6+δ reveal distinctly different behavior in the pairing

symmetries, pseudogap phenomena, satellite features, and low-energy excitations. While under-

doped and optimally doped YBa2Cu3O6+δ exhibits d-wave and overdoped Ca-doped YBa2Cu3O6+δ

(d+s)-wave pairing symmetry, the electron-doped Sr0.9La0.1CuO2 shows fully gapped s-wave pairing

symmetry. The absence of the satellite features and pseudogap in tunneling spectra of electron-doped

cuprates sharply contrasts with their general presence in hole-doped cuprates. Furthermore, the sub-

gap low-energy spectral characteristics of Sr0.9La0.1CuO2 deviate substantially from the mean-field

Bardeen-Cooper-Schrieffer theory, while those of YBa2Cu3O6+δ can be fully accounted for by the

mean-field generalized Blonder-Tinkham-Klapwijk formalism.

Despite the aforementioned disparities, several experimental results reveal important connections

between the two types of cuprates. For instance, the coexistence of the pseudogap and superconduct-

ing spectra in hole-doped cuprates and the observations of the current- and field-induced pseudogap

in electron-doped cuprates suggest that competing orders, manifested as the pseudogap, coexist with

superconductivity in both types of cuprates. In addition, by comparing the tunneling spectra with

the high-field vortex dynamics measurements, we find that the quasiparticle spectral characteris-

tics of Sr0.9La0.1CuO2 and YBa2Cu3O6+δ correlate with the degree of field-induced quantum phase

fluctuations of the two compounds.

Based on these findings, we propose a simple model of coexisting density waves with super-

conductivity to unify the apparent non-universal phenomena among cuprate superconductors. By
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incorporating quantum phase fluctuations and adopting realistic band structures, numerical simula-

tions of the quasiparticle tunneling spectra demonstrate excess subgap low-energy excitations, which

is consistent with the empirical observations in Sr0.9La0.1CuO2. Furthermore, by tuning the ratio of

the density waves to superconductivity, the theoretical calculations reproduce the absence of pseudo-

gap phenomena in electron-doped cuprates and the general presence of he pseudogap in hole-doped

cuprates. Thereby, we conclude that the competing orders that coexist with superconductivity in

cuprate superconductors contribute to the rich cuprate phenomenology.
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Chapter 1

Introduction

Twenty years have passed since the discovery of the first copper-oxide high-temperature supercon-

ductor La2−xBaxCuO4 in 1986, and the intriguing physics of cuprate superconductors continues to

fascinate scientists. Coherent comprehension of the underlying mechanism remains elusive. Never-

theless, a number of superconducting and normal-state properties are now understood in great detail

from the comparison of experimental findings to theoretical analyses of simple models. In this chap-

ter, we review the basic properties of the cuprate superconductors, survey the current experimental

and theoretical progress, and conclude with a brief outline of the thesis.

1.1 Crystalline structures and electronic phase diagram of

high-temperature superconductors

1.1.1 Crystalline and electronic structures of parent compounds

Cuprate superconductors are generally referred to as doped Mott insulators. To understand the

origin of this terminology, we begin with an investigation of the cuprate crystalline and elec-

tronic structures. All high Tc superconductors share the following two elements: the CuO2 planes

that form single-layer or multilayer conducting blocks per unit cell, and the “charge reservoirs”

in between the CuO2 planes that are responsible for contributing either electrons or holes to the

CuO2 planes. In Fig. 1.1, three representative cuprate superconductors, the one-layer hole-doped

La2−xSrxCuO4 (LSCO), the one-layer electron-doped Nd2−xCexCuO4±δ (NCCO), and the infinite-
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layer Sr1−xLaxCuO2 (SLCO), are illustrated as examples. It is understood that the electronic states

of the CuO2 planes control the physics of high Tc superconductivity. By doping with substitution

elements or by changing the oxygen content (as in YBa2Cu3O6+δ) in the charge reservoirs, the

carrier density in the CuO2 planes can be controlled.

SLCO LSCO NCCO

Figure 1.1: Crystalline structures of representative hole-doped and electron-doped cuprates:
electron-doped Sr1−xLaxCuO2 (SLCO), hole-doped La2−xSrxCuO4 (LSCO), and electron-doped
Nd2−xCexCuO4±δ (NCCO). We note the absence of apical oxygen in all electron-doped cuprates, in
contrast to the presence of CuO6 octahedron in hole-doped cuprates. Furthermore the infinite-layer
system differs from all others in that no excess charge reservoir exists between consecutive CuO2

planes.

In the undoped parent compound, the electronic states of the Cu on the plane are in the d9

configuration. The presence of oxygen octahedron sounding the central Cu ion and the associated

Jahn-Teller distortion split the degenerate eg orbitals of Cu d9 with the resulting highest partially

occupied orbital being dx2−y2 . The Cu dx2−y2-orbital and the doubly occupied O px, py-orbitals

form a strong covalent bonding. In the absence of interaction among electrons, the hybridization of

these three orbitals gives rise to the bonding, non-bonding and half-filled anti-bonding bands and

predicts a good metal, in sharp contrast to the large charge gap observed in the undoped compounds.

The failure of the band theory, and hence that of the conventional Fermi liquid approach to high

Tc problems, stems from the existence of a large on-site Coulomb interaction that well exceeds the

bandwidth of the tight-binding anti-bonding band. If a charge carrier were to hop onto a partially
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filled Cu dx2−y2 orbital, the two Cu dx2−y2 carriers would experience a large energy penalty, and,

hence, it is energetically more favorable to localize the electrons. Electronic systems with half-

filled states and strong localizations are known as Mott insulators. Specifically, the strong on-site

Coulomb repulsion suppresses charge fluctuations, splits the half-filled anti-bonding band into an

empty upper-Hubbard band and a filled lower-Hubbard band, thereby turning a band metal into a

Mott insulator with an optical gap of a few eV .

More precisely, in the cuprate systems, the energy penalty of having a second hole in the Cu

d-orbital is much larger than the energy separation between the Cu dx2−y2 and O p-orbitals. Thus,

the extra hole primarily goes to the O px, py orbitals, and the energy cost (Ep−Ed), of the order of

∼ 2 eV , is named the charge transfer gap. Because the hybridization integral, tdp, is much smaller

than the energy barrier (Ep−Ed), the electrons in the undoped compounds form localized moments

on the Cu sites. These spins are anti-ferromagnetically aligned via the super-exchange interaction

that involves virtual hopping to the neighboring O p-orbitals. As a result, the parent compounds of

high Tc materials are referred to as anti-ferromagnetic Mott insulators.

1.1.2 Electronic phase diagrams

When charge carriers are introduced to the CuO2 planes, several novel phases appear as exemplified

in Fig. 1.2. This section provides an overview of the electronic phase diagrams of cuprates and

summarizes the most important phenomena shared among all cuprate superconductors. We remark

that the physics of cuprate superconductors is extremely rich, and therefore a simplified phase

diagram such as that shown in Fig. 1.2 cannot capture many interesting details that take place

in different cuprate systems. Since the physics behind these non-universal phenomena is the main

theme of the thesis, we shall discuss these issues in more detail later in this chapter [§1.2].

As mentioned in the previous section, at zero doping, the electronic state of the parent com-

pound is an anti-ferromagnetic Mott insulating state for both the n-type (electron-doped) and the

p-type (hole-doped) cuprates. Chronologically, soon after the discovery of La2CuO4, long-range

Néel spin ordering in this system was experimentally determined [1]. Strictly speaking however,
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Figure 1.2: The zero-field temperature (T ) vs. doping (x) phase diagram of representative electron-
doped (n-type) and hole-doped (p-type) cuprate superconductors. AFM: long-range commensurate
anti-ferromagnetic order. SC: superconducting state. PG: pseudogap region. FL: Fermi liquid. TN ,
Tc, and T ∗ are respectively the Néel temperature, the superconducting transition temperature, and
pseudogap temperature.

the Hohenberg-Mermin-Wagner theorem asserts that an ideal two-dimensional (2D) magnetic sys-

tem with isotropic anti-ferromagnetic Heisenberg couplings would remain magnetically disordered

at finite temperature. The finding of long-range anti-ferromagnetic ordering in real systems can

be reconciled with theory by relaxing the strict 2D picture and incorporating three-dimensional

(3D) anisotropic effects. The anisotropic effects in cuprate can arise through many different ways.

For instance, in addition to the dominant 2D Heisenberg term, there are small interlayer coupling,

Dzyaloshinski-Moriya (DM) anisotropic coupling and easy-plane (x-y) anisotropic coupling terms

in the real and spin space Hamiltonian [2]. In orthorhombic systems, such as La2CuO4, DM and

interlayer anisotropies stabilize the 3D long-range anti-ferromagnetic phase [3, 4]. In tetragonal

systems, such as Nd2CuO4, where the former two anisotropies are absent, x-y anisotropy results in

a crossover from the 2D Heisenberg behavior to the 2D XY regime, followed by a crossover to the

3D XY regime, and hence stabilizes the long-range Néel order [5, 4].
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As holes are introduced to the CuO2 planes, the Néel temperature of the system decreases

rapidly upon doping and the commensurate anti-ferromagnetic (AFM) long-range order disappears

completely at around p ∼ 0.02, where p is the number of doped holes per Cu. Above this doping

level, various types of spin fluctuations replace the original commensurate AFM order and continue

to survive in the superconducting phase. In La2−xSrxCuO4 (x = p for the one-layer systems), static

incommensurate spin fluctuations develop beyond the Néel state and persist in the superconducting

state, while in other compounds, such as YBa2Cu3O6+δ, commensurate magnetic resonance modes

and significant dynamic spin fluctuations coexist with superconductivity in the underdoped and

optimally doped region.

When hole-doping is further increased, superconductivity sets in at p ∼ 0.05 and lasts up to

p ∼ 0.25. There is general consensus that the pairing symmetry of the superconducting order pa-

rameter of hole-doped cuprates is predominantly dx2−y2-like in the underdoped and optimally doped1

region [6, 7]. In the heavily overdoped limit, on the other hand, a significant s-wave component in

addition to the dx2−y2 component has been revealed [8] [§1.2.1].

In the normal state of the underdoped cuprates, various phenomena associated with a partially

suppressed density of states around the Fermi level and an opening of the spectral gap in the

spin and charge fluctuations have been observed [9]. This state is termed as the pseudogap phase

[§1.2.2]. Near the optimal doping, the pseudogap phase crosses over to an anomalous non-Fermi-

liquid region where quantum critical scaling behavior in the spin and charge density fluctuations is

suggested [10, 11]. As we further increase the doping to the overdoped range, conventional Fermi-

liquid physics is eventually recovered.

On the electron-doping side, despite an overall similarity, we notice that the AFM state exists

over a wider doping range and the superconducting region is much narrower in comparison with that

of the hole-doped cuprates. An intuitive way to visualize the robustness of the AFM order in the

electron-doping phase diagram is the spin-dilution picture. While the hole doping introduces carriers

to the O p-orbitals, the electron doping takes place in the Cu d-orbital. The resulting mobile spinless
1The optimal doping p0 ≈ 0.16 is defined as the doping concentration with the highest transition temperature

Tc(p0). Underdoping refers to the doping level where p < p0, and overdoping refers to p > p0.
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Cu 3d10 configuration dilutes the background anti-ferromagnetic coupling and leads to a gradual

reduction of the Nèel temperature [12]. The suppression of TN is comparable to that observed in the

Zn-doped La2CuO4 [13, 14] where the doped Zn with a localized 3d10 configuration dilutes the AFM

order of the Cu spins. In contrast, the doped holes in the O orbitals induce ferromagnetic coupling

between adjacent Cu spins, strongly frustrating the anti-ferromagnetic background [15]. Therefore,

the Néel temperature drops rapidly with increasing hole doping, and the resulting AFM phase is

much narrower in the hole-doped cuprates.

In the normal state of the n-type cuprates, no discernible zero-field low-energy pseudogap is

observed by the tunneling and photoemission spectroscopy measurements, although, upon the ap-

plication of a large magnetic field that fully suppresses superconductivity, a partial tunneling gap is

again detected [16, 17, 18] [§1.2.2]. Besides, the electronic properties of the normal state measured

by the transport and zero-field tunneling experiments are more conventional, similar to what the

Fermi-liquid region in the overdoped p-type cuprates exhibits.

1.1.3 Effective single-band Hubbard model and t− J model

The electronic states responsible for the essential physics in cuprate superconductors are the Cu

dx2−y2 orbital and the O px, py orbitals. Therefore, to understand the generic features of the cuprate

phase diagram, a sensible starting point may be a three-band Hubbard model [19], which includes

both the Cu and O orbitals. However, there is strong evidence that the single-band Hubbard model

suffices to account for many important aspects of cuprate physics [20], even though it is not apparent

why one could safely ignore the oxygen orbitals when constructing a low-energy Hamiltonian. This

issue was addressed by the insight of Zhang and Rice [21], which brings forward the importance of

the singlet formation between the doped O hole and the Cu hole originally residing at the half-filled

central Cu2+ ions [Fig. 1.3]. It is by considering the low-energy theory of the singlet motion in the

CuO2 planes that we arrive at an effective single-band model proposed by Anderson [20].

In the hole-doped cuprates, the primary driving force of the singlet formation is the reduction

in kinetic energy from phase coherence and from Cu − O hybridization. According to the second-
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Figure 1.3: Schematic diagram of a single CuO4 cluster and the hybridization of the Cu 3d9 hole
with the surrounding O 2p hole states.

order perturbation calculation [21], to maximize the energy gain, a doped hole first spreads out

as a symmetric coherent superposition of the four O 2p hole states surrounding the Cu2+ ion and

then hybridizes with the central Cu dx2−y2 hole to form a Zhang-Rice singlet [Fig. 1.3]. Since

the symmetric O hole states localized at different CuO4 clusters are not orthogonal, a proper set

of Wannier functions for the whole lattice has to be constructed from the localized states. By

hybridizing the symmetric O Wannier states with the central Cu dx2−y2 states, the original three-

band Hamiltonian can be rewritten in terms of this new basis.

The resulting low-energy effective Hamiltonian of the Zhang-Rice singlets in the CuO2 plane

reduces to a single-band Hubbard model, which contains an effective singlet hopping matrix element

ti,j,σ and an effective potential term U ∼ (Ed − Ep) where Ed (Ep) is the energy of the Cu dx2−y2

(O 2px, 2py) holes,

H = −
∑

<i,j>,σ

[
ti,j,σc

†
i,σcj,σ + h.c.

]
+

∑
i,σ

Uni,σni,σ. (1.1)

In Eq. (1.1), i and j label the lattice sites, and the first summation is over the nearest neighbors.
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In the high U (strong-coupling) limit, Hubbard model is reduced to the t− J model:

H = P

− ∑
<i,j>,σ

[
ti,j,σc

†
i,σcj,σ + h.c.

]
+ J

∑
<i,j>

[
(~Si · ~Sj −

1
2
ninj

]P, (1.2)

where the exchange coupling is given by J = 4t2/U , and P is the projection operator that projects

out the double occupancy states. For the electron-doped cuprates, mapping from the three-band

model to the one-band Hubbard model is more apparent because the doped charge carriers, instead

of going to the O sites, fill up the Cu 3d-orbitals. By replacing the hybridization hopping tpd with a

second-order effective hopping element and assuming that U is large, we arrive at exactly the same

single-band t − J model (1.2). In this case, the effective Hamiltonian characterizes the hopping of

the Cu 3d10 configuration, in contrast to that of the Zhang-Rice singlets for hole doping.

We note that, although in the lowest-order approximation the three-band Hubbard model reduces

to the single-band t−J model for both electron- and hole-doped cuprates, this theory cannot account

for the asymmetry in the phase diagram between the two types of cuprates [Fig. 1.2] because the one-

band t − J model with nearest-neighbor hopping is electron-hole symmetric. Introducing further

neighbor couplings into the one-band model could break the symmetry [22, 23, 24]. However,

when solved on finite clusters, the three-band Hubbard model with parameters derived from the ab

initio local density functional theory generates similar nearest-neighbor t and next-nearest-neighbor

t′ hopping elements in the effective model for both types of doping [25]. This difficulty can be

circumvented if an additional Cu 4s orbital is taken into account [26]. It is known that the apical

oxygens in the hole-doped cuprates modulate the Cu 4s orbital [27] and thus change the t′/t ratio

significantly. Since electron-doped cuprates have no apical oxygen atoms, it may explain why they

have a different t′/t value and thus a disparate phase diagram from that of the hole-doped cuprates.

At the time of writing, we do not know what the suitable microscopic model is for electron-doped

cuprates. More theoretical effort is necessary to better elucidate the microscopic origin of the

asymmetry in the phase diagram.



9

1.2 Electron-doped vs. hole-doped cuprates: review of cur-

rent experimental and theoretical status

As a first-order description, the one-band Hubbard model and its derivative t − J model capture

the essential physics of the doped anti-ferromagnetic Mott insulators, i.e., the competition between

the kinetic energy (t) that favors the delocalization of charge carriers and the anti-ferromagnetic

exchange interaction (J) originated from the strong on-site Coulomb repulsion. Mean field theory of

the t−J model supplemented by an off-site Coulomb potential reveals a plethora of possible ground

states closely spaced in energy [28], characterized by their respective broken symmetries and their

distinctive low-energy excitations. A central objective of the high Tc research is to determine which

orders are responsible for the cuprate phenomenology. In this section, we review the experimental

findings that uncover the competing gound states and comment on related theoretical proposals

advocating for specific orders. We focus on contrasting the pairing symmetry and the pseudogap

phenomena between the electron- and hole-doped cuprates and discuss how these apparent non-

universal phenomena are linked to the presence of competing orders.

1.2.1 Pairing symmetry

The identification of the pairing symmetry is an important step toward determining the pairing

mechanism of high-temperature superconductivity because it poses great constraints on the micro-

scopic theory. Empirically, the Knight shift and spin-lattice relaxation measurements by the nuclear

magnetic resonance (NMR) technique have shown that carriers in cuprate superconductors form sin-

glet pairing below the transition temperature [29, 30]. Consequently, from a symmetry consideration

the parity of the (orbital) order parameter must be even. In a quasi-two-dimensional system where

interlayer coupling is sufficiently weak and electron motion is strongly confined in the CuO2 planes,

d-wave pairing is preferable because it minimizes the on-site Coulomb repulsion while retaining 2D

confinement. When the interlayer coupling strength increases, however, s-wave pairing becomes

more favorable as the system gains a larger condensation energy at the expense of the Coulomb
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energy.

It is well established that the pairing symmetry of the underdoped and optimally doped p-type

cuprates is predominately d-wave [6, 7] [Fig. 1.4(a)]. Preponderant evidence from non-phase-sensitive

experiments such as the angular-resolved photoemission spectroscopy (ARPES) [31], thermal con-

ductivity [32], and penetration depth measurements [33] has revealed the anisotropy of the pairing

potential, the presence of line nodes, and the existence of low-energy nodal quasiparticles. Addition-

ally, ingenious phase-sensitive techniques such as the SQUID interferometry [34], single-Josephson-

junction modulation [34, 35], and tricrystal scanning SQUID magnetometry [36] experiments have

confirmed the change of phase across the line nodes, which is consistent with a d-pairing symmetry.

(a) (b)

+
-

+++

-

-
-

Figure 1.4: Magnitude and phase of the superconducting order parameter as a function of direction
in the momentum space. The superconducting order parameter of (a) a d-wave superconductor is
given by ∆d(k) = ∆ cos 2θk, where ∆ is the maximum gap value and θk is the angle between the
quasiparticle wavevector k and the antinode direction, while that of (b) a (d+s)-wave superconductor
is ∆(d+s)(k) = ∆ [(1− x) cos 2θk + x]. In figure (b), x = 30% s-wave admixture is assumed.

Curiously, in the heavily overdoped cuprates, there is a significant s-wave component mixing into

the d-wave order parameter [Fig. 1.4(b)]. Our tunneling results on the overdoped (Y0.7Ca0.3)Ba2Cu3O6+δ

(Ca-YBCO, doping level p ≈ 0.22) thin films [8] find a substantial ∆s/∆d ratio [§4], where ∆s

and ∆d are the magnitudes of the s-wave and d-wave components. Subsequent ARPES mea-

surements on overdoped YBa2Cu3O6.993 (YBCO) (p ≈ 0.18) reconfirms the large in-plane gap

anisotropy [37]. In addition, Raman spectroscopy results on tetragonal Bi2Sr2CaCu2O8+δ (Bi-
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2212) [38] and Tl2Ba2CuO6+δ (Tl-2201) [39] single crystals suggest that the s-wave mixing with

overdoping is a generic feature of high Tc superconductors regardless of the crystalline symmetry.

In the electron-doped cuprates, the determination of the pairing symmetry has been more con-

troversial. While quasiparticle tunneling spectroscopy [40, 41] and earlier Raman spectroscopy [42]

indicate an s-wave pairing in nearly optimally doped one-layer Nd2−xCexCuO4−δ (NCCO) and

Pr2−xCexCuO4−δ (PCCO), tricrystal SQUID magnetometry [43], ARPES measurements [44, 45],

and recent Raman spectroscopy results [46] are more consistent with d-wave pairing.2 Recently,

doping-dependent pairing symmetry is observed by point-contact spectroscopy [47] and penetration

depth measurements [48], where the change from d-wave pairing in the underdoped to s-wave in the

optimally doped and overdoped one-layer PCCO is reported. Furthermore, scanning tunneling spec-

troscopy studies of the infinite-layer Sr0.9La0.1CuO2 (SLCO) [49] have identified an s-wave pairing

[§5] in this simplest cuprate compound that is free of the complications from the Cu−O chain effect

as in YBCO and the oxygen inhomogeneity induced disorder as in NCCO, PCCO, and Bi-2212.

The non-universal pairing symmetry observed in electron-doped and hole-doped cuprates indi-

cates that, instead of being a ubiquitous property of high-temperature superconductors, the sym-

metry of the order parameter varies with material-dependent properties including the anisotropy

ratio, the on-site Coulomb repulsion and the anti-ferromagnetic coupling strength. Thus, the pair-

ing symmetry is possibly a mere consequence of the compromise between different competing energy

scales [50] rather than a sufficient condition of cuprate superconductivity.

1.2.2 Pseudogap

The first experiments showing evidence for a normal state gap-like feature in the hole-doped cuprates

are the temperature-dependent NMR spin-lattice relaxation rate and Knight shift measurements of

underdoped YBCO [51, 52]. The spectral weight of the low-frequency spin fluctuations is trans-

ferred to the high-frequency range in the normal state, and a “spin gap” is developed well above
2We note that the d-wave pairing observed in ARPES [45] and Raman scattering [46] is not an exact dx2−y2

symmetry, since the maximum gap is displaced away from the [π, 0] to where the Fermi surface crosses the magnetic
Brillouin zone boundary, indicating a strong coupling to the background anti-ferromagnetic fluctuations in the one-
layer electron-doped cuprates.
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the transition temperature Tc. Other measurements probing the charge, spin, and single-particle

excitations of underdoped p-type cuprates all hint at an opening of low-energy spectral gaps above

Tc. The development of spectral gaps in spin fluctuations (as measured by the NMR spin-lattice

relaxation rate), in charge fluctuations (as measured by the optical conductivity spectra via in-

frared reflectance [53]), and in single-particle excitation spectra (as measured by the tunneling spec-

troscopy [54] and ARPES [55, 56]) all takes place at different temperatures. In the phase diagram

given by Fig. 1.2, we define the pseudogap temperature T ∗(p) as the temperature below which a

suppression of electronic density of states around the Fermi level develops.

Nernst Region

Figure 1.5: Schematic phase diagram for the hole-doped cuprates showing that the Nernst region
only covers a small part of the pseudogap phase. Note that the “normal′′ metal coincides with the
anomalous metal state shown in Fig. 1.2.

While NMR, neutron scattering, transport, and optical conductivity measurements probe the

reduced spin and charge scattering rates, tunneling spectroscopy and ARPES probe directly the
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loss of single-particle density of states. ARPES measurements of underdoped Bi-2212 reveal a

normal state (leading edge) spectral gap whose magnitude and momentum anisotropy resembles

the superconducting gap [55, 56], and the earlier tunneling spectroscopy measurements observe a

smooth evolution of the superconducting gap into the pseudogap [57, 54]. Based on these results,

some physicists speculate that the pseudogap is a precursor to the superconducting gap.

There are two main categories of theories under the precursor scenario: the “pre-formed magnetic

pairing” conjecture and the “pre-formed Cooper pairing” conjecture. Representative theories of

pre-formed magnetic pairs include the resonating valence bond (RVB) theory and its derivative,

the SU(2) gauge theory [20, 58], which view the pseudogap as a spin gap opening up upon the

singlet pairing below a pseudogap temperature T ∗. In the theory, the singlet pairing fluctuates and

resonates among different pairs, thus restoring translational symmetry of the CuO2 planes. This

ground state is known as an RVB spin liquid state. The orbital wavefunction of such a pseudogap

phase could display staggered-flux correlations [58, 59], equivalent to the d-wave superconducting

correlations in the zero-doping limit [60]. By cooling the pre-formed magnetic-pair system below

Tc, the singlet pairs would turn into Cooper pairs, so that long-range superconductivity becomes

established. Experimental data suggestive of this scenario have been reported by the observation of

a normal state spin gap in NMR measurements [61]. However, direct observation of the proposed

staggered flux phase (in which orbital currents circulate in a staggered pattern) remains elusive.

Furthermore, that there is no apparent broken symmetry in an RVB spin liquid cannot be easily

reconciled with numerous experimental reports on the observation of broken symmetries in cuprates

[§1.2.3]. Another version of the pre-formed magnetic pairing scenario suggests that the singlet

pairing would result in a valence-bond solid (spin-Peierls state) instead of the RVB spin liquid [62].

At low temperatures, the conjecture of the bond-ordered states seems to be consistent with several

experimental phenomena. However, a finite-temperature theory directly applicable to the pseudogap

phase is still lacking.

In the preformed Cooper pair scenario, the pseudogap phase is regarded as a state with strong

superconducting phase fluctuations resulting from the small phase stiffness in high Tc cuprates [63].
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The pairing potential in the pseudogap phase is non-vanishing, and hence the spectral gap is non-

zero, though the phase coherence is lost. The supporting experimental evidence for the fluctuating

superconducting order above Tc is provided by the Nernst experiments, where the short-range su-

perconducting correlations are manifested as the non-zero Nernst signals [64, 65, 66]. However, the

Nernst region where local superconducting order persists and phase fluctuation scenario applies is

much smaller than the observed pseudogap region [Fig. 1.5]. Therefore, phase fluctuations of the

pre-formed Cooper pairs alone cannot account for the wide range of the pseudogap phase.

Another viewpoint concerning the nature of pseudogap is based on Landau’s symmetry-breaking

theory where a competing order is assumed to be responsible for the pseudogap phenomena. In

contrast to earlier tunneling spectroscopy with limited spatial resolution that shows smooth tran-

sition from the superconducting phase to the pseudogap phase [57, 54], recent spatially resolved

scanning tunneling spectroscopy measurements indicate that there are two types of single-particle

spectra with different gap values coexisting in the underdoped and optimally doped Bi-2212 sam-

ples [67, 68]. Furthermore, the interlayer tunneling spectra of Bi-2212 mesa samples demonstrate

that the sharp superconducting coherence peaks coexist with a gradual hump feature at T � Tc,

and that the superconducting gap vanishes above Tc while the higher energy hump background

persists till T ∗ > Tc [69]. The ARPES measurements on La2−xSrxCuO4 [70] and the bulk specific

heat measurements [71] also support the conjecture of the pseudogap phase as a competing order

phase. Candidates for the competing order include (fluctuating) stripe order [72, 73], circulating

current order [74] also known as d-density wave order [75], (dynamic) anti-ferromagnetic order [76],

and valence-bond-solid order [62]. Determining which orders are present in the superconducting and

the pseudogap phases is one of the most important current topics of cuprate physics [62, 58, 73, 76].

In contrast to the ubiquitous presence of pseudogap above Tc in underdoped p-type cuprates [55,

56, 9], no discernible normal state single-particle excitation gap has been observed in the zero-field

tunneling spectroscopy of n-type one-layer NCCO and PCCO [16, 17, 18], and no discernible normal

state leading edge gap has been seen within the resolution of ARPES [77]. Nernst measurement on

NCCO also exhibits negligible superconducting fluctuations above Tc [65, 78]. Furthermore, scanning
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tunneling spectra of infinite-layer SLCO indicate complete absence of any normal state tunneling

gap [§5], and the NMR spin-lattice relaxation rate and Knight shift measurements show that there

is no normal state spin gap in this compound [79]. Only when a magnetic field exceeding the upper

critical field is applied, would a normal state “pseudogap” appear in the tunneling spectra [17, 18].

However, such a “pseudogap” in n-type cuprates only appears below Tc, which apparently contradicts

the precursor Cooper pairing scenario.

To explain the absence of the zero-field pseudogap and the field-induced pseudogap in the

electron-doped systems, we propose that the strength of the competing order in the n-type cuprates is

smaller than the superconducting gap, which is opposite to their counterparts in the p-type cuprates.

Only when the superconducting order is suppressed and the competing order enhanced by a large

external field would the single-particle spectral gap associated with the competing order be revealed.

In Chapter 6, we present a simple model that implements this conjecture in the calculation of the

tunneling spectra for both s- and d-wave cuprate superconductors. Numerical simulations based on

this model confirm that our conjecture is consistent with the observed spectral characteristics of

the infinite-layer SLCO [§6]. Moreover, it can be shown that, by varying the gap ratio of the two

competing orders, the appearance of pseudogap phenomena in hole-doped cuprates can be reconciled

with the absence of pseudogap in the electron-doped cuprates.

1.2.3 Orders in cuprate superconductors

On way to differentiate between numerous theories of high-temperature superconductivity is to

identify the (static or fluctuating) quantum order that each theory prescribes for the pseudogap

and the superconducting phases. Experimentally, spin correlations of several cuprate families have

been studied in detail by means of inelastic and elastic neutron scattering for comparison with

theoretical predictions. One of the most conspicuous features observed in LSCO and YBCO is the

presence of incommensurate spin fluctuations, which are static in the underdoped LSCO with doping

0.055 < p < 0.14 [80, 81, 82], dynamic in LSCO with p > 0.14, and dynamic in YBCO throughout

the entire superconducting doping range [83]. In Nd-doped LSCO, Bragg peaks related to static
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spin and charge orders are revealed with a charge modulation periodicity half of that of the spin

modulation [84]. This observation is consistent with the “stripe” picture where the doped holes self-

organize into charge stripes that are the anti-phase domain walls between Néel ordered regions [72].

Similar static stripe-like orders are also detected in La1.875Ba0.125CuO4 [85].

In the stripe phenomenology, the incommensurability δq of the spin fluctuations is related to the

doping level by δq = p, exactly what is observed in underdoped LSCO for 0.055 < p < 0.1253 [86].

Therefore, it is proposed that the static incommensurate spin density waves in LSCO are spin stripes,

even though the corresponding charge Bragg peaks have never been identified (presumably due to

the weak intensity). Furthermore, the dynamic incommensurate spin fluctuations that take place

beyond 1/8 doping are interpreted as slowly fluctuating stripes. In comparison, earlier neutron scat-

tering results on YBCO do not provide as strong evidence for stripe formation. Most experimental

data on YBCO exhibit dynamic spin fluctuations with a more complicated doping-dependent incom-

mensurability [83]. Recently, one-dimensional incommensurate spectral features have been observed

in highly ordered underdoped YBa2Cu3O6.5, in which the spin fluctuations are incommensurate

along the {100} axis and commensurate along the {010} direction [87, 88]. The one-dimensional

incommensurate scattering is taken as strong evidence of stripe-like modulations in underdoped

YBCO. We remark, in passing, that the neutron scattering experiments on electron-doped cuprates

show dynamic commensurate spin fluctuations [89, 90, 91, 92], in contrast to the incommensurate

scattering of hole-doped cuprates.

Other types of orders that appear in some theories of cuprate superconductivity include the

d-density wave order [75] (or the circulating current order [74]) branded as the hidden order of the

pseudogap phase. The orbital currents flowing in the CuO2 planes break the time-reversal symmetry

and produce a c-axis moment. This phase should be visible in the neutron scattering experiments

if it exists. To date, the only supportive evidence for the static c-axis moment comes from a set of

experiments on underdoped YBa2Cu3O6.6 [93, 94]. However, contradictory results have also been

reported for highly ordered YBa2Cu3O6.5 [87, 88]. Whether the dynamic orbital current fluctuations

3Beyond the 1/8 doping, the observed incommensurability of LSCO saturates at 0.125.
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of the staggered flux state predicted by the SU(2) slave-boson theory exist or not is yet to be verified.

While spin orders couple directly to neutron magnetic moments, charge correlations can only

be detected indirectly through neutron scattering of the induced lattice distortion. The ideal probe

for static charge orderings of quasi-two-dimensional samples is the scanning tunneling spectroscopy

(STS). Low-temperature scanning tunneling spectra taken on highly anisotropic Bi-2212 have re-

vealed a number of interesting phenomena, including a checkerboard-like charge ordering in the

vortex core of nearly optimally doped samples [95], dispersive modulations in the local density of

states in nearly optimal doped and slightly underdoped samples [96, 97], and non-dispersive incom-

mensurate modulations in heavily underdoped samples [98]. In addition, it is found that above the

superconducting transition temperature, four non-dispersive modulation peaks along the anti-nodal

direction survive [99]. These results imply the presence of the checkerboard or stripe order in the

pseudogap phase and its coexistence with the superconducting order in the vortex core of the super-

conducting phase. Another cuprate compound that exhibits incommensurate charge density wave

order is the highly two-dimensional Na-doped Ca2CuO2Cl2 [100]. In the underdoped samples, all

tunneling spectra below Tc reveal pseudogap-like density of states without sharp superconducting

coherence peaks, similar to those taken on the non-superconducting samples. Thus, it is tempting

to attribute the pseudogap spectra to the presence of charge ordering. An alternative interpretation

of the density of states modulation is to view it as a manifestation of the bond-ordered states among

which the stripe order is a special case [62]. To distinguish between different bond orders of the

same periodicity, the phase information of the Fourier-transformed local density of states must be

retained and carefully analyzed [101]. To date, no definitive result has been obtained from such

analysis [73].

Up to this point, we have only discussed the orders that break explicit symmetries such as the

spin-rotational symmetry, the lattice symmetry, or the time-reversal symmetry. There are other

theories that conjecture more subtle topological orders as the relevant orders that characterize the

pseudogap phase. These theories are based on the RVB scenario [20] that postulates a common origin

for the pseudogap and the superconducting phases as a doped spin liquid state. Two types of spin
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liquids most discussed in the context of cuprate superconductivity are the Z2 [102] and U(1) spin

liquids [103, 58] characterized by their respective low-energy gauge groups. At the time of writing,

the experiments designed to detect the non-trivial fluxes [104] associated with the topological order

have not produced any positive result [105, 106]. Therefore, we shall restrict our discussion to the

symmetry-breaking orders in this thesis.

1.3 Overview of the thesis

This thesis presents scanning tunneling spectroscopic studies of two families of cuprate superconduc-

tors, the hole-doped cuprate YBCO, and the electron-doped cuprate Sr0.9La0.1CuO2 (SLCO). Their

contrasting properties, such as the pairing symmetries and pseudogap phenomena, are highlighted,

and a proposal to unify these apparent non-universal phenomena in terms of coexisting orders is

put forward. The theoretical model based on this proposal is solved by numerical methods, and the

results are found to reconcile the findings in the low-energy quasiparticle spectral characteristics of

different cuprates.

The thesis is organized as follows. Chapter 2 first describes the fundamental physics of tunneling

spectroscopy within the tunneling Hamiltonian formalism. The Blonder-Tinkham-Klapwijk (BTK)

theory is then introduced to treat the tunneling spectra of superconducting electrodes with a variable

junction barrier [Appendix A]. For superconductors of unconventional pairing symmetries, the

generalized BTK theory is derived in order to account for the Andreev bound state developed at

the sample surface along the nodal direction. Tunneling spectra of d-wave superconductors along

the nodal, anti-nodal, and c-axis are summarized, and comparisons are drawn among the spectra of

various mixed pairing symmetry superconductors.

Chapter 3 begins with a brief review of the scanning tunneling microscopy (STM) technique,

followed by detailed description for the instrumentation of the cryogenic STM built for the thesis

research. The working principle of the STM and the essential components are outlined. The specifi-

cations of the STM electronics and the high-voltage circuitry for piezoelectric control are provided,

and the cryogenic probe design is illustrated. Additional elements necessary for a fully functional
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STM are documented, which include the improvement of thermal response and measures taken for

the vibrational, acoustic, and electrical noise reduction.

Chapter 4 presents the STS results on the hole-doped YBCO with a range of doping. The pairing

symmetry and the pairing potential are extracted by fitting to the BTK formalism. Predominantly d-

wave pairing is found in underdoped and optimally doped pure YBCO, and in overdoped Ca-YBCO

a significant s-wave admixture is revealed by STS. In addition, tunneling spectra of optimally doped

YBCO with a small concentration of non-magnetic impurities are studied, which exhibit strong

suppression of the superconducting gap and a single resonance peak at the impurity site, consistent

with the d-wave pairing symmetry around optimal doping. The implication of the doping-dependent

pairing symmetry in the context of quantum criticality and the existence of fluctuating competing

orders is discussed.

Chapter 5 presents the tunneling spectra of the electron-doped SLCO. In contrast to the pre-

dominantly d-wave pairing in hole-doped cuprates, the order parameter of SLCO is found to be

momentum-independent with a single-particle excitation gap substantially exceeding the BCS value.

Above Tc, the spectral gap closes, indicating the absence of zero-field pseudogap. The single-particle

spectral response to the quantum impurities (Zn and Ni) further corroborates the finding of the

s-wave pairing in SLCO. Moreover, it is found that the mean-field Bogoliubov quasiparticle based

description fails to account for several important spectral characteristics of SLCO: the excess low-

energy excitations, the rapid decrease of the spectral gap with increasing temperatures, and the

current-induced pseudogap-like features. These observations are in contrast to the applicability of

the mean-field BTK theory to YBCO tunneling spectra and can be understood in terms of the pres-

ence of strong quantum fluctuations in SLCO that results from its proximity to a quantum critical

point. Additional evidence for strong quantum phase fluctuations have been obtained from studies

of high-field vortex dynamics [107] in various cuprates and will be discussed and compared with

microscopic quasiparticle spectra.

In Chapter 6, a theoretical model for coexisting density waves with superconductivity is investi-

gated by numerical methods. By incorporating quantum phase fluctuations and using realistic band
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structures, we find that the resulting quasiparticle spectra exhibit excess low-energy excitations

consistent with empirical results [§5.3.1]. Furthermore, by tuning the ratio of the strength of the

competing order to that of the superconducting order, the absence of pseudogap in n-type cuprates,

the current-induced pseudogap-like spectra in SLCO [§5.3.2], and the general presence of pseudogap

phenomena in hole-doped cuprates [§1.2.2] are reproduced. An additional theoretical manifestation

of competing orders is also investigated by considering the interference of quasiparticles scattered off

pinned density waves, and the numerical results are found to compare favorably with experimental

data in Bi-2212 [95, 97, 99]. Finally, we conclude that competing orders are important in under-

standing the cuprate phenomenology. Further experiments that investigate the varying proximity

to quantum criticality of different cuprate superconductors are proposed for future studies.
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Chapter 2

Physics of Tunneling Spectroscopy

Electron tunneling spectroscopy in artificial solid-state tunneling structures was pioneered by the

work of Esaki on semiconductor p-n junctions in 1958 [108]. Shortly after, Fisher and Giaever

succeeded in fabricating thin-film metal-insulator-metal junctions with reproducible behavior in

1959 [109]. Furthermore, by cooling to below the transition temperature of lead, Giaever [110] di-

rectly observed the superconducting energy gap in the differential tunneling conductance (dI/dV

vs. V ) of an aluminum-oxide-lead junction. The importance of this discovery is two-fold. For one

thing, this is the first unequivocal evidence that tunneling current in a well-formed junction ac-

counts entirely for the total current across the junction. For another, it demonstrates that tunneling

spectroscopy is a powerful high-energy-resolution tool to study the electronic structures of super-

conducting material. In this thesis, we employed a specific configuration of tunneling technique, the

scanning tunneling spectroscopy, with a normal-metal tip as the counter-electrode to study high-

temperature superconductors. To set the foundation for understanding the physics encoded in the

tunneling spectra, we first review the theories related to the normal-metal-insulator-superconductor

(N-I-S) tunneling process and summarize the equations relevant to data analysis and numerical

simulations in later chapters.

2.1 Tunneling Hamiltonian

The most commonly adopted approach to solving the tunneling problem in a many-body system is

the transfer Hamiltonian formalism [111, 112, 113] The central assumption of the theory is that the



22

tunneling barrier separates the two electrodes into two nearly independent subsystems, HL and HR,

with a weak residual perturbation, HT , coupling the ground state to the excited states in which a

bare electron is transferred from one electrode to the other. The Hamiltonians for the uncoupled

left and right electrodes are

HL =
∑
p

εpc
†
pcp = µLN̂L +

∑
p

ξpc
†
pcp (2.1)

and

HR =
∑
q

εqc
†
qcq = µRN̂R +

∑
q

ξqc
†
qcq (2.2)

where cp and c†q are the particle operators, {cp, c†q} = 0, and

HT =
∑
p,q

Tp,q{c†pcq + c†qcp} (2.3)

is the tunneling Hamiltonian, also called the transfer Hamiltonian. In Eqs. (2.1)−(2.3), εp and εq

are the single-particle eigen-energies, µL and µR the chemical potentials, N̂L and N̂R the number

operators and ξp and ξq the single-particle eigen-energies referenced to µL and µR respectively.

The tunneling matrix element, Tp,q, is the probability amplitude to transfer an electron across the

insulating barrier. Using first-order time-dependent perturbation theory, Bardeen [111] showed that

Tp,q is determined by the quantum mechanical current density operator evaluated within the barrier,

Tp,q = − h̄2

2m

∫ {
ψ∗p∇2ψq − ψ∗q∇2ψp

}
dτ = − h̄2

2m

∫ {
ψ∗p∇ψq − ψ∗q∇ψp

}
· d~S, (2.4)

where dτ is the volume element, and d~S is the area element.

After summing over all relevant states, the total tunneling current at the bias voltage V given

by the Fermi golden rule is

I(V ) =
4πe
h̄

∑
p,q

|Tp,q|2 [f (ξp)− f (ξq)] δ(ξp − ξq + eV ), (2.5)
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where ψp and ψq are the single-particle wavefunctions of the left and right electrodes, and f is the

Fermi function, f(ξ) = 1
1+e−ξ/kBT .

Equation (2.5) is valid only in a non-interacting, single-particle approximation. When generalized

to an interacting system that contains all the many-body effects, the tunneling current should be

written in terms of the spectral functions of the two electrodes AL (p, ωp) and AR (q, ωq) [114, 113],

I(V ) =
4πe
h̄

∑
p,q

|Tp,q|2
∫
dωp

2π

∫
dωq

2π
[f (ωp)− f (ωq)]AL (p, ωp)AR (q, ωq) δ(ωp − ωq + eV ) (2.6)

where ωp and ωq are two dummy energy variables to be integrated over. In the non-interacting

limit, AL (p, ωp) = 2πδ(ωp − ξp), AR (q, ωq) = 2πδ(ωq − ξq), and (2.6) reduces to (2.5).

It is generally assumed that the junction surface is sufficiently smooth so that barrier transmission

is specular and that the band structure varies sufficiently slowly so that the WKB approximation is

valid [115, 116]. In this case, the evaluation of the matrix element, Tp,q, reduces to a one-dimensional

tunneling problem. For metallic electrodes with parabolic band structures,

|Tp,q|2 ≈ ∂ξp
∂pL

∂ξq
∂qL

|D(ξp,pT )|2 δ (pT − qT )

D(ξp,pT ) = exp
[
−

∫
dx κ(x, ξp,pT )

]
κ(x, ξp,pT ) =

√
2m

[
U(x, V )− ξp + h̄2p2

T /2m
] , (2.7)

where the subscript L indicates the longitudinal component of the momentum, T indicates the

transverse component, D is the transmission coefficient, and κ is the wave vector inside the tunneling

barrier U(x, V ). Under the assumption that the longitudinal energy (ξp−h̄2p2
T /2m) of the tunneling

particle is sufficiently smaller than the barrier height U(x, V ), the barrier transmission D(ξp,pT ) is

approximately a constant.

With Eq. (2.7), when converting the summation over momenta in (2.5) into energy integrals, the



24

longitudinal band structure is eliminated by the group velocity factors ∂ξpL

∂pL
and ∂ξqL

∂qL
. As a result,

I(V ) =
4πe
h̄

∑
pT

∫
dξp

∣∣Dξp,pT

∣∣2 [f(ξp)− f(ξp + eV )] ∝ |D|2
∫
dξ [f(ξ)− f(ξ + eV )] , (2.8)

where the normal state band structure drops out entirely from the expression,1 and the tunneling

current is ohmic at low-bias voltages, I(V ) ∝ |D|2 eV . For electrodes with more complicate band

structures, the cancellation between the Jacobian and the group velocity factors in the tunneling

matrix element Tp,q are not complete. Therefore, the tunneling conductance generally contains

convoluted information of the band structure.2

In contrast to the subtleties involved in the interpretation of metal-insulator-metal (N-I-N)

tunneling and metal-insulator-semiconductor tunneling spectra in terms of band structure anoma-

lies [115, 117], the N-I-S tunneling current has a surprisingly simple form [110],

I(V ) ∝
∫ ∞

−∞
dξ |D|2 [f(ξ)− f(ξ + eV )]NS(ξ + eV ), (2.9)

where NS(ξ) ∝ |ξ|√
ξ2−∆2

is the density of states of the superconducting electrode, and ∆ is the energy

gap of the superconductor. Assuming D varies slightly with energy, the differential conductance

measures directly the BCS (Bardeen-Cooper-Schrieffer) density of states in the low-temperature

limit,

dI
dV (V ) ∝ |D|2

∫∞
−∞ dξ NS(ξ)

[
−∂f(eV+ξ)

∂(eV )

]
∝ |D|2NS (eV ) .

(2.10)

This simple relation between the tunneling conductance and the BCS density of states arises
1More precisely, the summation over the transverse momentum pT in Eq. (2.8) still contains transverse band

structure information. However, for tunneling process between simple metals where a large number of transverse
momentum states are available, the exponential function in D(ξp,pT ) limits the effective tunneling to electrons at
nearly normal incidence. Consequently, the transverse band structure effect is also suppressed [116].

2Most textbooks on many-body physics or superconductivity treat the the tunneling matrix element Tp,q as a
constant and pull it out of the momentum summation in Eqs. (2.5) and (2.6). As a result, converting the momentum
sum into energy integrals lumps the band structure effect into two density of states factors NL and NR in the tunneling
current expression

I(V ) ∝ |T |2
Z
dξ NL(ξ)NR(ξ + eV ) [f(ξ)− f(ξ + eV )] ,

which strictly speaking is incorrect. Using tunneling spectroscopy to determine single-particle band structure informa-
tion, such as the band edge of semiconductors, generally suffers from the complicated functional form of the tunneling
matrix element and other model-dependent uncertainties. More details are given in the classic books on tunneling by
Wolf [117] and Duke [115].
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from the fact that, although tunneling current does not probe the bare band structure directly, it

contains direct information about the spectral function of the many-body system. More explicitly, by

identifying AL(p, ωp) and AR(q, ωq) in (2.6) with the free electron and the superconducting spectral

functions, respectively,

AL(p, ωp) = 2πδ(ωp − ξp)

AR(q, ωq) = 2πu2
qδ(ωq − Eq) + 2πv2

qδ(ωq + Eq),
(2.11)

where uq and vq are the coherence factors and Eq =
√
ξ2q + ∆2 the quasiparticle eigen-energy,

Eq. (2.6) can be shown to be equivalent to (2.9) under some general assumptions. Interestingly, in

the final result, the coherence factors u and v drop out, and a naive semiconductor representation

works in the N-I-S tunneling problem.

We postpone the derivation of Eqs. (2.6) and (2.9) to §2.1.1 and end this section by pointing out

the limitations of the tunneling Hamiltonian formalism. There are three primary difficulties with

the theory [118, 119]. First, there are ambiguities in decomposing the Hamiltonian into HL, HR,

and HT . Second, it is impossible to find a set of single-particle wavefunctions that are complete on

the left (right) electrode and, at the same time, orthogonal to all the wavefunctions on the right

(left) electrode, so that HL and HR commute. Third, the first-order time-dependent perturbation

theory does not provide an estimate of the errors. Feuchtwang studied these issues thoroughly to

investigate the validity of tunneling Hamiltonian formalism [119]. In the report [119], a procedure

to calculate Bardeen’s transfer matrix element was established and the matrix element was inter-

preted as a pseudopotential representing the boundary conditions at the interface. The resulting

expression for computing the tunneling current formally agrees with the results obtained from the

tunneling Hamiltonian approach. Thus, despite the aforementioned problems, the simple tunneling

Hamiltonian picture gives us an answer both easy to understand and consistent with the result of a

more sophisticated theory. More details are given in [119] and references therein.
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2.1.1 Normal-insulator-superconductor tunneling

Giaever’s N-I-S tunneling result [110] that states that the differential conductance is directly propor-

tional to the BCS density of states is somewhat surprising because, when calculating most transition

rates in a BCS superconductor, the BCS coherence factors generally have important consequences. It

is therefore remarkable that they drop out completely from the expression for the tunneling process.

This interesting fact stems from normal electrons tunneling into both electron- and hole-branches of

the quasiparticles in the superconductors. We now derive (2.6) and (2.9) via the tunneling Hamil-

tonian approach [112].

The total Hamiltonian is H = HN + HS + HT (N: normal metal, S: superconductor), where

HT =
∑

p,q,σ{Tp,qc
†
p,σcq,σ + T ∗p,qc

†
q,σcp,σ}. Current flowing through the junction equals to

I = 〈Î〉 = e〈 ˙̂
NS〉 =

e

ih̄

〈[
N̂S ,H

]〉
=

e

ih̄

〈[
N̂S ,HT

]〉
=

e

ih̄

∑
p,q,σ

〈
Tp,qc

†
p,σcq,σ − T ∗p,qc

†
q,σcp,σ

〉
.

(2.12)

To first-order in HT , linear response theory gives

I =
e

h̄2

∑
p,q,σ

∫ ∞

−∞
dt′Θ(t− t′)

〈[
HT (t′) , Tp,qc

†
p,σ (t) cq,σ (t)− T ∗p,qc

†
q,σ (t) cp,σ (t)

]〉
, (2.13)

in which c†q,σ (t), cq,σ (t), c†p,σ (t), and cp,σ (t) are defined in the interaction picture. The first two

operators are the creation and annihilation operators for electrons in the superconducting electrodes,

while the last two are those for the electrons in the normal metal.

In the tunneling process where a definite number of electrons are transferred into a supercon-

ductor, Josephson’s definition [120] of the quasiparticle operators (γe(h),σ and γ†e(h),σ) proved to be

superior to the ordinary Bogoliubov operators, for the former create an exact charge e or −e in the
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superconductor. The Josephson quasiparticle operators are defined by

γ†e,q↑ = uqc
†
q↑ − vqS

†c−q↓

γ†h,q↑ = uqSc
†
q↑ − vqc−q↓ = Sγ†e,q↑

γ†e,q↓ = uqc
†
−q↓ + vqS

†cq↑

γ†h,q↓ = uqSc
†
−q↓ + vqcq↑ = Sγ†e,q↓,

(2.14)

where S† and S are the pair creation and annihilation operators. The inverse operators of (2.14)

are

c†q↑ = uqγ
†
e,q↑ + vqγh,q↓

c†−q↓ = uqγ
†
e,q↓ − vqγh,q↑.

(2.15)

Taking into account the chemical potential difference with a bias voltage, µN − µS = eV , the

unperturbed Hamiltonian and the operators in the interaction picture are written out as

HN = µN N̂N +
∑
pσ ξpc

†
pσcpσ

HS = µSN̂S +
∑
qσ Eq

(
γ†e,qσγe,qσ + γ†h,qσγh,qσ

) (2.16)

c†pσ (t) = e
i
h̄HN tc†pσe

− i
h̄HN t = e

i
h̄ (ξp+µN )tc†pσ

cpσ (t) = e
i
h̄HN tcpσe

− i
h̄HN t = e−

i
h̄ (ξp+µN )tcpσ

(2.17)

c†q↑ (t) = uqγ
†
e,q↑ (t) + vqγh,q↓ (t) = uqe

i
h̄ (Eq+µS)tγ†e,q↑ + vqe

− i
h̄ (Eq−µS)tγh,q↓

cq↑ (t) = uqγe,q↑ (t) + vqγ
†
h,q↓ (t) = uqe

− i
h̄ (Eq+µS)tγe,q↑ + vqe

i
h̄ (Eq−µS)tγ†h,q↓

c†q↓ (t) = uqγ
†
e,q↓ (t)− vqγh,q↑ (t) = uqe

i
h̄ (Eq+µS)tγ†e,q↓ − vqe

− i
h̄ (Eq−µS)tγh,q↑

cq↓ (t) = uqγe,q↓ (t)− vqγ
†
h,q↑ (t) = uqe

− i
h̄ (Eq+µS)tγe,q↓ − vqe

i
h̄ (Eq−µS)tγ†h,q↑.

(2.18)

In Eqs (2.16)−Eqs (2.18), Eq =
√
ξ2q + ∆2

q is the quasiparticle excitation energy, µN and µS are the

chemical potentials of the normal metal and the superconductor, ξp and ξq are the single-particle

energies referenced to µN and µS , respectively, and N̂N and N̂S are the number operators of the
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normal and superconducting electrodes.

Substituting (2.17) and (2.18) into (2.13) and keeping in mind that 〈c†pσcpσ〉 = f (ξp), 〈cpσc†pσ〉 =

1 − f (ξp), 〈γ†e,qσγe,qσ〉 = 〈γ†h,qσγh,qσ〉 = f (Eq), and 〈γe,qσγ†e,qσ〉 = 〈γh,qσγ†h,qσ〉 = 1 − f (Eq), we

find that the integral in (2.13),
∫∞
−∞ dt′θ (t− t′)

〈[
HT (t′) , Tp,qc

†
p,σ (t) cq,σ (t)− T ∗p,qc

†
q,σ (t) cp,σ (t)

]〉
,

equals to

ih̄
u2

qf(ξp)[1−f(Eq)]

ξp−Eq+eV+iδ + ih̄
v2qf(ξp)f(Eq)

ξp+Eq+eV+iδ

−ih̄u
2
qf(ξp)[1−f(Eq)]

ξp−Eq+eV−iδ − ih̄
v2qf(ξp)f(Eq)

ξp+Eq+eV−iδ

−ih̄u
2
qf(Eq)[1−f(ξp)]

ξp−Eq+eV+iδ − ih̄
v2q [1−f(ξp)][1−f(Eq)]

ξp+Eq+eV+iδ

+ih̄u
2
qf(Eq)[1−f(ξp)]

ξp−Eq+eV−iδ + ih̄
v2q [1−f(ξp)][1−f(Eq)]

ξp+Eq+eV−iδ ,

(2.19)

Recall 1
x−x0±iδ = P 1

x−x0
∓ iπδ (x− x0). The principal integrals in (2.19) cancel each other. Only

the delta functions are left. Thus,

I = 4πe
h̄

∑
p,q |Tp,q|2 {u2

q [f (ξp)− f (Eq)] δ (ξp − Eq + eV )

−v2
q [1− f (ξp)− f (Eq)] δ (ξp + Eq + eV )}.

(2.20)

For a state q+ with Eq+ and uq+ , there is another state q− with the same energy Eq− = Eq+

but ξq− = −ξq+ , such that
∣∣uq+

∣∣2 +
∣∣uq−

∣∣2 =
∣∣uq+

∣∣2 +
∣∣vq+

∣∣2 = 1, and
∣∣vq+

∣∣2 +
∣∣vq− ∣∣2 =

∣∣vq+

∣∣2 +∣∣uq+

∣∣2 = 1. Moreover, because q+ and q− are both near the same point on the Fermi surface,∣∣Tp,q+

∣∣ ≈ ∣∣Tp,q−
∣∣. Thus, when summing over all possible q values, the coherence factors u2

q and v2
q

drop out, and

I =
4πe
h̄

∑
p,q

|Tp,q|2 [f (ξp)− f (Eq)] δ (ξp − Eq + eV )− [1− f (ξp)− f (Eq)] δ (ξp + Eq + eV )}.

(2.21)

Recall that in Eq. (2.7), assuming specular transmission and bare parabolic band structures, the

tunneling matrix element is approximately

|Tp,q|2 ≈
∂ξp
∂pL

∂ξq
∂qL

|D(ξp,pT )|2 δ (pT − qT ) , (2.22)
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where the subscript L indicates the longitudinal component and T the transverse component of the

momenta. When converting the momentum summation in (2.21) into energy integrals, assuming

|D|2 varies slowly, the tunneling current can be expressed as

I(V ) ∝ |D|2NS (0)
∫∞
−∞ dξp

∫∞
0
dEq

(
∂ξq
∂Eq

)
{[f (ξp)− f (Eq)] δ (ξp − Eq + eV )

− [1− f (ξp)− f (Eq)] δ (ξp + Eq + eV )},
(2.23)

where NS(0) is the density of states of the superconducting electrode around the Fermi level. Define

NS (Eq)
NS (0)

=
∣∣∣∣ ∂ξq∂Eq

∣∣∣∣ = {
|Eq|√
E2

q−∆2
(|Eq| > ∆)

0 (|Eq| < ∆) ,
(2.24)

where we have assumed an s-wave superconductor so that ∆ is independent of q. We note that by

using 1− f (−ξp − eV ) = f (ξp + eV ), we arrive at the Giaever’s simple formula:

I(V ) ∝ |D|2
∫∞
−∞ dξp{NS (ξp + eV ) [f (ξp)− f (ξp + eV )]Θ(ξp + eV )

−NS (−ξp − eV ) [1− f (ξp)− f (−ξp − eV )] [1−Θ(ξp + eV )}]

∝ |D|2
∫∞
−∞ dξNS (ξ + eV ) [f (ξ)− f (ξ + eV )] ,

(2.25)

The subscript p is dropped in the very last equation. At low temperatures, (2.25) reduces to

dI

dV
(V ) ∝ |D|2NS (eV ) . (2.26)

Thus, measuring the differential conductance spectrum is equivalent to measuring the superconduct-

ing density of states.

The transfer Hamiltonian formalism, and hence Eq.( 2.26), applies only to tunneling processes

with a large barrier height. Furthermore, in deriving ( 2.26) we sum over the momenta values for

both electrodes, so the momentum-dependent information of the tunneling spectral weight is lost.

As a result, Eqs.( 2.25) and ( 2.26) are valid only for tunneling into a conventional superconductor

whose pairing potential is isotropic, or to those processes that sample over all possible momentum
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distribution in an unconventional superconductor, such as the c-axis tunneling of a d-wave super-

conductor where the surface normal direction of the superconducting electrode aligns along its c

crystalline axis.

In the following section, we will introduce another formalism, the generalized Blonder-Tinkham-

Klapwijk (BTK) theory, that goes beyond the tunneling limit and analyzes tunneling processes

with an arbitrary barrier strength within the same framework. More importantly, BTK theory

allows us to simulate the tunneling spectra that retain the momentum-dependent information of

an unconventional superconductor. For instance, the zero-bias conductance peak that appears in

the tunneling spectrum taken on a {110}-oriented d-wave superconductor reveals existence of nodes

and the phase change of the d-wave order parameter, while the U-shape spectral gap in the {100}

tunneling spectra of a d-wave superconductor reveals the maximum value of the pairing potential.

Thus, BTK theory serves as an important tool to extract the pairing symmetry and pairing potential

of any unconventional superconducting order parameter.

2.2 Pairing symmetry and tunneling spectra: generalized

Blonder-Tinkham-Klapwijk (BTK) model

Another way of treating the N-I-S tunneling process is to view it as a scattering problem. Analogous

to solving the Schrodinger equation in the N-I-N scattering problem, here we solve the Bogoliubov–de

Gennes (BdG) equation where the superconducting order parameter serves as a position-dependent

off-diagonal potential ∆ (x) and the interface as a diagonal delta-function potential with a variable

barrier strength Hδ (x). This approach has the advantage of capturing an important process that

the tunneling Hamiltonian failed to, i.e., the Andreev reflection in the low-barrier N-S tunneling

limit [121]. Andreev realized that, when an electron (or hole) of energy E approaches the N/S

interface from the N region, it will be reflected as a hole (or electron) where |∆| rises above E,

provided that the length scale over which ∆ varies is much larger than the Fermi wavelength.

Andreev reflection arises naturally from the Bogoliubov–de Gennes (BdG) equation with a spatially
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slowly varying order parameter and a vanishing barrier strength [121].

To take into account the Andreev process and to generalize the N-I-S tunneling problem to

acount for arbitrary barrier strength, Blonder et al. [122] proposed to calculate the tunneling current

through the use of the BdG equation. In the BTK formalism, the BdG equation is set up such that

the interface between N and S is modeled as a delta function with a variable dimensionless barrier

strength Z = mH/h̄2kf . The order parameter ∆ (x) is approximately zero on the N side and a

constant on the S side. By matching the boundary conditions, the probability current of normal

reflection B(E) and that of Andreev reflection A(E) are derived [Appendix A]. The tunneling

current as a function of the bias voltage V is given in terms of A(E) and B(E),

I ∝ NN

∫ ∞

−∞
dE [f (E − eV )− f (E)] [1 +A (E)−B (E)] . (2.27)

While ordinary reflection associated with B(E) reduces the tunneling current, Andreev reflection

associated with A(E) enhances it by transmitting a Cooper pair over the interface for one incident

electron.

The Andreev process not only plays an important role in the N-I-S tunneling for a conventional

BCS s-wave superconductor in the low-barrier limit, but is also fundamental in the formation of a

novel zero-energy surface state of an unconventional superconductor [123]. Kashiwaya and Tanaka

generalized the BTK formalism [124, 125, 126] to study the important consequence of this bound

state—the zero-bias conductance peak (ZBCP) in the tunneling spectra. It is the ZBCP feature

that makes tunneling spectroscopy a phase-sensitive measurement for superconductors with uncon-

ventional pairing symmetries.

In this section, we will review the generalized BTK formalism, discuss the origin of the zero-energy

bound state and the ZBCP, and present the numerical simulations of the quasiparticle tunneling

spectra on a d -wave superconductor along different crystalline orientations. We will also discuss

the tunneling results of mixed pairing symmetry superconductors and point out the important

signatures in the spectra. A summary of the original BTK formalism for tunneling into an s-wave
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superconductor is provided in Appendix A as a reference.

2.2.1 Generalized Blonder-Tinkham-Klapwijk formalism—A mean-field

description

The Bogoliubov–de Gennes (BdG) equation generalizes the BCS formalism to treat superconductors

with spatially varying pairing strength, chemical potential, and Hartree potential. In an inhomoge-

neous anisotropic even-parity (such as d-wave) superconductor, the Bogoliubov–de Gennes (BdG)

equation reads [127]

Ef(r1) = ĥ0(r1)f(r1) +
∫
dr2∆(r1, r2)g(r2)

Eg(r1) = −ĥ0(r1)g(r1) +
∫
dr2∆(r1, r2)f(r2).

(2.28)

To be consistent with the notation of [124, 125], the quasiparticles wavefunction is written as two-

component column vector,

Ψ(r1) =

 f(r1)

g(r1)

 . (2.29)

In (2.28), ĥ0(r1) = −h̄2∇2
r1
/2m−µ+V (r1), µ is the chemical potential, V (r1) the Hartree potential,

and ∆(r1, r2) the pairing potential.

Rewrite the pairing potential in terms of the relative coordinates r = r1−r2 and R = (r1+r2)/2,

∆(r1, r2) = ∆̃(r,R),

and Fourier transform ∆̃(r,R) into

∆(k,R) =
∫
dre−ik·r∆̃(r,R) ≡ ∆(γ̂,R), (2.30)

where γ̂ = k/ |k| ≈ k/kf denotes the direction of the quasiparticle momentum and kf is the

magnitude of the Fermi momentum. Then ∆(k,R) describes, in the quasiclassical approximation,
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the pairing potential which quasiparticles with momentum k experience at position R. Introducing

two envelope functions u(γ̂, r1) and v(γ̂, r1) to factor away the fast atomic-scale oscillations

Ψ(r1) =

 f(r1)

g(r1)

 = eikf γ̂·r1

 u(γ̂, r1)

v(γ̂, r1)

 (2.31)

and using Eqs. (2.30) and (2.31), the BdG equation (2.28) is recast into

Eu(γ̂, r1) = −i h̄
2kf

m γ̂ · ∇ru(γ̂, r1) + ∆(γ̂, r1)v(γ̂, r1)

Ev(γ̂, r1) = i
h̄2kf

m γ̂ · ∇rv(γ̂, r1) + ∆∗(γ̂, r1)u(γ̂, r1).
(2.32)

In deriving (2.32) only terms of the lowest order in (kfξ0)−1 are retained, since the scale for spatial

variation of the pairing potential given by the coherence length ξ0 is much larger than k−1
f .

Following the logic of the original BTK theory [Appendix A], we first identify the allowed elastic

tunneling processes across the N-I-S junction and write down the incident, reflected, and transmitted

wavefunctions in the normal and the superconducting electrode. By matching the boundary condi-

tions at the interface, the Andreev reflection coefficient a(E, θ)and the normal reflection coefficient

b(E, θ) are extracted to compute the differential tunneling conductance.

For electrons incident from the normal-metal side with energy E and an angle of incidence θN ,

there are four possible trajectories [Fig. 2.1]. They can be Andreev reflected as holes (A) with an

angle θN , normal reflected as electrons (B) with an angle of reflection θ′N = θN , transmitted as

electron-like quasiparticles (C) with an angle of refraction θS , or transmitted as hole-like quasipar-

ticles (D) with an angle θS = θ′S . In the normal electrode, the unit vector of the momentum of the

incident electrons is denoted as γ̂N , that of the reflected electrons as γ̂′N , and the pairing potential

∆(γ̂N ,R) = ∆(γ̂′N ,R) = 0. Solving (2.32) gives us the form of the wavefunction on the N side

ΨN (r) = eikfN
γ̂N ·re

i E
h̄kfN

/m
γ̂N ·r

 1

0
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Figure 2.1: Adapted from Fig. 1(b) of [125]. Schematic diagram of the transmission and reflection
processes at the N-I-S interface. For an electron incident from the normal metal with an angle of
incidence θN , it can be Andreev-reflected as a hole (A), normal-reflected as an electron (B) with an
angle θN , transmitted as an electron-like quasiparticle (ELQ) (C) with an angle θS , or transmitted
as a hole-like quasiparticle (HLQ) (D). All the electron-like excitations are denoted by solid lines and
hole-like excitations dashed lines. The arrows indicate the directions of the group velocities of the
particles, and note that, for hole-like quasiparticles, the wave vector and the group velocity point in
the opposite directions. The components of the wave vectors parallel to the interface are conserved.

+a(E) eikfN
γ̂N ·re

−i E
h̄kfN

/m
γ̂N ·r

 0

1

 + b(E) eikfN
γ̂′N ·re

i E
h̄kfN

/m
γ̂′N ·r

 1

0

 , (2.33)

where a is the amplitude for Andreev reflection, b the amplitude for normal reflection, and kfN
the

Fermi momentum in the normal electrode. Since kfN
� Em/h̄kfN

, (2.33) is approximately

ΨN (r) ≈ eikfN
γ̂N ·r

 1

0

 + a(E) eikfN
γ̂N ·r

 0

1

 + b(E) eikfN
γ̂′N ·r

 1

0

 . (2.34)

In the superconducting electrode, we denote the unit vector of the momentum of the transmitted

electron-like quasiparticles (ELQ) as γ̂S , that of the transmitted hole-like quasiparticles (HLQ) as

γ̂′S , the pairing potential experienced by the ”ELQ’s” as ∆(γ̂S ,R) = |∆(γ̂S ,R)| eiφ(γ̂S) = |∆+| eiφ+ ,

and that experienced by the ”HLQ’s” as ∆(γ̂′S ,R) = |∆(γ̂′S ,R)| eiφ(γ̂′S) = |∆−| eiφ− . Then the
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wavefunction for the transmitted electron-like and hole-like quasiparticles reads

ΨS(r) = c(E) eikfS
γ̂S ·re

i

√
E2−|∆+|2
h̄kfS

/m
γ̂S ·r


√

E+
√
E2−|∆+|2
2E

e−iφ+

√
E−
√
E2−|∆+|2
2E



+d(E) eikfS
γ̂′S ·re

−i
√

E2−|∆−|2
h̄kfS

/m
γ̂′S ·r

 eiφ−
√

E−
√
E2−|∆−|2
2E√

E+
√
E2−|∆−|2
2E

 (2.35)

ΨS(r) ≈ c(E) eikfS
γ̂S ·r


√

E+
√
E2−|∆+|2
2E

e−iφ+

√
E−
√
E2−|∆+|2
2E

 + d(E) eikfS
γ̂′S ·r

 eiφ−
√

E−
√
E2−|∆−|2
2E√

E+
√
E2−|∆−|2
2E

 ,
(2.36)

where kfS
is the Fermi momentum in the superconducting electrode.

The insulating interface is modeled as a δ-function Hartree potential V (r) = Hδ(r). By solving

for the coefficients a(E)− d(E) under the boundary conditions (1) ΨN (0) = ΨS(0) = Ψ(0) and (2)

h̄
2m

dΨS(0)
dx − h̄

2m
dΨN (0)
dx = HΨ(0), and taking into account the momentum conservation parallel to

the interface, we arrive at the following expression for the probability current tunneling across the

N-I-S junction at zero temperature:

σS(E, θN ) ≡ σN

[
1 + |a(E, θN )|2 − |b(E, θN )|2

]
= σN

1 + σN |Γ+|2 + (σN − 1) |Γ+Γ−|2∣∣1 + (σN − 1)Γ+Γ−ei(φ−−φ+)
∣∣2 , (2.37)

where

Γ± = E−
√
E2−|∆±|2
|∆±| ,

σN =
4

kfS
kfN

cosθS
cosθN

(1+
kfS
kfN

cosθS
cosθN

)2+4( Z
cosθN

)2
,

Z = mH
h̄2kfN

.

In an s-wave superconductor where ∆+ = ∆− = ∆, Eq.(2.37) reduces to the original BTK formula

(A.12), (A.13), and (A.14).
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2.2.2 Tunneling spectra of a d-wave superconductor and the Andreev

bound state

Having derived (2.37), we can now calculate the tunneling conductance spectra of superconductors

with unconventional pairing symmetries in a real scanning tunneling spectroscopy (STS) experi-

ment. Taking into account a finite transverse momentum distribution for the incident particles by

considering a finite tunneling cone β, the resulting tunneling conductance is

dI

dV
(V ) ∝

∫
dθ

[
1 + |a(E, θ)|2 − |b(E, θ)|2

]
e
− θ2

β2 . (2.38)

For simplicity, kfS
/kfN

≈ 1 is assumed, and thus θN ≈ θS ≡ θ. Since in the STS configuration

we usually operate in the tunneling limit, the following simulations are done with a large effective

barrier height. We focus on the spectra of d-, (d+ s)-, (d+ is)-, and (d+ id′)-wave superconductors

which are the most relevant to later chapters on the hole-doped cuprates.

_

+

_
(100)

(010)

�

+

�

k

d-wave superconductor

n

Figure 2.2: Momentum dependence of a d-wave pairing potential. ∆(k) = ∆(θ) = ∆d cos(2θ − 2α).
θ is the angle between the surface normal and the wave vector k, and α is the angle between the
surface normal and (100)-axis of the superconductor.

In a d-wave superconductor, ∆(k) = ∆(θ) = ∆d cos(2θ) [Fig. 2.2]. The pairing potentials ∆+
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Figure 2.3: Simulated tunneling spectra of a d-wave superconductor taken with the average quasi-
particle momentum parallel to (a) the anti-nodal (100) direction, (b) the c-axis (001) direction, and
(c) the nodal (110) direction. The scanning tunneling spectroscopy configuration is usually operated
in the tunneling limit. Thus, these BTK simulation curves are carried out with a large effective
barrier height.

and ∆− that the ELQ’s and the HLQ’s experience are

∆+ = ∆d cos(2θ − 2α)

∆− = ∆d cos(2θ + 2α),
(2.39)

where α is the angle between the normal vector of the interface and (100)-axis of the supercon-

ductor. When the normal vector ~n of the interface is oriented along the anti-nodal (100) or (010)

direction (i.e., α = 0 and ∆+ = ∆−), the tunneling spectrum shows a U-shape feature as in a BCS

superconductor, with two coherence peaks located at the maximal pairing potential ±∆d and no

density of states found within the gap [Fig. 2.3(a)]. When ~n is parallel to the (001)-axis, the incident

electrons sample over all possible θ values and hence the tunneling cone completely opens up in this

case (β ≈ ∞). In addition, the conservation of the momentum parallel to the interface implies that

∆+ = ∆− for c-axis tunneling. The resulting spectrum has a V-shape feature with the coherence

peaks located at ±∆d [Fig. 2.3(b)].

Most interestingly, when the normal vector ~n of the junction surface is oriented along the nodal

(110) direction, the pairing potentials experienced by the ELQ’s and the HLQ’s are opposite in

sign, ∆+ = −∆−. Consequently, the tunneling spectrum displays a conductance peak at zero

bias [Fig. 2.3(c)]. In the high-barrier low-transmission limit (σN → 0), the normalized tunneling

conductance reduces to the surface density of states [125, 126]. Therefore, the zero-bias conductance
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peak (ZBCP) reflects the existence of a zero-energy surface state, called the Andreev bound state

(ABS), at the superconductor-insulator interface.

hole

N S

electron

Andreev

reflected by �
�

Andreev

reflected by �
�

Figure 2.4: Trajectories of the Andreev bound states at the surface of a d-wave superconductor.
(Taken from Fig. 7 of [126].) The existence of the surface states is stable even in the limit of
vanishing normal metallic layer. The solid lines denote the trajectories of the electrons, and the
dashed lines the trajectories of the holes. When the electrons Andreev reflected from the N/S
interface, they experience a pairing potential ∆+, while the Andreev reflection of holes experiences
∆−. When the normal vector of the interface is parallel to the nodal (110) direction, the two pairing
potentials have equal magnitude but opposite signs, giving rise to a bound state at E = 0.

Mathematically, the energy of the bound state is determined by the zero of the denominator in

(2.37),

1− Γ+Γ−ei(φ−−φ+) = 0, σN → 0. (2.40)

Given that φ− − φ+ = π and |∆+| = |∆−|, the bound state energy is always at E = 0. Physically,

an intuitive visualization of the formation of ABS at the surface of a d-wave superconductor is given

by [126]. As illustrated in Fig. 2.4, assume that the surface of the superconductor is capped with a

thin layer of normal metal of thickness dN . The trajectories of the quasiparticles form closed loops

through two Andreev reflections at the N/S interface (one converting electrons to holes and the other

converting holes to electrons) and two specular reflections at the surface. Applying the quantization

condition that the phase shift is a multiple of 2π for a bound quasiparticle along a closed path of

the classical trajectory, and taking into account that the phase shifts picked up by the two Andreev

reflections are different because of different pairing potentials the ELQ’s and the HLQ’s experience,
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Figure 2.5: Tunneling spectra taken along the nodal direction for different pairing symmetries.
The spectra of pure d-wave and (d + is)-wave superconductors have been shifted for clarity. As
shown in the figure, a small imaginary component (e.g., 10% the gap value of a 30 meV d-wave
superconductor) can produce appreciable splitting (> 6 meV) of the zero-bias conductance peak
(ZBCP). For a (d + id′) superconductor, the amount of the ZBCP splitting is comparable to that
of a (d + is) superconductor, provided that the percentage of symmetry mixing is the same. For
a (d + s)-wave superconductor (not shown), the shape and width of the ZBCP is indistinguishable
from that of a pure d-wave superconductor within experimental resolution.

we obtain the equation that dictates the bound state energy:

−tan−1(

√
|∆+|2 − E2

E
)− tan−1(

√
|∆−|2 − E2

E
)− (φ+ − φ−) + 2φN = 2nπ, (2.41)

where n is an integer and φN is the phase shift accumulated when traveling around the metallic

layer, φN = mdNE/(h̄2kfN
). In a real system where the thickness of the metallic layer is vanishingly

small, the quantization condition (2.41) reduces to (2.40), and N-I-S tunneling along (110) into these

zero-energy surface states gives rise to the ZBCP in the conductance spectrum.

In the presence of a small imaginary component mixed to the predominantly d-wave order pa-

rameter, e.g., d + is, the degeneracy of the zero-energy bound states is lifted because of broken

time-reversal symmetry. The resulting splitting in the ZBCP provides an estimate of the weight of
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Figure 2.6: Tunneling spectra taken along the c-axis. (a) Tunneling spectrum of a pure d-wave, (b)
a (d+ s)-wave, and (c) a (d+ is) or (d+ id′) superconductor. The gap values are chosen so that the
position of the coherence peaks and the subgap features stays the same for all three figures.
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the imaginary component [Fig. 2.5(a)]. On the contrary, as shown in [Fig. 2.5(b)], because time-

reversal symmetry is still respected, a small real s-component mixing does not break the degeneracy.

Therefore, tunneling spectra taken along the nodal direction cannot distinguish between d-wave and

d+ s-wave pairing symmetry.

Although the existence of a small s-wave component does not modify the shape and the mag-

nitude of the ZBCP, it does have other observational consequences on the tunneling spectra. For

example, tunneling spectra along (100) and (010) reveal two different gap values, ∆d±∆s. Similarly,

the c-axis tunneling spectrum of a (d+ s)-wave superconductor shows two corresponding sets of co-

herence peaks [Fig. 2.6(b)] in contrast to that of the pure d-wave superconductor [Fig. 2.6(a)]. For

comparison, the c-axis tunneling spectrum of a (d+is)-wave superconductor is plotted in Fig. 2.6(c).

Owing to the small imaginary component mixing, the low-energy excitation is fully gapped within

the secondary pairing potential ∆s (or ∆d′). Therefore, around zero bias the c-axis tunneling shows

a small U-shape feature [Fig. 2.6(c)] in contrast to the V-shape feature in the d- and (d + s)-wave

cases.

As a final remark, we note that the generalized BTK theory is based on the mean-field Bogoliubov–

de Gennes equation. Therefore, quantum/thermal fluctuations and residual interactions, such as

quasiparticle scattering and quasiparticle coupling with the bosonic modes of the system, are not

accounted for.

In conclusion, the existence of a zero-energy Andreev surface state turns quasiparticle tunneling

spectroscopy into a phase-sensitive technique to uncover the sign change of the order parameter

across the nodal axis in an unconventional superconductor. At the mean-field level, the symmetry of

the order parameter, the magnitude of the pairing potential and the amount of secondary symmetry

mixing can be extracted by means of the generalized Blonder-Tinkham-Klapwijk formalism. We

will present an example of applying the BTK formalism to study the tunneling spectra of the hole-

doped cuprate YBa2Cu3O6+δ [§4], which demonstrates that, for YBCO, mean-field theory is a good

approximation and the Bogoliubov quasiparticle description captures most of the important physics

in the superconducting state. In contrast, deviation from the BTK formalism is observed in the
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electron-doped Sr1−xLaxCuO2, indicating that the mean-field approximation is not adequate for

this compound. The implication of the breakdown will be discussed in detail in §5 and §6.



43

Chapter 3

Scanning Tunneling Microscopy:
Principle and Instrumentation

Scanning tunneling microscopy (STM) has been proven to be an extremely powerful tool for study-

ing the electronic structures of solid-state systems. The STM topographic images, assisted by other

surface analysis techniques with chemical specifity, lead to the structural determination of clean

and adsorbate-covered surfaces. For example, the first atomically resolved STM image in history

confirmed the Si(111) 7× 7 surface reconstruction [128] and identified Takayanagi’s dimer-adatom-

stacking-fault model [129] as the correct Si(111) 7 × 7 surface structure. Combining scanning tun-

neling microscopy with spectroscopy, a number of beautiful experiments were carried out, e.g., to

visualize the standing wave pattern of the two-dimensional surface state electrons in an artificial

quantum corral [130, 131], to provide the first direct spectroscopic signature of the Kondo resonance

of an isolated magnetic impurity in a non-magnetic host [132], and to map out the electronic density

of states inside a single vortex core of the Abrikosov flux lattice for a conventional type II supercon-

ductor [133, 134]. Furthermore, spatially resolved tunneling spectroscopy gave invaluable insights

into open questions in the physics of strongly correlated electronic systems, such as the correlation

between charge ordering and the metal-insulator transition in magnetic manganites [135] and the

various ordering phases in high-temperature cuprate superconductors. In this chapter, we summa-

rize the operating principles of scanning tunneling microscopy/spectroscopy and then present our

development of a magnetic-field-compatible, cryogenic, variable-temperature STM for the study of

cuprate superconductors.
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3.1 Brief review

Scanning tunneling microscopy (STM) was invented by Binnig and Rohrer in 1981 [136, 137]. By

integrating scanning capacity into vacuum tunneling capability, STM enables us to image the surfaces

of conducting samples and study their local electronic properties down to atomic scales. Useful

information on the physics of STM, general design and instrumentation principles, and the extension

to other scanning probe techniques can be found in references [138, 139].

The essential components of an STM include a sharp probing tip; a piezoelectric scanning unit,

which controls the vertical and lateral movement of the tip; a coarse positioning unit, which brings

the tip-sample separation to within the tunneling range (∼ Å); a vibration isolation stage; and a set

of electronics, which detects the small tunneling current (∼ 10 pA −1 nA), controls the piezo-tube

scanner with feedback, and drives the coarse positioning [Fig. 3.1].

Figure 3.1 is a schematic diagram of our STM system. The arrows denote the travel direction of

the commands and the electronic signals. For instance, the STM digital feedback controller takes the

output signal from the current pre-amp, compares the signal level with the preset value, calculates

the response according to the user-defined feedback parameters, and sends the feedback voltage

through an analog to digital converter to the high-voltage amplifier, which then magnifies the input

signal to drive the piezo scanner. On the one hand, the controller communicates with the computer

to change the experimental settings, such as the bias voltage, the tunneling current set point, the

scanning range, scanning speed and the proportional/integral (P-I) gain for the feedback algorithm.

On the other hand, it also transfers the feedback signal and tunneling current signal back to the

computer to generate topographic images and tunneling spectra.

To initiate the tunneling process, the STM tip is brought to within several angstroms from the

sample surface by the coarse approach walker. Applying a bias voltage between the sample and the

tip electrode gives rise to a quantum mechanical tunneling current. Since the tunneling probability

amplitude is an exponential function of the tip-sample separation, the value of the tunneling current

is extremely sensitive to the sample surface corrugation. For instance, given a work function∼ 1 eV, a

decrease in separation of 1 Å increases the tunneling current by a factor of ∼ 3. During topographical
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Figure 3.1: Block diagram of an STM system. The arrows denote the traveling direction of the
commands and the signals. The STM head is schematically represented by the coarse approach
z -stage and the sample translation xy-stage. The feedback controller, the current pre-amplifier, the
high-voltage amplifier for the scanner, the high-voltage control circuit for coarse approach and the
Stanford Research Systems lock-in amplifier (SR-830) form a complete set of electronics for STM
control and data acquisition. The coarse movement control circuit includes a Physik Instrumente
E-420 high-voltage amplifier and a homemade sequential triggering circuit [Fig. 3.2].

image scanning, by keeping the tunneling current constant with the feedback adjustment, the output

voltages from the feedback loop to the z-electrode of the piezo tube are converted to deduce the

vertical position of the tip as a function of its lateral position, z(x, y). This is called constant-current

topographic imaging.

Via constant-current imaging, we can identify the feature of interest and zoom in to investigate

its local electronic structure, more specifically, its local density of states (LDOS), with the tunneling

spectroscopy capability. As derived in Chapter 2, by studying the differential conductance (dI/dV )

in a planar-junction-type of tunneling experiment, the averaged DOS of the sample is extracted. To
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Figure 3.2: Schematic diagram of the STM coarse movement control unit.

obtain the spatially resolved LDOS, we measure the tunneling spectra point by point on target areas.

During a set of scanning tunneling spectroscopy measurements, a constant tip-sample separation is

first established by fixing the set-point current at a given bias voltage. Next, the feedback is turned

off and a small sinusoidal modulation is added to the DC bias voltage. The resulting current

modulation (∝ dI/dV ) is then read off from a lock-in amplifier, into which the tunneling current

signal from the current pre-amplifier is fed. We record the output signal from the lock-in amplifier

as a function of the DC bias voltage to generate a tunneling spectrum dI
dV (~r, V ), and hence the

LDOS. By taking dI/dV along a line or by taking a two-dimensional dI/dV map, changes in LDOS

around a impurity, across a step-edge, or among grains with different crystalline orientations can be

revealed and compared with theoretical predictions.

3.2 Instrumentation of a cryogenic STM

For an STM to perform spectroscopy measurements with atomic scale resolution reliably, several

instrumentation challenges must be overcome. The coarse approach mechanism has to bring the

probing tip smoothly into the tunneling range (∼ 5 Å) without crashing onto the sample. Secondly,

the tip-sample separation has to remain constant to within ∼ 0.1Å throughout any measurement.

That is to say, mechanically the design of the STM should be rigid enough to prevent vibrational

couplings from changing the tip-sample distance. The mechanical disturbance from the environment

and acoustic vibrations should be decoupled as much as possible from the STM head.



47

Electronically, tunneling currents generally range from ∼ pA to ∼ nA. To avoid artifacts in

tunneling spectra due to noise contamination, the electronics must be well shielded from ambient

electromagnetic interference. Ground loops must be avoided, and cross-talk between the high-voltage

piezo driving signals, the temperature controller output and the low-level tunneling/bias signals need

be minimized.

Thermally, to track the evolution of cuprate electronic properties from the low-temperature super-

conducting state to above the transition temperatures, it is required that the STM system have good

thermal stability, low thermal drift, good thermal isolation when operating at high temperatures,

and sufficient cooling power to attain low base temperatures. Furthermore, problems associated

with gas desorption and sample contamination at elevated temperatures must be addressed.

This section describes the design of our STM head and the cryogenic probe, and the measures

taken to counter the aforementioned technical challenges under a modest budget. Other information

related to the preparation of STM tips, the calibration of the shear piezos and the piezo-tube scanner,

and the STM images on highly ordered pyrolytic graphite and gold samples for calibration purposes

is given in Appendix B.

3.2.1 STM head

The STM built as part of this thesis work is intended to operate at variable cryogenic temperatures,

in high vacuum, and in high magnetic fields. To compensate for the undesirable noisy environment

of the lab and to fit the system into a 3” bore magnet, we adopted Pan’s STM design [140, 141] with

some variation because this design ensures a compact, rigid, high-vacuum and high-field-compatible

STM head. There is a variety of distinct STM designs. In general, they differ in how the coarse

approach is implemented and in their rigidity against vibrations. Pan’s design employs a modified

“stick-slip” coarse approach mechanism that exploits the friction between parts to hold the unit

against vibrational noise coupling.

The STM head [Fig. 3.3] consists of a Macor1 housing (1), six shear-piezo stacks2 (2) with alumina

1A machinable ceramic manufactured by Corning Inc.
20.040′′ thick EBL-2 shear piezos purchased from Staveley Sensor.
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Figure 3.3: Schematics of the STM head, not to scale. (The sample holder is omitted.) (a) Top
view. (b) Side view along the cut denoted by the dotted line. (1) Macor body, (2) shear-piezo stacks,
(3) alumina plate contacts, (4) sapphire prism, (5) Macor insert of the scanning unit, (6) piezo-tube
scanner, (7) Be-Cu spring plate, (8) sapphire ball bearing.

plate contacts3 (3), a sapphire prism4(4) that carries the scanning unit, and a Be-Cu spring plate

(7). The scanning unit is made of a Macor insert (5), a piezo-tube scanner5(6), and a metallic tip

holder. The metallic tip holder is attached to the center of the piezo-tube scanner, and the scanner is

glued to the top of the Macor insert with Torr Seal.6 The Macor piece fits tightly to the central hole

of the sapphire prism, and the scanning unit is locked to the sapphire with screws and TorrSeal. By

pressing down a 1/8” diameter sapphire ball (8) against the top Macor block (1), the Be-Cu spring

plate (7) holds the sapphire prism firmly between six piezo stacks. All of the materials chosen are

non-magnetic and ultra-high-vacuum compatible. The overall dimension of the STM head is about

1.5′′ in diameter and 2′′ in height.

The operating principle of the shear-piezo motor is shown in Fig. 3.4. To move the sapphire

one step forward, we apply six sharp high-voltage steps sequentially to the six shear-piezo stacks,

so that the piezos move backward one stack at a time, while the other stacks hold the sapphire
30.020′′ thick Superstrates manufactured by Coors Ceramic Company.
4Purchased from Insaco, Inc.
50.020′′ thick, 0.125′′ OD, EBL-2 piezo tube purchased from Staveley Sensor.
6Purchased from Varian Inc.
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Figure 3.4: Principle of the coarse approach mechanism. (a) Snapshot of the configuration of the
piezo stacks during a coarse movement cycle. (Only four of the six stacks are shown.) (b) Voltage
waveform applied to the piezo stacks as a function of time. The arrow indicates when the snapshot
is taken.

prism steady by friction. After every piezo stack is displaced from its resting position, we slowly

decrease the applied voltages to zero. As a result, the six piezo legs simultaneously relax back

to their neutral positions and, through friction, bring the prism forward by one step. The size of

each step is determined by the shear-coefficient of the piezos (∼ 8 Å/V at room temperature, and

∼ 1.5 Å/V at 4.2 K), the applied voltages and the number of piezos per stack. Typically, at room

temperatures, one coarse step is about 0.4− 0.8 µm with an applied voltage between 150− 300 V,

while the vertical probing range of the piezo-tube is over 1.0 µm, larger than the coarse approach

step size. Therefore, by applying feedback voltages to the piezo-tube, we can safely advance the tip

forward without crashing onto the sample.

This design is superior in its stability against external mechanical perturbations. The sapphire

prism and the tip it carries are held steady by friction between the alumina contacts and the prism.

The strength of the friction can be adjusted by varying the curvature of the thin Be-Cu spring.

Therefore, there is very little relative motion between the Macor body and the tip. Furthermore,

after each step is completed, all piezos return to their neutral positions. Thus, no voltage is needed

to hold the prism in place, and the vibrational noises transmitted through the voltage noises applied
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to the piezos are eliminated.

One additional advantage of the design is its stability against thermal expansion. The STM head

is designed to be concentric with the tip and sample located at the center. Therefore, it minimizes

thermal drifting and enhances the STM performance at variable cryogenic temperatures. Besides,

the Be-Cu plate is heat-treated to retain its springing strength during thermal cycling. Therefore,

the rigidity of the STM head is guaranteed throughout the temperature range from 4K to ∼ 100K.

3.2.2 STM electronics

The STM control and data acquisition electronics consist of a high-gain low-noise current pre-

amplifier7, a digital P-I feedback controller8, a set of high-voltage amplifiers that control the piezo-

tube scanner, a high-power high-voltage amplifier9 and a homemade triggering circuit that controls

the coarse approach piezo motor. A block diagram of the STM is given in Fig. 3.1.

The low-noise current pre-amp has a variable gain up to 1 × 1012. We operate the pre-amp

mostly at a gain of 1× 109 for data acquisition and at 1× 106 for field-emission tip cleaning. When

operated at 1× 109, the output voltage noise is below 4 mV (peak-to-peak), equivalent to a ≤ 4 pA

(peak-to-peak) input referred noise.

The STM digital feedback controller [Fig. 3.5] is built around two 32-bit floating point digital

signal processors.10 One of them is designated for the feedback control and the other for imaging,

data collection, data buffering, and data transfer. There are four 20-bit digital-to-analog converters

(DAC’s) for the high-voltage scanner control and the low-level sample bias voltage, and there are

five 16-bit 100 kHz analog-to-digital converters (ADC’s). The tunneling current signal from the

pre-amp is connected to one of the ADC’s with programmable gain (2 − 16) and a digital filter

(2− 20 Hz). The remaining four auxiliary analog input ports can be used to perform simultaneous

data acquisition, e.g., from the lock-in amplifier output during constant-current imaging.

To coordinate the coarse approach with the fine scanner control, there is an additional DAC that
7Model 1211 from DL Instruments.
8Purchased from Custom Vacuum System.
9E-420 from Physik Instrumente.

10ADSP-21062—SHARC manufactured by Analog Devices.
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Figure 3.5: Schematic of the proportional/integral gain (P/I) digital STM feedback controller.

generates the triggering waveform for the coarse movement control of the shear-piezo walker. When

the tip is brought within the tunneling range, under a constant sample bias voltage, the controller

takes the amplified current signals from the pre-amp, performs the P/I feedback algorithm and,

finally, outputs a voltage signal to the z-electrode of the piezo-tube to maintain a constant tunneling

current. The five built-in monolithic high-voltage amplifiers (±220 V) drive the scanning tube to

manipulate the raster and vertical motion while the ADC’s and the second digital signal processor

record the data and transfer them to the computer.

Another important component of the STM electronics is the coarse movement control electronics.

It includes a high-voltage high-power amplifier purchased from the Physik Instrumente (E-420) and

a homemade sequential triggering circuit that gates the high-voltage output from E-420 to the coarse

approach piezo stacks [Fig. 3.2]. For the slip-stick coarse approach mechanism to function properly,

we need the capability of charging the piezo stacks (∼ 4 nF each) to 400 V within 1 µs [Fig. 3.4] in

order to overcome the huge static friction between the sapphire prism and the piezo stacks. Since no

commercial high-voltage amplifier could provide such a large instantaneous current, we add to the
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triggering circuit two large capacitors11 as charge reservoirs to supply additional currents in each

pulse cycle.

PI-420 Opto-
coupler

Delay
stage Counter

Multiplexer

Piezo Piezo Piezo

From STM
controller

Figure 3.6: Schematic diagram of the sequential triggering circuit. (Only three of the six ports are
shown for simplicity.) The high-voltage signal from E-420 is decoupled from the low-level digital
circuitry via an optocoupler. The clock frequency of the counter that controls the sequential charging
interval is set by a variable resistor. The oscillator consists of two inverters and two capacitors in
addition to the resistor.

The schematics of the high-voltage triggering circuit is shown in Fig. 3.6. During each cycle, the

delay stage receives a trigger signal from the optocoupler and waits until the capacitors are fully

charged before it sends a pulse to the timer. After receiving the pulsing signal, the timer counts

from one to eight with a user-defined time interval and sends the output number to the multiplexer.

Then, the multiplexer sends a triggering signal to the gate electrode of the corresponding high-

voltage-sensitive-gate triac to charge up the individual piezo stack. Consequently, the piezos are

activated sequentially with the specified time interval and a very high instantaneous current. In our

design, the time interval and the delay are set by variable resistors to be ∼ 50 µs and ∼ 0.5 ms,

respectively, while the duration of the entire pulse is programmed to be ∼ 3 ms.

Overall, the speed of the coarse approach is limited by the bandwidth of the feedback to ∼

1 step/sec. At room temperatures, it takes less than an hour to move the tip ∼ 3 mm forward into

tunneling range. At helium temperatures, because of the reduced piezo coefficient and the increased

friction between the sapphire prism and the alumina contacts, it usually takes overnight to reach

the tunneling range.
112 µF, rated at 630 V, purchased from Digi-Key Corporation
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3.2.3 Cryogenic probe and dewar

The STM probe [Fig. 3.7] used in this thesis work is adapted from an old probe made for a gas-

cooled, solenoid-driven STM head. The backbone of the probe is a 1 in. diameter, 3.5 ft. long

thin-wall stainless steel (SS) tubing (6), situated in a 2.5 in. diameter stainless steel vacuum can (5).

A charcoal pump (8) is installed at the bottom of the vacuum can to absorb the residual gas from

any virtual leaks of the STM head at low temperatures. Otherwise, the high-voltage-driven coarse

approach may cause undesirable discharge and damage the piezo motor. For the same reason, we

have to eliminate the use of helium exchange gas for cooling to protect the STM head. At room

temperature, we routinely reach ≤ 5 × 10−6 torr by using a turbo pump without having to bake

out the charcoal. When the probe is immersed in liquid helium or liquid nitrogen, the pressure is

maintain-to below the scale of our ion gauge (≤ 10−8 torr) because of the extra pumping power

received from the charcoal pump.

In the absence of exchange gas, the original design of the probe is not able to provide enough

cooling power, and the thermal load from the room temperature end becomes detrimental. We

address this problem by reducing the thermal radiation and conduction and by increasing the thermal

link to the helium bath. For example, Be-Cu springs (3) are attached to the bottom two stainless

steel (SS) baffles (2) around the SS backbone tubing to ensure that the baffles are in good contact

with the vacuum can and, hence, the liquid helium bath. In addition, ten Cu baffles (1) are added

to the center of the SS tubing to reflect the thermal radiation down the tubing. These two measures

combine to improve the radiation shielding, establish a uniform thermal gradient along the probe,

and shunt the thermal conduction through the backbone tubing.

Next, we minimize the thermal conduction of the electrical wires. For example, 36 AWG man-

ganin wires,12 known to have low thermal conductivity are used for wiring the piezo stacks, piezo-tube

scanner, and the copper foil heater13 and 36 AWG phosphor bronze Quad-Twist wires.14 are used

for the Cernox temperature sensor14 The bias voltage lead is a 4′′ long stranded 304 SS flexible
12Purchased from the California Fine Wire Company.
13Purchased from Minco Co.
14Purchased from Lakeshore Cryotronics, Inc.
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Figure 3.7: STM cryogenic probe. (Not to scale.)

mini-coaxial cable14 with a negligible thermal load (� 1 mW).

The remaining heat load comes from the thermal conduction through the lead carrying the

tunneling current. To reduce the coupling of vibrational noises through the microphone effect, we

use a 0.141′′ diameter rigid coaxial cable for the tunneling signals. Ideally, the 20 mil semi-rigid

mini-coax from Lakeshore is a better choice because of its low thermal conduction. However, it

is difficult to attach SMA connectors to the cable without partially pinching its extremely thin

insulating layer. As a result, the cables always come with a partial short on the order of ∼ 1010 Ω,
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unacceptable for any high-impedance tunneling experiment. Thus, we compromise on the thermal

performance and settle for a 3.5′ long 0.141′′ coaxial cable with Cu inner conductor and SS outer

shielding.

To reduce the heat leak through the inner conductor of the coax, we replace the bottom section

of the cable with a 0.5′ long 36 AWG manganin wire, and the resulting thermal load is suppressed

to below 1 mW. Next, we tackle the ∼ 6 mW heat leak through the SS outer conductor by thermal

anchoring it with four gold-coated copper wires to the bottom radiation baffle. One end of the

wires is wrapped around the manganin section of the coaxial cable and held in place with VGE-

7031 varnish, while the other end is firmly attached to the bottom baffle. For more than 5 liters

of liquid helium left in the dewar, the estimated temperature difference across the copper wires is

∼ 70 K, and therefore the thermal anchoring provides at least ∼ 10 mW of cooling power, sufficient

to compensate for the heat load through the SS outer conductor.

To reduce the heat load further, we anchor the wires of the piezo motor, the piezo-tube scanner,

and the temperature sensor to two 4.2 K stages made of oxygen-free high-conductivity copper

(OFHC) before connecting them to the STM head. In addition, we pass the bias voltage and the

tunneling current leads through the cryogenic microwave powder filters [142] attached to the bottom

OFHC stage. Several Be-Cu spring contacts (3) firmly establish the thermal link between the 4.2 K

stages and the outer can, thus providing enough cooling power for the entire STM head. After the

installation of baffles and heat sinks, base temperature significantly improves from ∼ 30 K to ∼ 9 K.

The Oxford dewar housing the STM probe holds up to ∼ 35 liters of liquid helium. It comes

with a 3′′ bore superconducting magnet. The upper section of the magnet leads are thin-wall brass

tubing with copper wires soldered along their circumference, which extend to the bottom magnet.

These leads are designed to be in direct contact with the helium bath and are not retractable from

the flange of the dewar. Consequently, the boil-off rate of liquid helium reaches ∼ 10 liters per day,

which corresponds to 3–4 days of experiment between refilling.
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3.2.4 Noise reduction

For an STM to achieve its best performance, noise contamination must be minimized. For example,

in the constant-current topography mode, we need to restrict the lateral vibrational noise coupling

to ≤ 0.5 Å and the vertical vibrations to ≤ 0.1 Å in order to have good atomic resolution. In the

spectroscopy mode where feedback is disabled, the rigidity of the STM head against vibrations is

even more crucial. A disturbance of ∼ 1 Å in the vacuum tunneling gap typically would cause the

tunneling current to fluctuate by a factor of ∼ 5, so it would wash out whatever information encoded

in the spectrum. Thus, we first address the reduction of mechanical coupling to the lab environment

and acoustic vibrations before turning to the issue of minimizing electrical interference.

The STM lab is located in the sub-basement where the floor vibration is presumably the least

severe. Nevertheless, as we set up the accelerometer15 and physically measure its noise spectrum,

several sharp resonant peaks below 100 Hz are found [Fig. 3.8(a)], among which noises of ∼ 50 Hz are

the most pronounced.16 To suppress the coupling to these resonance modes, the dewar holding the

STM probe is bolted to a 3′′ thick aluminum plate and placed on a four-post Newport air damper,

which serves as a low-pass filter of the floor vibrations. Additional lead bricks and lead shot bags

are placed around the table to increase the loading and suppress the corner frequency of the air

damper. When the table is inflated, the transmitted vibrational noises are suppressed to less than

2% of its original amplitude at the resonant frequencies [Fig. 3.8].

Another type of vibrational noise is transmitted through acoustic coupling. The acoustic noises

that plague the STM system mostly come from the room ventilation motors. This type of low-

frequency noises are generally difficult to remove because they either drive the plaster wall or in-

directly couple through the ceiling to vibrate the whole lab. In our case, the two main sources are

the ventilation pipeline mounted directly to the lab side wall and another big motor facing the lab

entrance.

The following two measures are taken to contain these noises: the maximization of sound ab-

sorption and the minimization of sound transmission. We cover all of the side walls of the STM lab
15ENTEK 9200L accelerometer purchased from Rockwell Automation.
16Data in Fig. 3.8 were taken by Timothy Ward during his SURF study at Caltech in the summer of 2004.
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(a)

(b)

Figure 3.8: Transmitted vibrational noise spectra. (a) A comparison between noise spectrum taken
with the air table deflated and that with the air table inflated. Note that the magnitude of the
latter has been multiplied by 10 for clarification. The resonance modes of the building (denoted
by the gray open circle), ranging from 25 − 55 Hz, are greatly suppressed when the air damper
is inflated. However, there is residual spectral weight (denoted by the red solid square) centered
around 50 Hz that couples to the STM probe. Noise peaks at 60, 80, 120, 140, 180, 220, and 240 Hz
are line noise contaminations and Nyquist ghost artifacts, as demonstrated in (b). (b) Noise spectra
taken while the air damper is inflated, with (red solid square) and without (gray open circle) the
vinyl skirts attached to the edge of the table. Also shown is the noise spectrum of the background
electromagnetic interference (yellow dotted line). The vinyl skirts help stabilize the air table and
further reduce the low-frequency noises ranging from 5−35 Hz. Most of the remaining spectral weight
is distribute around 50 Hz within the black dotted circle. For a close view of the spectrum below 150
Hz, please refer to the inset of Fig 3.9. All noise spectra are calculated by fast Fourier transforming
the traces of time-varying output voltages from the piezo-electric accelerometer, ENTEK 9200L.
The sensitivity of the sensor is 500 mV/g, and the sensor output is post-amplified with a gain of
1000.
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Figure 3.9: Low-frequency acoustic noise spectrum taken in the acoustic housing surrounding the
STM cryostat with and without the lid closed. Above 100 Hz, the acoustic noise is mostly filtered
away, while there is a substantial residual spectral weight around 50 Hz, which coincides with the
residual floor vibrational noise shown in the inset.

with flat foam absorbers,17 and place crater-shaped acoustic foam above the florescent lights and

the wire conduits to intercept noises rebounding from the ceiling. A bass tube18 is installed in the

corner of the lab to absorb the low-frequency acoustic waves. To minimize the transmission of noise

generated by the ventilation machines, rubber buffers are inserted on the pipelines connected to the

side-wall. Thick vinyl curtains19 are hung in front of the entrance facing the other motor to reflect

the noises, and vinyl sheets are tailored to attach to the edges of the aluminum table. These vinyl

skirts keep acoustic noises from impinging upon the dewar and also provide more weight and better

balance to the table. In Fig. 3.8(b), it is shown that the low-frequency vibrational noises around 12

Hz and 25 Hz are further suppressed after the installation of the skirts.

To isolate the STM system from the residual acoustic noises, a double-layer acoustic housing

is built around the STM table. The inner layer is made of composite wood and the outer layer

of concrete boards. Both are covered with acoustic absorption foam. The spectra of the residual
171′′ thick, flat sound absorbing foam distributed by McMaster Carr.
1816′′ OD tube trap purchased from Silent Source.
192 lb/ft2 sound barriers from Silent Source.
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acoustic noise taken via a simple microphone circuit show that the acoustic box filters away most

frequencies above 100 Hz, but, around its natural frequencies, the noises are mostly transmitted

[Fig. 3.9]. One of the resonant frequencies lies within 50− 60 Hz, which coincides with the vibration

frequency of the side-wall driven by the venting pipeline. Since the transmitted floor vibrations also

show significant spectral weight within the same frequency range [Fig. 3.9 inset], Teflon blocks are

placed irregularly between baffles to break up the resonance in order to avoid the cryogenic dewar

from enhancing this mode.
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Figure 3.10: Transmission of the cryogenic microwave powder filter.

Finally, to minimize the contamination of tunneling current signals through cross-talks and envi-

ronmental electromagnetic interference, we run wires of different purposes through separate thin-wall

SS tubes; the latter serve as additional shielding [Fig. 3.7]. As a result, the high voltages driving the

piezo-tube and shear-piezo motor are decoupled from the low-level bias voltage and the tunneling

current leads. The coaxial cables carrying the bias and the tunneling signal are passed through a

room-temperature RF filter20 and a cryogenic powder filter21 [Fig. 3.10] before being connected to

the STM head. To reduce the excess high-frequency noises during experiments, the high-voltage
20Model BLP-1.9 from Mini-Circuits.
21For a brief description of the construction and modeling of cryogenic powder filters, please refer to [143].



60

amplifier, E-420, is turned off when coarse approach is completed and the tip is in tunneling range.

Furthermore, all grounding and shielding wires are carefully arranged to avoid ground loops. After

all is done, the noise floor of our system reaches about 15 − 20 pAp−p (3 − 4 pArms) at helium

temperatures.

3.3 Comparison with other experimental techniques

In this section, we briefly review other spectroscopic tools frequently applied to the study of high-

temperature superconductivity.

3.3.1 Tunneling spectroscopy

Scanning tunneling spectroscopy (STS) is a local probe that measures the local density of states

convoluted with the tunneling matrix element. It has superior spatial and energy resolution. On the

other hand, issues such as characterizing the tip structures, preserving a good sample surface that

represents the bulk properties, and determining the tunneling matrix elements can be challenging.

In addition to STS, there are several other configurations of tunnel junctions commonly seen in

the high Tc community. These techniques generally sample over a much larger area than STM to

yield a spatially averaged spectra. In this sense, they complement the results of STS experiments.

In the following, we discuss the relative strength and the limitations of four representative tunneling

techniques: planar junction spectroscopy, point contact spectroscopy, break-junction spectroscopy,

and interlayer tunneling spectroscopy.

Planar junction

Planar junctions are fabricated by depositing the two electrode materials as cross strips sepa-

rated by a thin layer (∼ 10−40Å) of insulating material. The first N-I-S tunneling experiment [110]

was carried out on planar junctions in 1960. Because of their long history, planar junctions are

probably the most studied among the tunneling spectroscopy techniques. However, a number of

possible pitfalls associated with these junctions have been identified, including junction contam-
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ination, Coulomb blockade, Schottky barrier, heating, and barrier breakdown due to pinholes in

the insulating layer. A complete set of diagnostics must be run before these potential problems

can be ruled out. Schottky barrier and Coulomb blockade problems are also common for STS and

point-contact spectroscopy if the sample surface has degraded. Both phenomena have distinct I-V

characteristics that help identify defective junctions and avoid interpreting artifacts as real features.

In theory, one could have well-defined crystalline orientation of the thin-film samples used in the

planar junctions by varying the substrate material and the growth conditions. Therefore, planar

junctions have been employed to study the Andreev bound state of {110}-oriented cuprate films [144].

However, the presence of interface roughness over a large junction area poses another complication

for data analysis besides the aforementioned problems.

Point-contact spectroscopy

A point-contact is formed by pressing a sharp metallic electrode, such as Au or Pt/Ir, onto the

sample of interest. By varying the spring loading applied to the tip, the tunneling barrier, and hence

the junction impedance(∼ 1Ω− 1kΩ), can be adjusted to probe the conductance spectrum from the

point-contact limit to near the tunneling limit. Compared to STM, point-contact experiments are

much easier to set up for variable temperature and variable magnetic field measurements. In addition,

they do not have the problem of pinholes or shorts through the insulating layer as in the planar

junctions. However, the preparation for a clean tip and a good sample surface is non-trivial. The

large springing force needed to form a good contact also poses a problem for maintaining the sample

surface integrity and the mechanical stability of the system. A recent review of the application

of point-contact spectroscopy to studies of the Andreev process in cuprate superconductors can be

found in an article by Deutscher [145].

Break-junction

In a break-junction setup, a thin piece of sample is glued to a flexible support. By carefully

bending the support, the sample is broken into two pieces, and, by slowly reducing the stress, the

two parts are brought back to establish a tunnel junction. Compared with planar junctions and
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point-contact spectroscopy, break junctions have the advantage of retaining fresh junction surfaces

because the junctions are generally formed in vacuum at cryogenic temperatures. The down side

is that the intrinsic randomness in the break surface and the reformation process renders it almost

impossible to control the orientations of the junction electrodes. Thus, it is not a good choice for

measuring orientation-dependent properties, such as tunneling into the Andreev bound states.

Break junctions on the nearly two-dimensional Bi-2212 samples have been prepared in two differ-

ent ways. One is by applying the bending method as mentioned above to fabricate in-plane tunnel

junctions [146]. The other method takes advantage of the extremely weak bonding between BiO2

planes to form c-axis tunnel junctions. By pushing a sharp tip into the sample and subsequently

releasing the pressure, a fracture between planes is formed about 100 µm below the surface [147].

Therefore, the junction is pristine and free of surface contaminations. Spectra taken on c-axis break

junctions of Bi-2212 in the superconducting state have revealed a pronounced “peak-dip-hump” fea-

ture [147, 148, 149] consistent with the photoemission spectra on similar samples. We shall return

to discuss the physical origin of the “peak-dip-hump” feature in later chapters.

Interlayer tunneling spectroscopy

Interlayer tunneling spectroscopy is also referred to as the intrinsic Josephson tunneling because

it makes use of the extreme two dimensionality of certain cuprates, e.g., Bi-2212, and measures their

c-axis interlayer tunneling spectra. To avoid the complication in the interpretation of data, the

sample thickness is controlled to contain less less than 25 Josephson junctions. With the advance in

fabrication technology, several groups [150, 69] have demonstrated the ability to reliably fabricate

Bi-2212 mesas with as few as 9 Josephson junctions, corresponding to a thickness of ∼ 15 nm. Like

the break junctions, interlayer Josephson junctions are free of junction contaminations. Furthermore,

the junction orientation is well-defined along the c-axis, and, therefore, it would appear to be the best

configuration to study the c-axis tunneling of highly 2D Bi-2212 and Bi-2201 samples. Indeed, earlier

intrinsic tunneling spectra on Bi-2212, which exhibited coexisting pseudogap and superconducting

gap with disparate temperature evolutions [69, 151, 152], have drawn wide attention and intensified

the debate of how pseudogap phase relates to high-temperature superconductivity.
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However, the interpretation of the spectra is not without dispute. For instance, due to the poor

thermal conductivity of Bi-2212, joule-heating has always been a main concern for possibly giving

rise to non-intrinsic phenomena observed in the Bi-2212 mesas [153, 154]. Experimental efforts

to reduce or calibrate away the effect of joule-heating include the use of short duty-cycle pulse

measurements [155], the on-chip thermometry [156, 154], and the in situ temperature control [157].

3.3.2 Angle-resolved photoemission spectroscopy

Angle-resolved photoemission spectroscopy (ARPES) measures the single-particle spectral function.

By shining a beam of monochromatized radiation (usually in the ultra-violet range) on a well-aligned

single crystal sample, valence electrons are excited and escape into vacuum via the photoelectric

effect. By analyzing the energy and angular distribution of the photoelectrons, the spectral function

(convoluted with the one-electron dipole matrix element and the Fermi function) is derived. The

spectral function A(~k, ω) is related to the retarded Green’s function by the expression

A(~k, ω) = − 1
π

Im Gret(~k, ω), (3.1)

where Gret(~k, ω) is the momentum-space Fourier transform of the real-space retarded Green’s func-

tion Gret(~r, ~r, ω) 22 Careful analysis of the ARPES spectra can yield information on the electron

proper self-energy, Σ(~k, ω) = Σ′(~k, ω) + Σ′′(~k, ω),

A(~k, ω) = − 1
π

Σ′′(~k, ω)

(ω − ek − Σ′(~k, ω))2 + (Σ′′(~k, ω))2
. (3.4)

The self-energy Σ(~k, ω) describes the energy renormalization and the finite lifetime of the quasipar-

ticles, which serves as a useful comparison to other techniques that measure the scattering rate and
22Let H be the total Hamiltonian of the system and ψq(~r) the single-particle eigenstates. Then Gret(~r, ~r, t) is

defined as:

Gret(~r, ~r, t) = −iθ(t)
X

q

D
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E
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E
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and thus

Gret(~r, ~r, ω) =
X |ψq(~r)|2

ω − ωq + iδ
. (3.3)

.
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the relaxation rate.

Scanning tunneling spectroscopy and ARPES are complementary techniques in that STS mea-

sures local spectral function Ns(~r, ω) with high spatial resolution, while ARPES measures the spec-

tral function A(~k, ω) with momentum resolution. It is worth noting that that the angular resolution

in ARPES comes at a price of reduced energy resolution [158]. Over the past decade, there has been

an order-of-magnitude improvement in the energy resolution of ARPES to ∼ 5meV. However, it is

still far behind what STS could provide.

To ensure the best momentum and energy resolution, ARPES on cuprate material generally works

at lower photon energies (20−100 eV). Consequently, the mean free path for ballistic photoelectrons

is on the order of 5Å, rendering ARPES extremely surface sensitive. To date, most of ARPES data

on the cuprates have been taken on highly 2D samples because they could be easily cleaved to yield

good surfaces. In particular, the ARPES data of the Bi-2212 families are among the most complete.

It is known from STS measurements [67, 68] that Bi-2212 reveals strong spatially varying tunneling

spectra possibly due to inhomogenous interstitial oxygen doping and competing order. On the other

hand, ARPES averages over electrons ejected from a macroscopic area illuminated by the incoming

photon beam. Thus, one must keep in mind that ARPES data as well as other bulk measurements

on Bi-2212 present averaged information.

ARPES has been widely used by the high Tc community as means to survey the normal state

properties, identify the Fermi surfaces, investigate the anisotropy of superconducting gap and pseu-

dogap, and study the evolution of spectral function from below to above Tc. A comprehensive review

on the recent progress can be found in Ref. [158]. In later chapters, we will draw on two ARPES

observations, the peak-dip-hump structure [159] and the dichotomy between nodal and anti-nodal

quasiparticle spectra in the pseudogap phase [160], and discuss how these novel phenomena relate

to our STS results.
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3.3.3 Neutron scattering

The proximity of cuprate superconductors to the anti-ferromagnetic Mott insulating phase gives rise

to several interesting magnetic orders in cuprate systems. The studies of the doping-dependent mag-

netic properties can conceivably lead to important insight into the underlying pairing mechanism of

cuprate superconductors. Neutron scattering has been the most widely used spectroscopic technique

to investigate the dynamic and static magnetic correlations of cuprates by the high Tc community.

Because neutrons are charge neutral, they interact weakly with the system under study, penetrate

much deeper into the sample, and thus allow the bulk magnetic properties of sample to be explored.

On the other hand, the weak interaction renders scattering cross sections small. Thus, high quality

cm3 size crystals are generally required to overcome the instrumentation noises. As a result, only

two families of cuprates, La2−xSrxCuO4 and YBa2Cu3O6+δ, have been studied in detail to date.

Neutron scattering data contain contributions from both the phonon modes and the magnetic

fluctuations. Because of the difference in the form factors, it is possible to distinguish magnetic

scattering from phonon scattering by probing the angular dependence of the scattering cross section.

In addition, polarized neutron scattering can be employed to filter out the phonon spectral weight

completely. However, the signals of the polarized neutron scattering configuration are substantially

smaller than those of the unpolarized configuration, and thus extracting signals from background

noises can be very challenging for the polarized neutron scattering experiments.

Inelastic neutron scattering measures the dynamic scattering cross section, which is proportional

to the dynamic structure factor and hence to the imaginary part of the generalized susceptibility:

∂2σ

∂Ωf∂Ef
∼

∣∣∣f( ~Q)
∣∣∣2

∣∣∣ ~kf ∣∣∣∣∣∣~ki∣∣∣
∑
αβ

(δαβ − Q̂αQ̂β)Sαβ( ~Q, ω) (3.5)

Sαβ( ~Q, ω) =
1

1− e−h̄ω/kT
Im χ( ~Q, ω), (3.6)

where ~Q = ~kf − ~ki and f( ~Q) is the form factor. The elastic neutron scattering experiments measure

the magnetic Bragg scattering from the sample, which can reveal long-range magnetic structures
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such as the stripe order in Nd−La2−xSrxCuO4 [84] and the anti-ferromagnetic order in the undoped

cuprate compounds [chap:introduction]. In fact, neutron scattering was the first technique to demon-

strate the anti-ferromagnetic spin configurations of the undoped parent compounds [1], disproving

the conjecture of a resonating-valence-bond spin liquid phase as the ground state for the undoped

cuprates [20]. Comprehensive reviews on the earlier neutron scattering results of La2−xSrxCuO4

and YBa2Cu3O6+δ can be found in Refs. [2, 161, 162, 163, 164].
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Chapter 4

Tunneling Spectra of Hole-Doped
YBa2Cu3O6+δ

1

4.1 Introduction

The proximity of cuprate superconductors to the Mott insulating phase gives rise to novel supercon-

ducting behavior enriched by the influence of additional orders from doping the Mott insulators [62].

Several important questions arise, concerning what characteristics these quantum orders possess,

how different orders manifest themselves in various cuprates, how the competing orders relate to

the superconducting order and the pseudogap phenomena, and how their presence contribute to the

asymmetry of the phase diagram between the electron- (n-type) and hole-doped (p-type) cuprates.

To address these issues, we study the scanning tunneling spectra of two model systems, the p-

type YBa2Cu3O6+δ and the n-type Sr1−xLaxCuO2, with the goal of contrasting the non-universal

phenomena and extracting the common properties between the two types of cuprates.

The focus of this chapter is on the investigation of the hole-doped YBa2Cu3O6+δ. While in

the superconducting (SC) phase the mean-field modified BCS theory and Ginzburg-Landau theory

provide a fair description for the properties of p-type cuprate superconductors; their normal-state

properties seem to defy the conventional Fermi liquid phenomenology. For instance, the pseudogap

(PG) phase exhibits a suppression of the density of states (DOS) around the Fermi level and a

loss of spectral weight in the spin and charge excitations [9], and the anomalous metallic phase

1The main contents of this chapter are published as N.-C. Yeh, C.-T. Chen, et al. Phys. Rev. Lett. 87, 087003
(2001), and N.-C. Yeh, C.-T. Chen, et al. Physica C 364-365, 450 (2001).
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Figure 4.1: The generic temperature (T ) vs. doping (p) phase diagram of the hole-doped cuprate
superconductors. AFM: long-range commensurate anti-ferromagnetic order. SC stands for the
superconducting state and p denotes the doping. TN , Tc, and T ∗ are the Néel temperature, super-
conducting transition temperature, and pseudogap temperature.

exhibits the marginal Fermi liquid behavior [10] in which the single-particle and transport scattering

rates are linear in frequency up to an energy comparable to the temperature [Fig. 4.1]. The linear

scattering rates measured in the resistivity [165, 166] and optical conductivity [167] experiments

suggest the presence of scale-invariant low-energy magnetic and density fluctuations around optimal

doping above Tc. That temperature is the only energy scale dictating the fluctuation spectrum is

reminiscent of the behavior of critical fluctuations associated with a quantum phase transition [168,

169]. The observation of the marginal Fermi liquid behavior [10, 74] and the PG phenomena leads

to the conjecture of a quantum phase transition between the SC order and a competing order

that is manifested as the PG phase, with the quantum critical point (QCP) located within the

superconducting “dome” [74, 170].

Although the presence of critical fluctuations near the optimal doping level [171, 172] and the

disparate physical properties between the underdoped and overdoped regimes are suggestive of the
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presence of a QCP near the optimal doping, an unambiguous proof requires identifying the relevant

broken symmetry associated with a critical doping pc. Various theoretical studies have investigated

the dependence of the competing ground states of doped Mott insulators on the doping level and the

strength of exchange and Coulomb interactions [28, 173]. The relevant symmetries associated with

the competing orders include electromagnetic U(1), spin rotation-invariance SU(2), square lattice

space group C4v, and time-reversal symmetry T . Experimentally, while the dx2−y2 pairing symmetry

is known to dominate in the optimally doped p-type cuprates [6, 7, 174], possible doping-dependent

pairing symmetry has been suggested [175]. At the time of writing, the existence of a QCP, the

location of the critical doping pc, and the nature of the quantum phase transition are still under

debate.

We address some of these issues via studies of the directional and spatially resolved quasipar-

ticle tunneling spectra on YBa2Cu3O6+δ (YBCO) with a range of doping levels. Since YBCO has

been examined extensively by various other experimental techniques and is proven less suscepti-

ble to doping-induced inhomogeneity [176] than other well-studied systems, such as La2−xSrxCuO4

(LSCO) and the highly two-dimensional (2D) Bi2Sr2CaCu2O8+δ (Bi-2212), its doping-dependent

tunneling spectra should serve as a good reference for comparison with those of the electron-doped

cuprates. By fitting to the quasiparticle momentum-dependent Blonder-Tinkham-Klapwijk (BTK)

tunneling spectra of unconventional superconductors, the doping dependence of the pairing symme-

try, pairing potential, and spatial homogeneity are derived. In the underdoped and optimally doped

YBCO single crystals and thin-film samples, predominantly dx2−y2-wave-pairing spectral character-

istics and long-range spatial homogeneity of the quasiparticle spectra are revealed. In overdoped

(Y0.7Ca0.3)Ba2Cu3O6+δ (Ca-YBCO) thin films, however, (dx2−y2+s) pairing symmetry is found with

a significant s-wave admixture. We will discuss the implication of the doping-dependent pairing sym-

metry on the possibility of a quantum critical point in YBCO. In addition, we will present STS data

on the non-magnetic-impurity-substituted YBa2(Cu0.9934Zn0.0026Mg0.0004)3O6.9 [(Zn,Mg)YBCO],

where microscopic spatial modulations and strong scattering near the Zn or Mg impurity sites are

observed. The results are again consistent with a dx2−y2-wave pairing as observed in the underdoped
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and optimally doped pure YBCO.

4.2 Sample preparation

The samples used in this investigation include three optimally doped YBCO single crystals with

Tc = 92.9± 0.5 K, three underdoped YBCO single crystals with Tc = 60.0± 2.5 K, one underdoped

YBCO c-axis film with Tc = 85.0 ± 1.0 K, two overdoped Ca-YBCO c-zxis films [177] with Tc =

78.0±2.0 K, and one optimally doped single crystal containing small concentrations of non-magnetic

impurities, (Zn,Mg)-YBCO with Tc = 82.0 ± 1.5 K. All single crystals are twinned except for the

(Zn,Mg)-YBCO.

The pure YBCO crystals used for the experiment are grown by a crystal-pulling technique fol-

lowed by a two-week oxygen annealing. Single crystallinity with twinning is verified by x-ray diffrac-

tion. Samples for in-plane {100} and {110} tunneling experiments are prepared in the following

manner to have their surface normal vectors align along these two directions. First, the originally

c-axis oriented single crystal samples are cast in transparent epoxy holders and aligned by identify-

ing the twinning boundary with a polarized optical microscope. Surfaces with desirable crystalline

orientations are then exposed using a diamond blade and polished to optical smoothness before

re-annealing. The post-annealing condition for optimal doping is 450 ◦C in ultra-pure oxygen gas

for 24 hours followed by gradual cooling. To reduce the doping of YBCO to δ ≈ 0.5, samples are

post-annealed at 550 ◦C in flowing argon for 72 hours and quenched to room temperatures.

Before loading onto the STM probe, the sample surface is prepared by chemical etching with

1% bromine in absolute ethanol for one minute followed by ethanol rinsing [178, 179], and kept

either in high-purity helium gas or under high vacuum. Our surface preparation has the advantage

of terminating the YBCO top surface at the CuO2 plane by chemically passivating the surface

layer while retaining the bulk properties of the constituent elements [178, 179]. Thus it yields

reproducible spectra for samples of the same bulk stoichiometry, although direct constant-current

mode atomic imaging of the chemically inert surface becomes difficult. On the contrary, surface of

vacuum-cleaved YBCO samples is found to terminate at the CuO-chain layer, which is prone to loss
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of oxygen and the development of surface states [178, 179, 180, 37] that plague the STS and the

angle-resolved photoemission spectroscopy (ARPES) experiments [181, 182, 180, 37]. In comparison,

the surface of vacuum-cleaved Bi-2212 crystals typically terminates at the BiO layer, which protects

the underlying CuO2 from loss of oxygen. Therefore, reproducible tunneling spectra representative

of the bulk properties are routinely obtained on cleaved Bi-2212 surfaces [183, 54].

4.3 Results of directional tunneling spectroscopy

The spectra of YBCO single crystals are taken primarily with the normal vector of the tunneling

junction (and hence the average quasiparticle momentum) along three axes: the anti-nodal axes

{100} or {010}, the nodal axis {110}, and the c-axis {001}, and those of the pure and Ca-YBCO

films are taken along the c-axis. All data sets are acquired at T = 4.2 K with a solenoid-driven

cryogenic scanning tunneling microscope and a mechanically sheared Pt/Ir tip.

4.3.1 Doping dependence of the pairing symmetry and pairing potential

Fig. 4.2 illustrates representative tunneling conductance (dINS/dV ) versus voltage (V ) raw data

with high spatial resolution for YBCO samples at 4.2 K: (a) optimally doped YBCO crystal, with

the average quasiparticle momentum ~k ‖ {110} and the tip scanning along {001}; (b) underdoped

YBCO crystal, with the average quasiparticle momentum ~k ‖ {100} and scanning along {001};

and (c) Ca-YBCO film with ~k ‖ {001} and scanning along {100}. Fig. 4.3 shows the (dINS/dV )

versus V spectra normalized to the high-voltage background: (a) underdoped YBCO crystal (upper

panel) and (Zn,Mg)-doped YBCO crystal (lower panel) for ~k ‖ {100} together with BTK fitting

curves (dashed lines); and (b) underdoped c-axis thin film (upper panel) and Ca-doped YBCO c-

axis thin film (lower panel). Each set of the data is normalized relative to the polynomial fit to the

high-voltage background conductance, as shown in Fig. 4.2(b) and (c) by the dashed curve.

For the optimally doped and underdoped YBCO, the STS exhibits long-range (∼ 100 nm)

spatial homogeneity and strong directionality, showing a zero-bias conductance peak (ZBCP) for

~k ‖ {110} [Fig. 4.2(a)], nearly “U-shape” gap features around the zero bias for ~k ‖ {100} [Fig. 4.2(b),
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Figure 4.2: Spatially resolved (dINS/dV ) vs. V spectra at 4.2 K: (a) Optimally doped YBCO crystal
(Tc = 92.0 ± 0.5 K) with the average quasiparticle momentum ~k ‖ {110}. (b) Underdoped YBCO
crystal (Tc = 60.0 ± 2.5 K) with ~k ‖ {100}. (c) c-axis Ca-YBCO film (Tc = 78.0 ± 2.0 K). The
dashed curves in (b) and (c) are the polynomial fit to the high-voltage background conductance.
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Figure 4.3: (a) Normalized {100} spectra of an underdoped YBCO crystal with Tc = 60.0 ± 2.5 K
(upper panel) and that of a (Zn,Mg)-YBCO crystal with Tc = 82.0 ± 1.5 K (lower panel) at 4.2 K
together with a BTK fitting curve (solid line). (b)Normalized (dINS/dV ) vs. V tunneling spectra
of a c-axis underdoped film with Tc = 85.0 ± 1.0 K (upper panel) and that of a Ca-YBCO film
with Tc = 78.0 ± 2.0 K (lower-panel) at 4.2K. For the BTK analysis, each data set is normalized
relative to the polynomial fit to the high-voltage background conductance, as shown in Fig. 4.2 by
the dashed curve. The tunneling cone [174, 184] of all data sets ranges from(π/12) to (π/8).
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Figure 4.4: (a) Normalized tunneling spectra of underdoped YBCO single crystal (Tc = 60.0±2.5 K)
with BTK fitting curves. Main panel: c-axis tunneling spectrum. Top left inset: Tunneling spectrum
with averaged quasiparticle momentum ~k along the anti-nodal direction. Top right inset: Spectrum
taken with ~k along the nodal direction. (b) Adapted from Wei et al. [174]. Normalized tunneling
spectra of optimally doped YBCO single crystal with BTK fitting curves. We note that the {100}
spectrum shows a ZBCP feature superposed on a U-shape gap because of surface microfaceting. The
data points are plotted as open circle and the BTK fitting curves as solid line.
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Figure 4.5: Representative c-axis tunneling spectra of YBCO. (a) Spectrum of Ca-YBCO films with
∆d = 17 meV and ∆s = 9 meV obtained by the BTK fitting (the thick solid line) to a (dx2−y2 + s)-
wave pairing. (b) Spectrum of YBCO films with ∆d = 13 meV and ∆s = 6 meV. (c) Normalized
c-axis tunneling spectra of underdoped YBCO single crystal (Tc = 60.0±2.5 K) and (Zn,Mg)-YBCO
(Tc = 82.0± 1.5 K). Inset: Underdoped YBCO c-axis film (Tc = 85.0± 1.0 K) (d) Calculated c-axis
tunneling spectra for different pairing symmetries.

Fig. 4.3(a)], and “V-shape” features for ~k ‖ {001} [Fig. 4.3(b)]. By taking into account the finite

transverse momentum distribution of the incident quasiparticles relative to the normal direction

of the sample surface (i.e., by factoring in a finite “tunneling cone,” which typically ranges from

15◦ to 22.5◦ [174]), the prima features and the directionality of the spectra of all optimally doped

and underdoped YBCO samples are consistent with d-wave pairing within the generalized BTK

formalism [cf. §2.2] [124, 125, 123]. In Fig. 4.4, the normalized tunneling spectra of underdoped

YBCO single crystal (Tc = 60.0 ± 2.5 K) with BTK fitting curves are shown in comparison with

the spectra of the optimally doped YBCO single crystal published by Wei et al. [174]. The pairing

potential of the optimally doped YBCO is 25.0− 29.0 meV, while that of the underdoped YBCO is
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22.0− 24.0 meV.

We note that when tunneling along the {100} or {010} anti-nodal direction, the theoretical BTK

simulation predicts a perfect U-shape with sharp coherence peaks. In real underdoped samples,

however, the coherence peaks are suppressed, and disorder-induced quasiparticle states with micro-

scopic spatial variation can exist inside the U-shape gap [Fig. 4.2(b), Fig. 4.3(a)]. The resulting

V-shape residual spectra suggest that gapless nodal quasiparticles are responsible for these subgap

low-energy excitations.

For the Ca-doped YBCO epitaxial films, macroscopic spatial variation in the STS at a length scale

of∼ 50 nm is observed, which correlates with the dimension of the growth islands according to images

of atomic force microscopy [177], while the STS’s within each island are spatially homogeneous, as

exemplified by Fig. 4.2(c). Furthermore, the STS of Ca-YBCO exhibits long-range symmetric subgap

peaks, which differ from the spectral contributions of local impurities or oxygen vacancies; the latter

generally appear as asymmetric and short-range humps in the spectra. These spectral features are

in good agreement with (dx2−y2 + s)-pairing according to the generalized BTK analysis [124, 125],

with a pairing potential ∆k = ∆d cos(2θk) + ∆s, where θk is the angle of ~k relative to {100}. Two

typical sets of spectra are obtained, one with ∆d = 17 meV and ∆s = 9 meV as illustrated in

Fig. 4.5(a), and the other with ∆d = 13 meV and ∆s = 6 meV in Fig. 4.2(b).2

In comparison, long-range homogeneous spectra consistent with dx2−y2-wave pairing are con-

firmed on the optimally doped and underdoped c-axis epitaxial films, as exemplified in Fig. 4.3(b).

The c-axis tunneling spectra of the underdoped YBCO single crystal, (Zn,Mg)-doped YBCO single

crystal, and those of the underdoped YBCO film are also included in Fig. 4.5(c). For clarity, we

depict the calculated c-axis tunneling spectra of different pairing symmetries in Fig. 4.5(d). Under

the premise that the tunneling spectra are spatially homogeneous well beyond the coherence length

and mean free path, we suggest that the long-range and symmetric subgap peaks in overdoped Ca-

YBCO represent supporting evidence for doping-induced variations in the pairing symmetry from

predominantly dx2−y2-wave to mixed (dx2−y2 + s)-wave with a substantial s-component (≥ 30%).

2We suspect that the dopant distribution of the heavily overdoped Ca-YBCO thin film may have phase segregation,
which can account for the various gap values observed in this sample.
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4.3.2 Impurity effect

Contrary to the long-range spatial homogeneity in the quasiparticle spectra of YBCO and Ca-YBCO,

microscopic spatial variations have been observed in the (Zn,Mg)-YBCO single crystal near the Zn

and Mg sites, where the coherent quasiparticle peaks for the c-axis tunneling spectra are strongly

suppressed and replaced by a single impurity scattering peak at an energy Ω < ∆d. The impurity

scattering spectra may be classified into two types. One is associated with a resonant scattering at

Ω1 ≈ (−10± 2) meV and the other at Ω2 ≈ (4± 2) meV, as shown in Fig. 4.6(a).

impurities (such as Zn2+, Mg2+, Al3+ and Li+) [30-37].
Our studies of an optimally oxygen-doped YBCO
single crystal with a small concentration of Zn and Mg
impurities have also revealed strong local effects on the
quasiparticle spectra [15,16], as exemplified in Fig. 2.

Fig. 2. (a) Nano-scale spatially varying c-axis tunneling
spectra near the Zn and Mg impurities of a (Zn,Mg)-doped
YBCO single crystal at T = 4.2 K. Two types of resonant
scattering energies are found at (−10±2) meV and (4±2)
meV, which correspond to two different substitutions of Zn
and Mg in the CuO2 planes. The typical c-axis tunneling
spectrum is recovered at ~ 3 nm away from an impurity. (b)
The spatial dependence of the impurity scattering peak
intensity, showing rapid decrease within one Fermi
wavelength (~ 0.3 nm).

In the context of pseudogap, our low-temperature
tunneling data in the YBCO system differed from the
finding in Bi-2212 [15,16]. In particular, the doping
dependence of the gap values in YBCO appears to be
correlated with Tc [15,16], in contrast to the averaged
gap values determined from the Bi-2212 system that
increase with decreasing doping level [17-19]. Besides
the difference in the doping dependence of the gap
values, no direct evidence for a pseudogap could be
identified in our tunneling spectra on YBCO [15,16].
Furthermore, the spectra exhibited long-range spatial
homogeneity [15,16], in sharp contrast to the nano-
scale large variations in the gap value of Bi-2212 [38].
The different pseudogap behavior in two families of p-
type cuprates (i.e. YBCO and Bi-2212) suggests that
the pseudogap need not be a precursor of cuprate
superconductivity.

3. Effects of spin-polarized quasiparticles on the
superconducting state of p-type cuprates

Our studies of the quasiparticle tunneling spectra
have suggested the relevance of spin fluctuations to the
properties of p-type cuprates and the strong effects of
static quantum impurities on the collective spin
excitations [15,16]. A natural extension of the research
is to investigate how dynamic injection of spin-
polarized quasiparticles may affect the cuprates.

There are two primary effects associated with the
injection of spin-polarized quasiparticles on a
superconductor. One is the exchange interaction and
broken T-symmetry due to the excess magnetic
moments. The other is the non-equilibrium distribution
of quasiparticles and momentum shift due to the
injected current. To distinguish the difference between
the spin and charge relaxation processes, we compare
the characteristics of cuprate superconductors under
either simple or spin-polarized quasiparticle injection.
It has been demonstrated that electrical currents can
become spin polarized after passing through a
ferromagnetic metal [39]. Based on this approach, we
studied thin-film heterostructures of perovskite
ferromagnet-insulator-superconductor (F-I-S) and non-
magnetic metal-insulator-superconductor (N-I-S).
Using pulsed current techniques to prevent artifacts
from Joule heating in the critical current measurements
[40,41], we have demonstrated strong suppression in
the critical current density Jc of the superconductor
with injection of spin-polarized currents, and much
weaker suppression of Jc under similar injection current
density in the N-I-S control samples. We have also
performed scanning tunneling spectroscopic studies
and found strong modifications in the quasiparticle
density of states only under spin injection [42].
However, many important issues, particularly the
microscopic interaction of spin-polarized quasiparticles
with the cuprates, remain to be resolved.

The constituent layers of our F-I-S and N-I-S
heterostructures consisted of either La0.7Ca0.3MnO3 or
La0.7Sr0.3MnO3 for the ferromagnet, SrTiO3 for the
insulator, YBa2Cu3O7−δ for the superconductor, and
LaNiO3 for the non-magnetic metal, all deposited on
the LaAlO3 substrate. Details of the fabrication and
characterization of the thin-film heterostructures are
described elsewhere [40,41]. To quantify the effects of
quasiparticle injection, we compare the critical current
density Jc

0 of the cuprate superconductor in the absence
of quasiparticle injection with the critical current Jc

Figure 4.6: (a) Normalized c-axis tunneling spectra of the (Zn,Mg)-YBCO single crystal at and away
from a local non-magnetic impurities. Two types of resonant energies are found at Ω ≈ (−10±2) meV
and Ω ≈ (4 ± 2) meV, corresponding to two different substitutions of Zn and Mg in the Cu − O
planes. (b) Rapid decrease of the intensity of the resonant scattering peaks for displacement along
{010} away from an impurity site. The typical spectrum is recovered at ∼ 3 nm away from the
impurity site.

Assuming the position where the maximum intensity of a resonant peak occurs as an impurity

site, we find that the peak persists over several lattice constants for displacement along either {100}

or {010}, the Cu−O bonding direction, and the peak intensity decreases rapidly within the Fermi

wavelength, as shown in Fig. 4.6(b). For displacement along other directions, the spectral features

become much more complicated. For example, the resonant scattering peak could appear to alternate
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between energies of the same magnitude and opposite signs as the STM tip scans away from the

local impurity [Fig. 4.7]. For STM tips significantly far away from any impurities, the usual c-axis

quasiparticle tunneling spectrum is recovered, but the global superconducting gap ∆d is suppressed

to (22± 4) meV from ∆d = (27± 2) meV in pure YBCO.

N.-C. Yeh et al.

0 4 8

1.0

1.5

2.0

2.5
(d)

 

 

  d
I/d

V
 (

ar
b.

 u
ni

t)

distance (Å)

�������
� �����

-80 -40 0 40 80

1

2

3

4

5

6 (c) �	��
 ��� 
 ����

��Ω
2 � �����

-Ω
2

+Ω
2

dI
/d

V
 (

ar
b.

 u
ni

t)

V (mV)

-100 -50 0 50 100
0

1

2

3

0 1 2 3 4

1.0

1.5

2.0

����������� �! �" ���� #%$�&

∆'
ω' ( )

(b) Ω *

 V (mV)

 d
I/d

V
 (

ar
b.

 u
ni

t)

 

Ω *,+.-0/ 1%2%3 

distance (A)

0.00 0.05 0.10 0.15 0.20 0.25 0.30

20

40

60

4!576%8 9;:=<">!?=@BA=C
∆DFE ∆ G�H

ΩI J�K

m
eV

δ

(a)

 

 

-20

0

20

4!5=6L8 9;:=<">!?=@BA=C

 

m
eV

 

Fig. 1. (a) Doping dependent pairing potential ∆d and spin excitation energy
Ωres of YBCO. (b) c-axis tunneling spectra of a YBCO single crystal at and
far away from a non-magnetic impurity with a resonant scattering peak at
Ω1 ≈ −10meV . (c) Spatial evolution of the c-axis tunneling spectra near a
non-magnetic impurity with a scattering peak at Ω2 ≈ +4meV . (d) Spatial
evolution of the differential conductance in (c) at ±Ω2. All spectra were
taken at 4.2 K.

impurities.28–31 Furthermore, the existence of nearest-neighbor antiferro-
magnetic Cu2+-Cu2+ correlation in the superconducting state can induce
effective Kondo-like magnetic moments on the neighboring Cu2+ ions of a
spinless impurity (such as Zn2+, Mg2+, Al3+ and Li+ with S = 0),32 as con-
firmed from nuclear magnetic resonance (NMR)33,34 and inelastic neutron
scattering (INS)35 experiments. These strong effects in the p-type cuprates
are in contrast to the insensitivity of conventional superconductors to spin-
less impurities36.

Most theoretical studies of the quasiparticle tunneling spectra near
quantum impurities are restricted to perturbative and one-band approxi-
mation 28–32. The Hamiltonian (H) is approximated by H = HBCS +Himp,
where HBCS is the d-wave BCS Hamiltonian and Himp due to impurities
contains both the potential scattering term Hpot and the magnetic exchange
term Hmag:32

Himp = Hpot +Hmag = U
∑
σ

c†0σc0σ +
∑

~R

J~RS · σ~R
. (1)

Figure 4.7: Spatial evolution of the c-axis tunneling spectra near a non-magnetic impurity with a
scattering peak at Ω ≈ +4 meV.

4.4 Discussion

4.4.1 Pairing symmetry

It is shown in §2.2 by the generalized BTK formalism that, for superconductors with a small sec-

ondary pairing component, tunneling spectra along certain special axes can reveal the presence of

the small admixture. For example, a small time-reversal-symmetry-breaking (TRSB) component,
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such as is- or idxy-admixture, would split the ZBCP when tunneling into the nodal direction of a

predominantly d-wave superconductor [Fig. 4.8]. It would also change the gapless V-shape c-axis

tunneling spectrum into a fully gapped U-shape spectrum around the Fermi level [Fig. 4.5(d)]. In

comparison, the effect of an s-wave admixture in a predominantly d-wave superconductor, which

breaks C4v, can be manifested in the c-axis tunneling spectrum as two symmetric subgap peaks,

while the spectral V-shape around the zero bias is retained [Fig. 4.5(b)].

Figure 4.8: Numerical simulation of the tunneling spectra taken along {110} for different pairing
symmetries.

For convenience, the simulated {110} spectrum for different pairing symmetries is reproduced in

Fig. 4.8 as a reference. Comparing Fig. 4.8 and Fig. 4.5(d) with the experimental tunneling spectra

[Fig. 4.2−4.5], we conclude that there is no TRSB component detected in either {110} or c-axis

tunneling within the STS resolution. In contrast, a significant amount of s-component (≥ 30%) is

revealed in the tunneling spectrum of overdoped Ca-YBCO samples.

Further experimental evidence of a mixed (d + s)-pairing in the overdoped YBCO family is

provided by the ARPES of the fully oxygenated (lightly overdoped) YBCO single crystal [37] and

the Raman spectroscopy of the heavily overdoped Ca-YBCO single crystal [38]. In addition, a

sizable s-wave admixture in the SC order parameter of overdoped cuprates with tetragonal crystalline
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structures, such as Bi2Sr2CaCu2O8+δ (Bi-2212) [38] and Tl2Ba2CuO6+δ (Tl-2201) [185, 39], is also

detected in Raman scattering experiments.

In the context of quantum criticality, our data of doping-dependent pairing symmetry is sug-

gestive of a QCP with broken C4v symmetry. However, a small s-pairing component beyond the

resolution of our STS exists in the under- and optimally doped YBCO due to crystalline orthorhom-

bicity, as identified to be ≤ 9% by the recent scanning SQUID magnetometry measurement of the

half-flux quantum effect [7] in YBCO/Au/Nb ramp-edge junction rings [186]. This result would

imply that no obvious broken symmetry have taken place in YBCO when crossing over to the over-

doped region. In contrast, the s-wave component found by Raman experiments on heavily overdoped

tetragonal Bi-2212 and Tl-2201 crystals indicates that, in these two systems, there is a broken C4v

symmetry upon overdoping, thereby proving that s-wave mixing in the heavily overdoped limit is a

generic feature, irrespective of sample crystalline symmetry. Although there is no obvious change of

symmetry observed in YBCO with increasing hole-doping, the significant increase of s-component

admixture in overdoped YBCO is indicative of an abrupt change in the ground state electronic

properties with doping.

We remark that there have been suggestions of a possible QCP associated with broken time-

reversal symmetry in the overdoped limit observed by macroscopic measurements including planar

junctions and point-contact spectroscopy [175]. However, as mentioned above, our tunneling results

are inconsistent with the existence of a secondary complex pairing component. In addition, other

experimental techniques, such as the scanning SQUID magnetometry on three families of hole-

doped cuprates including Ca-YBCO [187], yield no trace of the TRSB component in overdoped

p-type cuprates. We note that the absence of either (dx2−y2 + idxy) or (dx2−y2 + is) in the tunneling

spectra does not rule out the possibility of certain broken time-reversal-symmetry states, such as

the staggered flux state [188, 189, 190] and the circulating current phase [74], for they cannot be

detected directly by tunneling. To date, the only few experimental results supportive of a long-

range staggered flux order (also referred to as a d-density wave order) [93, 94] or a circulating

current phase [191] in the underdoped cuprates have been highly controversial. The latest neutron
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scattering experiment on highly-ordered underdoped YBCO single crystal [87] contradicts the earlier

result [93] and points to a short-range, dynamic spin density wave coexisting with SC instead of a

long-range static d-density wave order.

Whether TRSB long-range order exists in the underdoped cuprates remains to be elucidated

with future research efforts. However, it is fair to conclude that, in the overdoped limit, there

is no experimental technique sensitive to bulk properties reporting its existence, alluding to an

extrinsic origin of the complex pairing symmetry observed in certain surface sensitive tunneling

experiments [175]. That is, surface degradation and faceting resulted from typical preparation of

macroscopic tunneling junctions maybe responsible for the illusive and often non-reproducible TRSB

components. On the other hand, an s-wave component that preserves the time-reversal symmetry

while breaking the crystalline symmetry is revealed in various tunneling and bulk experiments. These

observations strongly suggest a fundamental change of the ground state properties with doping.

Combined with other bulk experimental results of underdoped YBCO single crystals, our tunneling

spectra imply a transition from a coexisting phase of a predominantly d-wave SC order with a

fluctuating competing order in the underdoped regime to a pure SC order with a sizable s-wave

admixture in the heavily overdoped limit of YBCO. Consequently, while there is no obvious broken

symmetry, a substantial increase of an s-wave component is observed in the tunneling spectra,

which is consistent with the better charge screening, weaker on-site Coulomb repulsion, and more

conventional normal-state behavior exhibited in the overdoped p-type cuprates [Fig. 4.1].

4.4.2 Spatial spectral homogeneity, pseudogap, and competing orders

In sharp contrast to the long-range homogeneous pairing potential manifested in the YBCO tunneling

spectra [Fig.4.2] and the absence of inhomogeneous linewidth broadening in NMR studies [192, 193],

the tunneling spectra of Bi-2212 exhibit nano-scale variations in the underdoped and optimally

doped tunneling spectra [67, 68],

A simple comparison of the anisotropy ratio ξab/ξc (ξab: in-plane superconducting coherence

length; ξc: c-axis superconducting coherence length) of YBCO (ξab/ξc ∼ 5) with that of Bi-2212
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(ξab/ξc > 150) clearly indicates that YBCO has a much stronger three-dimensional electronic cou-

pling. Furthermore, the ratio of the c-axis coherence length to the c-axis lattice constant of Bi-2212

is smaller than 0.01 while that of YBCO ranges from 0.2 − 0.7, indicating that Bi-2212 is indeed

highly two dimensional (2D). According to the Hohenberg-Mermin-Wagner theorem, in a 2D system

any small disturbance can disrupt the superconducting (SC) long-range order. In particular, if there

is a second phase close in energy to the SC phase, it can be locally stabilized by disorder, yielding a

tunneling spectrum characteristic of that competing phase and thus resulting in nano-scale spectral

variations.

Recent STS measurements on Bi-2212 single crystals confirmed that the nano-scale spectra vari-

ations are related to dopant-induced disorder in this system [194]. The perturbation caused by the

oxygen dopants is strong enough to locally suppress the superconducting coherence peaks and give

rise to a PG-like spectrum at low temperatures. Taking into account the interlayer tunneling spec-

troscopy (ITS) result [150, 69, 195], which states that the PG and the sharp SC coherence peaks

coexist below Tc and, above Tc, the former persists while the latter disappear, it strongly suggests

that the PG observed in the ITS (and other large-area tunneling spectroscopy) experiments is dom-

inated by the PG-like spectra near the oxygen dopants observed in STS and that it is indicative of a

fluctuating competing order pinned down by disorder in Bi-2212. We will present in Chapter 6 the

theoretical modeling of phase-fluctuated d-wave superconductivity coexisting with the competing

order, which yields pseudogap-like spectra as observed empirically 6.4. In contrast, because of the

much stronger interlayer coupling in YBCO, the SC order is more robust against disorder-induced

fluctuations. Therefore, the tunneling spectrum and the bulk electronic properties show long-range

homogeneity in this system.

The stabilization of a fluctuating order in Bi-2212 by oxygen disorder also explains the disparate

doping dependence of the quasiparticle spectral gap of the two systems. In YBCO, the maximum

value of the d-wave gap ∆d is non-monotonic with the doping level p [Fig. 4.9(a)], whereas the ratio

(2∆d/kBTc) increases with decreasing doping, from ∼ 7.8 for p ≈ 0.09 to ∼ 4.5 for p ≈ 0.22, as

illustrated in Fig. 4.9(b). On the other hand, tunneling experiments on Bi-2212 find an average
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Figure 4.9: (a) Comparison of ∆d(p) in YBCO with ∆∗(p) in Bi-2212. The doping level p is
determined from the formula, 1−Tc/Tc,max = 82.6(p−0.16)2 [196, 197] with Tc,max = 93.0 K. Inset:
Comparison of Ωres(p) for YBCO and Bi-2212. (b) Doping-dependent (2∆d/kBTc) for YBCO and
(2∆∗/kBTc) for Bi-2212. The solid diamond denotes the YBCO data acquired in this study. The
error bar associated with each doping level covers the range of ∆d obtained from all spectra and the
uncertainties of the BTK fitting. The open symbols are data extracted from three representative
tunneling experiments of Bi-2212. (Open star: Krasnov et al. [69]. Open square: Miyakawa et
al. [148]. Open circle: From Renner et al. [54]. The solid lines are guide to the eye.
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gap ∆∗ that increases with decreasing doping p, scales with the pseudogap temperature T ∗, 2∆∗ ∼

6.6kBT ∗ [148, 57, 54, 198, 199, 200], and persists above Tc [9].

To understand the different trends in these two hole-doped cuprates, we examine the tunnel-

ing results on Bi-2212 in more detail. The low-temperature c-axis STM tunneling result of the

optimally doped and underdoped Bi-2212 reveals two types of spectra [67, 68]. One shows sharp

superconducting coherence peaks accompanied by the small satellite features located slightly above

the spectral gap [67, 68] with the sharp peaks diminishing upon increasing temperatures [54]. The

other type shows rounded spectral peaks [67] which resemble the PG spectra taken above Tc [54, 99].

As mentioned earlier, there is strong evidence that the nano-scale spectral variations are induced

by oxygen dopants [194], and the resulting PG-like spectra are indicative of a pinned competing

order coexisting with superconductivity. At the mean-field level, the spectral gap for the coexisting

phase is ∆eff ≈
√

∆2
d + V 2

co, where Vco is the strength of the disorder-pinned competing order. As

doping level decreases, because the SC pairing strength decreases, more and more regions become

susceptible to disorder pinning of competing orders, which gives rise to PG-like spectra as shown

in [68, 98]. Besides, the increasing strength of the competing order Vco starts to dominate over the

diminishing ∆d. Therefore, when the quasiparticle spectra are averaged over a macroscopic region,

the average spectral gap ∆∗ increases with decreasing doping, as manifested in the break-junction

tunneling spectroscopy and the ARPES experiments [148, 57, 54, 198, 199, 200]. In contrast, for

YBCO whose anisotropy ratio is much smaller, the superconducting order is much stiffer. Addi-

tional experiments in high fields also reveal that YBCO is farther away from quantum criticality

than Bi-2212 [201, 202]. Thus, the effect of the competing phase is suppressed, and the mean-field

BTK description is adequate to account for the low-energy characteristics of the tunneling spectra

near and below the superconducting gap so that the measured energy gap ∆d appears to track Tc

better. In Chapter 6, we shall provide the theoretical foundation that justifies the conclusions drawn

from experiments.
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4.4.3 Satellite features

Although the generalized BTK analysis is suitable for deriving the pairing potential and the primary

spectral characteristics, it cannot account for the satellite spectral features associated with many-

body interactions [159, 203, 204]. In Bi-2212, the high-energy spectral “dip-and-hump” features

[148, 57, 54, 198, 199, 200] are generally attributed to quasiparticle damping via interactions with

collective bosonic excitations [159, 203, 204]. In the strong coupling limit, the spectral dip is expected

to appear at the energy ωdip = ∆+Ωres, where ∆ is the measured gap, and Ωres is associated with the

resonance of the collective excitations [159, 203, 204]. If we adopt the notion that the ground state

of YBCO is purely superconductivity and the bosonic excitations are responsible for the satellite

features, we may define Ωres as the energy difference between the primary peak (∆) and the dip

(ωdip) [203], as indicated by the dotted lines in Fig. 4.2(c), and we find that Ωres in YBCO decreases

with decreasing p, as shown in the inset of Fig. 4.9(a).

There have been heated debates about the nature of these many-body bosonic modes [205, 206,

207]. The possible candidates of the bosonic excitations include the magnetic resonance mode [205],

the B1g phonon mode [208], and the longitudinal optical phonon mode [209]. They all have similar

energy scales, and thus to distinguish between the three is non-trivial. According to the tunneling

spectra of YBCO, the magnitude of the global ∆ and Ωres in (Zn,Mg)-YBCO both become smaller

than those of the optimally doped YBCO, as shown in Fig. 4.9(a). The strong suppression of Ωres

by doping small amount of impurities with atomic masses similar to Cu but with different spin states

suggests that if the satellite features arise from the bosonic modes, then it is the magnetic excitations,

not phonons, that couple to the electrons and result in the “dip-and-hump” features. The latest

ARPES data on Zn- and Ni-substituted Bi-2212 have demonstrated a significant reduction of the

real part of the electron self-energy upon impurity substitution that disrupts the anti-ferromagnetic

spin fluctuations in Bi-2212 [210], providing additional strong evidence for the magnetic origin of

“dip-and-hump” features in p-type cuprates.

While in our earlier publications we had analyzed the satellite features of YBCO quasiparticle

tunneling spectra in the context of bosonic excitations coupled with the quasiparticles of a pure su-
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perconducting state, we notice that the energy scale of the bosonic mode deduced from the tunneling

spectra is substantially smaller that that obtained directly from the bulk neutron scattering exper-

iments. Thus, we adopt an alternative interpretation that views the ground state of the cuprates

as a coexisting phase of superconductivity and a relevant competing order, so that the satellite fea-

tures are in fact the manifestation of the competing order with an effective gap ∆eff ≈
√

∆2
d + V 2

co.

This alternative view has the advantage of consistently accounting for the presence of pseudogap

phenomena and satellite features in hole-doped cuprates versus the complete absence of both the

pseudogap and satellite features in electron-doped cuprates by simply varying the relative strength

of superconductivity to the competing order from hole- to electron-doped cuprate superconductors.

The details of the theoretical modeling will be provided in Chapter 6.

4.4.4 Quantum impurities

In a conventional s-wave superconductor, according to Anderson’s theorem [211], non-magnetic

impurities (i.e., spinless with S = 0, such as Zn2+, Mg2+, Li+ and Al3+) are weak pair breakers

because the time-reversal symmetry is preserved. Pairing of the time-reversed degenerate states

leads to the same Tc and the same BCS density of states (DOS) as that of a pure superconductor.

It is the magnetic impurities that break the time-reversal symmetry, which strongly suppresses Tc

and modifies the DOS [212].

In contrast, the gapless nature of the dx2−y2- or (dx2−y2 + s)-pairing symmetry and the presence

of gapless nodal quasiparticles in hole-doped cuprates result in their drastic response to the non-

magnetic impurities. The spinless quantum impurities that substitute the Cu2+ ions in the CuO2

plane incur strong suppression of superconductivity due to the resulting potential scattering of the

nodal quasiparticles [213, 214]. In addition, Kondo effects are expected because of the induced mag-

netic moments [215, 216, 217, 218] associated with the non-magnetic impurities in the background

of nearest-neighbor paired singlets. The induced magnetic moments can significantly perturb the

immediate vicinity of the impurity site, yielding suppression of superconductivity below Tc and a

strong effect on the spin dynamics above Tc [219].
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That the non-magnetic impurities, such as Zn2+ and Mg2+ in YBCO, are strong pair breakers

suppressing the coherence peaks and modifying the superconducting density of states [Fig. 4.6] is

supportive of the presence of nodal quasiparticles in a pure d-wave superconductor [220, 216, 214,

213, 221, 217, 222, 223]. Furthermore, the single scattering peak at a non-magnetic impurity site

is incompatible with any broken T -symmetry component in the pairing potential, for the latter

would result in two excitation peaks at peaks at ±Ω [221]. Hence the absence of double peaks in

the quasiparticle spectra of both YBCO [8] and Bi-2212 [183] provides additional confirmation of a

gapless Fermi surface in the superconducting state of the hole-doped cuprates.

4.5 Summary

In conclusion, we have demonstrated the long-range spatial homogeneity in the tunneling spectra

of YBCO samples with a number of doping levels. In contrast, the spectral characteristics of the

(Zn,Mg)-YBCO exhibit microscopic variations indicating strong pairing breaking effects near the

Zn and Mg impurities. The quasiparticle spectral features and the impurity scattering effects in

the optimally doped and underdoped YBCO are consistent with a predominantly dx2−y2(> 95%)-

wave pairing, whereas those of the overdoped Ca-YBCO exhibit dx2−y2 pairing with a significant

s-component mixing (≥ 30%), indicative of a change of ground state properties. Except for the

higher-energy satellite features, all low-energy spectral characteristics are well captured by the gen-

eralized BTK theory, indicating that critical fluctuations play a minor role in determining the single-

particle low-energy excitation spectra and that mean field theory provides a reasonable description

for the subgap quasiparticle tunneling spectra in the superconducting state of YBCO. The notion

is further corroborated by the studies of the vortex-state quantum fluctuations in various cuprate

superconductors, which reveal that YBCO is further away from quantum criticality than most other

families of cuprate superconductors.
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Chapter 5

Tunneling Spectra of
Electron-Doped Sr1−xLaxCuO2

1

5.1 Introduction

In the previous chapter, we have addressed the doping-dependent pairing symmetry, pairing po-

tential and the spectral response to non-magnetic impurities in hole-doped (p-type) YBCO. Both

the low-energy spectral characteristics of pure YBCO and the resonant impurity scattering spectra

of the (Zn,Mg)-YBCO suggest that the superconducting order parameter is predominantly d-wave,

with gapless nodal quasiparticles as the low-energy excitations. Furthermore, the significant in-

crease of s-wave component in the overdoped Ca-YBCO and the pronounced high-energy satellite

features in underdoped and optimally doped YBCO are indicative of their proximity to a quantum

phase transition from the overdoped superconducting phase to the underdoped coexisting phase of

superconductivity and a competing order. The satellite features that we interpret as a manifesta-

tion of the competing order evolve into the pseudogap above Tc in underdoped p-type cuprates.

The commonly observed incommensurate spin-density-wave is one of the possible candidates for the

competing order of the underdoped and optimally doped p-type cuprates.

The predominantly dx2−y2 pairing symmetry [7, 6], the pseudogap phenomena [224, 9], and the

existence of incommensurate spin fluctuations in the CuO2 planes [224, 169] in the underdoped and

optimally p-type cuprates have been widely conceived as essential to high-temperature supercon-
1The main contents of this chapter are published as C.-T. Chen, et al. Phys. Rev. Lett. 88, 227002 (2002).
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ductivity. However, the pairing symmetry of the one-layer electron-doped (n-type) cuprates, such

as Nd1.85Ce0.15CuO4−δ (NCCO) and Pr1.85Ce0.15CuO4−δ (PCCO), remains controversial [§1.2.1].

While the tunneling spectra of bicrystal grain-boundary junctions [40, 225] and point-contact tunnel-

ing spectroscopy [41] on nominally optimally doped NCCO report the absence of the zero-bias con-

ductance peak along the {110} direction and a momentum-independent pairing potential, tricrystal

scanning SQUID magnetometry [43] on nominally optimally doped NCCO and PCCO and grain-

boundary Josephson junction spectroscopy on nearly optimally doped La2−xCexCuO4−y(x = 0.105)

(LCCO) [226] support the d-wave pairing symmetry. Results from the bulk penetration measure-

ments have also been contradictory. Some experiments exhibit s-wave pairing in underdoped and

nearly optimally doped PCCO [227, 228] while others reveal d-wave pairing [229, 230]. Furthermore,

doping-dependent pairing symmetry is observed by point-contact spectroscopy [47] and penetration

depth measurements [48], where the change from d-wave pairing in the underdoped to s-wave or

d+ is(id′)-pairing in optimally doped and overdoped one-layer PCCO has been suggested.

Concerning the pseudogap phenomena in the electron-doped cuprates, contrary to the normal-

state low-energy spectral gap commonly observed in the hole-doped cuprates, no discernible loss of

low-energy spectral weight above Tc has been demonstrated in quasiparticle tunneling spectroscopy

of PCCO and NCCO [16, 17, 18]. On the other hand, magnetic-field-induced pseudogap-like features

have been reported by tunneling spectroscopy on PCCO and LCCO in the normal state [17, 18],

and these phenomena all occur below Tc in contrast to the findings in underdoped p-type cuprates.

Moreover, no Nernst effect above Hc2(T ) or Tc has been found in any n-type cuprates, which is con-

sistent with the absence of pseudogap phenomena. The behavior of the spin excitations in one-layer

electron-doped cuprates is also distinctly different. While hole-doped cuprates display incommen-

surate low-energy spin fluctuations and an inward dispersion toward a magnetic resonance with in-

creasing energy [231, 232], electron-doped NCCO [89] and Pr0.88LaCe0.12CuO4−δ (PLCCO) [85, 92]

display commensurate spin fluctuations with possible coexistence of a residual three-dimensional

anti-ferromagnetic order [89, 233, 234].

A possible explanation for conflicting experimental observations of the pairing symmetry in n-
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type cuprate superconductors is associated with difficulties in producing consistent material proper-

ties. Specifically, we note that in the growth of NCCO, PLCCO, and PCCO, it is necessary to subject

the samples to a post-annealing oxygen reduction process in order to turn the non-superconducting

as-grown crystals into superconductors. The uncertainty in the oxygen reduction renders a precise

determination of the doping level difficult, and controversies arise over the nature of the charge car-

riers introduced to the CuO2 planes because of possible self-doping of holes from the in-plane oxygen

vacancies created by the oxygen reduction [235]. Besides, the formation of magnetic impurity phases

during the reduction procedure casts doubts on some neutron scattering results [236]. The existence

of magnetic ions, Nd3+ and Pr3+, further complicates the interpretation of conflicting experimental

observations of the one-layer electron-doped cuprates.

In comparison, the electron-doped infinite-layer cuprate Sr0.9La0.1CuO2 (SLCO) is superior in

that it contains only one metallic monolayer of Sr or La with no excess charge reservoir block between

CuO2 planes [Fig. 5.1]. The as-grown samples are free of magnetic ions and are superconducting

without the need for oxygen reduction. Thus, scanning tunneling spectroscopy of SLCO should

provide valuable information on the investigation of the asymmetry between n-type and p-type

cuprates and on the universality of the pairing symmetry and pseudogap phenomena.

In this chapter, we report quasiparticle tunneling spectra of the n-type infinite-layer pure and

impurity-doped SLCO that reveal characteristics which counter a number of common phenomena in

the hole-doped cuprates. The nearly optimally doped SLCO with Tc = 43 K exhibits a momentum-

independent superconducting gap ∆ = 13.0 ± 2.0 meV that substantially exceeds the BCS value,

and the spectral characteristics indicate the complete absence of satellite features above the spectral

gap in the superconducting state and the absence of pseudogap in the normal state. The spectral

response to quantum impurities at the Cu sites also differs fundamentally from that of the p-type

cuprates with dx2−y2-wave pairing symmetry.
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5.2 Crystalline structure and sample preparation

Despite significant progress in the studies of cuprate superconductivity, the research on the simplest

form of cuprates, the infinite-layer system Sr1−xLnxCuO2 (Ln = La, Gd, Sm), has been limited [237,

238, 239] due to the difficulties in making single-phase bulk samples with complete superconducting

volume. Recently, a breakthrough in high-pressure (4 GPa), high-temperature (950 C◦) synthesis

technique [240] has yielded single-phase polycrystalline samples of Sr0.9La0.1CuO2 with nearly 100%

superconducting volume and a sharp superconducting transition temperature at Tc = 43 K, thus

enabling reliable spectroscopic studies of the pairing symmetry and the effects of quantum impurities.

These single-phased infinite-layer cuprates are n-type with P4/mmm symmetry, which differ

significantly from other cuprates in that no excess charge reservoir block exists between consecutive

CuO2 planes except for a single layer of Sr (La) ions, as illustrated in Fig. 5.1. Contrary to the one-

layer n-type cuprates, the oxygen distribution in the infinite-layer polycrystalline SLCO is perfectly

stoichiometric, without oxygen vacancies in the CuO2 planes and excess interstitial oxygen in the

Sr (La) layer [237]. Furthermore, the c-axis superconducting coherence length (ξc = 0.53 nm) is

found to be longer than the c-axis lattice constant (c0 = 0.347 nm) [241], in stark contrast to other

cuprate superconductors with ξc � c0. Hence, the superconducting properties of the infinite-layer

system are expected to be more three-dimensional, as opposed to the quasi-two-dimensional nature

of all other cuprates.

The samples studied in this work included high-density granular samples of Sr0.9La0.1CuO2

(SLCO), Sr0.9La0.1(Cu0.99Zn0.01)O2 (1% Zn-SLCO), and Sr0.9La0.1(Cu0.99Ni0.01)O2 (1% Ni-SLCO).

X-ray diffraction (XRD) measurements confirm the single-phase nature of all samples, and both

XRD and scanning electron microscopy (SEM) [240, 242] reveal random grain orientation and a

typical grain size of a few micrometers in diameter. Magnetization studies reveal nearly 100%

superconducting volume for all samples, with Tc = 43 K and ∆Tc ≤ 1.0 K for SLCO and 1% Zn-

SLCO, and Tc = 32 K, ∆Tc ∼ 1.0 K for 1% Ni-SLCO. Structurally, the infinite-layer system is

stoichiometrically homogeneous with up to < 3% Zn or Ni substitution [243].

The sample surface is prepared by non-aqueous chemical etching with 0.5% bromine in absolute
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SLCO
P4/mmm

LSCO
I4/mmm(T)

NCCO
I4/mmm(T’)

Figure 5.1: Comparison of the structure of the infinite-layer system Sr1−xLnxCuO2, (Ln = La, Gd,
Sm), with those of the one-layer p-type (T-phase) and one-layer n-type (T′-phase) cuprates.

ethanol for less than 30 seconds [242], rinsed in pure ethonal, blown dry with high-purity helium or

nitrogen, and transferred to the STM probe in a glove box with dry N2 at ambient pressure. Nearly

stoichiometric surface is confirmed with X-ray photoemission spectroscopy (XPS) [242]. We note

that because of the polycrystalline nature of the sample, a shorter etching time is required in order

to avoid damaging the grain boundaries and yielding disconnected crystallites on the surface.

5.3 Results of scanning tunneling spectroscopy

Quasiparticle tunneling spectra presented in this chapter are acquired with two low-temperature

scanning tunneling microscopes, one of which is a solenoid-driven gas-cooled STM operating at 4.2

K, and the other is the variable-temperature shear-piezo-driven STM as described in Chapter 3.

Tunneling spectra are taken on hundreds of randomly oriented grains for the three different infinite-

layer compounds so as to sample a range of quasiparticle momenta relative to the crystalline axes

of the local grains. A typical surface topography of the pure SLCO sample for our spectroscopic

studies with sub-nanometer flatness is exemplified in the left panel of Fig. 5.2(a), and a zoom-out
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view of this area is illustrated in Fig. 5.2(b). Confirming the local flatness for the tunneling spectra

ensures that the average momentum of the incident quasiparticles relative to the crystalline axes of

a grain is well-defined.
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Figure 5.2: (a) A representative surface topography of an area of SLCO with sub-nanometer flatness.
The typical area with atomic-scale flatness where most tunneling spectra were taken was greater
than (20 nm × 20 nm), and the work function of the spectra was 0.1 ∼ 1 eV. (b) A zoom-out view
of the region shown in part (a) (indicated by the dashed box) over an area (49 nm × 40 nm). Also
shown in the lower left corner is a grain boundary.
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5.3.1 Pairing symmetry and pairing potential of pure Sr1−xLaxCuO2

A set of representative differential conductance (dI/dV ) versus biased voltage (V ) spectra for a

locally flat area is depicted in Fig. 5.3(a). The waterfall plot displays a line cut of tunneling spectra

taken at equally spaced locations with a separation of 1.5 nm. The curves are displaced vertically

for clarity except for the bottom curve. We note that the low zero-bias conductance value indicates

that the surface disorder is small and the chemical etching procedure is effective.

For the set of data shown in Fig. 5.3(a), both the low-energy spectral gap and the high-energy

background are spatially homogeneous up to ∼ 100 nm. In general, all spectral characteristics re-

veal long-range (> 50 nm) spatial homogeneity within each grain. The variations in the spectral

gap (∆ = 13.0 ± 2.5 meV) across hundreds of randomly oriented grains are relatively small, which

suggests that the pairing symmetry of SLCO is momentum-independent. Here (2∆/e) is defined as

the conductance peak-to-peak separation in the spectra. This observation is in sharp contrast to

the findings of strongly momentum-dependent spectra in the p-type cuprates with dx2−y2 pairing

symmetry [§4]. The absence of the zero-bias conductance peak (ZBCP), a hallmark for unconven-

tional pairing symmetry, for over 1000 spectra provides additional support for a fully gapped Fermi

surface.

By normalizing a typical spectrum in Fig. 5.3(a) relative to the background conductance shown

in the left inset of Fig. 5.3(a), we compare the quasiparticle density of states (DOS) of SLCO with the

BCS theoretical curve, as illustrated in Fig. 5.3(b). The spectral weight of SLCO for quasiparticle

energies at |E| ≥ ∆ is smaller than the BCS prediction, whereas excess low-energy DOS appears for

|E| < ∆ and the DOS approaches zero at the Fermi level (i.e., V = 0). Such behavior cannot be

accounted for by the simple inclusion of disorder in the BCS weak-coupling limit, because the latter

would have only broadened the width of the conductance peaks and also increased the DOS near

V = 0 substantially. The spectra also differ fundamentally from those of pure dx2−y2-wave cuprates

[8] because of the absence of ZBCP and the lack of discernible gap variations in all spectra taken on

random grain orientations. Even in a special case of c-axis tunneling, |d2I/dV 2|V→0± would have

been a positive constant in a dx2−y2-wave superconductor, as simulated by the thin solid line in
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Figure 5.3: (a) Representative (dI/dV ) vs. (V ) quasiparticle spectra of SLCO taken at 4.2 K. The
curves correspond to spectra taken at ∼ 1.5 nm equally spaced locations within one grain, and have
been displaced vertically for clarity except the lowest curve. Left inset: a typical spectrum taken at
4.2 K (solid line) compared with the corresponding high-voltage background (dashed line). Right
inset: comparison of a typical spectrum taken at 4.2 K with one taken slightly above Tc. (b) A
spectrum normalized relative to the high-voltage background given in the left inset of (a), together
with a BCS theoretical curve for the normalized DOS at (T/Tc) = 0.1 and a corresponding c-axis
tunneling spectrum for a pure dx2−y2-wave superconductor (thin solid line). Left inset: a normalized
c-axis tunneling spectrum of an optimally doped YBa2Cu3O6+δ (Tc = 92.5±0.5 K). The red arrows
point to the satellite features referred to in the text.

Fig. 5.3(b), which is in contrast to the finding of |d2I/dV 2|V→0± = 0 in SLCO.

In short, the tunneling spectra of SLCO reveal a momentum-independent gap, absence of the

Andreev bound state associated with the line nodes and the sign change of unconventional pairing
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symmetry, and a smooth change of slope near zero bias as opposed to a discontinuous V-shape in the

c-axis tunneling spectra of a d-wave superconductor [Fig. 5.3(b) inset]. These findings are suggestive

of isotropic s-wave pairing symmetry. Nevertheless, the excess low-energy excitations signify the

breakdown of mean-field BCS theory for the low-energy physics in SLCO, and the unusually large

ratio of (2∆/kBTc) ≈ 7.0, as compared with the BCS ratio of 3.5, is indicative of strong coupling

effects. Interestingly, recent Knight shift data from NMR studies of similar samples have revealed a

much smaller normal-state density of states at the Fermi level (∼ 25% that of YBCO) as compared

with those of other cuprates [79], which implies poor screening of the Coulomb repulsion and stronger

electronic correlations in SLCO, further corroborating the inapplicability of weak-coupling BCS

theory in this system.

5.3.2 Spectral characteristics of pure Sr1−xLaxCuO2

Comparing the tunneling spectra of SLCO with those of the hole-doped YBCO, we find that the com-

monly observed “satellite features” in the quasiparticle spectra of p-type cuprate superconductors

[§4.4.3], as indicated by the arrows in the left inset of Fig. 5.3(b), are invisible in SLCO. Furthermore,

when the temperature rises above Tc, the tunneling gap ∆ completely vanishes, with no apparent

energy scale associated with any depression of the density of states (DOS) at T > Tc, as shown in

the right inset of Fig. 5.3(a). The normal-state tunneling spectrum remains featureless from just

above Tc to ∼ 110 K, though the slope of the normal-state high-energy background decreases slightly

with increasing temperature due to decreasing conductance with temperature. The absence of any

spectroscopic pseudogap in the n-type infinite-layer SLCO is independently verified by the NMR

studies on similar samples, showing temperature-independent Knight shift above Tc [79].

The evolution of the tuneling gap with temperature is plotted in Fig. 5.4 for SLCO, PCCO [16],

and Bi-2212 [69]. A comparison with the BCS prediction reveals a rapid decrease of spectral gap

in SLCO, which is indicative of the deviation from the mean-field description and is consistent with

the large (2∆/kBTc) ≈ 7.0 ratio found in this system. We note that the temperature dependence

of the tunneling gap in NCCO [41] (not shown) and PCCO [16] is well captured by the BCS theory



97

Figure 5.4: Comparison of the temperature dependence of the normalized spectral gap for
PCCO [16], Bi-2212 [69] and SLCO. ∆(T ) is the spectral gap measured at temperature T , and
∆0 represents the zero temperature tunneling gap.

with an s-wave pairing. A detail analysis of the NCCO tunneling spectra using the BTK formalism

yields a nearly perfect fit with (2∆/kBTc) ≈ 3.3 [41] comparable to the BCS value.
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Figure 5.5: The evolution of tunneling spectra with increasing injection current.

In Figure 5.5, an interesting phenomenon associated with the current dependence of the tunneling
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spectra is depicted. Each spectrum is labeled by its corresponding set-point tunneling current at the

fixed-bias voltage, 100 mV, and taken with the feedback loop disabled so that the tunneling matrix

is kept at a constant value within each acquisition. The spectra acquired at lower injection current

values show that the height of the spectral peaks slowly reduced with increasing current, whereas the

energy gap value remains the same. The sharp spectral peaks indicative of quasiparticle coherence

persist up to I ≤∼ 22 nA and are fully suppressed as the injection current passes ∼ 24 nA. A broad

high-energy “pseudogap”-like feature emerges and gradually dominates over the remnant low-energy

feature. After the low-energy gap completely disappears, the “pseudogap” sharpens up whereas the

gap value slightly decreases to ∼ 23 meV at I = 100 nA.

We note that the spectral response to large injection current is fully reversible, with the high-

energy “pseudogap” vanishing and the low-energy gap recovering with decreasing tunneling current,

as exemplified by the bottom curve in Fig. 5.5(b). Therefore, it is unlikely that the injection current

induces structural or chemical changes that give rise to the spectral changes. Further, we can rule

out local heating as the cause of the anomalous current-induced ”pseudogap” because, as shown

in Fig. 5.4, the low-energy superconducting gap decreases rapidly with increasing temperatures, as

opposed to the large “pseudogap” revealed by high current injection.

The spectral characteristics of the tunneling spectra under large current injection are reminiscent

of those observed in the pseudogap phase of the underdoped p-type cuprates. Thus, we speculate

that, similar to the high-energy satellite features in the superconducting spectra of p-type cuprates,

the current-induced “pseudogap” is indicative of the underlying coexisting state, where the supercon-

ductivity is gradually suppressed while the strength of the competing order promoted with increasing

current [§5.4.3].

5.3.3 Tunneling spectra of Zn- and Ni-doped Sr1−xLaxCuO2

The tunneling spectra taken on the 1% Zn-doped SLCO reveal long-range spatially homogeneous

spectral characteristics and a similar gap value (∆ = 13.0 ± 2.5 meV) for randomly sampled ar-

eas in different grains, as exemplified in Fig. 5.6. Given that the average separation among Zn
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Figure 5.6: Comparison of quasiparticle tunneling spectra of 1% Zn-SLCO and pure SLCO, show-
ing significant residual conductance in the subgap region and broadened spectral peaks indicating
reduced quasiparticle lifetime due to disorder for the Zn-SLCO.

impurities is ∼ (1.8 × 1.8 × 1.6) nm3, our exhaustive spectral studies should have covered a sig-

nificant number of Zn impurities. However, no significant local variations are found in the spec-

tra of the 1% Zn-SLCO, which differs fundamentally from our observation of atomic-scale spec-

tral variations in a YBa2(Cu0.9934Zn0.0026Mg0.004)3O6.9 single crystal near non-magnetic Zn or Mg

impurities[Fig. 4.3.2]. Nevertheless, the conductance peaks in 1% Zn-SLCO are significantly broad-

ened relative to pure SLCO, with a substantial increase in the low-energy DOS for |E| < ∆, as

illustrated in Fig. 5.6. These features suggest that Zn impurities result in reduced quasiparticle

lifetime while retaining Tc, similar to the response of conventional s-wave superconductors to non-

magnetic impurities [211, 244].

In contrast, two types of spectra are observed in 1% Ni-SLCO, As illustrated in the main panel

of Fig. 5.7(a), the majority spectra (> 90%) exhibit suppressed coherence peaks, large zero bias

residual conductance, strong electron-hole spectral asymmetry, and gradual spatial evolution over

a long range. In contrast, the minority spectra (< 10%) exhibit sharp spectral peaks, small zero-

bias conductance, and varying electron-hole spectral asymmetry over a short range (< 1 nm), as
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exemplified in the inset of Fig. 5.7(a) for two representative minority spectra. The significant

spectral asymmetry in the majority spectra implies different phase shifts in the electron-like and

hole-like quasiparticle states as the result of broken time-reversal symmetry [244, 212], which may be

responsible for the global suppression of the superconducting phase coherence and thus a reduction

in Tc.

Figure 5.7: (a) Main panel: Comparison of a normalized majority spectrum of 1% Ni-SLCO and that
of pure SLCO at 4.2 K. The normalization was made relative to the background conductance shown
by the dashed line in part (c). Inset: Two minority spectra with different electron-hole asymmetry.
(b) Spectral differences of the majority and minority spectra relative to that of the pure SLCO. (c)
A series of spectra taken on the same grain of 1% Ni-SLCO at ∼ 3 nm apart. The conductance of
all curves except the lowest one has been displaced up for clarity.

Assuming homogeneous Ni impurity distributions, the average Ni-Ni separation would be dNi ∼

1.8 nm in the ab-plane and ∼ 1.6 nm along the c-axis in each grain. The impurity wavefunction with

poor screening from the carriers would have extended over a coherence volume (ξ2abξc) [244, 212].

Given the coherence lengths ξab ∼ 4.8 nm and ξc ∼ 0.53 nm [241], ∼ 30% volume probability in each

grain could be considered as under significantly weaker impurity influence. In the limit of completely

random grain orientation in 1% Ni-SLCO, the STM studies of the grain surfaces would have 10−20%

probability for finding surface regions with weak impurity influence and spatial extension over a

short range (∼ 0.5 nm) along the c-axis. This simple estimate is in reasonable agreement with our

observation of ∼ 10% minority spectra with short-range (< 1 nm) spatial homogeneity. However,
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due to the lack of direct information for the Ni distribution on the sample surface, the true origin

for two types of spectra in 1% Ni-SLCO remains uncertain.

Figure 5.8: The spatial evolution of the spectral difference in the vicinity of the Ni impurity, showing
long-range impurity bound states at energy ±ΩB similar to the Shiba states of the magnetic impurity
bands in a conventional superconductor.

Considering the spectral difference between the majority spectrum of 1% Ni-SLCO and that of

pure SLCO [Fig. 5.7(b)], we find that the spectral characteristics resemble the findings in Ref. [244]

and are representative of magnetic impurity-induced state. Since the average Ni-Ni separation (∼ 1.8

nm) is smaller than the in-plane coherence length (∼ 4.8 nm), the Ni impurities can be considered

as forming a magnetic impurity band. According Shiba’s theory [245], the bound state energy
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asscoiated with the Ni-impurity band in an s-wave superconductor locates at ±ΩB as depicted in

Fig. 5.8, where a set of spectra illustrating the slow variations in spectral difference around the Ni

impurity is given. The weak screening owing to the low carrier density and the strong overlap of

impurity wavefunctions explain the slow-varying spectra shown in Fig 5.7(c) and Fig. 5.8.

5.4 Discussion

5.4.1 Pairing symmetry
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Figure 5.9: Simulated tunneling spectra along different crystalline axes for (a) an anistropic s-wave
pairing with uniaxial symmetry ∆~k = ∆xy(k2

x + k2
y) + ∆zk

2
z , and (b) an anisotropic s-wave pairing

with four-fold in-plane modulation ∆~k = ∆0 + ∆1(k4
x + k4

y − 6k2
xk

2
y).

The lack of spectral variations with crystalline orientations, the absence of ZBCP, and the dis-

tinctly different bulk and local spectral response to non-magnetic and magnetic impurity substitu-

tion suggest that SLCO is a fully gapped s-wave superconductor. To explore the possibility of any

anisotropy in the pairing symmetry, we use the generalized BTK formalism to derive the tunneling

spectra for the anisotropic order parameters permitted by the crystalline symmetry. In the case of

the infinite-layer SLCO, the point group of the lattice is D4h. We consider the lowest energy con-
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figurations of the order parameter with orbital angular momenta l = 0, 2, 4. For l = 0, the pairing

symmetry is isotropic s. For l = 2 and l = 4, the relevant anisotropic pairing potentials are the

uniaxial symmetric anisotropic s-pairing, ∆~k = ∆xy(k2
x+k2

y)+∆zk
2
z , and the in-plane four-fold sym-

metric anisotropic s-pairing, ∆~k = ∆0 + ∆1(k4
x + k4

y − 6k2
xk

2
y). The calculated spectra of anisotropic

s-wave superconductors with quasiparticles tunneling along different crystalline axes are illustrated

in Fig. 5.9. For tunneling spectra taken on randomly oriented crystallites of an anisotropic s-wave

superconductor, the variations in the tunneling gap values can be resolved if the anisotropy in the

pairing potential is appreciable. By comparing the numerical result with the STS data and taking

into account the experimental resolution, we estimate that the upper bound for the anisotropy of

the pairing potential is less than 8%, so that the pairing potential of SLCO is essentially isotropic.

5.4.2 Impurity substitution and pairing symmetry

An important consequence of either dx2−y2 or (dx2−y2 + s)-wave pairing is that the resulting nodal

quasiparticles can interact strongly with the quantum impurities in the CuO2 planes [214, 213, 246],

such that a small concentration of impurities can lead to strong suppression of superconductiv-

ity. The scattering of quasiparticles by the non-magnetic impurities dramatically modifies the local

spectral response, yielding a low-energy resonance feature while suppressing the superconducting

coherence peaks [8, 220] as observed in the tunneling spectra of (Zn,Mg)-YBCO [§4.3.2]. Fur-

thermore, the induced magnetic moments that are confined to the vicinity of the non-magnetic

impurities [215, 247, 216, 217, 218] can couple with the Bogoliubov quasiparticles and give rise to

Kondo physics [222, 219]. Such strong response to non-magnetic impurities is in sharp contrast to

that of conventional s-wave superconductivity [211, 244].

In comparison, the Tc of the infinite-layer SLCO has little dependence on the non-magnetic

Zn substitutions up to 3%, but it is drastically suppressed with only 1% of magnetic Ni substitu-

tions [243]. Figure 5.10 illustrates the suppression of Tc upon impurity substitution observed by

the bulk susceptibility measurements. While 1% of Zn substitutions hardly changes the transition

temperature, 1% of Ni substitutions decreases Tc from 43 K to ≤ 32 K. With 2% of Ni substitutions,
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Figure 5.10: (Adapted from Fig. 1(b) of Ref. [240].) Magnetic susceptibility data of pure and
impurity doped SLCO. The superconducting transition temperature has little variation upon Zn
doping up to 3%, while superconductivity is completely suppressed with 2% of Ni doping.

superconductivity is completely suppressed. Thus, the global response of SLCO to impurities is

different from that in the p-type cuprates and is similar to that in an s-wave superconductor [211].

Microscopically, the effect of non-magnetic Zn impurities on the tunneling spectra [Fig. 5.6] can

be accounted for with the increase of the quasiparticle lifetime broadening which smears out the

superconducting peaks without changing the nature of the eigenstates, a behavior completely differ-

ent from that in a d-wave superconductor where resonance bound states associated with impurity

scattering are generally observed.

In comparison, the majority spectra [Fig. 5.7] found in the 1% Ni-SLCO show strong electron-

hole asymmetry with spectral contributions from the magnetic impurities reminiscent of those in an

s-wave superconductor [244]. However, the slow spatial variations in Ni-SLCO due to weak screening

effects and strong overlapping of Ni wavefunctions are markedly different from the rapidly dimishing

impurity bound states observed near the isolated Mn or Gd atom on the surface of the conventional

superconductor Nb [244] and also from the strong atomic-scale spectral variations near Ni impurities

in the p-type cuprate Bi2Sr2Ca(Cu1−xNix)2O8+x [248]. The contrast in the spatial extension of the
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Ni-impurity effects may be attributed to the variation in the impurity coupling strength and range,

and also to the degree of impurity screening by carriers. Overall, both bulk and microscopic studies

of Zn and Ni substituted SLCO corroborate our findings on pure SLCO that the infinite-layer n-type

cuprate superconductors exhibit s-wave pairing symmetry.

5.4.3 Satellite features, pseudogap phenomena, and competing orders

In the previous chapter [§4.4.3], we have mentioned that the “dip-hump” features in the tunneling

spectra of hole-doped cuprates are generally attributed to quasiparticle interaction with background

bosonic excitations. Within the quasiparticle damping scenario, there are two possible bosonic modes

in the cuprate superconductors that quasiparticles can couple to. One is the magnetic resonance

mode, and the other is the phonon mode. A recent study of the angular-resolved photoemission

spectroscopy (ARPES) on Bi-2212, Pb-doped Bi-2212, Pb-doped Bi2Sr2CuO6, and LSCO reveals

an abrupt change of the electron group velocity in the 50 ∼ 80 meV energy range [206]. The similar

energy scales exhibited in these four different systems prompt some physicists to speculate that the

longitudinal optical oxygen phonon modes in the CuO2 planes are responsible for the change of

slope in the quasiparticle dispersion [206] and the satellite features in tunneling spectra. However,

as shown in §4.4.3, it is unlikely that the satellite features are associated with the phonon modes,

since the strong suppression of the “dip” energy observed in (Zn,Mg)-YBCO [8] and the significant

reduction of the electron self-energy in Bi-2212 [210] upon impurity substitution with similar atomic

masses cannot be reconciled with the phonon mediation scenario. On the other hand, the energy of

the resonance mode extracted from the Bi-2212 tunneling spectra are consistent with the resonant

energy measured by magnetic neutron scattering measurements [149], thereby providing convincing

evidence for the magnetic damping scenario in Bi-2212.

Besides the high-energy “dip-hump” features, additional lower-energy satellite features are re-

vealed in the tunneling spectra of underdoped Bi-2212 [183, 220, 68] at an energy scale comparable

to the pseudogap observed above Tc. These low-energy features sometimes dominate over the su-

perconducting sharp peaks and form the pseudogap-like spectra [68] [Fig. 6.4(d)]. The coexistence
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of these pseudogap-like features with the pure superconducting spectra suggests that they are the

manifestation of the competing orders in the underdoped Bi-2212. The tunneling spectra on YBCO

exhibit similar lower-energy spectral features at energies slightly above the superconducting gap.

If we attribute these lower-energy satellite features to the magnetic resonance mode in YBCO, the

resonance frequency from the tunneling experiment would be appreciably smaller than that obtained

from the neutron scattering results [83] (cf. inset of Fig. 5.10(a)). For this reason, we propose to

interpret the satellite features in YBCO as a manifestation of coexisting competing orders.

For a competing order strength comparable to or larger than the superconducting pairing po-

tential, the spectral gap of the coexisting state would take place at an energy slightly higher than

the superconducting gap, which corresponds to the satellite features in the superconducting state

of YBCO and Bi-2212. Furthermore, as the stiffness of the competing order increases while that of

superconductivity decreases with underdoping, the spectral gap associated with the competing or-

der would sustain beyond the superconducting transition temperature, giving rise to the pseudogap

observed in the normal of the underdoped p-type cuprates.

On the other hand, if the strength of the competing state is small compared to the supercon-

ducting pairing potential, the spectral gap associated with the coexisting competing order would

be buried in the pronounced superconducting peaks and rendered invisible, which accounts for the

absence of satellite features in the electron-doped infinite-layer SLCO and one-layer compounds. Fur-

thermore, as the temperature increases, the coexisting order would vanish before superconductivity

disappears, which explains why no discernible pseudogap is observed above Tc.

The absence of the zero-field pseudogap in SLCO is consistent with similar findings in the one-

layer electron-doped NCCO and PCCO [16, 18]. It is shown that, in the one-layer systems, the

application of a magnetic field that destroys superconductivity reveals a suppression of DOS near

the Fermi level in the field-driven normal state [18], which signifies the existence of a competing

order. By taking into account the spectral smearing, it is found that the strength of the field-

induced pseudogap is smaller than the zero-temperature superconducting gap, which accounts for

the observation that the onset temperature of the “pseudogap” opening in the field-driven normal
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state is smaller than the superconducting transition temperature in zero field.

Figure 5.11: (a) Representative normalized quasiparticle tunneling spectra of SLCO with increasing
tunneling current I. (b) Evolution of the low-energy superconducting gap ∆SC and the high-energy
current-induced pseudogap ∆PG of SLCO with I. The shaded region is where quantum fluctuations
are strong and the two orders coexist.

The current-induced “pseudogap” in the tunneling spectra of SLCO can be understood within the

same picture. Figure 5.11(a) shows a set of representative normalized spectra taken from Fig. 5.5.

In the low-current limit, superconductivity dominates over the competing order so that there are

no discernible satellite features, the appearance of which would have been indicative of a competing

order energy scale exceeding that of superconductivity. As the current increases, the Bogoliubov

quasiparticles gradually lose coherence (as manifested by the diminished coherence peaks) probably

due to increasing local fields induced by the large tunneling currents, and the competing order gains

strength. When the magnitude of the competing order becomes significant, the high-energy satellite

features emerge at the energy ∆PG ∼
√

∆2
SC + V 2

CO and coexist with the low-energy remnant gap

∆SC [Fig. 5.5(b)]. Eventually, the injection current renders the superconducting order parameter

sufficiently small, and the high-energy “pseudogap” dominates over the negligible remnant super-

conducting gap. A rigorous theoretical foundation for the notion described here will be provided in

Chapter 6.

Thus, by tuning the relative strength of the competing order to superconductivity, the presence of

the zero-field pseudogap in p-type cuprates, and the field- and current-induced pseudogap in n-type
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cuprates can be explained in a coherent way.

5.4.4 Low-energy excitations, quantum fluctuations, and quantum criti-

cality

We have noted in §5.3.1 that despite the observation of the momentum-independent quasiparticle

tunneling spectra supportive of s-wave pairing symmetry, the spectral characteristics of SLCO devi-

ate significantly from the conventional s-wave BCS prediction [Fig. 5.3(b)]. The excess low-energy

excitations manifested in the low-temperature quasiparticle spectra are indicative of substantial

quantum fluctuations resulting from the presence of a competing order close in energy to supercon-

ductivity.

Figure 5.12: (Adapted from Fig. 3 of Ref. [107].) The vortex phase diagram of electron-doped
infinite-layer SLCO for H ‖ ab showing significant reduction of the in-plane irreversibility field
(Hab

irr) relative to the in-plane higher critical field (Hab
c2 ).

High-field vortex dynamics measurements on SLCO provide additional evidence for strong quan-

tum fluctuations [107, 201, 202]. These experiments are conducted with the magnetic field parallel

to the CuO2 planes, so that the fluctuations due to disorder pinning are minimized by the strong

confinement of vortices along the periodic CuO2 planes. In the absence of quantum fluctuations, the

in-plane irreversibility field (Hab
irr) is expected to approach the in-plane upper critical field (Hab

c2 ) as

T → 0, where thermal depinning mechanism is quenched. Therefore, our experimental finding of a
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large reduction of Hab
irr(T → 0) relative to Hab

c2 (T → 0) in SLCO [Fig. 5.12] must be attributed to

field-induced quantum fluctuations that suppress the phase stiffness of superconductivity. Specifi-

cally, large magnetic fields induce strong transverse phase fluctuations that suppress superconduc-

tivity phase coherence and enhance the competing order even at T = 0. Thus, the strong quantum

phase fluctuations prevent the superconductor from supporting a well-defined supercurrent in high

fields, leading to Hab
irr(T = 0) < Hab

c2 (T = 0). On the other hand, although transverse phase fluctu-

ations are negligible in the zero-field limit at T = 0, the coupling of quasiparticles with longitudinal

quantum phase fluctuations can account for the excess low-energy spectral weight manifested in the

tunneling spectrum [§6].
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Figure 5.13: (a) Schematic H vs. α phase diagram at T = 0 showing the field-induced quantum
phase transition from a superconducting phase with a dynamic competing order to a coexisting
phase with superconductivity and a static competing order. α: relevant material specific parameter,
such as doping level, disorder, electronic anisotropy and on-site Coulomb repulsion; αi (i = 1, 2, c):
quantum critical point; αtetra: tetra-critical point; SC/CO: superconducting phase with coexisting
static competing order; SC: superconducting phase (with coexisting dynamic competing order when
α < αtetra). (b) Reduced field H/Hc2(α) vs. α phase diagram at T = 0 showing the relative
proximity to the quantum critical point αc for SLCO and YBCO.

We can further use the degree of quantum fluctuations extracted from the high-field thermo-

dynamic measurements to characterize the proximity to quantum criticality for individual cuprate

compounds. Theoretical investigations [249, 250, 251] indicate that in the presence of a competing

order energetically comparable to superconductivity, the application of a magnetic field would in-

duce a phase transition from the coexisting phase with the dynamic competing order to one with
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static long-range order [Fig.5.13(a)]. In the vicinity of the critical line where the fluctuations of the

competing order are significant, the superconducting order parameter that couples with the com-

peting order [252] would also fluctuate substantially. Therefore, by examining the suppression of

Hab
irr with respect to Hab

c2 in the zero-temperature limit for various cuprate compounds, we can map

out their relative proximity to quantum criticality. Comparing the high-field vortex phase diagram

of SLCO [107] to that of YBCO [253, 254], we find that SLCO is much closer to the quantum

critical point than YBCO [Fig.5.13(b)], and therefore the low-energy excitation spectra of SLCO

deviate considerably from the mean-field BCS theory, while that in YBCO is well described by the

mean-field generalized BTK theory.

5.5 Summary

In conclusion, we present the quasiparticle tunneling spectra of the electron-doped infinite-layer

cuprate SLCO that demonstrate a momentum-independent pairing potential ∆ = 13.0 ± 2.5 meV

with an anisotropy < 8%. The global and local spectral response to impurity substitution is con-

sistent with s-wave pairing symmetry. The absence of satellite features, the absence of zero-field

pseudogap, and the emergence of the current-induced pseudogap suggest that, in SLCO, supercon-

ductivity coexists with a small fluctuating competing order revealed only upon the suppression of

superconductivity by external perturbations. The proximity of the ground state to the quantum

critical point gives rise to significant quantum fluctuations, as manifested in the high-field vortex

dynamics measurement. The coupling of quasiparticles to the quantum phase fluctuations of the

superconducting order parameter results in excess low-energy excitations observed in the tunneling

spectra. We shall present further supporting evidence from the theoretical modeling of quasiparti-

cle tunneling spectra in the presence of strong quantum fluctuations and competing orders in the

following chapter.
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Chapter 6

Competing Orders, Quantum
Phase Fluctuations, and
Quasiparticle Tunneling Spectra

6.1 Introduction

In the previous two chapters, we have presented the scanning tunneling spectroscopic studies of

hole-doped YBCO [§4] and electron-doped SLCO [§5] that reveal several contrasting spectroscopic

features. Specifically, the quasiparticle tunneling spectra of YBCO exhibit spectral characteristics

well captured by the mean-field d-wave [or (d+ s)-wave] generalized BTK formalism. In SLCO, the

quasiparticle tunneling spectra are consistent with isotropic s-wave pairing symmetry while excess

low-energy spectral weight that deviates significantly from the mean-field BCS theory is present.

In accordance with the low-energy spectral anomaly, high-field low-temperature vortex dynamics

measurements on SLCO reveal sizable reduction of Hab
irr with respect to Hab

c2 at T → 0, implying

strong field-induced quantum phase fluctuations. In comparison, relatively weaker quantum phase

fluctuations associated with YBCO is consistent with the applicability of mean-field theory to its

low-energy spectral characteristics. The satellite features and the “pseudogap”-like spectral dip

around the Fermi level manifested in the tunneling spectra of p-type cuprates are suggestive of the

presence of a pinned competing order with an energy scale comparable to or larger than that of

superconductivity. On the other hand, the complete absence of the satellite features and zero-field

pseudogap, and the appearance of current- or field-induced “pseudogap” in n-type SLCO and other
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one-layer compounds signify a small coexisting competing order revealed only upon the suppression

of superconductivity. Based on these findings and the notion that the varying degrees of quantum

phase fluctuations are indicative of the varying degrees of proximity to quantum criticality, we

conjecture that the non-universal spectral features among n- and p-type cuprates can be accounted

for by tuning the relative energy scales of competing orders to superconductivity.

In this chapter, the aforementioned conjecture is put to test by means of a calculation of the

low-energy single-particle spectra that incorporates quantum phase fluctuations into superconduc-

tivity with coexisting density waves as the competing order. To date, most theoretical investigations

on the tunneling spectra of cuprate superconductors generally address competing orders and super-

conducting phase fluctuations separately. One approach takes the BCS-like Hamiltonian as the

unperturbed mean-field state and treats the disorder-pinned competing order as the weak perturba-

tive scattering potential for the Bogoliubov quasiparticles [249, 255, 256, 257, 258, 259, 260, 101, 261]

[§6.3]. Another approach begins with the BCS-like Hamiltonian and includes superconducting

phase fluctuations in the proper self-energy correction without any consideration of competing or-

ders [262, 263, 264]. By allowing both the competing orders and the superconducting phase fluctua-

tions in the superconducting state [§6.2], we find that the low-energy excitations thus derived differ

from conventional Bogoliubov quasiparticles, and various seemingly puzzling and non-universal phe-

nomena in the hole- and electron-type cuprates, such as the excess subgap low-energy excitations

[§5.3.1] below Tc and pseudogap phenomena [§5.4.3], can be coherently explained. We further con-

sider the low-energy limit in d-wave superconductors where the Bogoliubov quasiparticles are the

dominating low-energy excitations and disorder-pinned competing orders maybe treated perturba-

tively, and find that calculated quasiparticle interference spectra reveal modulated density of states

due to the presence of competing order, consistent with experimental observations. Therefore, we

conclude that the presence of competing orders is indisputable at least in the quasi-2D Bi-2212.
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6.2 Competing orders and quantum phase fluctuations on

low-energy excitations

We first consider a simple case of coexisting s-wave superconductivity (SC) and charge density waves

(CDW) with finite quantum phase fluctuations at T = 0. That charge density wave is the relevant

competing order to s-wave superconductivity is because the symmetry of s-wave superconducivity

is compatible with that of CDW. Under certain conditions, such as in the half-filled Hubbard model

with negative U , the two orders can further rotate into each other without modifying the low-energy

spectrum and hence be unified under a higher SO(4) symmetry [265]. Empirically, the coexistence

has been known in NbSe2 [266, 267], although the energy scale of CDW in NbSe2 is much larger

than that of superconductivity and therefore does not directly affect the low-energy excitations of

the superconducting order. The simple case of s-wave superconductivity coexisting with CDW can

be extended straightforwardly to dx2−y2-wave superconductivity with a competing order being either

CDW [252, 73], spin-density waves (SDW) [268, 249], or d-density waves (DDW) [75]. Nevertheless,

compatibility in the symmetry of the superconductivity order parameter with that of the relevant

competing order is important for determining which competing states is pertinent under a given

superconducting pairing symmetry.

In subsequent discussions we shall associate realistic band structures of n-type cuprate super-

conductors with the scenario of coexisting s-wave SC and CDW, and those of p-type cuprates with

the scenario of coexisting dx2−y2-wave SC with disorder-pinned SDW. We further assume that the

exact degree of quantum phase fluctuations depends on microscopic coupling mechanism between

superconductivity and competing orders, which is not fully understood and is therefore left as a

variable to be determined empirically.
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6.2.1 Formalism

In the case of coexisting s-wave SC and CDW, the mean-field Hamiltonian is given by:

HMF = HSC +HCDW

=
∑

k,σ ξk c
†
k,σck,σ −

∑
k ∆

(
c†k,↑c

†
−k,↓ + c−k,↓ck,↑

)
+

∑
k,σ V

(
c†k,σck+Q,σ + c†k+Q,σck,σ

)

=
∑

k

(
c†k,↑ c−k,↓ c

†
k+Q,↑ c−(k+Q),↓

)


ξk −∆ −V 0

−∆ −ξk 0 V

−V 0 ξk+Q −∆

0 V −∆ −ξk+Q





ck,↑

c†−k,↓

ck+Q,↑

c†−(k+Q),↓


≡

∑
k Ψ†

k,Q H0 Ψk,Q,

where ξk is the normal-state energy of particles of momentum k relative to the Fermi energy, σ is the

spin index, c† and c are the fermion creation and annihilation operators, Q is the wave vector of the

CDW, and ∆ and V denote the SC energy gap and CDW energy scale, respectively. H0 is the (4×4)

matrix, and the adjoint of Ψ represents a (1× 4) matrix Ψ†
k,Q ≡

(
c†k,↑ c−k,↓ c

†
k+Q,↑ c−(k+Q),↓

)
. We

have further imposed the condition ξkξ−(k+Q) < 0 to ensure that CDW excitations only involve

particle-hole sectors. The mean-field Hamiltonian in Eq. (6.1) can be exactly diagonalized so that

the bare Green’s function G0(k, ω) is given by

G−1
0 = ωI −H0 =



ω − ξk ∆ V 0

∆ ω + ξk 0 −V

V 0 ω − ξk+Q ∆

0 −V ∆ ω + ξk+Q


, (6.1)

where I denotes the (4× 4) unit matrix.

Next, we introduce phase fluctuations to the superconducting order parameter ∆(r) = |∆(r)| eiθ(r).

In order to couple quasiparticles explicitly to the phase field θ(r), we follow Ref. [262] and perform
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a gauge transformation to the fermion operators: cσ(r) → cσ(r)eiθ(r)/2. After integrating out the

fast momentum degrees of freedom with variations larger than 1/ξ0 (ξ0: superconducting coherence

length) [269], the resulting low-energy effective theory contains the mean-field theory of coexisting

SC and CO, the Gaussian theory of the phase fluctuations, and the coupling term between the

two [262]:

Heff = H0 +HI ,

H0 = HMF + 1
2

∑
q
nf

4mq2θ(q)θ(−q),

HI =
∑

k,q,σmv(k) · vs(q)c†k+q,σck,σ,

(6.2)

where m is the free electron mass, v(k) = ∇kξk/h̄ is the normal-state group velocity, and vs =∫
d2re−iq·r∇θ(r)/2m is the superfluid velocity.

Expressed in the basis of Ψ, HI =
∑

k,q Ψ†
k,Q HI(k,q) Ψk,Q where

HI ∝



iθq q · ∇kξk 0 0 0

0 iθq q · ∇kξk 0 0

0 0 iθq q · ∇kξk+Q 0

0 0 0 iθq q · ∇kξk+Q



≈ iθq q · ∇kξk



1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1


.

(6.3)

In deriving Eq. (6.3), we have taken the approximation ξk+Q ≈ −ξk to simplify the calculation,

which holds for electrons around the Fermi surface along the {100} and {010} axes where CDW

couples most strongly with SC.
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With Eq. (6.3), we can now write down the proper self-energy for the electrons:

Σ∗(k) =
∑

qHI(k,q)G(k + q, ω)HI(k + q,−q)

=
∑

q
1
16 〈θqθ−q〉 (q · ∇kξk)(q · ∇kξk+q)

 G11(k, ω) −G12(k, ω)

−G21(k, ω) G22(k, ω)

 ,
(6.4)

where Gij(k, ω)’s are the (2× 2) matrices composing the full Green’s function

G(k, ω) =

 G11(k, ω) −G12(k, ω)

−G21(k, ω) G22(k, ω),

 .

In Eqs. (6.3) and (6.4), only the longitudinal phase fluctuations are retained because at T = 0 in

the zero field limit, the transverse phase fluctuations are energetically very costly and therefore may

be neglected. After summing over an infinite series of ring diagrams [Fig. 6.1(a)], the phase field

correlation function 〈θqθ−q〉 is given by [264]

〈θqθ−q〉 ≈
4m ωp
h̄ n2D

s Ω
1
q2
, (6.5)

where n2D
s the two-dimensional superfluid density, ωp the plasma frequency, and Ω the sample

volume.

(a) (b)

Figure 6.1: (From Figs. 3 and 4 of Ref. [262].) (a) The infinite sum of the ring diagrams for the
superfluid velocity field propagator. (b) The Dyson’s equation for the fermion Green’s function. The
thin (thick) wiggly line is the bare (full) velocity field propagator, and the thin (thick) solid line is
the bare (full) fermion Green’s function.

Thus, we obtain the full Green’s function G(k, ω) self-consistently through the Dyson’s equation
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[Fig. 6.1(b)]:

G−1(k, ω̃) = G−1
0 (k, ω)− Σ∗

= G−1
0 (k, ω)− η

∑
q

1
q2 (q · ∇kξk) (q · ∇kξk+q)

 G11(k, ω̃) −G12(k, ω̃)

−G21(k, ω̃) G22(k, ω̃)



=



ω̃ − ξ̃k ∆̃ Ṽ 0

∆̃ ω̃ + ξ̃k 0 −Ṽ

Ṽ 0 ω̃ − ξ̃k+Q ∆̃

0 −Ṽ ∆̃ ω̃ + ξ̃k+Q


,

(6.6)

Here ω̃ denotes the energy renormalized by the phase fluctuations, and η ≡ mωp/4h̄n2D
s Ωq2 is a

parameter indicative of the magnitude of fluctuations. Equation (6.6) can be solved self-consistently

for each ω and each k-value in the Brillouin zone. Summing over a finite phase space in q near

each k, we use the iterative Newton’s method to find the corresponding ξ̃k, ω̃, Ṽ and ∆̃ to the

full Green’s function G(k, ω̃) [270]. The converged Green’s function thus yields the spectral density

function A(k, ω̃) ≡ −Im [G(k, ω̃)] /π and the DOS N (ω̃) ≡
∑

kA(k, ω̃).

In the case of dx2−y2-wave SC, similar derivations can be made if we replace in Eq. (6.1) ∆

by ∆d(cos kxa − cos kya) and V by the disorder-pinned g2VSDW , where a is the square lattice

constant, and g is the coupling strength between SDW and disorder. The periodicity Q of the

charge modulations caused by the disorder-pinned SDW is twice that of the SDW.

6.2.2 Numerical results

For a given cuprate band structure with a known doping level, the quasiparticle DOS calculated

from the aforementioned approach depends primarily on two variables: the ratio ∆/V and the

magnitude of the quantum phase fluctuations represented by η. For an s-wave electron-doped

superconductivity with ∆ > V , finite quantum phase fluctuations can induce substantial subgap

DOS even if the mean-field SC and CDW orders are fully gapped, as illustrated in Fig. 6.2(a).

Comparing the single-particle excitation spectrum derived from §6.2.1 with the BCS curve, we see
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Figure 6.2: Comparison of the calculated quasiparticle DOS with experimental spectra on SLCO:
(a) The calculated DOS for coexisting s-wave SC and CDW with quantum fluctuations is compared
with the BCS prediction (dashed line). We note that finite subgap DOS can be induced by quantum
fluctuations even if the mean-field DOS is fully gapped. (b) Momentum-independent quasiparticle
tunneling spectrum of the electron-doped cuprate SLCO (thick line) is compared with the calculated
DOS. The bare parameters are ∆ = 8.5 meV, V = 2 meV, and the fluctuation strength η =
0.0001/16π.
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that, under finite quantum fluctuations, the spectral weight shifts from above the mean-field gap

to lower energies and the spectral peaks are suppressed. The bare superconducting gap value and

bare charge density wave energy for this set of simulation are chosen to be 8.5 meV and 2 meV,

respectively, to match the experimentally observed peak position. The spectral peak of the phase-

fluctuated SC with coexisting CDW locates at ∼ 13.5 meV, but the effective gap ∆eff =
√

∆2 + V 2

is only ∼ (9− 11.5) meV when all uncertainties in fitting parameters are included. Therefore, in the

presence of fluctuations, the subgap density of states is filled in and the peak-to-peak separation of

the single-particle spectrum appears larger than the actual spectral gap, which is characteristic of

any fluctuation-smeared tunneling spectrum.

In Fig. 6.2(b), we plot the normalized quasiparticle tunneling spectrum of SLCO with the sim-

ulation result. The calculated spectrum fits the low-energy excitations of the experimental data

fairly well, while the calculated peak height is lower than the observed peak height. Since the calcu-

lated spectrum conserves the density of states when compared with the mean-field BCS prediction

and yields a reasonable 2∆/kBTc ∼ 4.85 ratio, we believe that the simulation captures all major

low-energy physics of SLCO and that the discrepancy in peak height between the calculated and

the observed spectra may have originated from the tunneling matrix effect and the uncertainty in

background normalization.

We further investigate how the quasiparticle tunneling spectra of an s-wave superconductor evolve

under varying V/∆ ratio and a constant magnitude of quantum phase fluctuations. Given the degrees

of phase fluctuation characterized by η = 0.0001/16π, the calculated spectra for V/∆ < 1, such as

those for V/∆ = 2.0/8.5 and V/∆ = 8.0/8.5, exhibit similar spectral characteristics [Fig. 6.3(a)].

They all exhibit substantial subgap low-energy excitations but no discernible satellite features. For

a larger V/∆ > 1, the satellite features designated by the red circle in Fig. 6.3(b) appear above the

spectral gap, which is indicative of the coexisting CDW. Therefore, the absence of satellite features in

the superconducting state tunneling spectra of electron-doped cuprates implies that the energy scale

of the coexisting order is smaller than that of superconductivity. Consequently, as the temperature

increases, the competing order vanishes before the system turns normal, which explains the absence



120

(a)

-40 -20 0 20 40
0

2

4

6

8

 

 

s-waveno
rm

al
iz

ed
 d

I/d
V 

(a
rb

. u
ni

t)

V (mV)

 Δ = 8.5 meV
           V = 2 meV

 Δ = 8.5 meV
           V = 8 meV

-40 -20 0 20 40
0

2

4

6

8

Δ = 8.5 meV
V = 24 meV

s-wave

 

 

no
rm

al
iz

ed
 d

I/d
V 

(a
rb

. u
ni

t)

V (mV)

(b)

Figure 6.3: A scenario for the occurrence of the satellite features as the consequence of coexisting
CO and SC in the ground state with V ≥ ∆: Evolution of the quasiparticle tunneling spectra for an
s-wave superconductor from absence of the satellite features to appearance of which with increasing
(V/∆) and a constant magnitude of quantum phase fluctuations η = 0.0001/16π.

of pseudogap in their normal-state tunneling spectra.

For a dx2−y2-wave hole-doped superconductors, we find that by taking into account a coexisting

disorder-pinned density wave with g2VSDW > ∆, our model can reproduce the experimentally ob-

served satellite features [as indicted by the red circles in Fig. 6.4(b)] in the limit of vanishing phase

fluctuations [Fig. 6.4(a)]. The incorporation of varying degrees of quantum phase fluctuations would

give rise to various types of “pseudogap”-like spectra revealed in the scanning tunneling spectra on

Bi-2212 [Fig. 6.4(d)] [68]. A specific example that displays double peaks of comparable height is

given in Fig. 6.4(c) to compare with the empirically observed double-peak structure, as indicated

by the arrows in Fig. 6.4(d). Decreasing the phase fluctuations and CO would recover the sharp

superconducting coherence peaks, as shown in spectra denoted by thin red lines in Fig. 6.4(d) and

in Fig. 6.4(a). In contrast, increasing phase fluctuations while maintaining the strengths of both

orders smears the double-peak feature into a big broad “pseudogap” peak as shown in Fig. 6.4(e).

By comparing the calculated spectra of a d-wave hole-doped cuprate superconductor [Fig. 6.4(a,c,e)]
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Figure 6.4: Comparison of the calculated quasiparticle DOS with experimental spectra on Bi-2212:
(a) Calculated d-wave mean-field DOS using parameters ∆ = 30 meV, g2VSDW = 40 meV, and
η = 0. (b) (Adapted from Fig. 2 of Ref. [183].) Quasiparticle c-axis tunneling spectrum of the hole-
doped d-wave superconductor Bi-2212 in Ref. [183], showing satellite features as marked by arrows.
(c) Calculated d-wave DOS with phase fluctuations using parameters ∆ = 30 meV, g2VSDW = 40
meV, and η = 0.001/16π. (d) (Adapted by permission from Macmillan Publishers Ltd: Nature [68],
copyright (2002).) Quasiparticle c-axis tunneling spectrum of Bi2Sr2CaCu2Ox in Ref. [68], showing
“pseudogap”-like features and the coexistence of two gaps as indicated by the red arrows. (e)
Calculated d-wave DOS with phase fluctuations using parameters ∆ = 30 meV, g2VSDW = 40 meV,
and η = 0.0025/16π. We note that the double-peak structure in (c) merges into one broad peak,
yielding a pseudogap-like spectrum.
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with the empirically observed “pseudogap”-like spectra [Fig. 6.4(d)] [68]], we see clearly that the

nano-scale variations in the spectral gap of Bi-2212 originate from the interplay of the competing

order with the phase-fluctuated superconducting order, whose fluctuation strength varies at nano-

scale possibly due to random disorder in this high-2D system. The energy scale of the competing

order is larger than that of superconductivity, and hence the spectral gap associated with the coex-

isting order sustains above the superconducting transition temperature, giving rise to the pseudogap

observed in the normal-state tunneling spectra of Bi-2212 [54].

6.2.3 Summary

In summary, we recapitulate the implications of the coexistence of SC and CO on the origin of

pseudogap phenomena and the satellite features in cuprate superconductors. For arbitrary values

of ∆ and V , the poles associated with HMF in Eq. (6.1) generally give rise to two sets of peaks

at ω = ±∆eff and ω = ±∆ in the quasiparticle DOS. For ∆ � V , we find that ∆eff ≈ ∆ so

that only one set of peaks can be resolved in the quasiparticle spectra, particularly under finite

quantum fluctuations. In this case, the magnitude of ∆eff in the quasiparticle spectra is expected

to decrease with increasing T and completely vanishes at Tc, which is consistent with the general

findings in the electron-type cuprate superconductors [49, 16, 271]. On the other hand, for V ≥ ∆,

two distinct sets of peaks can be resolved at T � Tc and for limited quantum phase fluctuations.

With increasing T or quantum phase fluctuations, the peaks at ω = ±∆ diminish while those at

ω = ±∆eff ∼ ±V are broadened by fluctuations thus appear to remain nearly invariant in position,

similar to the findings of pseudogap phenomena in underdoped Bi2Sr2CaCu2Ox (Bi-2212) cuprates

above Tc [54]. In short, these results corroborate our conjecture that V � ∆ is associated with

the absence of pseudogap and the satellite features in electron-doped cuprates, whereas V ≥ ∆d

is responsible for their presence in under- and optimally doped hole-doped cuprates. Thus, the

experimental observation of non-universal pseudogap phenomena in the cuprates can be reconciled

by coexisting CO and SC of different relative strengths.
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6.3 Collective modes and quasiparticle interference on the

local density of states of cuprate superconductors1

The presence of competing orders and the proximity to quantum criticality [249, 62, 202] have sig-

nificant consequences on the unconventional low-energy excitation spectra of the cuprates, including

weakened superconducting phase stiffness [73], the occurrence of excess subgap quasiparticle density

of states (DOS) [49], and the presence (absence) of pseudogap [49, 54, 16] and Nernst effect in

the hole (electron)-type cuprates above the SC transition [64, 65]. Other experimental observables

of the coexisting orders involve various spin and charge ordering revealed in the neutron scatter-

ing and scanning tunneling spectroscopy measurements as mentioned in §1.2.3. In this section,

we examine the effect of coexisting spin/charge density waves on recent scanning tunneling spec-

troscopic studies of the Fourier transformed (FT) quasiparticle local density of states (LDOS) in

nearly optimally doped Bi-2212 [95, 97, 272] and find that while Bogoliubov quasiparticle interfer-

ence [256, 258, 101, 273, 274, 275] apparently plays an important role in the observed FT-LDOS

in the superconducting state, certain spectral details of the LDOS cannot be accounted for unless

collective modes such as spin/charge density waves are considered [256, 258, 101]. More importantly,

the observations of four high-intensity Bragg peaks remaining above Tc in the FT-LDOS map of

Bi-2212 [99] cannot be reconciled with quasiparticles being the sole low-energy excitations. By com-

paring the experimental data to the calculated energy (E), momentum transfer (q) and temperature

(T ) dependence of the FT-LDOS modulations of a d-wave superconductor with random disorder, we

conclude that collective modes such as spin/charge density waves are relevant low-energy excitations

which contribute to the aforementioned LDOS modulations in Bi-2212.

6.3.1 Model

We begin our model construction by recalling that substantial nano-scale spectral variations are ob-

served in the low-temperature tunneling spectroscopy of under- and optimally doped Bi-2212 single
1The main contents of this section are published as C.-T. Chen and N.-C. Yeh, Phys. Rev. B 68, 220505(R)

(2003).
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crystals [Fig. 6.4(d)] [276, 67, 68, 194] which exhibits two types of spatially separated regions. In the

last section, we have shown that for regions with double-peak or rounded hump-like “pseudogap”

features at larger energies ∆eff , quantum phase fluctuations resulting from pinned density waves

coexisting with superconductivity are important, where as for region with sharp quasiparticle co-

herence peaks at smaller energies ∆d, Bogoliubov quasiparticle spectra with a well-defined d-wave

pairing order parameter ∆k dominate over the collective modes. Our model therefore assumes that,

embedded in the predominantly superconducting regions, there are “puddles” of spatially confined

“pseudogap regions” with a quasiparticle scattering potential modulated by the pinned density waves

along the Cu-O bonding directions [§6.5]. The spatial modulations can be of either the ‘checker-

board’ pattern [256, 258] or ‘charge nematic’ with short-range stripes [277, 73] at a periodicity

of four lattice constants, as inferred from neutron scattering experiments in a variety of p-type

cuprates [84, 278, 279, 280, 281, 282, 85]. The calculation is implemented on a (400× 400) sample

area with either 24 randomly distributed point impurities or 24 randomly distributed puddles of

charge modulations that cover approximately 6% of the sample area.2

Superconducting
(SC) phase

SC + locally 
pinned SDW/ 
CDW due to 
disorder

Figure 6.5: Disorder-pinned density waves forming “puddles” of “pseudogap” regions embedded in
the predominantly superconducting region.

The Hamiltonian of the two-dimensional superconductor is given by H = HBCS +Himp, where

2For simplicity, we do not take into account the effect of disorder on either suppressing the local pairing potential
∆d(r) or altering the nearest-neighbor hopping coefficient (t) in the band structure of Bi-2212, although such effects
reflect the internal structures of charge modulations [101, 273].
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HBCS denotes the unperturbed BCS Hamiltonian of the d-wave superconductor,

HBCS =
∑
kσ

(εk − µ)c†kσckσ +
∑
k

∆k

[
c†k↑c

†
−k↓ + c−k↓ck↑

]
, ∆k ≈ ∆d cos 2θk, (6.7)

and Himp is the perturbation Hamiltonian associated with impurity-induced quasiparticle scattering

potential [258, 273, 274]. In Eq. (6.7), ∆d is the maximum gap value and θk is the angle between the

quasiparticle wavevector k and the anti-node direction. Using the T-matrix method, the Green’s

function G associated with H is given by G = G0 + G0TG0, where G0 is the Green’s function of

HBCS and T = Himp/(1 − G0Himp) [cf. Appendix C]. We remark that the perturbative approach

adopted here for the competing order is justifiable for low-energy (i.e., E < ∆d) excitations in d-wave

superconductors, because the gapless nodal Bogoliubov quasiparticles are the dominant low-energy

excitations in this limit, as manifested in Fig. 6.4(a). In other words, the perturbative approach is

a special case of the exact self-consistent treatment described in §6.2.

To proceed, we note that the Hartree perturbation potential for single scattering events in the

diagonal part of Himp is

Vα(q) =
∑
i

Vs,me
iq·ri

for non-interacting non-magnetic (Vs) and magnetic (Vm) impurities at locations ri [274], whereas

that for puddles with short stripe-like modulations centering at rj is3

Vβ(q) =
∑
j

V0e
iq·rj

2 sin(qy,xRj) sin(qx,yRj)
qy,x sin(2qx,y)

, (6.8)

and that for checkerboard modulations is

Vγ(q) =
∑
j

V0e
iq·rj

[
2 sin(qyRj) sin(qxRj)

qy sin(2qx)
+ (qx ↔ qy)

]
. (6.9)

Here all lengths are expressed in units of the lattice constant a, Rj is the averaged radius of the

3For coexisting superconductivity and CDW, Vβ(q) represents the second-order effect of quasiparticle interference
with pinned CDW. The first-order effect of CDW has been discussed in Ref. [101].
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j -th puddle, and V0 denotes the magnitude of the scattering potential by pinned collective modes.

Empirically, for nearly optimally doped Bi-2212, Rj ranges from 5 ∼ 10 [68]. Here we take different

values for Rj with a mean value 〈Rj〉 = 10. In the context of our discussion in §6.2, the Hartree

potentials contains information of the mean-field competing order and the self-energy correction that

couples the superconducting phase fluctuations to the fermionic excitations of the coexisting state.

For simplicity, we neglect the energy dependence of Vα,β,γ and assume that Vs, Vm and V0 are

sufficiently small so that no resonance occurs in the FT-LDOS [273]. For sufficiently large scattering

potentials, full T-matrix calculations become necessary as in Ref. [274]. However, large Vs,m would

result in strong spectral asymmetry between positive and negative bias voltages [274], which differs

from experimental observation [95, 97, 272]. We also note that the energy dependence of Vβ,γ

reflects the spectral characteristics of the collective modes and their interaction with quasiparticles

and impurities. For instance, we expect Vγ ∼ ζg2 for pinned SDW, where ζ is the impurity pinning

strength and g is the coupling amplitude of quasiparticles with SDW fluctuations [256, 258].

In the limit of weak perturbations, given the Hamiltonian and the scattering potentials Vα,β,γ(q),

we find that the FT of the LDOS ρ(r, E) that involves elastic scattering of quasiparticles from

momentum k to k + q is

ρq(ω) = − 1
πN2 limδ→0

∑
k Vα,β,γ(q)×{

uk+quk (uk+quk ∓ vk+qvk) Im
[

1
(ω−Ek+iδ)(ω−Ek+q+iδ)

]
+uk+qvk (uk+qvk ± vk+quk) Im

[
1

(ω+Ek+iδ)(ω−Ek+q+iδ)

]
+vk+quk (uk+qvk ± vk+quk) Im

[
1

(ω−Ek+iδ)(ω+Ek+q+iδ)

]
−vk+qvk (uk+quk ∓ vk+qvk) Im

[
1

(ω+Ek+iδ)(ω+Ek+q+iδ)

]}
(6.10)

in the first-order T-matrix approximation for infinite quasiparticle lifetime. Here N is the total

number of unit cells in the sample, and Im[. . . ] denotes the imaginary part of the quantity within

the brackets, which is related to the equal-energy quasiparticle joint density of states. The upper

(lower) sign in the coherence factor applies to spin-independent (spin-dependent) interactions. uk
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and vk are the Bogoliubov quasiparticle coefficients, u2
k + v2

k = 1, u2
k = [1 + (ξk/Ek)] /2, where

ξk ≡ εk − µ, Ek =
√
ξ2k + ∆2

k, µ is the chemical potential, and εk is the tight-binding energy of the

normal state of Bi-2212 according to Norman et al. [283],

εk = t1
2 (cos kx + cos ky) + t2 cos kx cos ky + t3

2 (cos 2kx + cos 2ky)

+ t4
2 (cos 2kx cos ky + cos kx cos 2ky) + t5 cos 2kx cos 2ky,

t1−5 = −0.5951, 0.1636,−0.0519,−0.1117, 0.0510 eV.

6.3.2 Numerical results

Using Eq. (6.10) and Vα,β,γ(q), we obtain the energy-dependent FT-LDOS maps in the first Bril-

louin zone for non-magnetic point impurities in Fig. 6.6 with two different superconducting gap

values, ∆d = 20 and 40 meV, and T = 0. The most intensed modulation q-values are associated

with the elastic scattering events connecting quasiparticle momenta k located around the tips of the

constant-energy contours where the available phase space is maximized, as illustrated in Fig. 6.6(c).

Comparing Fig. 6.6(a) with Fig. 6.6(b), we find that the polarity of the bias voltages does not change

the primary features of the FT-LDOS plots, consistent with experimental findings. However, because

of the directionality of the coherence factors [uk+quk (uk+quk − vk+qvk)], the intensities associated

with qB and qC are much stronger than those of qA [Fig. 6.6(a)(b)] and also in Fig. 6.7(a), which

differs from the STM observation [95, 97] that reveals comparable intensities associated with qA and

qB , and weaker intensities with qC . Interestingly, the intensity of qA becomes larger than that of

qB if one assumes magnetic point impurity scattering, as illustrated in Fig. 6.7(b). However, there

is no evidence of magnetic scattering in the samples used in Refs. [95, 97]. In contrast, the presence

of pinned collective modes, regardless of CDW or SDW, gives rise to much stronger intensities for

qA (by about two orders of magnitude), as shown in Fig. 6.8 for pinned SDW (with spin-dependent

coherence factors). Thus, the empirical FT-LDOS maps [95, 97] cannot be solely attributed to

quasiparticle scattering by non-magnetic point impurities and should contain contributions from

the pinned density waves. For reference, an example of the real-space LDOS modulations corre-
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Figure 6.6: Calculated energy-dependent Fourier transform (FT) maps of quasiparticle LDOS in the
first Brillouin zone with randomly distributed non-magnetic point defects using Eq. (6.10) and Vα:
(a) ∆d = 40 meV and (ω/∆d) = ±0.15,±0.45,±0.75 (up and down from left to right); (b) ∆d = 20
meV and (ω/∆d) = 0.15, 0.45, 0.75 (left to right). (c) Schematic illustration of the equal-energy
contours and representative modulation wavevectors qA, qB , and qC , which correspond to q1, q7,
and q2 in Refs. [95, 97].
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Figure 6.7: Evolution of the relative intensities of FT-LDOS with energy (ω) for qA, qB and qC as
defined in Fig.1(c) and Vs, Vm and V0 all taken to be unity: quasiparticle scattering by (a) single
non-magnetic point impurity, and (b) single magnetic point impurity.

sponding to quasiparticle scattering by the three types of random disorders Vα,β,γ(q) is included in

Figs. 6.9(a)–(c), though a detail comparison between experiments and calculations must be done

through the FT-LDOS maps.

The relevance of collective modes becomes indisputable when we consider the temperature

dependence of the FT-LDOS. In calculating the FT-LDOS at finite temperatures, we assume

∆d(T ) = ∆d(0) [1− (T/Tc)]
1/2, and the coherence factors change with temperature accordingly:

u2
k =

1
2

[
1 +

ξk
Ek

]
=

1
2

[
1 +

ξk√
ξ2k + ∆2

d(T )

]
, v2

k =
1
2

[
1− ξk

Ek

]
=

1
2

[
1− ξk√

ξ2k + ∆2
d(T )

]
.

The thermal smearing of quasiparticle tunneling conductance (dI/dV ) is obtained by using

(dI/dV ) ∝
∣∣∣∣∫ ρq(E)(df/dE)|(E−eV )dE

∣∣∣∣ ,
where f(E) denotes the Fermi function. As shown in Fig. 6.10(a), for point impurity scattering, the

q-values contribute to the FT-LDOS map become significantly extended and smeared at T = 0.75Tc.

In the limit of T → T−c , the FT-LDOS contains hardly any feature except for the weak residual

modulations encoding normal-state Fermi surface information. In contrast, pinned SDW yields
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Figure 6.8: Energy-dependent FT-LDOS maps with randomly distributed pinned SDW using
Eq. (6.10) and Vγ : (a) ∆d = 40 meV and (ω/∆d) = ±0.15,±0.45,±75, up and down from left
to right; (b) ∆d = 20 meV and (ω/∆d) = 0.15, 0.45, 0.75, from left to right. The FT-LDOS does not
exhibit discernible differences in the spectral characteristics except the total intensities if we simply
replace Vγ by Vβ and assume non-magnetic coherence factors in Eq. (6.10).



131

Figure 6.9: Real space quasiparticle LDOS for a (400 × 400) area at T = 0 due to scattering by
(a) non-magnetic point impurities, (b) pinned CDW, and (c) pinned SDW, for ∆d = 40 meV and
ω = 30 meV.

strong intensities in the FT-LDOS map only at qA for T ≥ Tc, as shown in Fig. 6.10(b). The overall

energy dispersion due to pinned SDW is weaker than that due to point impurities, as shown in

Fig. 6.10(c) for |qA| versus V (biased voltage) at both T = 0 and T = Tc. In particular, we note

that the dispersion is further reduced at Tc. These findings are consistent with recent experimental

observation of 4 nearly non-dispersive Bragg peaks above Tc by Vershinin et al. [99].

6.3.3 Summary

The energy, momentum, and temperature dependence of our calculated FT-LDOS in Figs. 6.6–6.10 is

supportive of spatially modulated collective modes being relevant low-energy excitations in cuprates

besides quasiparticles. In the superconducting state, the high intensities of the Bragg peaks along

the principle axes cannot be explained by point-impurity as the sole scattering source. Furthermore,

we must invoke the presence of pinned collective modes in order to account for the observation of 4

non-dispersive Bragg peaks in the FT-LDOS map above Tc.

6.4 Conclusion

In summary, we have analyzed the effect of quantum phase fluctuations and competing orders on

cuprate superconductivity. By incorporating both superconductivity (SC) and competing orders

(CO) in the bare Green’s function and quantum phase fluctuations in the self-energy, we obtain
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Figure 6.10: The FT-LDOS maps at T = 0, 0.75Tc and Tc (from left to right) for (a) point impurities
Vα(q) and (b) pinned SDW Vγ(q). We assume ∆d(T ) = ∆d(0)[1 − (T/Tc)]1/2, ∆d(0) = 40 meV,
tunneling biased voltage = 18 mV, and Tc = 80 K. Besides temperature-dependent coherence factors,
the thermal smearing of quasiparticle tunneling conductance (dI/dV ) is obtained by using (dI/dV ) ∝
|
∫
ρq(E)(df/dE)|(E−eV )dE|, where f(E) denotes the Fermi function. (c) |qA|-vs.-V (biased voltage)

dispersion relation for pinned SDW at T = 0 and Tc.
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excess subgap quasiparticle density of states even for fully gapped SC and CO. Moreover, we find

that the occurrence (absence) of pseudogap phenomena above Tc or Hc2 in the hole (electron)-type

cuprate superconductors may be a natural consequence of a competing order energy scale being

larger (smaller) than the superconducting energy gap. We further investigate the modulations in

the quasiparticle FT-LDOS of cuprates as a function of energy, momentum and temperature using

the first-order T-matrix approximation in which the pinned CO is treated as a small perturbation.

The latter approach is a special case of the self-consistent calculations and is justifiable when we

consider the low-energy (E < ∆d) quasiparticle scattering in d-wave superconductors. Our results

suggest that a full account for all aspects of experimental observation in hole-doped d-wave cuprates

below Tc must include CO as relevant low-energy excitations besides Bogoliubov quasiparticles, and

that only the pinned CO can account for the observed FT-LDOS above Tc.
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Conclusion

High-temperature cuprate superconductors exhibit interesting coexisting phases originating from

doping the strongly correlated Mott insulating parent compounds. We address how these competing

orders contribute to the apparent non-universal phenomena among the electron- and hole-doped

cuprates via the scanning tunneling spectroscopic studies of two representative cuprate families, the

hole-doped YBCO and the electron-doped SLCO. We focus on the detailed analyses of the spectral

evidence for the pairing symmetry and pseudogap phenomena of the two systems. The quasiparticle

spectral features and the impurity scattering effects in the optimally doped and underdoped YBCO

are consistent with a predominantly dx2−y2(> 95%)-wave pairing, whereas those of the overdoped

Ca-YBCO exhibit dx2−y2 pairing with a significant s-component mixing (> 30%), indicative of a

change of ground state properties. While the satellite features in the tunneling spectra of YBCO

above the spectral gap imply the existence of a competing order comparable in strength to supercon-

ductivity, the low-energy quasiparticle spectral characteristics are well-captured by the mean-field

generalized BTK theory, indicating that quantum fluctuations are less significant in describing the

low-energy physics of YBCO.

On the contrary, quasiparticle tunneling spectra of the n-type infinite-layer pure and impurity-

doped SLCO support an isotropic s-wave pairing potential, and the spectral characteristics demon-

strate the complete absence of satellite features in the superconducting state and the absence of

pseudogap in the normal state. The emergence of the current-induced pseudogap suggest that, in

SLCO, superconductivity coexists with a small competing order, which manifests itself only upon

the suppression of superconductivity by external perturbations. The small amplitude of the compet-

ing order is consistent with the invisible pseudogap phenomena and satellite features in zero field.
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The excess low-energy excitations revealed by tunneling spectroscopy deviate significantly from the

mean-field prediction, which indicates the presence of strong quantum fluctuations as corroborated

by the high-field vortex dynamic measurements.

To understand the distinctly different physical properties between the two types of cuprate, we

consider a simple model of density waves as competing orders coexisting with superconductivity.

By taking into account the varying proximity to quantum criticality and the varying degree of

quantum fluctuations, numerical results of the theoretical proposal reproduce the excess subgap low-

energy excitations of SLCO below Tc. Furthermore, we show that, by tuning the relative strength

of competing orders and superconductivity, the proposal reconciles the occurrence of pseudogap

phenomena above Tc or Hc2 in the hole-doped cuprates with their absence in the electron-doped

cuprates and thus provides a unified explanation for the seemingly non-universal behavior among

the cuprate superconductors.
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Appendix A

Blonder-Tinkham-Klapwijk
Formalism

The Bogoliubov–de Gennes (BdG) equations generalize the BCS formalism to treat superconductors

with spatially varying pairing strength ∆(x), chemical potential µ(x), and Hartree potential V (x).

The excitation described by the operator γ†e,k+↑ = uk+c
†
k+↑−vk+S

†c−k+↓ with charge e is represented

as a two-element column vector

ψk =

 uk(x.t)

vk(x, t)

 , (A.1)

where uk and vk satisfy the equations


[
− h̄2

2m∇
2 + V (x)− µ(x)

]
uk(x, t) + ∆(x)vk(x, t) = ih̄∂uk(x,t)

∂t

−
[
− h̄2

2m∇
2 + V (x)− µ(x)

]
vk(x, t) + ∆∗(x)uk(x, t) = ih̄∂vk(x,t)

∂t .

(A.2)

Deep in the superconducting electrode where ∆(x), µ(x), and V (x) are constants, the solutions to

(A.2) are time-independent plane waves. Let uk(x, t) = uke
ikx−iEkt/h̄ and vk(x, t) = vke

ikx−iEkt/h̄.

For V (x) = 0, (A.2) reads


Ekuk =

[
− h̄2k2

2m − µ
]
uk + ∆ vk

Ekvk = −
[
− h̄2k2

2m − µ
]
vk + ∆ uk.

(A.3)
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For each energy Ek, there are 4 corresponding k values, ±k±, where

h̄2k2
±

2m
= µ±

√
E2
k − |∆|

2
. (A.4)

In Eq. (A.4), k+ labels the electron-like quasiparticles, and k− labels the hole-like quasiparticles,

since 
u2
k+

= 1
2 (1 +

√
E2

k−∆2

Ek
) ≡ u2

k0 > 1
2

v2
k+

= 1
2 (1−

√
E2

k−∆2

Ek
) ≡ v2

k0 < 1
2

(A.5)


u2
k−

= 1
2 (1−

√
E2

k−∆2

Ek
) = v2

k0 < 1
2

v2
k−

= 1
2 (1 +

√
E2

k−∆2

Ek
) = u2

k0 > 1
2 .

(A.6)

The corresponding wavefunctions are

ψS±k± =

 u±k±(x)e−iEkt/h̄

v±k±(x)e−iEkt/h̄

 = e±ik±x


√

1
2 (1±

√
E2

k−∆2

Ek
)√

1
2 (1∓

√
E2

k−∆2

Ek
)

 e−iEkt/h̄. (A.7)

Similarly, in the normal electrode sufficiently far away from the interface, V (x) = ∆(x) = 0, and

h̄2k2
±

2m = µ± Ek. The wavefunctions are

ψN±k+ =

 u±k+(x)e−iEkt/h̄

v±k+(x)e−iEkt/h̄

 = e±ik+x

 1

0

 e−iEkt/h̄ (electron-branch) (A.8)

ψN±k− =

 u±k−(x)e−iEkt/h̄

v±k−(x)e−iEkt/h̄

 = e±ik−x

 0

1

 e−iEkt/h̄ (hole-branch), (A.9)

where

Ek =


h̄2k2

+
2m − µ, (|k+| > kf )

µ− h̄2k2
−

2m , (|k−| < kf ).
(A.10)

To model the N-S interface, BTK follows Demers and Griffin [284, 285] and represents the

interface by a repulsive delta-function potential V (x) = Hδ(0). We restrict our discussion to elastic
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tunneling processes. The constraint that, for an incident particle with a positive group velocity

(dEk/h̄dk) only transmitted particles with positive group velocities and reflected ones with negative

group velocities can be generated, narrows down the number of allowed processes to four [Fig. A.1].

Given an incident electron from the normal electrode, it can be Andreev-reflected as an hole, normal-

reflected as an electron, transmitted as an electron-like quasiparticle, or transmitted as a hole-like

quasiparticle. Therefore, for electrons traveling from N to S, the wavefunctions of the normal and

superconducting electrodes consist of

ψNinc =

 1

0

 eik+x,

ψNrefl = a

 0

1

 eik−x + b

 1

0

 e−ik+x,

ψStrans = c

 u2
k0

v2
k0

 eik+x + d

 v2
k0

u2
k0

 e−ik−x,

(A.11)

Figure A.1: Schematic diagram of energy vs. momentum at N-S interface modified from Fig. 4
in [122]. The open circles denote holes, and closed circles electrons, and the arrows point in the
direction of the group velocity. The figure illustrates the four allowed processes for an incident
electron at (0): the Andreev-reflected hole (A), the normal-reflected electron (B), the transmitted
electron-like quasiparticle (C) and the transmitted hole-like quasiparticle (D).

Apply the following boundary conditions to solve for the prefactors a− d: (1) The wavefunction

values are continuous at the interface x = 0: ψN (0) = ψS(0) = ψ(0). (2) The derivative of

the wavefunctions satisfies h̄
2m

dψS(0)
dx − h̄

2m
dψN (0)
dx = Hψ(0). We obtain the probability current for
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Andreev refleciton A(E) and that for normal reflection B(E)

A(E) = |a(E)|2 = u2
0v

2
0

γ2

B(E) = |b(E)|2 = (u2
0−v

2
0)2Z2(1+Z2)
γ2

 (E > ∆) (A.12)

A(E) = |a(E)|2 = ∆2

E2+(∆2−E2)(1+2Z2)2

B(E) = |b(E)|2 = 1−A

 (E < ∆), (A.13)

where the dimensionless barrier height Z = mH/h̄2kf , γ = u2
0 + (u2

0 − v2
0)Z2, and the subscript k

has been dropped.

Consequently, when a bias voltage is applied, the total current flowing from the normal to the

superconducting electrode is

I(V ) ∝ N(0)
∫ ∞

−∞
[f(E − eV )− f(E)]

[
1 + |a(E)|2 − |b(E)|2

]
dE. (A.14)

Equation (A.14) shows that Andreev reflection increases the current transmission while the nor-

mal reflection reduces tunneling current. The zero-temperature differential tunneling conductance

dI
dV (V ) ∝

[
1 + |a(E)|2 − |b(E)|2

]
versus bias voltage V for a number of barrier heights Z is plotted

in Fig. A.2. In the limit of zero-barrier height, the conductance within the superconducting gap

nearly doubles because most of the incident electrons are Andreev-reflected and the transmitted

electron pairs across the interface carries double the amount of charge of the incident electrons. On

the contrary, in the high-barrier limit, the result given by the BTK formalism is essentially the same

as that of the transfer Hamiltonian (cf. the conductance plot for Z = 5.0 in Fig. A.2).

We remark that the BTK theory is a mean-field theory, for it is based on the Bogoliubov–de

Gennes equation. Therefore, residual interactions, such as quasiparticle scattering and quasiparticle

coupling with the bosonic modes of the system, are not accounted for. The original BTK theory

describes the tunneling process between a normal metal and a conventional s-wave superconductor.

To investigate the consequence of unconventional pairing symmetries, in particular the d-wave pairing
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Figure A.2: Differential tunneling conductance vs. bias voltage for various normalized barrier heights
Z at zero temperature. Figure taken from [122].

in the hole-doped cuprates, we resort to the generalized BTK formalism developed by Tanaka and

Kashiwaya [124, 125] introduced in §2.2.1.
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Appendix B

Tip Preparation, Piezo
Calibration, and Thermal Drifting

B.1 Tip preparation

The STM tips for this thesis study were made of 15 mil Pt/Ir (.85/.15) wires. A number of tip

preparation procedures were trialed to optimize the tip quality. Different tips suit different samples.

To image a flat sample, such as that of a highly ordered pyrolytic graphite (HOPG), a simple

mechanically cut Pt/Ir tip can produce good atomic images as long as the apex of the tip is free

of undesirable atoms or molecules. Thus, before calibrating the piezo-tube scanner against HOPG,

we cleaned the mechanically sheared tips in saturated hydrochloric acid (HCl) to remove unwanted

material. A exemplary image of a tip after cleaning is shown in Fig. B.1(a).

To image rough surfaces, tips with a sharp and well-defined shape are preferable. Electrochemical

etching has been proven to yield sharp tungsten tips. For inert metals, such as the Pt/Ir wires, well-

controlled etching can be tricky. We had several trials on various etching methods, including the

micro-polishing technique [286], before we successfully produced a sharp tip with good aspect ratio

following the three-step recipe given by [287] (Fig. B.1(b)).
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(b)(a)

Figure B.1: (a) SEM image of a mechanically cut Pt/Ir tip after HCl cleaning. (b) SEM image of a
tapered tip after the three-step electrochemical etching.

B.2 Piezo calibration and HOPG images

To calibrate the shear-piezos of the coarse approach motor, a Michaelson interferometer is set up to

measure both their polarization and displacement coefficient. We use type EBL #2 piezos purchased

from Staveley sensor whose shear-coefficient ranges from 5 Å/V to 10 Å/V. Among all piezos, we

pick those with similar coefficients (∼ 7− 8 Å/V) for the STM head construction.

Figure B.2: (a) STM topographic images of highly ordered pyrolytic graphite at 295K (37 Å×37 Å),
(b) at 77K (29 Å× 29 Å), and (c) at 4.2K (30 Å× 30 Å).

A 0.125′′ O.D., 0.6′′ long, 20 mil thick EBL#2 tube serves as our STM scanner. To calibrate the

piezo-tube scanner, atomic-resolved images on HOPG are taken at 295K, 77K, and 4.2K (Fig. B.2).

Knowing the carbon-carbon separation in graphite, we then extract the piezo coefficient for lateral

scanning and plot them in Fig. B.3. Notice that the coefficient decreases linearly with decreasing

temperatures. Therefore, at any intermediate temperatures, a simple linear interpolation is sufficient
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Figure B.3: The temperature dependence of the coefficient of the STM piezo-tube scanner is linear.

to rescale the STM images.

B.3 Thermal drifting calibration and gold images

It is preferable that we can return to the same location under study after withdrawing the tip for

helium transfer. Figure B.4 demonstrates that the STM head is capable of retrieving the feature of

interest upon re-approach. we find that the biggest source of drifting upon re-approach comes from

the misalignment between the vertical axis of the tip holder and the normal direction of the sample

holder. We reduce this problem by restricting the servo range to make sure that the piezo tube is

under roughly the same amount of extension every time the tip reaches tunneling range. Figure B.4

shows that this trick helps to reduce the undesirable displacement to less than 10 Å.

In order to perform scanning tunneling spectroscopy at elevated temperatures, it is necessary to

make sure that the thermal drifting of the tip relative to the sample can be compensated by the

piezo tube scanner. We present the STM images of gold taken at the temperature range 10 − 35

K with a 5 K interval, which demonstrate that the STM head is capable of tracing the feature

of interest upon the increase of temperatures [Fig. B.5]. The origin of the image taken at 15

K and 35 K have been shifted so as to demonstrate the ability of the STM to compensate for

thermal drifting. The estimated drifting between 10 K and 15 K is ∼ (90 Å, 110 Å), between 15
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(a) (b)

Figure B.4: Gold images (200 Å × 200 Å) taken at 10 K (a) before and (b) after we withdraw the
tip for ∼ 50 µm and re-approach. The displacement between frames is no more than 10 Å.

K and 20 K ∼ (110 Å, 60 Å), between 20 K and 25 K ∼ (155 Å,−65 Å), between 25 K and 30

K ∼ (145 Å,−215 Å), and between 30 K and 35 K ∼ (135 Å,−110 Å), where (x, y) denotes the

displacement along the x- and y-axes respectively. We note that the piezo coefficient of the tube

scanner does not change much with the sample temperatures, indicative of good thermal isolation

between the sample stage and the rest of the STM probe. During each temperature increment, the

STM tip is retracted out of the tunneling range by ∼ 500 nm before ramping up the temperature

in order to avoid crashing the tip onto the sample. In general, each temperature increment takes

about half 15− 30 minutes to reach thermal equilibrium and to fully relax the piezo tube.
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T = 10 K T = 15 K

T = 25 KT = 20 K

T = 30 K T = 35 K

Figure B.5: STM topographic images of gold (400 Å × 400 Å) taken at various temperatures to
calibrate for thermal drifting.
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Appendix C

Modeling the STS data in the
presence of impurities

To extract information encoded in the the spatially resolved scanning tunneling spectroscopy, we

recall that, for tunneling into a superconductor, the tunneling current is given by

I(V ) ∝
∫ ∞

−∞
dξ |D|2 [f(ξ)− f(ξ + eV )]NS(ξ + eV ), (C.1)

where NS(ξ) is the density of states of the superconducting electrode, and ∆ is the energy gap of

the superconductor. Assuming D varies slightly with energy, the tunneling conductance dI
dV (~r, V )

measures the local density of states (LDOS) directly in the low temperature limit:

dI
dV (~r, V ) ∝ |D|2NS (~r, eV ) . (C.2)

The LDOS is related to the retarded Green’s function through

NS (~r, ω) = − 1
π

Im [Gret(~r, ~r, ω)], (C.3)

where Gret(~r, ~r, ω) is the Fourier transform of Gret(~r, ~r, t). Let H be the total Hamiltonian of the

system and ψq(~r) the single-particle eigenstates. Then Gret(~r, ~r, t) is defined as:

Gret(~r, ~r, t) = −iθ(t)
∑
q

〈
~r

∣∣∣e−iĤt/h̄∣∣∣ψq

〉
〈ψq|~r〉 = −iθ(t)

∑
q

〈
~r

∣∣∣e−iωqt/h̄
∣∣∣ψq

〉
〈ψq|~r〉 (C.4)
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and thus

Gret(~r, ~r, ω) =
∑ |ψq(~r)|2

ω − ωq + iδ
(C.5)

NS (~r, ω) =
∑
q

|ψq(~r)|2δ(ω − ωq). (C.6)

In a perfect crystal where the ψq(~r)’s are Bloch states, |ψq(~r)|2 = 1, and the LDOS Ns (~r, ω)

depends only on the energy ω. When there are impurities or defects in the system, scattering off

the impurities results in the interference between the outgoing and the backscattered waves, which

leads to spatial modulations in the LDOS and the topography map.

The first STM images of the wavelike features on the metallic surfaces were carried out in Ei-

gler’s group at IBM [130]. In cuprate superconductors, the analysis of the energy-dependent Fourier

transformed LDOS (FT-LDOS) of Bi2Sr2CaCu2O8+δ single crystals [95, 97, 272, 99] based on the

quasiparticle interference model has yielded segments of the Fermi surface and energy gap ∆d(~k) con-

sistent with results of the angular-resolved photoemission spectroscopy [95, 97, 274]. Furthermore,

detailed examination of the FT-LDOS has revealed a charge order coexisting with superconductivity

below Tc in Bi2Sr2CaCu2O8+δ [257, 258, 256, 101, 73], and the charge order was demonstrated to

survive well above Tc [99], as shown in §6.3. In the following paragraph, the theoretical formalism

for computing the LDOS is summarized.

In the presence of an impurity potential Himp, we use perturbation expansion to calculate the

LDOS, i.e., the imaginary part of the retarded Green’s function. Define G as the total thermal

Green’s function associated with the total Hamiltonian H = H0 + Himp and G0 the unperturbed

thermal Green’s function associated with the Hamiltonian of a perfect crystal H0. Dyson’s equation

reads, in the operator notation,

G = G0 + G0HimpG = G0 + G0HimpG0 + G0HimpG0HimpG0 + ... (C.7)
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(C.7) can be further rearranged into

G = G0 + G0(Himp + G0HimpG0 + ...)G0 = G0 + G0TG0. (C.8)

When the impurity potential is weak, the first order T -matrix expansion is generally sufficient. Thus,

G ≈ G0 + G0HimpG0, (C.9)

which is the familiar Born approximation. In the real-space representation, (C.9) reads

G(~r, ~r, iω) ≈ G0(~r, ~r, iω) +
∫
d2 ~r1G0(~r, ~r1, iω)Himp(~r1)G0(~r1, ~r, iω), (C.10)

where iω is the Matsubara frequency. The thermal Green’s function G(~r, ~r, iω) is analytically con-

tinued in the upper half of the complex ω plane (iω → ω + iδ) to determine the finite-temperature

retarded Green’s function Gret(~r, ~r, ω). The Fourier transform of Gret(~r, ~r, ω) in turn gives us the

energy-dependent FT-LDOS.

At very low temperatures, we can avoid the use of thermal Green’s functions and derive similar

results from Dyson’s equation of the zero-temperature Green’s function G(~r, ~r, ω). The imaginary

part of G(~r, ~r, ω) is related to that of the zero-temperature retarded Green’s function Gret(~r, ~r, ω)

by

Im [G(~r, ~r, ω)] = sgn(ω) Im [Gret(~r, ~r, ω)], (C.11)

from which the FT-LDOS in §6.3 is deduced.
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