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Abstract

Despite the increasing availability of high-quality optical satellite images, continuous mon-
itoring of Earth’s surface changes is still of limited use due to technical limitations. To
overcome these limitations, this thesis presents a processing chain to accurately orthorec-
tify and co-register sets of satellite and aerial images, which, associated with a precise
correlation technique, allow for the measurement of horizontal ground deformations with
accuracy better than 1/10 of the pixel size. The irregular resampling problem is addressed
to avoid introducing aliasing in the orthorectified images. Image registration and corre-
lation is achieved with an iterative, unbiased processor that estimates the phase plane in
the Fourier domain for sub-pixel shift detection. Errors due to the imaging system are
calibrated and modeled, topography artifacts are characterized and solutions are proposed
to compensate or to filter them.

A software package implementing these procedures, Co-registration of Optically Sensed
Images and Correlation (COSI-Corr), is available from the Caltech Tectonics Observatory
website. The procedure is validated in several different contexts, and applied to seismo-
tectonics and glaciology studies.

Accurate measurements of horizontal co-seismic displacements in the near fault zone
allow unambiguous imaging of surface ruptures. It is shown that measurements of surface
ruptures from optical aerial and satellite images compare well with field measurements, and
that in addition they have the potential of densely measuring the fault perpendicular com-
ponent, and the off-fault distributed slip. When combined with seismic waveform modeling,
fault geometry and surface offsets add crucial constraints to describe in details the seismic
faulting process.

Dense maps of glacier velocity are reported for several glaciers in Europe and in the
Himalayas. Optical image correlation proves robust even in challenging mountainous areas,

allowing accurate measurements of glacier flow velocity. Seasonal variations of glacier flow
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velocity are well identified, suggesting that such measurements can be used to better study

the effects of climate change, and to refine the tuning of numerical glacier models.
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Chapter 1

Introduction

1.1 Context of the Thesis

To assess seismic hazard, understanding the mechanics of earthquake rupture is crucial.
Predicting earthquakes is still considered the Holy Grail of seismo-tectonics, and many
doubt that it will ever be possible. However, some aspects of earthquake rupture could be
anticipated if the earthquake rupture process could be better understood. Seismic hazard
is therefore not assessed by trying to answer the question “when will the next earthquake
strike?”, but rather by asking related questions such as “where, or on which fault, can
an earthquake happen?” and “if an earthquake can happen there, how strong could the
ground shaking be, and how large could the damage area be?” Potential earthquake loca-
tion is investigated through geological field studies to identify active faults, and potential
magnitudes are estimated based on historical account or paleoseismological investigations.
Some aspects of future earthquakes might also be forcasted through mechanical modeling
based on fault geometry, past history of ruptures, and mechanical properties. Recommen-
dations for infrastructure construction are based on such studies to mitigate seismic hazard,
placing our understanding of earthquake rupture mechanics at the center of seismic hazard
assessment. Our understanding of earthquake mechanics, i.e, the ability of our mechanical
models to accurately reproduce past events, therefore relies heavily on the observations of
these events.

The rupture dynamics of past earthquakes is studied through models that are con-
strained by a combination of observations including seismograms and measurements of
ground displacements from GPS, radar interferometry, and field surveys. Measurements

from field surveys are of particular importance because thus far they have been the only
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data to reliably constrain the geometry and the slip distribution of fault ruptures. A funda-
mental source of information for earthquake modeling, field measurements of surface rupture
involve sending teams of geologists to where an earthquake has struck (sometimes in barely
accessible terrain) to find the fault trace (with the risk of missing it) and to measure the
ground displacement induced by the earthquake. Although such measurements have been
an invaluable source of information, the difficulty of the task has greatly diminished its
quantitative potential. For example, field measurements of surface ruptures can only be
made on a limited number of locations where clear offset piercing points are observable
(roads or terrace risers), and the fault-perpendicular component is generally not measur-
able. In addition, zones of distributed strain are generally not observable in the field. Field
observations are therefore completed by other measurements, but because seismic and GPS
stations generally sparsely cover, if at all, the near fault zone of seismic ruptures, they
can only provide large-scale information on the rupture dynamics. Radar interferometry
techniques provide denser details on the ground displacement induced by earthquakes, but
saturate around rupture zones where the ground displacement gradient exceeds the dimen-
sionless ratio of the radar pixel size by the radar wavelength. The key information that is
needed to adequately constrain mechanical models of seismic ruptures is then only accessi-
ble through field measurements. According to the context described, providing dense and
detailed information on the near fault coseismic displacement field therefore seems out of

reach, along with the design and calibration of accurate models describing seismic ruptures.

The first advance emerged in 2000 [1], when it was shown that the correlation of optical
satellite images could, under some restrictive conditions, provide quantitative measurements
of horizontal coseismic displacement fields in the near fault zone. My thesis work started
in 2003 in this context, and at that time, the technique was delivering hardly reproducible
results. It was already recognized that images, usually acquired at different view angles,
should be reprojected onto some common reference frame to be compared, but the effects
of lack of resolution in topography, camera modeling uncertainties, and satellite attitude
uncertainties on ground displacement measurements were unclear. Biases due to resampling
problems had also been acknowledged, but no formulation had been proposed to avoid them.
Correlation methods that worked well had been proposed, but measurement robustness was
still lacking, and measurement accuracy was unpredictable. Because no specific processing

chain existed, the impact of all the variables had not been characterized, and the general
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technique of correlating optical satellite images to measure ground deformation was lacking
formalization at all stages. Reliable use of the technique was therefore out of reach. The
primary goal of this work was to identify, understand, and overcome these major limitations
to propose a more mature technology that could potentially be used on an operational basis
in case of large disasters.

As will be demonstrated in the pages of this manuscript, these initial goals have been
reached, proposing a general processing chain to retrieve horizontal ground displacement
fields from optical satellite imagery. Deeper investigations have also extended the technique
to a variety of optical sensors, and to a variety of surface processes, having impact well
beyond the original field of seismo-tectonics. The principal claim defended in this thesis is
that optically sensed imagery, in addition and in complement to all the other techniques
currently in use, can provide accurate monitoring of a myriad of Earth surface dynamics

phenomena.

1.2 Structure of the Manuscript

This thesis exposes the processing methods, the limitations, and some key applications of
the correlation of optical satellite and aerial images in, but not limited to, seismo-tectonics
and glaciology. The manuscript is composed of papers that have been either published or

submitted during this thesis work and are:

e Chapter 2: S. Leprince, E. Berthier, F. Ayoub, C. Delacourt, and J.P. Avouac, “Mon-
itoring Earth Surface Dynamics with Optical Imagery,” Fos Transactions, American

Geophysical Union, vol. 89, January 1st, 2008.

e Chapter 3: S. Leprince, S. Barbot, F. Ayoub, and J.P. Avouac, “Automatic and
Precise Ortho-rectification, Co-registration and Sub-Pixel Correlation of Satellite Im-

ages, Application to Ground Deformation Measurements,” IEEE Transactions on

Geoscience and Remote Sensing, vol. 45, no. 6, pp. 1529-1558, 2007.

e Chapter 4: F. Ayoub, S. Leprince, and J.P. Avouac, “Measuring Coseismic Ground
Deformation from Aerial Photography Using COSI-Corr,” International Society for
Photogrammetry and Remote Sensing (ISPRS), (submitted), 2007.
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e Chapter 5: S. Leprince, F. Ayoub, Y. Klinger, and J.P. Avouac, “Co-Registration
of Optically Sensed Images and Correlation (COSI-Corr): an Operational Methodol-

ogy for Ground Deformation Measurements,” International Geoscience and Remote

Sensing Symposium (IGARSS), vol. 6, Barcelona, Spain, July 2007, pp. 2700-2702.

e Chapter 6: S. Leprince, P. Musé, and J.P. Avouac, “In-Flight CCD Distortion Cali-
bration for Pushbroom Satellites Based on Subpixel Correlation,” IEEE Transactions

on Geoscience and Remote Sensing, (in press), 2008.

e Chapter 7: J.P. Avouac, F. Ayoub, S. Leprince, O. Konca, and D. V. Helmberger,
“The 2005, Mw 7.6 Kashmir earthquake, rupture kinematics from sub-pixel correlation
of ASTER images and seismic waveforms analysis,” Farth and Planetary Science

Letters, vol. 249, no. 3—4, pp. 514-528, 2006.

e Chapter 8: D. Scherler, S. Leprince, and M. R. Strecker, “Glacier-Surface Velocities in
Alpine Terrain from Optical Satellite Imagery—Accuracy Improvement and Quality

Assessment”, Remote Sensing of Environment, (submitted), 2008.

Two additional papers illustrating how the correlation of optical satellite images can
complement geological and seismological observations have also been prepared, but do not

appear in this thesis. However, the reader is invited to consult them. They are:

e M. Taylor, S. Leprince, J.P. Avouac, and K. Sieh, “Detecting Co-seismic Displace-
ments in Glaciated Regions: An Example from the Great November 2002 Denali
Earthquake Using SPOT Horizontal Offsets,” Farth and Planetary Science Letters,
(in press), 2008.

e A. O. Konca, S. Leprince, J.P. Avouac, and D. V. Helmberger, “Rupture process of
1999, Mw 7.1 Duzce Earthquake from Joint Analysis of SPOT, GPS, InSAR, Strong-
motion and Teleseismic data,” Bulletin of the Seismological Society of America, (sub-

mitted), 2008.

Chapter 2 is a short non-technical paper targeting a large audience and used here as a
brief overview of the work accomplished and of the ideas developed in the following chapters.
Chapter 3 is the fundamental paper of this thesis, presenting the processing chain that

allows for precise orthorectification, co-registration and sub-pixel correlation of pushbroom



5

satellite images. Chapter 4 presents the extension of Chapter 3 to the processing of aerial
frame photographs and pinpoints the specificities of these sensors. Chapter 5 demonstrates
that the technique from Chapter 3 can be indifferently applied to different pushbroom
satellites, and that satellite and aerial images of different resolutions can be combined to
analyze coseismic displacement fields at different scales. Chapter 6 tackles the recurring
problem of in-flight sensor calibration for pushbroom satellites. A general procedure that
suppresses systematic biases in ground displacement measurements is exposed. Chapter 7
demonstrates how dense measurement of the near fault zone coseismic displacements from
satellite imagery benefits earthquake rupture modeling, and how this information, coupled
with seismic waveform analysis, could help in early damage assessment of large earthquakes.
Chapter 8 presents the particular use of optical satellite image correlation to derive glacier
flow velocities, and particularities to high mountainous terrains are discussed. Finally,
Chapter 9 concludes this thesis and discusses the major advances, as well as the perspectives,

of the work described in this manuscript.






Chapter 2

Monitoring Earth Surface
Dynamics With Optical Imagery

By Sébastien Leprince!, Etienne Berthier?, Francois Ayoub!, Christophe Delacourt?,
and Jean-Philippe Avouac!

I Tectonics Observatory, Geology and Planetary Science Division, California Institute of
Technology, Pasadena, California, USA

2 CNRS-LEGOS, 14 av. Ed. Belin, 31400 Toulouse, France

3 Domaines Ocaniques, UMR 6538, IUEM, Université de Bretagne Occidentale, Plouzané,

France

Foreword— This chapter has been published under the reference S. Leprince,
E. Berthier, F. Ayoub, C. Delacourt, and J.P. Avouac, “Monitoring Earth Sur-
face Dynamics with Optical Imagery,” FEos Transactions, American Geophysical
Union, vol. 89, January 1st, 2008. In this thesis, it is referred to as reference [2].
The image analysis has been performed by S. Leprince, demonstrating the gen-
erality and broad applicability of the technique developed in Chapter 3. This
chapter has benefited from the expertise in glaciology of E. Berthier, the exper-
tise in landslide hazards of C. Delacourt, and the expertise in tectonics of J.P.
Avouac. E. Berthier and C. Delacourt have also permitted low-cost access to
the images. The Mer de Glace and Barcelonette SPOT 5 images were acquired
thanks to the Incitation a 1’Utilisation Scientifique des Images SPOT (ISIS)

program. SPOT 5 images copyright Centre National d’Etudes Spatiales. The



8

efficient packaging of the COSI-Corr software by F. Ayoub allowed the image

analysis algorithms to run within a reasonable amount of time.

The increasing availability of high-quality optical satellite images should allow, in prin-
ciple, continuous monitoring of Earth’s surface changes due to geologic processes, climate
change, or anthropic activity. For instance, sequential optical images have been used to mea-
sure displacements at Earth’s surface due to coseismic ground deformation [1], ice-flow [3,4],
sand dune migration [5], and landslides [6, 7].

Surface changes related to agriculture, deforestation, urbanization, and erosion—which
do not involve ground displacement—might also be monitored, provided that the images
can be registered with sufficient accuracy. Although the approach is simple in principle,
its use is still limited, mainly because of geometric distortion of the images induced by the
imaging system, biased correlation techniques, and implementation difficulties.

These obstacles have been overcome thanks to recent methodological advances and the
development of a user-friendly software package called Co-Registration of Optically Sensed
Images and Correlation (COSI-Corr) [8]. The software makes it possible to coregister images
and to measure surface displacements with unprecedented ease and accuracy. This article
describes some applications of the technique and pinpoints some key thematic questions

that can benefit from this approach.

2.1 Increase of Data Set Availability

The application of the technique depends primarily on the availability of high-quality optical
images, for which there exists considerable archived data to mine. Aerial surveys by the U.S.
Geological Survey have covered the United States since the 1950s, the Institut Géographique
National has surveyed the French territory since the 1940s, and similar archives exist across
the world. Multiple satellite programs have delivered worldwide coverage such as Landsat
since 1972, Satellite pour I’Observation de la Terre (SPOT) since 1986, and the Advanced
Spaceborne Thermal Emission and Reflection Radiometer (ASTER) instrument, on board
the NASA satellite Terra, since 1999. Many high-resolution satellites have been launched
more recently, including IKONOS, QuickBird, OrbView, EROS, and FORMOSAT.
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Images acquired by these programs have been essential in assessing temporal changes
induced by large-scale natural disasters like earthquakes, tsunamis, floods, and volcanic
eruptions. However, precisely quantifying temporal changes between series of images, pos-
sibly acquired by different instruments and at different resolutions, remains a considerable

challenge.

2.2 COSI-Corr Software Package

The COSI-Corr software package allows for automatic and precise orthorectification, co-
registration, and sub-pixel correlation of satellite and aerial images [8]. The procedure does
not require external information such as GPS measurements of ground control points, and
it is based solely on topographic knowledge and on the ancillary data provided with the
observing platform.

In particular, the software package takes advantage of the availability of accurate digital
elevation models with global coverage (Shuttle Radar Topography Mission). Sub-pixel
change detection (i.e., correlation) is then applied to the set of orthoimages produced. COSI-
Corr makes it possible to measure local displacements between temporal series of images,
possibly acquired by different instruments and at different resolutions, with measurement
accuracy of the order of a small fraction of the nominal images’ resolution.

A plug-in for Environment for Visualizing Images (ENVI) remote sensing software,
COSI-Corr is freely available from the California Institute of Technology’s Tectonics Ob-

servatory (http://www.tectonics.caltech.edu).

2.3 Coseismic Deformation

Coseismic deformation is generally studied through field surveys of surface ruptures or
geodetic or interferometric synthetic aperture radar (InSAR) measurements. However, these
techniques often fail to provide detailed maps of the near-field surface strain, which may
consist of a complex of surface ruptures and cracks within a fault zone of finite width.
Consequently, INSAR and field measurements are not efficient approaches to estimating the
total slip across a fault zone and its along-strike variability.

The distribution of slip, which is critical to understanding earthquake dynamics and
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the damaging near-field seismic waves, might be best assessed from correlating optical
images. Optical-image correlation has proven to be efficient in mapping fault ruptures
and in measuring both the fault-parallel and fault-perpendicular components of coseismic
displacements [9]. Several studies indicate success in correlating images from the same
sensor and with nearly equal incidence views, e.g., [1,10,11].

COSI-Corr now allows the processing of images acquired by different systems and with
different incidence views, considerably broadening the technique’s potential. Fig. 2.1 shows
one component of the coseismic displacement field induced by the 1999 Mw 7.1 Hector Mine
earthquake, California, measured by correlating a 10-meter SPOT 4 image with a 15-meter
ASTER image. Although the deformation field is not as well resolved as the one measured
by correlating two SPOT images with 10-meter resolution [8], the fault trace is effortlessly
delineated and the fault slip vectors can be measured from the surface displacement discon-
tinuities. A secondary branch of the rupture that accounts for a right lateral displacement
of about 1 meter is also visible. This example also demonstrates the sub-pixel capabili-
ties of COSI-Corr. Even with images from different sensors, uncertainties on the fault slip

measurements are very low: (.15 meter to 0.8 meter.

2.4 Ice Flow

In the current climatic context, monitoring continental ice and better understanding glacier
dynamics are crucial. Rignot and Kanagaratnam, [12], recently detected that the rapid
increase in ice velocities is the major cause of mass reduction of polar ice sheets, but the
seasonal and interannual variability of glacier flow remains poorly known. Cross correlation
of optical imagery can address these issues [4,6]. Fig. 2.2 shows horizontal displacements
in the Mer de Glace area (Alps) over 26 days (23 August to 18 September 2003), derived
from 2.5-meter-resolution SPOT 5 images. Our study reveals details of the ice velocity field
with exceptional accuracy. Very few areas of decorrelation are observed, and when such
areas are present, they result mainly from changes in length and orientation of mountain
shadows between the two dates. Around the main glaciers, many small, disconnected regions
(subkilometric size) have measurable motion. This complete and homogeneous ice flow field
measured with COSI-Corr is valuable to validating and calibrating ice flow models, which

can then be used to predict the fate of mountain glaciers and ice sheets under global warming
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Figure 2.1: North/south component (northward positive) of the coseismic displacement field
due to the 1999 Hector Mine earthquake, California. The pre-earthquake image (10-meter
SPOT 4 acquisition from 17 August 1998) and the post-earthquake image (15-meter ASTER
acquisition from 10 May 2000) were orthorectified and coregistered on a 10-meter-resolution
grid, and offsets were measured from subpixel correlation between sliding windows. No
measurement is assigned to white points where the correlation is too weak. The main fault
rupture is a linear discontinuity in the data. Horizontal fault slip vectors are measured
from linear least-square adjustment on each side of the fault and on each N-S and E-W
component of profiles running perpendicularly to the fault. Profiles are stacked over a
width of 2km. This produces the vector plot of the displacement at fault, showing right-
lateral strike-slip motion. Ellipses represent the 95% confidence interval. The standard
deviation on individual measurements is around 1.3 meters.
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scenarios.

2.5 “Slow” Landsliding

The mechanics of slowly moving landslides, a common phenomenon in mountainous areas,
also remains poorly understood. The dynamics are complex and highly sensitive to climatic
factors [13], making it difficult to assess how slow landslides evolve with time. Conventional
geodetic measurements (tacheometry, leveling, kinematic GPS) are commonly used to mon-
itor the temporal evolution of landslides, but they cannot capture the spatial heterogeneities
of mass movement, which may be best assessed with multitemporal images.

Fig. 2.3 shows cumulative horizontal displacement over about 11 months, measured from
the sub-pixel correlation of two 2.5-meter-resolution SPOT 5 images. This displacement
field is consistent with InNSAR measurements [14], but it provides better spatial resolution.
Interestingly, the velocity field does not coincide with the geomorphic expression of the
landslide and is highly heterogeneous. A network of benchmarks had been installed for
repeated geodetic measurements. Although the targets were correctly placed according
to the morphology of the landslide, they missed the most active areas. These areas were

revealed by our technique and may otherwise have remained undetected.

2.6 A Technique Ready for Operational Use

Investigating and monitoring Earth’s surface evolution through co-registration and corre-
lation of multitemporal and multisensor images is promising, especially given the existing
archives of satellite and aerial images, the increasing number of satellite imagery systems,
and their improving resolution. The COSI-Corr methodology corrects pointing inaccuracies
in both push-broom satellites and aerial images to achieve sub-pixel image co-registration.
In addition, the sub-pixel correlation of precisely co-registered images allows for the accurate
estimation of displacement fields between multitemporal images.

The accuracy of the technique may be limited by the following: availability of accurate
digital elevation models, especially in mountainous areas; the quality of ancillary data
provided with the images (attitude records should be well sampled); radiometric noise,

sensor saturation, and aliasing; shadow length and orientation differences between images;
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Figure 2.2: (a) Amplitude of the horizontal displacement over the Mer de Glace area from 23
August 2003 to 18 September 2003, obtained from two panchromatic 2.5-meter-resolution,
SPOT 5 images. Arrows indicate the flow direction. Displacements below the images
resolution appear in blue. Displacements as high as 55 meters (about 800 m/yr) are recorded
over this 26-day period. (b) Displacements along a central flow line of the Mer de Glace
measured from SPOT 5 images and from campaign GPS. The time period covered by the
GPS (12 August 2003 to 3 September 2003) starts slightly earlier in the summer and includes
the August 2003 European heat wave, which explains the faster velocities observed over this
period [4]. (c)Displacement along transverse profiles AA’ and BB’.
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Figure 2.3: (a) Orthorectified SPOT image of the La Valette landslide (Ubaye Valley,
French Alps). The red diamonds show the geodetic benchmarks for field survey. (b) Ab-
solute horizontal displacement and displacement vectors as imaged from the correlation of
two 2.5-meter SPOT 5 images acquired on 19 September 2003 and 22 August 2004. The
maximum displacement is 9 meters. Longitudinal and transversal profiles, along AA’ and
BB’, respectively, show the raw data (red dots) and the average over a 15-meter-wide swath
(black line). The black diamonds indicate the geodetic benchmarks. The displacement field
revealed from the correlation would not have been noticed in the geodetic measurements.
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variations in snow, cloud, or vegetation cover; or man-made changes such as new buildings.

Despite these limitations, COSI-Corr is an efficient and versatile tool for investigating
a variety of geomorphic and seismotectonic processes such as faulting, the mechanics of ice
flow and the effects of climate, and landslides.

This approach has myriad potential applications: For instance, it has also been used to
accurately measure sand dune migration. Correlation of optical images is a valuable comple-
ment to InSAR to measure displacements at Earth’s surface because it directly provides the
two components of the horizontal displacement field, it is more robust against decorrelation,
and it does not saturate if there is a large displacement gradient. Furthermore, because
COSI-Corr also allows for accurate co-registration of multispectral bands, applications that
require high-quality band-to-band co-registration, such as vegetation monitoring, can also

be investigated.
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Chapter 3

Automatic and Precise
Orthorectification,
Co-Registration, and Sub-Pixel
Correlation of Satellite Images,
Application to Ground
Deformation Measurements

By Sébastien Leprince!, Sylvain Barbot?, Francois Ayoub?, and Jean-Philippe Avouac?

! Electrical Engineering Department, California Institute of Technology, Pasadena, Califor-
nia, USA
2 Division of Geological and Planetary Sciences, California Institute of Technology, Pasadena,

California, USA

Foreword— This chapter is an updated version of a previously published
paper under the reference S. Leprince, S. Barbot, F. Ayoub, and J. P. Avouac,
“Automatic and Precise Ortho-rectification, Co-registration and Sub-Pixel Cor-
relation of Satellite Images, Application to Ground Deformation Measurements,”
IEEFE Transactions on Geoscience and Remote Sensing, vol. 45, no. 6, pp. 1529—
1558, 2007. In this thesis, it is referred to as reference [8]. This chapter con-

stitutes the fundamental part of this thesis, identifying and formulazing the

processing steps necessary to make quantitative measurements of ground dis-
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placements using optical satellite images. All studies in this thesis take root
from this chapter. S. Leprince is responsible for the theoretical work, design,
and tests of the algorithms described, while S. Barbot and F. Ayoub have con-
tributed in editing and packaging these algorithms. This packaging work has
made possible the release of the Co-registration of Optically Sensed Images and
Correlation (COSI-Corr) software package. J.P. Avouac is the project principal

investigator.

We describe a procedure to accurately measure ground deformations from optical satel-
lite images. Precise orthorectification is obtained thanks to an optimized model of the
imaging system where look directions are linearly corrected to compensate for attitude
drifts, and sensor orientation uncertainties are accounted for. We introduce a new compu-
tation of the inverse projection matrices for which a rigorous resampling is proposed. The
irregular resampling problem is explicitly addressed to avoid introducing aliasing in the
orthorectified images. Image registration and correlation is achieved with a new iterative,
unbiased processor that estimates the phase plane in the Fourier domain for sub-pixel shift
detection. Without using supplementary data, raw images are wrapped onto the digital el-
evation model, and co-registered with a % pixel accuracy. The procedure applies to images
from any pushbroom imaging system. We analyze its performance using SPOT images in
the case of a null test (no coseismic deformation) and in the case of large coseismic defor-
mations due to the Mw 7.1 Hector Mine, California, earthquake of 1999. The proposed
technique would also allow precise co-registration of images for the measurement of surface
displacements due to ice-flow or geomorphic processes, or for any other change detection
applications. A complete software package, COSI-Corr, is available for download from the

Caltech Tectonics Observatory website.

3.1 Introduction

Earth surface changes can be determined by comparing pairs of optical satellite images
acquired on different dates. Precise image co-registration is a prerequisite in such appli-

cations and this critical step is often a major source of limitation [15], [16]. For instance,
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a registration accuracy of less than % of a pixel is required to achieve a change detection
error of less than 10% in Landsat Thematic Mapper images, [17]. As to the measurement
of Earth surface displacements, which is the driving motivation of this study, most appli-
cations require a measurement accuracy of less than 1 meter. This implies the images’
co-registration accuracy must be even less, significantly smaller than the pixel size of most
currently available optical satellite images. Examples of such applications include the mea-
surement of coseismic ground deformations [1], [18], [10], [19], of ice flow [4], and of sand
dune migrations [5].

Difficulties in accurately co-registering satellite images arise from the non-ideal charac-
teristics of the optical systems, the changing attitude of the spacecraft during the scanning
operation of the images, digital elevation model (DEM) errors, and inaccurate resampling.
The accuracy of the measurements of ground displacements in addition depends on the per-
formance of the correlation technique. Despite these difficulties, encouraging results were
obtained in a number of studies. It should be noted however that they were all carried
on using data from only one imaging system and under restrictive conditions such as sim-
ilar viewing angles and satellite tracks [1], [20], [21], or using external information from
GPS measurements [10]. Precise co-registration of images with viewing angle differing by
more than 3° also seems out of reach [21], [1]. The operational use of such a technique, in
particular to monitor coseismic deformations, would benefit from a more generic approach
allowing cross correlation of images from different imaging systems with different viewing
angles, and without the need for information other than what is extracted from the satellite

ancillary data and the topography.

To be co-registered, remotely sensed images need to be projected and resampled onto
some common reference system. One method consists of fixing one image as the reference
image, the master image. Its viewing geometry defines the common reference system, and
other images, the slave images, are projected and resampled onto this reference system.
Analysis of images’ discrepancies is carried out in this reference frame by applying the
desired change detection algorithm. This approach is commonly used in processing pairs
of radar images to produce differential interferograms [22]. Examples with optical images
are found in [18] and [4]. A second method is to project and resample each image onto a
reference system that is independent of the satellite viewing geometry, such as a ground

projection. The technique thus consists of projecting images onto the ground according
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to their viewing geometry, change detection analysis being performed on the set of ground
images generated. This approach is illustrated in [1], [10], and [19]. Here we prefer this
second method. It is the most flexible way to co-register images from different acquisition
systems (e.g. pushbroom images, aerial photographs, etc...) and the production of ground
projected images provides a georeferenced by-product suitable for many other needs.

This paper describes an automatic processing chain to accurately and rigorously co-
register and compare a set of optical satellite images. The processing chain is composed
of four fundamental processes: the first process projects each pixel from the satellite focal
plane onto a ground reference system. This operation utilizes knowledge from both the
imaging system and the ground topography. The second process performs the resampling
of the acquired image according to the projection mapping previously calculated. This
yields ground projected images, called orthorectified images. Cumulative uncertainties on
both the imaging system and the topography lead to distortions and mis-registrations be-
tween the pairs of orthorectified images to be compared. The processing chain is therefore
augmented with a third process optimizing the satellite viewing parameters with respect to
some reference frame. This reference frame will be either a shaded version of the topogra-
phy model or another image previously orthorectified. Mis-registrations to be corrected are
measured from the fourth process, a correlation.

In this study we focus on images from the SPOT (Satellite pour 1’Observation de la
Terre) satellite systems principally because raw images are delivered with all the acquisi-
tion parameters (ephemeris, attitude components during the imaging process, CCD look
directions, etc...) provided in ancillary data [23]. We also use panchromatic (PAN) im-
ages rather than multi-spectral images because of their higher ground resolution, which is
a major advantage for the measurement of ground deformations. PAN images of the SPOT
satellites 1,2,3,4 have a ground resolution of 10 m. 5m and 2.5 m ground resolution are avail-
able from SPOT 5. The technique presented can be applied to any multi-spectral images,
making it appropriate for any change detection applications. Images from other pushbroom
systems also can be processed from our methodology, as explained for ASTER (Advanced
Spaceborne Thermal Emission and Reflection Radiometer) images in Appendix D. An
application is given in [9].

The first three sections of the paper present, respectively, the orthorectification mapping

computation, the resampling scheme, and the correlation-registration algorithm. The fourth
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section describes the global optimization mechanism and the processing chain that allows for
accurate image orthorectification and co-registration. Finally, the last section assesses the
quality of the whole process and presents an application to the measurement of a coseismic

displacement field.

3.2 Pushbroom Geometry and Orthorectification Models

A rigorous way to register satellite images is to determine the orthorectification parameters
for each image such that precise registration is achieved. We therefore first examine the
modeling of the SPOT satellites’ viewing geometry. SPOT satellites are pushbroom imaging
systems, meaning that all optical parts remain fixed during the images acquisition and the
scanning is accomplished by the forward motion of the spacecraft. Each line in the image
is then acquired at a different time and submitted to the variations of the platform. Since
the pushbroom acquisition system of all SPOT satellites are modeled by the same set of
equations (see Appendix D for the case of ASTER images), it is possible to derive a common

orthorectification scheme.

3.2.1 The Direct Orthorectification Model

The direct orthorectification model computes the geographic location on the ground where
each pixel in the raw image, i.e. the focal plane of the instrument, has to be projected.

Notations are derived from the SPOT satellite geometry handbook [24].

3.2.1.1 Navigation Reference Coordinate System and Look Directions

The Navigation Reference Coordinate System (O7, X1, Y1, Z1) is the spacecraft body fixed
reference system. O; is the satellite center of mass and the axes are defined such that, at
nominal attitude when the satellite roll, pitch and yaw are null angles, if P and V are the

satellite position and velocity vectors, we have:

Yi//V
Z,//P (3.1)

)Zl :?1A21.
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Figure 3.1: Definition of the look direction ; from the look angles ¥, and V¥, in the
Navigation Reference Coordinate System

The SPOT satellites’ (1,2,3,4, and 5) positions and velocities are given in Cartesian
coordinates with reference to the ITRF (International Terrestrial Reference Frame) [25]. In
the past years, the WGS 84 geodetic system has been gradually aligned to the successive
ITRF realizations. For our study, we can consider that the WGS 84 and the different ITRF
realizations are undistinguishable, and we then express all coordinates in the WGS 84

reference system.

The SPOT satellites sensor consists of a Charge Coupled Device (CCD) line array re-
sponsible for the image pushbroom scanning operation. Expressed in the Navigation Refer-
ence Coordinate System, the look directions are modeling the equivalent pointing direction
of each CCD element. Constant during the image acquisition, they provide the internal
camera model accounting for the mirror rotation, optical distortions, and calibration pa-
rameters resulting from on-ground post-processing. The look directions are provided in
ancillary data in the form of a two-angle rotation, (¥, ¥, ), around the satellite body fixed
system axes (Fig. 3.1). Hence, for all columns ¢ and for all rows r in the raw image, the
look directions u; are given by:

ﬁll(c, T)

U (c,r) = ———-—, forall c¢r=1,...,N (3.2)
[y (e r)ll2
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Orbit

Figure 3.2: Orbital coordinate system and attitude variations

with
—tan ¥, (c)

iy (c,r) = tan ¥, (c) , for all r,
-1
where N is the number of CCD elements in the line array. Theoretically, these look directions
should be attached to the optical center of the imaging system. Here, we assume that they
are attached to the center of mass Oq, since to our knowledge, no model linking the optical
center to the center of mass is available. However, the non linear distortions induced by
this approximation account for much less than a millimeter on the ground and are neglected

here. Furthermore, the static error is absorbed from the parameters optimization, Section

3.5.1.2.

3.2.1.2 Orbital Coordinate System and Attitude Variations

The Orbital Coordinate System (O, Xa, Y3, Z5) is centered on the satellite (O2 = O7) and

its orientation is based on the spacecraft’s position in space (Fig. 3.2). Roll, pitch, and yaw
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variations are given as rotation angles around the Y5, Xo, and Zs axes defined by:

. P(t)

Z ==

ST

L(t) = V() A Z5(t) (3.3)
V(&) A Za(t)]]2

Ya(t) = Zo(t) A Xa(2),

where P(t) and V(t) are the instantaneous position and velocity of the satellite.

For historical reasons, SPOT attitudes data are expressed within the inverted Navigation
Reference Coordinate System [24]. Applying this convention and given ay(t), ar(t), ay(t),
the absolute rotation angles around the pitch, roll, and yaw axes at time ¢, the satellite look
directions w2 (c, r) in the Orbital Coordinate System for all CCD elements are given, for all

c,r=1,...,N, by:

(e, ) = By(r) - Ro(r) - Ry(r) - @ (c), (3.4)
with i )
1 0 0
Rp(r)= | 0 cosap(r) sinay(r) |,
0 —sinay(r) cosy(r)

[ cos ar(r) 0 —sina,(r) ]
R(r) = 0 1 0 ;
| sinay(r) 0 cosar(r) |

cosay(r) —sinay(r) 0
Ry(r) = | sina,(r) cosa,(r) 0 |,
0 0 1

where R,.(r), Ry(r), and R, (r) are the roll, pitch, and yaw rotation matrices at the time of

acquisition of image row r.
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3.2.1.3 Look Directions in Terrestrial Coordinate System

For each pixel in the raw image, the corresponding look direction w3 expressed within the

Terrestrial Coordinate System is then

us(c,r) = Xo,(r) Yo, (r) Z,(r) o (e, r). (3.5)

3.2.1.4 Location on Earth Model

The corresponding ground location M of the raw image pixel (¢, r) is determined by calcu-
lating the intersection between ws(c,r) and the Earth ellipsoid model. For any such pixel

we are then to find the point M (xps, yar, zar) that verifies

e —_—
OsM (c,r) = O3P(r) + p.is(c,r), for u>0

2?2 4y? 22 . A=a+h (3.6)
2 +ﬁ:17 Wlth ;
A B=b+h

and

where Os is the Earth Cartesian center and a and b are, respectively, the semi-major and
semi-minor axis of the ellipsoid. h is the approximated elevation above the ellipsoid at the

ground location M. For any pixel (¢, r), p is determined such that

2 2 2
A2

2 2
P} + P, +PZ2

a2 Tp|h

A? B?

2_'_2 |:P27u3m +Pyu3y I qu32:|

where O?;(r) = (Py, Py, P;) and u3(c,r) = (u3,,us3,,us3,). The smallest solution, u1, is
to be kept (the largest one intersecting with the other side of the ellipsoid) and used in
eq. (3.6) to obtain the geocentric coordinates M (zar, yar, zar) of the pixel (e, 7).

Using a DEM, the intersection with the topographic surface is computed by locally and

successively approximating the topography with a wider ellipsoid (Appendix A).

3.2.1.5 Direct Model Transformation Matrices

All the pixels in the raw image are associated with Cartesian geocentric coordinates, which

can be converted into geodetic coordinates, and then into UTM (Universal Transverse Mer-
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cator) coordinates [26], expressed in meters, like the ground displacements to be measured.
These ground coordinates are stored in two matrices, N and F, representing the Northing
and Easting components. The pixel of coordinates (¢,r) in the raw image will then have
the ground coordinates {E(c,r), N(c,7)}. The transformation matrices provide necessary
information to resample the raw image and to produce an orthorectified image.

However, this approach contains an important drawback: it projects the regular pixel
grid from the instrument focal plane to an irregular grid on the ground. On a large scale,
irregularities result from the global rotation between the raw and orthorectified images due
to the satellite orbit inclination. On a more local scale, irregularities are due to changes
in the satellite attitudes and to the topography roughness. For specific applications in
seismotectonics, coseismic displacements are typically of a sub-pixel scale. The resampling
of the images therefore needs particular attention to preserve sub-pixel information from
the raw images; resampled images have to respect the Shannon-Nyquist sampling criterion

to avoid aliasing (Section 3.3.1).

3.2.2 The Inverse Orthorectification Model

To facilitate the rigorous resampling of the images to orthorectify, we determine the non-
integer pixel coordinates in the raw image of a predefined regular grid on the ground.
This operation, called the inverse orthorectification model, has been investigated in several
studies [27], [28], [29]. However, they are all based on the collinearity equations stating that
a point in the focal plane, the optical center, and the imaged point on the ground are all
aligned. This assumption is no longer valid in the presence of aberrations or distortions from
the imaging system. Modern satellites, such as SPOT satellites, provide look directions as
a complete physical model of the imaging system [24]. We therefore propose a new inverse
orthorectification scheme, which fully exploits the information from the ancillary data, by
inverting the direct orthorectification model.

Our scheme assumes that any given point on the ground lying inside or in the close
vicinity of the imaged area has one and only one corresponding point in the image plane or
in its close vicinity. We extend the assumption to the close vicinity of the image because we
extrapolate attitude and sensor values outside the image plane. In practice this assumption
is satisfied when dealing with a stable imaging system, and can be verified a posteriori. We

have never encountered limitations due to this assumption.
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Figure 3.3: Inverse orth-rectification model principle

3.2.2.1 The Orthorectification Grid

To compare a set of co-registered images, all images have to be rectified onto a common
grid. The orthorectification grid is therefore defined as the smallest rectangular grid that
includes the image footprint, and whose starting coordinates (UTM) are a multiple of the
desired image resolution. Comparable images (orthorectified at the same resolution) will
then not suffer from grid misalignment. The image footprint is determined by application

of the direct orthorectification model to the four corners of the raw image.

3.2.2.2 Inverse Ortho-Rectification Principle

Given a point M on the ground (on the orthorectification grid) its elevation is determined
from bi-cubic interpolation of the DEM and its coordinates converted into the Earth-
centered Cartesian WGS 84 system [26].

Eq. (3.5) gives the look directions us(c,r) for all ¢, = 1,...,N. Now we consider
a continuous version of the look directions with the notation i3(x,y) and (x,y) € R2.
Finding the pixel coordinates (z,y) in the raw image that are associated with a given
point M (zas,yar, 2a) on the ground is equivalent of finding (z,y) € R? that minimize the
function

vl y 2
P(z,y) = |OsM — O3 M'(z,y)|l3, (3.7)
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where M’(z,y) should be the point on the ground seen from the look direction u3(x,y). Let
0?5 = (Py, Py, P.) be the satellite position for the look angle @3. Assuming a rectilinear
propagation of light through the atmosphere, the line of sight implied by u3 = (us,, us,,u3,)
is§= 0?5 +t.13, for some t > 0. If M’ lies at the intersection between 5 and the topography,
determining its coordinates is extremely tedious and the non-linearities of the topography
may cause the minimization of ® to fail. For both simplicity and efficiency, we construct a
projection plane for each point M on the orthorectification grid, on which M’ actually lies.
The projection plane P(M) is the plane passing through M and perpendicular to m
(Fig. 3.3). Since M € P(M), the solution of the minimization of ® is unchanged but the
straightforward computation of M’ and the near quadratic regularity of ® are now ensured.
All points M'(«, 3,7) in P(M) must satisfy W .MM’ = 0. Hence the projection plane

is explicitly defined by
zaro+ yaB + 2y — (23 + yi + 23) = 0. (3.8)
§ then intersects P(M) for

t:t*:d—xMPx_yMPy_zMPz

Tyus, +ynmus, + Zapus, (3.9)

with  d =23, +y3, + 23

The solution of the inverse orthorectification problem, (z*,y*), is therefore obtained by

minimizing the function

- —
D(z,y) = |O3M — O3 M’ (z,9)||3, (3.10)
with
. .
O3M'(x,y) = O3P(y) + t*.i3(x, y), (3.11)

for all points M in the orthorectification grid.

3.2.2.3 Minimizing ¢

By projecting M’ onto the plane surface P(M), the non-linearities of ® are now only due
to the satellite optical distortions and changing attitudes, which are smoothly varying in

the vicinity of the solution. The problem of minimizing ® is then quasi linear and the
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near-quadratic regularity of ® makes an unconstrained gradient minimization approach
appropriate.

The algorithm requires that ® be a continuous function for all z,y € R, while it is only
given at integer pixel locations. Satellite velocities, positions, attitudes, and sensor orien-
tations are then linearly interpolated between pixels and linearly extrapolated beyond the
image limits (to satisfy the unconstrained minimization process). The linear extrapolation
should preserve the continuity of the values as well as the global motion of the satellite. We
have chosen extrapolated points to lie on the line joining the values at the image limits in
both z and y directions.

Several classical gradient minimization procedures were tested, namely the quasi-Newton,
the steepest descent, and the conjugate gradients algorithms, but we occasionally experi-
enced convergence problems when the initialization guess was not accurate. The two-point
step size (TPSS) gradient algorithm [30] proved to be more robust and efficient. Implemen-

tation details are provided in Appendix B.

3.2.2.4 Inverse Model Transformation Matrices

Outputs of the minimization are stored into two matrices with dimensions determined by
the orthorectification grid. «* values are stored in the X matrix, y* values in the Y matrix.
If the ground coordinates of the upper-left-corner grid element are (FEy, Np) and the grid
resolution is 7, then at the ground location (Ey + ¢ -7, Ng — j - r) the pixel of coordinates
(X(i,7),Y(4,7)) in the raw image has to be projected. This inverse orthorectification model

is used next to resample raw images and to produce precise orthorectified images.

3.3 Image Resampling

In the image processing literature the nearest-neighborhood, bi-linear, and bi-cubic resam-
pling methods are the most commonly used [31]. These methods have been designed with
the constraint of keeping a small kernel size to minimize the computational cost inherent
to any convolution process. These resampling methods can be seen as a zeroth-, first-,
and third-order polynomial approximations of the theoretical resampling kernel, the sinc
function. Unlike the sinc function, approximating kernels introduce a certain amount of

aliasing in the resampled images [31], which may reduce the accuracy of any correlation
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Figure 3.4: General regular resampling scheme

process, hence any registration process. For example, systematic correlation biases have
been observed when images were resampled from these methods [1]. Moreover, it will be
shown next that an explicit formulation of the irregular resampling problem is required to

avoid addition of aliasing while constructing orthorectified images.

3.3.1 Resampling Regularly Spaced Data: Changing the Sampling Rate

Consider the continuous band-limited low-pass signal z.(t) sampled at the Nyquist rate QT—E
(with T the sampling period). The sampled signal is called Tsg, (t). Resampling a given

sampled signal can be done by sampling its reconstructed continuous version at a new rate

27
Ty

If Ty > Tpy, appropriate low-pass filtering of the reconstructed signal, which is equivalent
of reconstructing a lower band-limited version of z.(t), is needed to avoid aliasing in the
resampled signal s, (t). From the Shannon-Nyquist sampling theorem [32], a general ideal

reconstruction filter is written as:

wt
Smﬂ(td ) ) for t #0

hyy(t) = d (3.12)
1, for t =0,

where d can be seen as the effective reconstruction period. A general resampling scheme
that allows for up-sampling as well as for down-sampling regularly spaced data is designed
by setting the parameter d = Max(Ty,T1), Fig. 3.4. It is of note that up-sampling does not

add information and that z,,, (¢) is then oversampled.



31

3.3.2 Resampling on an Irregular Grid

We present an aliasing-free resampling scheme where the original signal is regularly sampled
and has to be irregularly resampled, which is the problem posed by the inverse orthorecti-
fication modeling.

For simplification, we assume that sampling irregularities account for a small fraction of
the mean sampling period. Denote by T the sampling period of the signal to be resampled
and by {71} the set of sampling periods of the resampled signal. It is supposed that
p({T1}) >> o({Th}). n(.) represents the mean operator and o(.) the standard deviation
operator. ,u({Tg}) = Ty and O'({T[)}) = 0 for regularly sampled signals. Therefore, the

parameter d of a general reconstruction filter for irregularly spaced data is such that
d = max (Ty, {Th}). (3.13)

This ensures the resampled signal to be aliasing free. However, it is locally subjected to
oversampling since this scheme is equivalent of reconstructing the signal at its lower regularly
sampled resolution. As it will be shown later, this non-optimality is not a problem for most

applications.

3.3.2.1 The Two-Dimensional Resampling Kernel

For simplicity and computational efficiency, we concentrate on separable resampling kernels.

The reconstruction filter is an ideal low-pass filter of the form:

hrdz,dy (IL‘, y) = do @

for z,y = 0,

where d,, d, are called the “resampling distances”. They represent the maximum distance
between adjacent samples in the = and y directions.

Practically, a finite length approximation is derived from weighting by a non rectangu-
lar window that tapers close to the edges, the Kaiser window. This helps in minimizing
the maximum reconstruction error [32] that mostly manifests itself as ringing in the recon-

structed image (Gibbs phenomenon). Setting the kernel length to 2N + 1 samples, the 2D
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separable Kaiser window is defined by:

N

Io(B:(1 = (5)%)%)  Do(By(1 = (5,))2)
IO(Bx) IO(ﬁy) ’

de;v»dy ('ITU yn) = fOI‘

_NdygyngNdya

0, otherwise,

where Ij(.) represents the zeroth-order modified Bessel function of the first kind and 3 the
shape parameter. Practically, the shape parameters are set to 8, = 8, = 3 and N = 12
samples. This set up is a reasonable compromise between the mean square reconstruction

error measured on a set of SPOT images and the computational cost.

If we call iy the image to be resampled and 71 the resampled image, then 77 is obtained

by the following two-dimensional discrete convolution:

1
c(x,y)

Z Z i0[$n7 yn]hrdz,dy (x —Tn,Y — yn)dez,dy ('T —TnyY — yn), (3-14)
Tn€Dg yn €Dy

iz, y] =

with

C(JI, y) = Z Z hrd%dy ($ —Tn,Y — yn)dezydy ($ —Tn,Y — yn)7
Tn€Dy yneDy

where D, = [x — Nd,,x + Nd,| and Dy = [y — Ndy,y + Nd,]. {xn,yn} are the original

data samples and {x,y} are the resampled data points.

3.3.2.2 Resampling Using Inverse Transformation Matrices

The inverse transformation matrices map a regular grid on the ground onto an irregular
grid in the raw image. This is equivalent of considering Ty = 1 (raw image sampled at every
pixel) regular and {71} irregular, both expressed in pixels since they are defined in the raw

image space. We define d, and d,, which must each verify:

d= maX(To, {Tl}) (315)
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Figure 3.5: Raw image Figure 3.6: Orthorectified image

If we denote by d; j, the local distances of the X matrix, then:

| Xij — Xic1j-1l, [ Xy — Xij-ls

1 Xij — Xic105 [ Xy — Xig1-1l
dij, =max | T mmEL (3.16)
| X — Xit1,j+1], 1 Xi; — Xi gl

| Xij — Xim1g41ls [ Xij — Xigj

for all points (4, 7) in the matrix X whose coordinates X (i+1, j41) are within the raw image.
Then, to avoid aliasing, one should choose d, = max(1, max({d;;,})). dy is determined
using the same procedure applied to the Y matrix. Resampling is now straightforward
because the points to be resampled are defined within the regular data set of the raw

image.

3.3.3 Inverse Resampling Results

We present some results from an image that has been processed using the inverse orthorec-
tification model and the inverse resampling procedure. The raw image is a SPOT 5 PAN
image of the Hector Mine area in California with a nominal ground resolution of 5m and
scene orientation of 13.6°. It is orthorectified at a ground resolution of 10m on a UTM
projection. The computed resampling distances are d, = 2.501 pixels and d, = 2.413 pixels.

The raw and the orthorectified images are presented in Fig. 3.5 and Fig. 3.6.
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Figure 3.7: Distribution of local resampling distances (in pixels) for each transformation
matrix

3.3.3.1 Resampling Distances

The rescaling factor is % (the resolution is lowered by a factor of 2). The resampling
distances should then be d, = d, = 2 pixels. The rotation angle corresponds to the scene
orientation a = 13.6°. Geometrically, if we take a square of side length a, rotating it by an
angle «, then the smallest non-rotated square that will contain the rotated one will have a
side length d = a2 cos(§ — a). Taking a = 2 pixels, the first-order approximation of the
resampling distances is then d, = d, = 2.414 pixels. Accounting for local distortions due to
topography and satellite attitude variations, the resampling distances computed from the
transformation matrices differ slightly from this estimate. This validates the resampling
distance computation. Moreover, this computation is done with no a priori knowledge

on the scene orientation, making this resampling scheme suitable for all optical imaging

systems.

Fig. 3.7 shows that the irregularities of the sampling periods are much smaller than the
average sampling periods, as assumed above. In this particular case M({dz‘,jz}) = 2.41 pixels

with o ({d;;,}) = 0.020 pixel, and p({d; ;,}) = 2.40 pixels with o ({d; ,}) = 0.036 pixel.
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Figure 3.8: Raw image log-spectrum Figure 3.9: Orthorectified image
log-spectrum

3.3.3.2 Fourier Spectrum of Orthorectified Images

Fig. 3.8 and Fig. 3.9 represent the Fourier spectrum of the raw and orthorectified images.
These spectrums have been computed over small corresponding areas. The zero frequency
is at the center of the images.

The rotation seen in the orthorectified image spectrum reflects the general rotation
applied to the raw image, [33], when producing the orthorectified image. However, distor-
tions due to the local topography are here producing a shear effect. The truncation of the
spectrum is visible since it fits within the bandwidth defined by the Nyquist resampling
frequency. As no aliasing (no frequency folding on the edges) is noticed in the orthoimage
spectrum, we conclude that resampling distances are correctly computed. The dark areas
of the orthorectified spectrum denote over-sampling, making this resampling scheme not
optimum: even though the image is being resampled on a 10 m grid, the frequency content
is the one of an image that would be “optimally” resampled at a resolution of approximately

12.5m. An objective sense of “optimal” resampling is defined from the sampling efficiency.

Sampling efficiency. The sampling efficiency n of a sampling scheme that allows no
aliasing is defined as the ratio between the area S, support for the information (where the
spectrum is not zero) within the Fourier elementary cell, and the area of the Fourier ele-
mentary cell. We call the Fourier elementary cell the cell that periodically tiles the Fourier

plane of a discrete signal.
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Applying in the Fourier domain the formula we used in 3.3.3.1 to deduce the smallest size
of a square containing a rotated square, the efficiency of the resampling scheme presented

is therefore:
1

T
n(a) = m, for a € [0, Z]’ (3.17)

where « is the scene orientation. Hence for a general application n € [%, 1], at most. In this

particular example, this gives ngpor ~ 0.69 (1 is a decreasing function of «).

3.3.3.3 Possible Improvements

The main limitation of this resampling scheme comes from the separability of the kernel.
Ideally, the resampling kernel would be locally rotated, so that it would be aligned with
the grid defined by the resampling points in the raw image. Consequently, the vanishing
high-frequency points in the Fourier spectrum will all correspond to the Nyquist frequency,
the spectrum will not be rotated anymore, and the scene orientation will not induce over-
sampling. The rotation of the resampling grid could be estimated from the local rotations
in the inverse transformation matrices.

Another improvement would be to use locally adaptive resampling distances. In areas of
steep topography, the resampling distances take high values while lower values correspond
to areas of flatter relief. By imposing the maximum resampling distances to be used for the
whole image, over-sampling is introduced in flatter topography areas, limiting the image
effective resolution in those regions. This could be the main limiting sampling efficiency
factor with high-resolution images. These possible improvements would ensure the sampling

efficiency of the orthorectified image to come close to unity.

3.4 Correlation of Optical Images

3.4.1 Statement of the Problem

We discuss a technique to accurately and robustly measure the relative displacement be-
tween two images of the same resolution, one being the shifted version of the other. The
problem to solve is an image registration problem [34] that we have chosen to tackle with cor-
relation methods: two similar images are said to be registered when their cross-correlation

attains its maximum. The relative displacement is then deduced from the position of best
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registration.

The registration/correlation algorithm needs to meet several requirements:

e We are primarily interested in measuring coseismic displacements from pre- and post-
earthquake images. For SPOT 1, 2, 3, 4 images, the finest resolution available is 10 m.
Commonly, horizontal coseismic displacements are less than 10m. The correlation
algorithm must then allow for sub-pixel measurements with an accuracy of a few tens

of centimeters. The required accuracy is therefore at least % of a pixel.

e During the image co-registration process, correlation is needed to measure the mis-
registration to be corrected even though it can be large. The correlation should then
also give precise measurements at the multi-pixel scale, typically half the correlation
window size. The image co-registration accuracy should be better than the coseismic

displacement measurement accuracy.

e The spatial resolution of the coseismic offset field measured depends on the size of
the sliding correlation window. We therefore seek a method that is reliable on small

correlation windows, typically 32 x 32 pixels.

e Correlation should be as insensitive as possible to temporal decorrelations, data quan-

tization, or other noise sources.

e For general use, the parameters of the algorithm should not depend on the window

size.

e This algorithm has to be general so that it can process any digital images. We saw
that the Fourier spectrum of the orthorectified images may be quite peculiar. The
algorithm should then adapt to any given spectrum. When extending the global co-
seismic offset measurement technique to other optical devices (other satellite systems

or aerial photographs), this correlation scheme should remain valid.

3.4.2 Phase Correlation Methods

We focus on particular correlation methods, the phase correlation methods, which have
already shown good results for similar applications [1], [20], [10], [19]. All phase correlation

methods rely on the Fourier Shift Theorem [32]: the relative displacement between a pair
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of similar images is retrieved from the phase difference of their Fourier transform. Let iy

and iy be two images that differ only by a displacement (A;, A,) such that
io(2,y) = i1(z — Ay, y — Ay). (3.18)

Denoting by I; and I their Fourier transform, from the Fourier Shift Theorem we have the
relation

Iy(wg,wy) = Il(wm,wy)e_j(w“A$+w9Ay), (3.19)

where w, and w, are the frequency variables in column and row. The normalized cross-

spectrum of the images 77 and iy is then

D (W )15 (Wa, Wy) o AatoyAy) (3.20)

C' 3 ) = ’
2122(w33 wy) |Il(wx,Wy)I;(wx7wy)’ ‘

where * denotes the complex conjugate. The images’ relative displacement can thus be
estimated from the two-dimensional slope of the cross-spectrum’s phase. Applying the

inverse Fourier transform, 7!, to eq. (3.20), we have the correlation function
f*l{ej(szz+wyAy)} =6(z+ Agyy + Ay)' (3.21)

The images’ relative displacement can then alternatively be estimated from the coordinates
of the correlation peak. In case of sub-pixel displacements, this peak is not a Dirac delta
function anymore, but a downsampled version of a Dirichlet kernel [35]. Further processing

is then required to recover the image shift.

These approaches show that phase correlation methods fall into two categories. In the
first category, the relative images’ shift is recovered by explicitly estimating the linear phase
of the images’ cross-spectrum [1], [36], [37]. In the second category, the relative displacement

is calculated by determining the exact location of the correlation peak [35].

In [35], images to be correlated are supposed to be sampled with a sampling efficiency
n = 1. This is generally not the case when images have been resampled for orthorectification.
Also, to avoid correlation bias, frequency masking should be applied to only select parts
of the cross-spectrum where the phase information is valid (images may be corrupted by

aliasing or optical aberrations). For these reasons, a correlation algorithm whose main
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scheme belongs to the first category will be described, adaptive masking being applied on

the cross-spectrum.

3.4.3 Phase Correlation Properties

We review some properties of the phase correlation methods, and evaluate the sensitivity
to additive white noise and blur, two common phenomena [38]. We also discuss the range
of measurable image shifts.

3.4.3.1 Image Blur

The image i1 of a natural scene w1, acquired by an imaging device using incoherent illumi-

nation, is modeled as

i1(z,y) = (2, y) * [ha(z,9) ], (3.22)

where hj is the instrument point spread function (PSF) [39] and * denotes the continuous

time convolution. The optical transfer function (OTF) of the device is
H(wz,wy) = F{|h(z, )]}, (3.23)
where F denotes the forward Fourier transform. Then
I (we, wy) = Ut (we, wy) Hi(wz, wy), (3.24)

where Uy (wg,wy) = F{ui(x,y)}. If the same scene is acquired at a different time with
possibly another instrument of OTF Hy, considering the two scenes displaced by (Az, Ay)
such that ug(z,y) = ui(z — Ay, y — Ay), then eq. (3.20) becomes

_ iweButw,a,) H1(We, wy) H3 (W, wy)

Ciiin(Wgyw . 3.25

1112( x y) |H1(w17 Wy)H;(wza Wy)| ( )

If both images are acquired by the same instrument, then Hy; = Ha, Cji,(we,wy) =
eI WeBatwyBy) and the measurement of (A, A,) is not biased. If the two optical devices

are different (e.g., SPOT and aerial camera, or SPOT-4 and SPOT-5), H; # Hy and the
measurement is potentially biased. From eq. (3.23), it follows that for an aberration-free

and diffraction-limited optical system, the OTF is always real and nonnegative. In such
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cases, Cj i, (wy,wy) is therefore not biased. However, aberrations can cause the OTF to
have negative values in certain bands of frequencies [39]. For SPOT satellites, only % of
the spectral bandwidth is aberration-free [38]. Hence this motivates the masking of high
frequencies to achieve a bias-free correlation. It thus turns out that the sub-optimality
of the resampling efficiency does not appear to be a serious drawback, since oversampling

contributes in masking possible aberrations.

3.4.3.2 Phase Correlation and Noise

From the Wiener-Khintchine Theorem [40], the inter-spectral density, Syy(w), of two jointly
wide sense stationary (WSS) random processes, z(t) and y(t), is defined as the Fourier

transform of their cross-correlation function:
Szy(w) = F{Ray(1)}, (3.26)

with R,y (1) = E{x(t)y*(t—7)}, and E{.} denotes the expectation over all possible outcomes
of z and y. It can be shown that the relation (3.25) also holds if we consider the images as

random stationary processes [38], [41]:

Si1i2 (wﬂb"wy)
‘SiliQ (wx, wy)‘

= Ci1i2 (wx,wy). (327)

Consider two theoretical images, u; and ua with no noise, such that ua(z,y) = ui(x —
Az, y—Ay). Assume that the noises from the scenes (temporal decorrelation, atmospheric
noise, topographic effects, shadows, etc...) and from the sensor (quantization, thermal
fluctuations, etc...) are all white and additive. The complete acquisition system is sketched
in Fig. 3.10, where n;(x,y) and n;;(z,y) are white noises, thus WSS by definition. The

inter-spectral density of the acquired images i; and i, is then given by [38], [41]:
Sivio (W, wy) = Hi (Wa:awy)ej(szﬁwyAy)H;(wz,Wy)-

Under the assumption of additive white noises, the displacement of the scenes is only altered

by optical aberrations. In the case of aberration-free imaging systems, or when it can be
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Figure 3.10: Modeling of the acquisition systems

assumed from some appropriate frequency masking, then:

Siig(War Wy) s datwyAy) (3.28)
|S’i1i2 (wx, wy)|

Hence the measurement of ground displacements is not biased by either additive white noise

or blurring, or a combination of the two phenomena.

3.4.3.3 Solution Periodicity and Largest Measurements

Define two discrete images of size N x N pixels such that
oz, y] = i1r — Ag,y — Ay (3.29)
The discrete normalized cross-spectrum is given by
Civin ki, ] = €7 T o dathyly) (3.30)

for ky,ky = 0,...,N — 1. Now examine the case where images are shifted by (Az, A,)

+(ng, ny)N samples so that

islz,y] = itz — Ay + ny N,y — Ay + ny N,



42

for (ng,ny) € Z2. The cross-spectrum becomes

i ko oy = ¢ 5 (e (BartnaN)hy (A, V)
1179 Ty vy

— pJ2mkang G2mkyny o557 (ke Aoty Ay)

= Ci1i2 [kmv ky]'

Therefore, if (Ag, Ay) is a solution of the 41,42, N x N pixels image translative registration
problem, then (A, + nyN, A, + n,N) is also a solution, for any (ng,n,) € Z2. We have a

periodic set of solutions.

We will call physical solutions the solutions for which the two images to be correlated
share a common area when overlapped. The physical solution must be unique, and attained
for n, = 0 and n, = 0. From any solution in the solution set, the physical solution can be
uniquely determined if and only if |A,| < & and |A,| < §. Otherwise, there is ambiguity:
two different physical solutions in each x and y directions may exist, and wrapping of
the solution set occurs. Therefore, to avoid measurement ambiguity, displacements to be
measured should be constrained to the range —% to % pixels, if the correlation window is

of size N x N pixels.

3.4.4 Discrete Fourier Transform of Finite Length Signals

From the point of view of the discrete Fourier transform, infinite periodic images whose
period corresponds to the finite extent of the selected image patches are being analyzed [32].
Periodicity creates sharp discontinuities, introducing “cross pattern” artifacts in the Fourier
transform (Fig. 3.8 and Fig. 3.9). In [1], it has then been chosen to mask the low frequencies.
However, we previously showed that the low frequencies are the less likely to be corrupted
by optical aberrations or aliasing. These artifacts are importantly attenuated by weighting
the image patches with a Blackman window so that image discontinuities are smoothed
out [37], but it removes a significant amount of the signal energy [36]. The raised-cosine
window achieves a good compromise between reducing both the frequency artifacts and the

image loss of information. In one dimension, the raised-cosine window of length N, N even,
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is given by:

)

1 1 N
cos? (e 1 = NG =) ), for N5 =) < ol < 5

1
Wye(x) = 1, for |z| < N(§ - 0),

0, otherwise,

where (3, called the roll-off factor, ranges from 0 to % The two-dimensional window is
constructed assuming a separable window. For 8 = 0, it is equivalent to the rectangle

window. For 0 = %, it is equivalent to the Hanning window.

3.4.5 Finding the Images Phase Difference
3.4.5.1 Previous Work

Several approaches have been thought of to find the best approximation to the phase differ-
ence between two images, one being a shifted version of the other. According to eq. (3.20),
the phase of the normalized cross-spectrum is a linear function of the displacement vector,
namely:

p(wz, Wy) = wz Ay + wyy, (3.31)

where w, and w, are radian frequencies, ranging from —7 to m. The phase slope might be
estimated by least-square adjustment with possibly some weighting to filter out the effect
of noise and aliasing at high frequencies [37]. However this is a valid approach only when
the phase is not wrapped, i.e. under the condition |¢(ws,wy)| < 7. This condition is always
satisfied when |A;| < 0.5 and |Ay| < 0.5. Hence only displacements less than half the pixel
size are measurable. This technique needs to be complemented with another one to solve for
multi-pixel displacements. These might be estimated from the coordinates of the correlation
peak, eq. (3.21). However, accurate sub-pixel measurement could not be obtained from this
technique, thus providing only nearest integer pixel estimation. The domains of validity of
these two successive approaches are then non-overlapping. As a result, a two-step method
consisting of first estimating the displacement at the multi-pixel scale and then at the sub-
pixel scale from plane fitting is not stable when the displacements to be measured are close
to half the pixel size.

In [36], a more robust approach has been proposed to evaluate the images phase differ-
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ence. The normalized cross-spectrum matrix C(w,,wy) is theoretically a rank one matrix
since C' is separable, i.e., C(wy,w,) = e/ @eBatwyy) = eiwsBaeivvBy = ¢ (w,)ea(wy). From
the Eckart-Young-Mirsky theorem [42], the best low-rank approximation XtoaNxM
matrix X with rank{X} = r with respect to both the Frobenius and the Ly norms, is
obtained from the Singular Value Decomposition (SVD). If X = UXVT = S wo;v]
with singular values o1 > g9 > ... > g, > 0, then the best low-rank k approximation X is

given by

k
)/(: == ZO'Z'LLL'VZT, (332)
=1

where k < r. The Frobenius norm of a matrix X is defined as

1 X]lF = (3.33)

The idea in [36] is therefore to determine the best rank one approximation to the normalized
cross-spectrum matrix. The displacement vector is recovered by calculating the slope of the
unwrapped phase of the two singular vectors u; and VlT. This method has proven a strong
robustness against noise. However there are two main drawbacks remaining: first, it is also
subjected to phase wrapping. Even though this approach involves only one dimensional
unwrapping, it still remains a sensitive step. The second drawback, which is the main
concern, is that the whole normalized cross-spectrum matrix (or a rectangular subset of it)
has to be used to compute the best rank one approximation. This computation is potentially
biased with corrupted phase values. A solution would be to use a weighted SVD, but most of
these algorithms require the weight matrix to be positive definite symmetric [43]. Frequency
weights with no a priori constraint on the spectrum orientation or separability should be

applied.

In [1] another approach is proposed based on the Hermitian inner product of two func-

tions f and g defined as:
< f.g >:/ f(x)g"(x) dx. (3.34)

Define the theoretical normalized cross-spectrum of the images by C(wy, wy) = el (Walatwyly)

and the one actually computed by Q(w,,w,). The projection of @ onto the continuous space
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defined by the theoretical cross-spectrums is defined as:

PQC AmA ZZQ mey wxawy)

Wz Wy

= Z Z Q(wmwy)e_j(wwA:c‘*‘wyAy).

Wr Wy

(3.35)

The values of A, and A, that maximize the norm of this projection are the ones that are
the most likely to solve the registration problem. It is then proposed to find (Az, A,) that

maximizes the modulus [MPg c(Ag, Ay)|, where

MPg.c(Az, Ay) Z Z M (wg, wy)Q(wy, wy)e*j(“’IAz“"yAy),
wr Wy
and M (wz,wy) is a binary mask to filter out some frequencies. This technique is effective
and insensitive to phase wrapping. Therefore it is suitable for both large and small dis-
placement measurements. However, the resolution method proposed, based on a dichotomy,
is computationally inefficient. Also, as previously mentioned, the frequency masking is not

properly set.

3.4.5.2 Proposed Method

We propose to minimize, with respect to the Frobenius norm, the weighted residual matrix
between the computed normalized cross-spectrum and the theoretical one. This approach
allows us to explicitly solve the phase wrapping ambiguity, yielding accurate and robust
displacement measurements at both sub-pixel and multi-pixel scales. This scheme also

allows for flexibility on the frequency weighting.

Q(wz,wy) denotes the normalized cross-spectrum computed from the images, and C'(wy, wy)

the theoretical one. Define the function

K K
(A0 A= S N W(wn,w)|Qwa,wy) — frBaten2,
Wyp=—T Wy=—T
where W is some weighting matrix with positive entries. We are looking for (A;, A,) that
minimize ¢. Let

PA (W, wy) = W(ws, wy)|Q(ws, wy) — C("-’vay)|2- (3.36)
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We can write

PA(Wz, wy) =W (wz, wy) [Q(Wﬂwwy) - C(Wzawy)] : [Q<w$’wy) - C(w%wy)]*
=2W (wg, wy) [1 — QR(Wz, wy) cos(wz Ay + wyAy)—
Qr(wg,wy) sin(w, Ay + wyAy)],
by setting Q(wy, wy) = Qr(ws, wy)+jQr(ws,wy) and by noticing that Q% (wy, wy) +Q% (ws, wy)
= 1, by definition of Q.

So far it can be noted that minimizing ¢ is equivalent to maximizing R{MPg c(Az, Ay)}
if M =W, R{.} is the real part operator. We have the relation:

B(Ag, Ay) =2 > W(ws,wy) — 2R{MPq c(Ay, Ay)}.

wg Wy

Considering ideal noiseless measurements and for a null expected translation between image

patches we approximate ¢ by é such that:

BAs Ay) o (ab— Si“i“fx) Smg’fy)), (3.37)

for (Ag,Ay) in the physical solution set. Here, the frequency masking is modeled as an
ideal rectangular low-pass filter with cut-off frequencies Q, = a and Q, = b. Without
masking, a = b = m. With appropriate initialization, a gradient descent algorithm to find
(Az,A,) that minimizes ¢ can be considered. The TPSS algorithm [30], already introduced
in Section 3.2.2.3, is used. It is robust and converges rapidly, in typically less than 10
iterations. Details of the algorithm are provided in Appendix C. The initialization of the

algorithm is described in Section 3.4.5.5.

The proposed minimization algorithm is unconstrained and may provide a non-physical
solution. Assuming that no displacement exceeds half the correlation window size, the
physical displacement is given by:

A, = A Lﬂ N, (3.38)

where A is the optimum displacement returned by the algorithm, /N is the one-dimensional

correlation window size, and [.] is the rounding to the nearest integer operator.
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3.4.5.3 Adaptive Frequency Masking

A bias-free correlation can be achieved through frequency masking (Sections 3.4.3.1 and
3.4.3.2). Although any weighting matrix W with positive entries would be possible, we set
the values W(ws,wy) to be either 0 (for corrupted frequencies) or 1 (for noncorrupted fre-
quencies). As previously mentioned, high frequencies are the most likely to be corrupted due
to optical aberrations and aliasing. The power spectrum of natural scenes is exponentially
decreasing with frequency [44] [45] [46]. In the Fourier domain, the modulus of a white
noise remains constant, and assuming that the images are degraded with some additive
white noise, the phase information is then most likely to be biased in the high frequencies.
We also want to filter out frequencies that correspond to the zeros of the resampling transfer
function used for orthorectification (Section 3.3.3.2). Thus, all frequencies where the phase
information is the most likely to be corrupted share the same property: the magnitude
of the cross-spectrum is much lower at these frequencies than at those where the phase is
less likely to be corrupted. The mask is therefore defined by retaining only the frequencies

where the magnitude of the cross-spectrum exceeds some threshold.

One of the initial requirements listed was that correlation parameters, hence the mask

pattern, must not depend on the image correlation size. A possible solution is to define:

LS;yi, (wmwy) = logg |Il(w$7 wy)IQ‘(wa;, wy)|7

NLS; iy (Wa, wy) = LSi iy (Wa, wy) — max{LS; i, (wz, wy)},

where I1 and Iy are the Fourier transform of the images to be correlated. LS stands for
“Log-Spectrum” and NLS for “Normalized Log-Spectrum”. The frequency mask is then

defined according to the parameter m such that:

O, if NLSiliz (wx, wy) < m.M{NLSiliQ (wx, wy)}
Wiliz (wx,wy) =
1, otherwise.

A value of m close to unity gives satisfactory results for most of the images.

The log-spectrum and corresponding mask of a level 1A SPOT 5, THR 2.5 m resolution
image is presented in Fig. 3.11. The 2.5 m resolution image is characterized by its quincunx

sampling scheme [47], leading to a diamond shape spectrum. The mask figure shows that
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Figure 3.11: Log-spectrum (left) of 256 x 256 pixels 1A-SPOT 5, THR 2.5m resolution
image, weighted by a raised-cosine window with 3 = 0.5. The tilted cross results from the
original image features. Corresponding mask (right) for m = 1.0. White represents unity
weights and black null weights.

only the frequencies that are the most likely to be corrupted are filtered out. In Fig. 3.12,
the log-spectrum and the corresponding masks of an orthorectified SPOT 5 HRG, 5m
resolution image are presented. Frequencies within the bandwidth of the resampling kernel
are accurately selected and the mask pattern remains unchanged as the window size changes.

These characteristics warant unbiased correlation and ensure flexibility of the algorithm.

3.4.5.4 Adding Robustness, Resampling in Frequency and Fine Tuning of Fre-
quency Mask

The robustness and accuracy of the algorithm are improved by iterating it. Denote by
(Ag,Ag) the displacement measured after the first convergence of the algorithm and by

Way W e normalized cross-spectrum measured from the images to correlate. Once
Q" y) th lized t d from the i t late. O
(A9, Ag) have been obtained, it is possible to compute (Al A;) from Q'(wy,wy) defined
as:

QY (W wy) = QO(wy, wy)e I WrdatwsAy), (3.39)

If the sequence {(AZ, A;)} converges toward zero, then the uncertainty on the measurement
decreases. It is seen as a successive resampling of the images, done in the frequency domain,

by compensating the shift measured.

The frequency mask is similarly adjusted. One may assign less weight to frequencies
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Figure 3.12: Log-spectrum (upper left) of 256 x 256 pixels orthorectified SPOT 5, HRG 5
m resolution image, weighted by a raised-cosine window with 8 = 0.5 and corresponding
masks for 256 x 256 pixels window, m = 1.0 (upper right). Computed mask on 64 x 64
pixels window and m = 1.0 (lower right).

that have an original weight equal to unity but whose fit to the theoretical cross-spectrum
is poor. Since @) and C are normalized, |Q(wz,wy) — C(wy,wy)| < 2. Hence, if 0 <
W (wz,wy) < 1, pa(ws,wy) € [0,4]. Denote by C%(wy, wy) = e (@B +wyAY) the best match
for the normalized cross-spectrum that has been first deduced from minimization. The

residual per frequency after the first minimization is

SDOA(WzaWy) = WO(mey)’QO(Wx’wy) - CO(Wzawy)‘Q,

where W9 is the original weighting matrix. A new weighting matrix is then defined as
4

W (we, wy) = WO(ws, wy) <1 — M)”. (3.40)

We have chosen n = 6. This scheme forces the algorithm to converge toward a solution
which is close to the first solution obtained, but it adds more robustness against noise in

practice.
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Based on these principles we define the robustness iterations as follows:
Qi+1(wm, wy) _ Qi(wx’wy)e—j(szi—i-wyAZ)
@iA(W%Wy) = Wi(w$,wy)\Qi(wx,wy) - Ci(wwwy)’Q

Wit (W, wy) = Wi (wy, wy) <1 _ W) '

The global shift between the two images is then given by:
A, = Z Al
Ay=> Al

(3.41)

The robustness iterations can stop when the sequence of {(Af, A;)} becomes lower than
some prescribed threshold. In practice we prefer imposing a fixed number of iterations (up
to 4). It achieves good noise and bias reduction in the measurements while maintaining a
reasonable computational cost.
From the quantities calculated above, the signal-to-noise ratio (SNR) of the measure-
ment is given by: '
S Y, P y)

SNR! =1 — : . 3.42
I, 5, Wilenwy) (3.42)

It quantifies the quality of the correlation and ranges from 0 (no correlation) to 1 (perfect

correlation).

3.4.5.5 Initializing the Minimization Algorithm

The minimization algorithm needs to be initialized with some displacement (Ag,, Ay,).
According to eq. (3.37), a gradient descent algorithm should be initialized with (Ag,, Ay,) =
(A7 £1, A7 £1) to converge toward the solution (A7, A7). ¢(Az, Ay) could then be scanned
with steps A, < 1 pixel and A, < 1 pixel in the physical solution set, the scanning
point minimizing ¢ being used as initialization. However, this solution is computationally
expensive, in particular for large image patches. We therefore rather use the peak correlation
method defined by eq. (3.21) to approximate the solution. Providing that the displacement
to be measured is less than half the correlation window size, this directly provides the

physical solution.
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Designate by (zg,y0) the integer coordinates of the correlation peak. According to
eq. (3.21), in case of a pure integer shift we should have (A, Ay,) = (—zg, —yo). Denote

by pz,y; the amplitude of the correlation at coordinates (x;, ;). We obtain a better estimate

by setting:
y g L 1
A — Dim—1 2 j——1TiPriy;
To — T Zl Zl
i=—1 2uj=—1DPaziy; (3.43)
1 1 :
A D im 1 Dj——1 YDy

Yo 1 1 ’
die1 Zj:—l DPzy;

This approximation is computationally efficient and is used to initialize the minimization

algorithm.

3.4.6 Image Correlation, Complete Algorithm

Denote by i1 a reference image (the master image) and by i2 (the slave image) an image
representing the same scene shifted by a translation. It is assumed that i; and o share the
same resolution. Let p; and ps be two overlapping patches extracted from i, and io. Let
p1 and po be of size 2M x 2M pixels with M such that 2™ is larger than twice the largest
translation to be estimated.

The SNR, thus the correlation accuracy, is higher when the overlapping area of patches
to correlate is maximum. Patches to correlate are then iteratively relocated to compensate
for their relative displacement. These iterations (usually at most two) are done from the
peak correlation method to lower the computational cost. This method has been found
as robust against noise as the minimizing algorithm for pixel scale measurements. The

minimization algorithm is performed last on relocated patches.

e Step 1: Define two raised-cosine windows of size oM oM Wre, With 1 = 0.35 and

Wrcy with ﬁg =0.5.

e Step 2: Let p§ = po. Correlate pi(z,y)wye, (x,y) with pd(z, y)wye, (z,y) using the
peak correlation method (and applying the sub-pixel approximation as defined by
eq. (3.43)). The estimated translation is given by (A9, 82) Let (¢2, tg) = ([AY], [52])
where [] is the rounding to the nearest integer operator. Define pi(x,y) = pJ(x +

9 y+ tg). Iterate step 2 until 2 < 1 and t; < 1. If convergence is not reached, then

stop and set SNR= 0. Else, let n 4+ 1 be the number of iterations needed to achieve
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convergence. Then define (Ag,, Ay,) = (A™, AZ) and set

n
T, = Zt?};
1=0
n
T, =) t.
=0

e Step 3: Taking (A,,,Ay,) as initialization values, correlate, using the phase mini-
mization algorithm the patches pi(x, y)wre, (z,y) and p§(z, y)wre, (z,y). Set m close
to unity. If the minimization does converge, let (A.,, A, ) be the physical solution
derived. Otherwise stop and set SNR= 0.

If [Az,| > 1.5 or [Ay, | > 1.5 then stop and set SNR= 0.

e Step 4 [optional]: Set T, = T, + A;, and Ty, = T, + A, . Using sinc interpolation
with resampling distances d, = d, = 1 pixel, interpolate ps such that ph(z,y) =

Y@ + T,y + Ty). Set (Agy, Ay,) = (0,0). Then go back to step 3, only once.
e Step 5: Return:

(Az, Ay, SNR) = (T, + Ay, Ty + Ay, , SNR).

In step 2, the convergence within 0.5 pixel between two image patches cannot always
be achieved. The correlation peak method exhibits some bias and in noisy images, if a dis-
placement of 0.5 pixel is to be measured, it can be systematically overestimated. Therefore,
if a stopping condition such that ¢ = 0 and t; = 0 were set, displacements that could
effectively be recovered in step 3 would be lost. This situation has been encountered in
practice. The consequence is that in step 3, offsets theoretically up to 1.5 pixels have to

be measured.

Step 4, which consists in precisely relocating the patch ps to maximize the overlap with
the patch pi, is optional. Precise relocation is achieved from sinc interpolation. A larger
patch has to be considered to avoid edge effects in the interpolated patch. The resampling
kernel is of size 25 x 25 pixels. Only one iteration of this optional step is applied since

improvements on subsequent iterations are insignificant.
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3.4.7 Correlation Tests and Results

We have produced a set of test images from raw, SPOT 5 HRG, 5m resolution images.
Translated images have been generated from sinc resampling. To simulate orthorectified
images, or oversampled images such as the SPOT 5 THR 2.5 m resolution images, the test
images have been oversampled by 33% by setting the resampling distances to d, = d, = 1.5

pixels. We used a resampling kernel of size 25 x 25 pixels.

We have consistently verified that the larger the correlation window, the lower the
correlation uncertainty and bias. Therefore, only cases with small, 32 x 32 pixel, correlation
windows are presented. Correlation windows scan the test images with a constant step of
16 pixels in each dimension. The test images, subsets of the SPOT full scene, are composed
of 3000 x 3000 pixels. 32400 correlation measures are gathered at each test. Correlation
quality is assessed by examining the distribution of these measurements when the offset
introduced between the test images is varying. Since results in both x and y directions are

nearly identical, only variations along the z axis are presented.

3.4.7.1 Masking Test

We consider the correlation algorithm with no step 4, no frequency masking and no ro-
bustness iterations. If the test images are shifted by 0.5 pixel, the distribution of the
measurements, Fig. 3.14, yields u{A,} = —0.42 pixel and o{A,} = 0.017 pixel. In this
case, the correlation is neither precise (the error is 8% of the pixel size) nor very accurate.
Let now examine the distribution of the correlation measures when the masking parameter
m is varying, Fig. 3.13(a). The solid black line represents the mean bias B = A,,, — u{A;},

where A, , is the theoretical displacement to be evaluated, and the shaded area represents

Tth
the 2-sigma (£o{A;}) deviation of the measurements. Measurements are biased toward the
nearest integer pixel. When m > 1.4 the masking effect no longer exist. When m < 0.7 the
mask is discarding too much information and the correlation loses precision and accuracy.

An optimum value is attained for m = 0.75 — 0.9. Setting m = 0.9, Fig. 3.14, it is now
measured p{A;} = —0.47 pixel and o{A,} = 0.010 pixel.
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Figure 3.13: (a) Evolution of the mean bias (black line) and standard deviation (shaded
area) of the correlation measurements when the masking parameter m is varying. No
robustness iterations are applied. Measurements are given for a half-pixel offset. (b) Evolu-
tion of the mean bias and standard deviation of the correlation measurements when adding
robustness. Measurements are given for a half-pixel offset and m = 0.9.

3.4.7.2 Robustness Iterations

With the robustness iterations, the frequency mask is adapted at each iteration. The
algorithm is then initialized with a suboptimal value of the masking parameter, typically
m = 0.9. Fig. 3.13(b) represents the evolution of the mean bias and error deviation of
the correlation measurements when the robustness iterations are increasing. The maximum
improvement is reached after 4 iterations. More iterations do not degrade the results. If
the algorithm is initialized with m < 0.75, the robustness iterations have no significant
effect on the correlation. The histogram of the measurements for m = 0.9 with 4 robustness
iterations is presented in Fig. 3.14. Precision and accuracy of the correlation are greatly

improved. We measure u{A;} = —0.48 pixel and o{A,} = 0.003 pixel.

3.4.7.3 Global Performances, Simplest Form

We consider the simplest form of the algorithm, with no step 4. Due to the convergence
condition imposed in step 2, measurements fall within the range of -2 to +2 pixels. Fig. 3.15

shows the mean bias and the measurements standard deviation with respect to the offsets
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Figure 3.14: Histograms of the correlation measurements for a constant offset A, = —0.5

pixel. A constant bin size of ﬁ pixel is used. Bias and error are characterized for
4 configurations of the algorithm. Suggested improvements such as masking, robustness
iterations, and sinc interpolation allow for precise and accurate correlation, even with small
image patches.

to be estimated. For 32 x 32 pixel windows, the maximum error is about of 2% of the pixel

size.

3.4.7.4 Global Performances, Extended Form

We consider the extended form of the algorithm, including step 4. Fig. 3.16 shows the mean
bias and measurements standard deviation with respect to the offsets to be estimated. This
step increases the processing time by almost a factor of 10, but the correlation bias is
significantly reduced by a factor of 10. The maximum uncertainty, considering 32 x 32 pixel

windows, is only about ﬁ of the pixel size.

3.5 The Processing Chain

From the technical data related to the SPOT 1,2,3,4 satellites [48], the absolute location
error when no ground control points (GCP) are used, considering a flat terrain, is less than
350m. It is at most 50m on SPOT 5. Registration errors are then up to 700 m when
co-registering SPOT 1-4 images and up to 100m when co-registering SPOT 5 images.
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Figure 3.15: Mean correlation bias (black line) and standard deviation (shaded area) are
plotted with respect to the relative displacement between the test images. The simplest form
of the algorithm is characterized here, without step 4. m = 0.9 and 4 robustness iterations
are applied. The correlation measurements exhibit a nearly linear bias with respect to the
offsets to be estimated. The sharp discontinuities around +1.5 pixels are due to the patches
relocation to the nearest integer pixel. They highlight the convergence condition in step 2.
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Figure 3.16: Mean correlation bias (black line) and standard deviation (shaded area) are
plotted with respect to the relative displacement between the test images. The complete
form of the algorithm that includes step 4 is characterized here. m = 0.9 and 4 robustness
iterations are applied. Considering the optional step in the algorithm allows for a reduction
of the mean bias by a factor of 10. The maximum measurement uncertainty is about ﬁ
pixel for patches of size 32 x 32 pixels.
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For our application, we need to co-register the images with an accuracy of a few tens of
centimeters by optimizing the orthorectification parameters. To remain of general use, this
technique should not involve additional information other than that from the satellite and

the topography.

3.5.1 Corrected Orthorectification

3.5.1.1 Problem Modeling

For an ideal topographic model, image mis-registrations result from cumulative errors on
the satellite viewing parameters, i.e., errors on the satellite look angles u#; that are modeling
the optical system, the attitude variations of the platform given by the roll, pitch, and yaw
angles, the spacecraft position, and velocity. On SPOT systems, information on the satellite
trajectory (position and velocity) is sampled every 30s while the image acquisition time is
around 9s. However, these data are recorded with a very high accuracy thanks to the
on-board DORIS (Doppler Orbitography and Radio-positioning Integrated by Satellite)
receiver system [49]. RMS error on the satellite position is less than 70cm in each of
the three satellite reference axes [24], and compared with the 830km satellite altitude, it
appears negligible. This high position accuracy combined with a very smooth trajectory of
the satellite allow for a precise estimation of the satellite trajectory during the time of the
image acquisition. Major uncertainties on the viewing parameters are therefore not likely

to come from erroneous positions and velocities.

All the remaining parameters that are composing the viewing geometry, i.e., optical
model and attitude variations, are combined in the global look directions 3, eq. (3.5).
The various sources of errors on each individual parameter might then be considered to
contribute only to a global error on the resulting look directions. From this perspective,
the strict constraint on the trajectory accuracy is loosened since an error in position can
be modeled from different imaging parameters [50]. For example, changes on the altitude
can be compensated for by changes on the instrument focal length, which is a constituting

parameter of the instrument modeling vectors 3.
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3.5.1.2 Look Directions Correction

Assume that the exact ground coordinates where a particular pixel has to be projected are
known; say the pixel p(zo, yo) in the raw image is associated with the ground point My. The
set {p(xo0,y0), Mo} is called a GCP. Theoretically, the associated look direction 3, (o, yo)

is determined by:
_ — .
O3My = O3P(yo) + t.us,, (x0,v0), for somet > 0.

Hence this gives
—_— —
O3My — O3P(yo)
— — )
|03 Mo — O3P(yo)l|2

3, (7o, Yo) = (3.44)

where O3 P(yp) is the given satellite position at the time when the line yy was being acquired.
Call w3(xo,yo) the look direction at the pixel p(xg, o), derived from the satellite ancillary

data. The discrepancy with the theoretical look direction is

.
dus(wo,yo) = u3,, (0, y0) — U3(wo, yo),
O -0Bw) (3.45)
e —U3(Jjo,y0).
|03 My — O3 P(yo)||2

If three GCPs are given, the three discrepancies @3(:1:”, yn) computed for n = 0,1,2 can
be linearly extrapolated in each of the three dimensions to correct all the look directions
ts(z,y) in the image. This correction compensates for any linear drift along the satellite
trajectory, including linear drifts of the roll, pitch, and yaw angles. It yields a non-linear

correction in terms of ground coordinates, in particular due to the topography.

If more than three GCPs are available, higher-order corrections can be applied. Here,

we determine the best linear correction in the least-square sense. Given N pixels p(zy, yn)
—

associated to N ground coordinates M, N discrepancies dug(zy,y,) forn =0,...,N — 1

are computed:
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We assign a confidence level to each GCP through some weights w,. Three corrective
planes, each best approximating in the Weighted Least-Square (WLS) sense the set of
discrepancies @3(71) in all three dimensions must be computed. We are then to find the

coefficients (a’, b, ¢*) for i = 0,1,2 such that

— Z [wn(aixn + by, + ¢ — dué(n))]Q, fori=0,1,2,
(Tn,yn)

is minimum. The solution is obtained by equating the partial derivatives of € to zero.

Define the constants:

N N
or =) wnzh =) whyn
n=1 n=1
N N
ag = Z W22y Pz = Z w2yy, (3.46)
n=1 n=1

N N
— 2 _ 2
a3 = Wy, Tn Y3 = wy, -
n=1 n=1

Then, for each dimension 7 of i3, compute:
N
01 = Zw%mndu;,
n=1
N
5 = Z w2y dut (3.47)
n=1
N
95 = Z w2 dul,.
n=1

Hence the sets of coefficients are determined by:

CLi a; g Q3 5i
V=] B B3| |6 |, fori=0,1,2.
¢! as P33 &4

A global correction matrix C is thus defined as:

C = al bl . (348)
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At any pixel (z,y) in the raw image, the approximated look direction discrepancy is therefore
given by:
x
_
dus,,, (z,y) =C | y | . (3.49)
1

Assuming N GCPs to be known prior to orthorectification, calculating C is a pre-processing
step. During the orthorectification, once the look direction #3(z,y) has been determined
from the ancillary data, eq. (3.5), it is corrected by the corresponding approximated look

direction discrepancy such that the new corrected look direction becomes

—
U3, (2,y) = uz(z,y) + dus,,, (z,y). (3.50)

The orthorectification process is then pursued following the standard procedure. In case of
a non-corrected orthorectification or if no GCPs are provided, entries of C are set to zero.

Then s, (z,y) = Us(z,y).

3.5.2 Look Directions Optimization from Precise GCPs Generation

Instead of optimizing the viewing parameters from a given set of GCPs, we describe a global
scheme that iteratively refines a rough selection of GCPs such that the look directions
correction implied allows for precise image georeferencing and co-registration. This general
principle is described next, followed by its particular application to image georeferencing

and then to image co-registration.

3.5.2.1 Acquiring Precise Ground Control Points, Principle

Given a raw image, selected patches are roughly orthorectified using only the satellite ancil-
lary data. GCPs are then determined from the mis-registration, measured from correlation,
between these image patches and a ground reference image. A global methodology is as

follows:

1. Select a set of at least three pixels in the raw image. Call this set of pixels {p(z;, yi)},
with x;,y; integers, the Image Control Points (ICP). They have been designated to
become the future GCPs.
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2. From the satellite ancillary data and a given set of GCPs, {GCP"}, deduce the

correction matrix CY.

3. From the satellite ancillary data and the matrix C°, project on the ground the ICPs.
The direct corrected model orthorectification is applied here (section 3.2.1). All ICPs
p(zi,y;) are associated with ground coordinates (A?, Y, iz?), then forming approxi-

mated GCPs.

4. Locate in the reference image the closest integer pixels to the points of coordinates
()\?, go?). Call these pixels pge £ In the reference image, select N x N pixels patches,

P?e oo centered on the pixels pge £

5. According to the ground grids defined by the patches P?efi (ground resolution and
coordinates), orthorectify onto the same grids, using the inverse model orthorectifica-
tion method and the correction implied by C°, the raw image. It produces the roughly

orthorectified patches f’?

6. Correlate the reference patches P? 7, with the patches f’? Deduce the North/South
and the East/West geographical shifts, (AN, ApY), between the patches. Signal to

noise ratios of the correlations are designated by SNRY.

7. From the DEM, determine from bi-cubic interpolation the elevations h? of the ground
points (A + AN, 0¥ — Ag?). Define the new set of GCPs such that {GCP!} =
{7 + AN, @ — Ay, b, SNRP)}.

8. Go back to 2 and iterate the global process by providing the set of refined GCPs,
{GC’P}}, as a priori knowledge for the next round. The signal-to-noise ratio on the

GCPs is used as a confidence weight to determine the new correction matrix C'.

This process is repeated until both the mean and the standard deviation of the ground mis-
registrations (A\;, Ap;), weighted by the SNR and taken over all GCPs, become stable.
When this procedure is stopped, we are left with an accurate set of GCPs: {GCPikﬂ} =
{(@i, yis \F+ ANF oF — ApF RF, SNRF)} if k + 1 is the total number of iterations. This set
of GCPs is then utilized to orthorectify the raw image from the inverse corrected orthorec-

tification scheme.
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The algorithm is initialized by the GCP set {GCP°}, from which C° is calculated.
This initial correction ensures a significant overlap of the patches to correlate, even though
the satellite parameters may be largely biased. This initial correction is not needed when
processing SPOT 5 images. The set {GCPY} is then empty and C° = 0. However when
dealing with SPOT 1,2,3,4 images, the initial mis-registration between patches may be quite
large (only attitude angular velocities are provided, so that attitude angles are known up

to a constant). The set {GCP"} can then consist of 3 GCPs, manually selected.

3.5.2.2 Georeferencing with precise GCPs and Statistical Correlation

Georeferencing consists in associating pixels to absolute ground coordinates. In the context
of processing satellite images the georeferencing is seen as the co-registration of the images
with a ground truth, a topographic model in our case. The absolute georeferencing error is
therefore from the DEM.

The accurate registration of a set of images with the topographic model aims at limiting
artifacts due to parallax when comparing images. The process of precise orthorectification
therefore starts with a precise GCP generation according to the topography. A shaded
DEM is generated from the scene sun elevation and azimuth during acquisition, provided
in ancillary data [23]. This shaded topography model is used as the first reference image
for the GCPs optimization procedure.

GCPs are derived from a correlation algorithm that measures the mis-registration be-
tween orthorectified image patches and a reference image. Comparing satellite images with
a shaded topography is a valid approach thanks to the large swath of imaging satellites
(60km for SPOT and ASTER satellites). Some topographic features in the raw image are
then very likely to be recognized in the shaded relief image. However the nature of the two
images to be correlated is quite different. The satellite image is acquired by an optical sensor
and the relief image is a synthetic image. Their Fourier transform is therefore hardly com-
parable and at this point, rather than the correlation algorithm presented in Section 3.4.6,
we use a simpler, less accurate but more robust method: the statistical correlation. The
statistical correlation is defined as the absolute value of the correlation coefficient taken
between a roughly orthorectified patch and the corresponding reference patch [51], [52].
This computation is carried out on patches surrounding the reference patch such that a

statistical correlation matrix is built. The estimated mis-registration, expressed in pix-
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els, is found from quadratic approximation, separately in each z and y dimensions, of the
maximum of the correlation matrix. We chose a C}-continuous approximating quadratic
B-spline [53] for its simplicity and because it was showing little biases at the sub-pixel scale.
The signal-to-noise ratio is computed from the average of the two approximated maxima in
each dimension.

Over 30 GCPs, the optimization algorithm converges toward an uncertainty on the set
of the generated GCPs that is smaller than the topography resolution (typically within half

the resolution at 1-0).

3.5.2.3 Co-registration with Precise GCPs and Frequency Correlation

Starting with a set of raw images, designate a particular image to be orthorectifed and
co-registered with the topography. This orthorectified image next becomes the new refer-
ence. Correlation between comparable satellite images is more accurate than between the
satellite images and the relief image. New ICPs, chosen in the remaining raw images, are
then optimized to become GCPs relative to the reference image. The frequency correlator
described in Section 3.4.6 is used to optimize the GCPs. The optional step 4 is not needed
since the iterative resampling is implicit in the GCPs generation scheme. Only a few ICPs
are necessary in this process.

Ultimately the goal of this study is to retrieve the horizontal coseismic displacement
field from pre- and post-earthquake images. If we assume the pre-earthquake image to be
co-registered according to the topography, the orthorectified pre-earthquake image becomes
the registration reference for the post-earthquake image. In this case, ICPs on the raw
post-earthquake image should be chosen as far away as possible from the zone of ground
deformation. Co-seismic displacements could otherwise be partly compensated and biased

from the look directions correction.

3.5.3 The Complete Processing Chain

We summarize the procedure to accurately orthorectify and co-register a set of pushbroom
satellite images, and to retrieve coseismic displacements from pre- and post-earthquake
images. It is assumed that ancillary data on the satellite viewing geometry are available
with the raw images. It is also assumed that a topographic model whose resolution is close

to the ground resolution of the images is provided.
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1. One image of the set is chosen to be the reference image. A shaded version of the
topographic model is generated as described above. If the satellite viewing parameters
for this particular image are largely biased, three GCPs are visually selected from the
shaded topographic model. On visually recognizable topographic features, ICPs are
selected from the raw image, and GCPs are generated using statistical correlation on

the shaded topography.

2. From the set of GCPs obtained, the mapping of the raw image onto the ground
is computed with the inverse orthorectification model. Two inverse transformation

matrices, one for each of the two dimensions of the image, are created.
3. The reference image is resampled according to the transformation matrices.

4. Another raw image of the set is chosen. Three GCPs are manually selected from the
first orthorectified image, if needed. ICPs are chosen from the raw image and GCPs

are generated using frequency correlation on the reference image.

5. The raw image is orthorectified according to the set of GCPs devised. It is then
resampled. An accurately orthorectified and co-registered image is produced. Steps 4

and 5 are repeated if more than two images of the same area have to be co-registered.

6. The image ground projection grids have been designed so that they all align exactly.
Any change detection algorithm can then be applied on overlapping areas. In the
case of coseismic deformation measurements, correlation using the frequency corre-
lation detailed in Section 3.4.6 is performed between sliding windows scanning the
pre- and post-earthquake images. Each correlation results in a measure of displace-
ment along the lines (East/West displacements) and along the columns (North/South

displacements) of the orthoimages.

The correlation grid is defined from three parameters: the correlation window size, the
step size (defining the correlation image pixel size) and the coordinates in the master image
where the correlation starts. The starting pixel is the closest to the upper left master
image corner whose ground coordinates are multiple of both the image resolution and the
correlation step size. Doing so allows us to mosaic or stack correlation images without

further resampling.
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3.6 Tests and Results

Tests of the performance and limitations of the technique are carried on cloudless pairs of
SPOT images acquired above the Hector Mine area in California, where a Mw 7.1 earthquake
occured in 1999. The SRTM DEM [54] with a ground resolution of 1 arc-second (30m) is
used. It has an absolute height accuracy of 16 m and a relative height accuracy of 10m. The
absolute horizontal accuracy is 20m and the relative horizontal accuracy is 15m. These
accuracies are quoted at 90% level.

The SRTM mission initially measured ground positions in Cartesian coordinates but
delivers orthometric heights, expressed with respect to the EGM 96 geoid. According to
the orthorectification procedures described, ground elevations should be expressed with
respect to the WGS 84 ellipsoid and the DEM should be compensated by adding the geoid
undulations. However, for the EGM 96 geoid, the shortest wavelength resolved is of 111 km
and corresponds to the spherical harmonic of degree 360 [55]. Neglecting the deflection of
vertical, the difference between the ellipsoid and geoid heights is then considered constant
at the scale of an image footprint (60x 60km), and the DEM is not compensated for. This
constant height offset is then absorbed during the GCPs optimization.

Two experiments are done. First the orthorectification and the co-registration are ex-
amined from a set of two images acquired after the earthquake. Second, a set of two images

bracketing the 1999 Mw 7.1 Hector Mine earthquake, are considered.

3.6.1 Measuring a Null Displacement Field from SPOT 5 Images

This experiment involves the co-registration of two orthorectified SPOT 5 images, denoted
by image 1 and image 2. Table 3.1-case A displays their general characteristics. Acquired
6 months apart, they share a nominal ground resolution of 5m. In addition, they have
very similar incidence angles so that geometric artifacts, if presents, should be negligible.
Although they were acquired at the same time of the day, the shadows are quite different
due to the seasonal difference of the sun elevation. These two images were acquired by two
different instruments HRG 1 and HRG 2, which are theoretically identical.

The Hector Mine area is a desert region, and over a period of 6 months, landscape modi-
fications due to vegetation changes or man-made constructions were very limited. No major

seismic activity was reported in this area between the acquisition of these two images [56].
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Table 3.1: Relevant parameters for the SPOT scenes

Case A Case B
Parameters Image 1 Image 2 Image 1 Image 2
Satellite SPOT 5 SPOT 5 SPOT 4 SPOT 2
Instrument HRG 1-A | HRG 2-A || HRV 1 HRV 1
Date 26/7/2002 | 24/1/2003 || 17/8/1998 | 10/8/2000
UTC Time 18:38:18 18:39:45 18:38:18 18:41:09
K-J Location 545-280 545-281 545-281 545-281
Spectral Mode PAN PAN PAN PAN
Resolution 5 m 5m 10 m 10 m
Scene Orientation || 13.61° 13.60° 10.3° 11.1°
Incidence Angle -1.726° -1.642° -2.9° + 5.2°
Sun Azimuth 127.72° 158.15° 137.4° 136.1°
Sun Elevation 68.27° 33.38° 63.9° 65.8°
Pre-proc. Level 1A 1A 1A 1A

Additionally, the Hector Mine earthquake did not produce any measurable afterslip at the
surface [57], so there should be no terrain change in this dataset.
In all, these images have nearly identical characteristics, and are as similar as two

satellite images, acquired at different periods of time, can be.

3.6.1.1 Processing Steps

The first processing step is to co-register image 1 to the topography. Since we are using
SPOT 5 images, no manually selected GCPs are needed.

To minimize the resolution difference between the DEM (30m) and the image (5m),
the DEM is resampled on a 10m UTM grid. A sinc kernel (theoretically C*°) is used to
later avoid griding artifacts in the shaded relief image. This interpolation is not required
but it has been found to improve the GCPs accuracy by up to 15-20%. The sun elevation
and azimuth of image 1 are used to construct the shaded image.

35 ICPs are chosen in the raw image on visually recognizable topographic features. The
GCPs optimization is carried out through statistical correlation with the shaded DEM on
patches of 300 x 300 pixels corresponding to 3 x 3km on the ground. Several iterations of

the algorithm are performed and at each round, the average and the standard deviation of
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Figure 3.17: Evolution, with respect to the iterations of the look directions correction
algorithm, of the mis-registration of the GCPs to be generated. The mean bias (black line)
and the standard deviation (shaded area) are calculated from the local mis-registration of
each GCP, weighted by their relative SNR. (a) Convergence of the GCPs between the raw
image 1 and the shaded relief image. (b) Convergence of the GCPs between the raw image 2
and the orthorectified image 1.

the mis-registrations are measured over all GCPs, Fig. 3.17(a). The initial mis-registration
measured (g = 20.97m and o = 14.07m) is within the SPOT specifications; the global
error is less than 50m. Convergence of the algorithm is reached after 3 iterations. The
average residual mis-registration is evaluated to 40 cm while the standard deviation residual
is estimated to 13.1 m. This last uncertainty is consistent with the 15 m relative horizontal
accuracy of the SRTM DEM. This shows clearly that the DEM resolution and accuracy
limits the use of such approach. The georeferencing quality is therefore limited by that of
the DEM.

Using this set of GCPs, image 1 is orthorectified onto a UTM grid with a 5 m resolution.
It is then resampled. The resampling distances are d, = 1.26 pixels and d, = 1.21 pixels,
consistent with the scene orientation of 13.61° (theoretical resampling distances are dy, =
1.20 pixels: Section 3.3.3.1, a = 1 pixel).

Image 2 is then co-registered with the orthoimage 1. No manual GCPs are needed.
3 ICPs distant from each other are chosen from the raw image 2. These points are opti-

mized from frequency correlation on the orthoimage 1 and a set of 3 GCPs is generated.
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Correlation patches of size 512 x 512 pixels corresponding to 2.56 x 2.56 km on the ground
are chosen. The correlation mask parameter is set to m = 0.9 and two robustness iterations
are performed for each correlation. The mis-registration residuals on the GCPs with re-
spect to the number of iterations are presented in Fig. 3.17(b). Once again, with no a priori
knowledge the average and the standard deviation of the initial mis-registrations are within
the SPOT 5 specifications. It is measured p = 22.74m and ¢ = 11.98 m. Convergence is
reached after three iterations. The average residual mis-registration measured is ¢ = 1.2 cm
for a standard deviation ¢ = 1.6cm. Since a linear correction based upon three GCPs is
applied, this small co-registration error reflects the maximum accuracy of the correlation
given the correlation patches size and the noise contained within the patches. This proves
the convergence of the process. When increasing the number of GCPs, the co-registration
accuracy commonly stays below % of a pixel. The image 2 is orthorectified and resampled
on a 5m UTM grid using these 3 GCPs. The computed resampling distances are d, = 1.26
pixel and d, = 1.21 pixel.

Correlation between sliding windows is performed on the overlapping orthorectified im-
ages. The frequency correlation from Section 3.4.6 is used. Correlation is executed on
32 x 32 pixel windows (160 x 160m on the ground) and with a sliding step of 8 pixels
(40 x 40m on the ground). The mask parameter is set to m = 0.9 and four robustness

iterations are applied.

3.6.1.2 Results Analysis

The result of the correlation process is presented in Fig. 3.19 and Fig. 3.20, where each
image represents one component of the horizontal ground displacement field. Fig. 3.21
shows the SNR image associated with the measurements. Here, only the simplest form of the
correlation algorithm is presented since the extended form failed to show any improvement.
Offsets measured with the two approaches agree within less than 10 cm. The relative noise
between the two images induces a measurement uncertainty that overwhelms a possible
correlation bias. The correlation images, composed of 1748 x 1598 measurements, need
3.25 hours to be computed using the algorithm’s simplest form on a PC with a 3.6 GHz
Xeon CPU. On the same computer, the extended algorithm needs 26.3 hours. Only the
simplest form of the correlation process is considered hereafter.

Although images 1 and 2 are very similar, decorrelation areas are present. Decorrelation
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Figure 3.18: Histograms of the relative offsets between the two orthorectified SPOT 5
images. 32 x 32 pixels correlation window have been used. Decorrelation points are dis-
carded. (a) It is measured u{Ays} = —0.058 m and c{Ays} = 0.80m. (b) It is measured
w{Apw} = —0.051m and o {Agw} = 0.57m.
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Figure 3.19: North/South component of the SPOT 5 / SPOT 5 correlation. Displacements
are positive toward the North. Shadowing biases are mostly visible in this component since
the Sun azimuth of the two images is mostly North/South oriented (127.72° and 158.15°).
Decorrelation points are discarded and appear in white.
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Figure 3.20: East/West component of the SPOT 5 / SPOT 5 correlation. Displacements are
positive toward the East. No shadowing bias is noticed along this direction. An unexplained
wave artifact of a period of 5km and with an amplitude of 40cm on the ground is seen.
Decorrelation points are discarded and appear white.
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Figure 3.21: SNR map assessing the quality of the measurements. SNR values range from
0 to 1 but it is only shown ranging from 0.9 to 1 since most of the values are very close to
1. Decorrelation areas are shown in black. Examples of the typical decorrelation situations
are indicated. Cloud cover or vegetation changes are not an issue in this desert region.
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is the loss of correlation, characterized by a low or null (if the correlation algorithm does
not converge) SNR, or by extremely large unphysical measurements (> 5m here). These
decorrelation points represent here 0.1% of the total number of measurements. Inspection
of the decorrelation areas shows that correlation is lost in three major circumstances. First,
temporal decorrelation occurs when windows to correlate contain drastic changes. These
changes may be caused by lateral surface processes, mainly due to alluvions. This is par-
ticularly clear in the surrounding of Emerson Lake, a salt lake located on the West side
of the scene, Fig. 3.21. Vegetation changes, clouds, or snow are not a matter of concern
in this desert region. New buildings or large man-made modifications are also a source
of temporal decorrelation. The second source of decorrelation is the shadowing difference.
The scene 2 was acquired in winter when the sun elevation was much lower (33.38°) than
when the scene 1 was acquired during summer (68.27°). In image 2, this results in topo-
graphic shadows where information is lost, along with the correlation. The third source of
decorrelation involves ground features that are, at the correlation window scale, translation
invariant. The algorithm is not capable of proposing a stable registration point between
the windows to correlate and does not converge. For instance, this phenomenon occurs in
areas of constant radiometry. The interior of the Emerson Lake is an example. Large water
basins, on the South-East side, are another example. Straight and isolated roads are also

cases where correlation is lost along the road direction.

After filtering out these decorrelation points, histograms in each dimension are given
in Fig. 3.18. They show an average displacement of 7.8cm. Therefore, on average, a
registration better than 5—10 of the nominal image resolution (5m) is achieved. The spread
of the histograms is Gaussian and can be seen as reflecting the noise on the measurements.
However it does not characterize the noise level of the correlation technique, which should
be much lower as shown in Section 3.4.7.3, but rather the “natural” noise of the scenes.
The noise is indeed not distributed evenly as a function of the spatial wavelength and is
thus not white. The largest displacements forming the tails of the histograms are found on
topographic features and alluvions. In alluvions and deposits areas, measured displacements
are up to 1.5m with more typical values around 60-70 cm. These measurements are most
likely to be physical. On topographic features, displacements up to 2.5m are observed.
Visual inspection of the images reveals that they are artifacts resulting from shadowing

differences. Given the close incidence angles of the two images, topographic bias can only
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Figure 3.22: Section across the power spectral density of the North/South correlation image

account for at most a few centimeters. The large difference in the sun elevation then largely
contributes in biasing the correlation measurements on topographic features. Also, the

spread of the correlation histograms is larger in the sun azimuth direction.

Looking at the East/West displacement field, a sinusoidal artifact that covers the whole
image is visible. The amplitude is estimated around 40cm with a period of 5km. We
have not yet found a definitive explanation for this artifact. If we exclude areas where
measurements are obviously biased, meaning away from shading artifacts, alluvions, or
decorrelation areas, the measurements’ standard deviation is about 25 cm. Using 32 x 32
pixel correlation windows the intrinsic noise of the correlation is therefore estimated at %
pixel. This performance is much lower than the theoretical one stated in Section 3.4.7.
Real scene images actually contain aliasing from the optical system and are subjected to
radiometric noise and quantization. Reducing the effects of these noise sources then appears

as a priority to further improve the performance of the technique.

The measurement of disparities between a set of satellite images is thus subjected to
several kind of noises. The decorrelation noise is modeled as a zero mean impulse noise:
some measurements take random values within the range allowed by the correlation win-
dow size (£ half the correlation window size). Another component of the noise has been
described as the “natural” noise of the scene. It is additive, Gaussian and zero mean with
a standard deviation typically around 1m. On average, it determines the minimum dis-
placement that can confidently be retrieved from a set of images. This noise has itself two
additive components. It has a low frequency component that characterizes artifacts induced

from the lack of topographic resolution, shadowing, or satellite-induced artifacts (due to at-
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titudes or sensor uncertainties). It has also a high-frequency component, modeled as white
additive and Gaussian. This noise accounts for the measurement uncertainty induced by
slight scene changes, aliasing, quantization, noise of the sensors and intrinsic correlation
accuracy. Fig. 3.22 shows a section across the power spectral density of the North/South
correlation image. The superposition of the noises clearly appears. A white noise with
lower power is superposed to a higher-power low-frequency noise. More confidence on the
displacements measured can therefore be obtained if these two noise sources can be unam-
biguously isolated. The low-frequency noise tends to be more localized in the correlation

images.

3.6.2 The 1999 Hector Mine Earthquake Imaged From SPOT

In this last example we analyze SPOT 4 and SPOT 2 images bracketing the 1999, Mw 7.1,
Hector Mine earthquake. The SPOT 4 image, acquired in August 1998, is referred to as
image 1. The SPOT 2 image, acquired in August 2000, is referred to as image 2. Principal
characteristics of these images are reviewed in Table 3.1—case B.

This test is an opportunity to assess the performance of the technique to measure co-
seismic ground deformation. It also allows us to test the registration quality when images
show a significant difference in their incidence angle. As stated in the introduction, most of
the techniques currently in use fail to achieve precise image co-registration when incidence

angle difference exceeds 3°. It is here 8.1°.

3.6.2.1 Processing Steps

We follow the same procedure as in the previous example, and the same 10 m sinc interpo-
lated DEM obtained from the 1 arc-second SRTM DEM, is used. The only difference is that
3 GCPs are visually selected between the raw image 1 and the shaded DEM to initiate the
GCPs optimization. The initial mis-registration corresponds to the uncertainty on the three
GCPs manually selected, pin;: = 32.72m and o5 = 23.6 m. Convergence is reached after
three iterations and fifinq = 0.25m and o = 11.43m. The raw image 1 is orthorecti-
fied and resampled, according to the GCPs generated, onto a 10m UTM grid. Computed
resampling distances are d, = 1.29 pixel and d, = 1.16 pixel. Three GCPs are visually
selected from the raw image 2 with respect to the orthoimage 1, and three ICPs are chosen

from the raw image 2 such that they are distant from each other and they do not belong



76

34°40'0"N

Secondary
branch of [ -
the rupture . 5| ( Interconnection
inaccuracies of
the linear CCD
arrays of the
sensor

34°30'0"N

34°20'0"N

34°10'0"N

T T T - T
116°30'0"W 116°20'0"W 116°10'0"W 116°0'0"W

Figure 3.23: North/South component of the SPOT 4 / SPOT 2 correlation. Displacements
are positive toward the North. The fault rupture is visible going from the North-West corner
to the center of the image. The maximum displacement on the fault along the North-South
direction is of 6m. A secondary branch is also noticed. Sensor artifacts lead to linear
distortions in the satellite along track direction. Decorrelation points are discarded and
appear in white. The profile AA’ is reported in Fig. 3.26.
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Figure 3.24: East/West component of the SPOT 4 / SPOT 2 correlation. Displacements are
positive toward the East. The fault rupture is visible going from the North-West corner to
the center of the image. The maximum East-West component of the fault slip is estimated
to 3.5 m. Sensor distortions are inducing linear artifacts and parallax effects on topographic
features. Decorrelation points are discarded and appear in white.
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Figure 3.25: SNR of the SPOT 4 / SPOT 2 correlation. The SNR ranges from 0 to 1 but
it is only shown ranging from 0.9 to 1 since most of the values are close to 1. Decorrelation
areas are shown in black. In this particular case, decorrelations are mainly due to sensor
saturation and alluvions.
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to the near fault deformation zone. Optimization is achieved through frequency correlation
of 256 x 256 pixel patches (2.56 x 2.56 km). Convergence is reached after three iterations
and the average residual mis-registration is below 1.5 mm with a standard deviation below
2mm. Using only 3 ICPs, the convergence only reflects the accuracy of the correlation. In
this case, we notice a significant improvement, in comparison to the previous test, because
the shadowing of the scenes is similar. The raw image 2 is orthorectified and resampled, ac-
cording to this set of three GCPs generated, onto a 10m UTM grid. Computed resampling
distances are d, = 1.32 pixel and d, = 1.17 pixel. The resampling distance d, increases
as the incidence angle increases: the foreshortening effect becomes more important in the
satellite across track direction.

Overlapping areas of orthoimages 1 and 2 are cropped and correlation is performed with
32 x 32 pixel (320 x 320m) sliding windows and with a step of 8 pixels (80m). The mask
parameter is set to m = 0.9 and 4 robustness iterations are applied. The simplest form of

the correlation algorithm is used.

3.6.2.2 Results Analysis

Fig. 3.23 and Fig. 3.24 represent, respectively, the displacements along the North/South
and the East/West directions. Fig. 3.25 shows the SNR associated with the measurements.

The ground deformation induced by the earthquake is clearly visible. The surface rup-
ture appears as a discontinuity in the displacement field that is traced from the North-West
corner to the center of the correlation images. The horizontal slip vector is measured from
profiles taken perpendicular to the fault trace, Fig. 3.26. Horizontal coseismic displacement
measured on the fault is up to 6m in the North/South direction and up to 3.5m in the
East/West direction. In the North/South correlation image, a secondary rupture branches
to the North where the main rupture bends. The coseismic displacement measured on this
secondary branch is up to 1m. The location of the fault trace and the surface fault slip
recovered from the SPOT images compare well with the surface ruptures and fault slip
measured in the field [58], and from SAR images [59], [57], [60]. We observe in Fig. 3.27
that the fault slip measured from the SPOT images is generally close to the maximum
slip measured in the field and varies smoothly along strike. The horizontal coseismic fault
slip at the surface is therefore accurately and densely (every 80 m) recovered from the pro-

posed technique. The nominal image resolution being 10m, all the measurements are in



80

Offset measured in meters

-4 ! ! ! I I
0 2 4 6 8 10 12

A Location in km A

Figure 3.26: Profile AA’ from the SPOT 4 / SPOT 2 North/South correlation image.
This profile shows the maximum displacement of 6 m measured in the N/S direction. The
high-frequency noise is clearly visible and accounts for about 85 cm.

the sub-pixel range, within 3 m. Several sources of decorrelation, noise or artifacts are
noticed.

Decorrelation areas are visible and explicitly shown in the SNR image. Some of them are
the consequence of drastic surface changes that occurred during the two years separating
the images acquisition. Decorrelation is easily identifiable on the Emerson salt Lake and
the Lavic salt Lake areas. Large decorrelation areas going from the center of the correlation
images and toward the East are due to sensor saturation: white sandy areas appear too
bright on the post-earthquake image. Non-recorded high radiometric contrasts induce a loss
of correlation.

Filtering out the decorrelation areas and away from the major discontinuities, the dis-
placements show a Gaussian distribution centered on pyg = —4.4cm in the North/South
direction and on pgpw = 23.3cm in the East/West direction. On average, the registration
of the images is on the order of 4—10 of the nominal image resolution. The standard deviations
are respectively 62.2 cm and 85.6 cm in the North/South and East/West components. This
noise level is consistent with the previous example, given the longer time period between
the images and their lower resolution.

Linear artifacts in the satellite along track direction that are biasing the mean displace-
ments are visible. They are due to the SPOT 4 and SPOT 2 CCD arrays mis-alignments.

The panchromatic SPOT 1,2,3 and 4 satellite sensors are indeed composed of four CCD
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Figure 3.27: Right lateral slip is determined by projecting the horizontal slip vectors along
the fault strike. Horizontal slip vectors are measured from linear least-square adjustment,
on each side of the fault and on each NS and EW images, of stacked profiles running
perpendicularly to the rupture. Profiles are stacked over a width of 880 m and a length of
8km. Slip vectors further North (0-4km) do not fall within the image extent, and further
South (beyond 27km) are corrupted by decorrelations. The overall envelop of the lateral
slip reported from SPOT measurements is in good agreement with the field survey, although
field measurements are under-estimated: in many portions of the rupture, cultural features
of sufficient linearity were lacking to properly estimate the distributed shear, that may
account for up to 40% of the total right lateral deformation [58]. Origin of the measurements
is located at the UTM point 566880 E, 3828400 N.
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linear sensors of 1500 pixels each, aligned together to form the complete 6000 pixel sen-
sor [23]. Discontinuities measured range from 30 cm to 70cm (0.03 to 0.07 pixel). This is
in agreement with the sensor discontinuities and distortions reported in [50] and [1].

In the East/West component, a small horizontal linear offset is present around the
location 34°31’N, 116°17"W. Unexplained at this time, it is identified as an artifact from
image 2. This offset is indeed not present when correlating the SPOT 4, 1998 and SPOT 5,
2002 images, while it does appear in the correlation of the SPOT 2, 2000 and SPOT 5, 2002
images.

The distortions of the CCD arrays (relative tilt between CCD arrays as seen in [50])
also produce local look direction distortions along the satellite across track direction. Some
parallax effects are therefore noticed in the East/West component of the disparity field when
these distortions occur on areas of rough topography. Beside this small parallax effect due
to the CCD distortions, no other topographic artifacts are seen in the East/West correlation
images. The North/South correlation image is free of topographic artifacts. No shadowing
differences are biasing the measurements since the SPOT images have been acquired at
the same period of the year. This test demonstrates the performance of our procedure to
co-register satellite images with important incidence angle difference. It also indicates that,
when the DEM ground resolution and height accuracy are “precise enough”, shadowing

differences and CCD distortions are the main sources of artifacts.

3.7 Conclusion and Future Work

This chapter has presented a complete procedure for automatic and precise orthorectifica-
tion and co-registration of optical satellite images. The approach has been validated using
SPOT images and SRTM DEM, without any external information such as GPS. In the test
cases analyzed, the co-registration accuracy is on the order of % of the image nominal res-
olution, and the absolute georeferencing precision is similar to that of the digital elevation
model used.

The orthorectification takes into account the imaging system distortions and the satellite
attitude variations during the image acquisition. Thanks to the inverse orthorectification
model, the raw images are rigorously resampled to produce orthorectified images without

adding aliasing. The rigorous resampling has proven to be key for our application and we
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advocate for the use of near theoretical resampling kernels for applications requiring geode-
tic accuracy. Based on our analysis of the frequency correlation methods, improvements
have been suggested to improve accuracy, robustness and flexibility. Displacements smaller
than % of a pixel, using 32 x 32 pixel correlation windows, are accurately measured from
real noisy images. The test cases show that our procedure does not introduce any bias on
the measurements of ground displacements. Thanks to our precise georeferencing and cor-
relation techniques we have found evidence for artifacts and biases of the imaging systems
at the sub-pixel scale. Sensor discontinuities and distortions on the SPOT 2 and SPOT 4
satellites have been identified and measured. Similarly, biased displacements induced by
shadowing differences have been quantified. It is up to a few meters in the example consid-
ered, exceeding topographic artifacts due to parallax effects. Image acquisition dates and
times should therefore be carefully considered in change detection applications. Correlation
noise results from three additive components: decorrelation, due to severe ground changes
or lack of information between the scenes is modeled as an impulse noise; topographic
artifacts, shadowing differences, uncorrected satellite attitudes and sensor distortions are
modeled as a localized low-frequency noise; slight changes in the scenes, radiometric quanti-
zation, aliasing, sensor noise and correlation uncertainties are modeled as an additive white
Gaussian noise. The last two components constitute the “natural” noise and determine
the smallest ground motion that can accurately be measured. The standard deviation of
this noise is typically around 1 m but the low-frequency component, mostly localized in the
images, accounts for the largest errors. This is why the ground displacement discontinuities
are accurately measured with an uncertainty ranging from 20 cm to 80cm in each of the
North/South and East/West directions. This technique is a powerful complement to differ-
ential radar interferometry [22], which can provide much more accurate measurements of
ground displacements in the range direction, but generally fails in the near fault zone due

to a loss of coherence or a fringe rate in excess of one fringe per pixel [61].

Some limiting factors have also been identified, suggesting directions for further im-
provements. The resampling method proposed ensures the production of aliasing-free or-
thoimages, but is suppressing some of the image high-frequencies. An adaptive resampling
kernel would increase the resampling efficiency. The frequency correlation technique is very
versatile but its sensitivity to aliasing or quantization has not been analyzed yet. The

information provided on each CCD on the form of a look direction is essential in correct-
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ing optical biases. This information is fully available on SPOT 5 images which has made
it possible to accurately model sensor artifacts. For high-precision instruments, on-board
calibration of all the sensor CCD elements should be generalized. The accuracy or the
sampling of the on board gyroscopes may not allow the recording of too small or too fast
attitude variations. We have encountered some cases, not shown in this study, where long
wavelength variations due to pitch oscillations were visible in the correlation images. These
small unrecorded variations had an amplitude of 1.5m on the ground with a periodicity of
4.2 km. This sets the accuracy limit of the SPOT gyroscopes. A linear correction is therefore
not always sufficient and higher-order or trigonometric corrections may be investigated.

The processing techniques described allow co-registering optical satellite images, pos-
sibly acquired from different satellite systems, with unprecedented accuracy. This should
be helpful in reducing or eliminating measurement uncertainties and biases for any change
detection applications.

The algorithms described in this study have been implemented in a software pack-
age, COSI-Corr (Co-registration of Optically Sensed Images and Correlation), developed
with IDL (Interactive Data Language) and integrated under ENVI. It allows for precise
orthorectification, co-registration and correlation of SPOT and ASTER satellite images as
well as aerial photographs. It is available from the Caltech Tectonics Observatory website

(http://www.tectonics.caltech.edu/).
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Chapter 4

Measuring Coseismic Ground
Deformation from Aerial

Photographs Using COSI-Corr

By Francois Ayoub!, Sébastien Leprince?, and Jean-Philippe Avouac!

! Division of Geological and Planetary Sciences, California Institute of Technology, Pasadena,
California, USA

2 Electrical Engineering Department, California Institute of Technology, Pasadena, Califor-
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Foreword— This chapter is an updated version of a previously submitted
paper under the reference F. Ayoub, S. Leprince, and J. P. Avouac, “Measur-
ing co-seismic ground deformation from Aerial Photography using COSI-Corr,”
International Society for Photogrammetry and Remote Sensing (ISPRS), (sub-
mitted), 2007. In this thesis, it is referred to as reference [62]. In this work,
F. Ayoub is responsible for developing, packaging, and testing the algorithms
that are specific to aerial photography processing. F. Ayoub and S. Leprince
worked jointly to adapt the satellite image processing tools from Chapter 3 to
aerial photography processing, i.e., ground control points optimization, resam-
pling, and correlation. In particular, this joint work has enabled the definition
of a general core for the COSI-Corr software package, which has gained flexi-
bility and that has benefited from extended series of tests. J.P. Avouac is the

project principal investigator.
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We describe and test a procedure to accurately measure ground deformations from
multi-temporal aerial images. For the purpose of this study we have adapted photogram-
metry techniques from a procedure initially designed for satellite images. The algorithms
were implemented in a software package, COSI-Corr (available from the Caltech Tecton-
ics Observatory website). The technique is validated by several case examples. First we
measure coseismic ground deformations due to the 1992, Mw 7.3, Landers, California, earth-
quake from 1-m-resolution aerial photography of the National Aerial Photography Program
(United States Geological Survey). The fault ruptures are clearly detected, including small
kilometric segments with fault slip as small as a few tens of centimeters. We also obtained
similar performance from images of the fault ruptures produced by the 1999 Mw 7.1 Hector
Mine, California, earthquake. The measurements are shown to be biased due to the inaccu-
racy of the Digital Elevation Model, film distortions, scanning artifacts, and uncertainty of
ground displacements at the location of the tie points used to co-register the multi-temporal

images. We show that some of these artifacts can be identified and corrected.

4.1 Introduction

Large earthquakes generally produce ground ruptures which are an important source of
information for earthquake mechanics in complement to geodetic and seismological mea-
surements. Field measurements suffer from a numerous limitations: fault ruptures have a
complex geometry and the zone of anelastic co-seismic strain is sometimes distributed and
difficult to detect in the field; fault slip can generally be measured only on a limited num-
ber of locations where clear offset piercing points are observable such as roads or terrace
risers for example; the fault-perpendicular component is generally not measurable in the
field. It has been shown that optical satellite imagery can help overcome most of these
limitations; the principle of the approach is that surface deformation can be measured by
comparing images acquired before and after an earthquake [1]. The technique has proven
effective in a number of studies [9,10,19,20,63,64] and has been implemented in a software
for Co-Registration of Optically Sensed Images and Correlation (COSI-Corr) [8], available
from the Caltech Tectonics Observatory. However, the resolution of satellite images (e.g.,
2.5-10m for SPOT, 15m for ASTER) is sometimes insufficient to measure subtle ground

deformations, especially where fault displacement is less than 1m [8], which is typically the
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case for earthquakes with magnitude Mw less than 7. In addition, satellite images, with
appropriate geometric accuracy and ground resolution, are only rarely available for past
earthquakes which are known to have produced surface ruptures. The use of aerial photog-
raphy with sub-metric ground resolution would extend the applicability of the technique
to earthquakes too small to be measured from satellite images, or for which good quality
satellite images are unavailable. Encouraging experiments have been conducted in [65] on
the 1992 Landers earthquake using aerial photography from the United States Geological
Survey (USGS). Motivated by this result, we have adapted to aerial images the procedure
designed in [8] for the processing of satellite images. Hereafter, we describe this adaptation
and assess the performance and limitations of the technique. Our study is focused on ap-
plications in seismotectonics but the method described here is also applicable to measure

ice flow [4,66] or landslides [7], for example.

Retrieving accurate ground deformation of sub-resolution amplitude requires a num-
ber of processing steps. Prior to comparison, images must be finely co-registered. This
is achieved by reconstructing the images on a common projection while accounting for
acquisition distortion, scaling difference, and parallax effect due to topography. The recon-
struction also has to preserve the original information contained in the images and special
care needs to be paid to resampling. Ultimately, the correlation of the reconstructed images
provides a map of the horizontal ground displacements. The performance and accuracy of

the technique depends on the quality of the correlation and of the co-registration.

Hereafter, we detail the various processing steps: reconstruction mapping; resampling;
co-registration optimization, and correlation. We next show an example of application
to the 1992, Mw 7.3, Landers, California, earthquake. The technique is validated and
sources of artifacts due to scanning quality and topographic distortions are identified and
investigated. We next show an application to the 1999, Mw 7.1, Hector Mine, California,
earthquake to illustrate that, in the case of the co-seismic deformation measurements, some
ambiguity between real ground displacement and misregistration can arise, and we show

how this ambiguity can be removed.
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4.2 Technique Overview

Our technique requires the digitization of the film-based photographs. A scanner with
high spatial and radiometric resolution is generally necessary. Digital photography is not
considered in this study as the aerial photography archive is mainly film-based. However,
the technique described in this paper could be used with digital frame camera as well.

To be co-registered, images are reconstructed on a common reference system. We chose
the UTM ground projection as it presents several advantages. First, it provides a support
independent from the acquisition system, allowing pairing of images from different devices,
e.g., satellite and aerial images. Second, the relative displacements between reconstructed
images is directly measured in length unit. Third, the reconstructed images are cartograph-
ically correct, a possibly useful by-product.

The reconstruction, called orthorectification, is done in two steps. The first step defines
the transformation necessary to orthorectify the images, using photogrammetry techniques.
The aim is to associate ground projection coordinates to pixel coordinates in the raw image.
This mapping accounts for the image acquisition parameters (camera geometry, attitude,
and position of the focal plane), and the topography with the help of a Digital Elevation
Model (DEM). The second step consists in resampling the image.

Cumulative uncertainties on both the acquisition parameters and topography lead to
distortions and mis-registrations between the pairs of orthorectified images to be compared.
The co-registration is therefore improved by optimizing the second image’s acquisition pa-
rameters, the slave, with respect to the first orthorectified image, the master.

Orthorectified and finely co-registered images are then correlated from sliding windows.
At each step, horizontal offsets along East/West and North/South directions are measured

and stored.

4.3 Orthorectification

A relation between ground coordinates and their imaged locations in the raw image must be
established to project a raw image onto a predefined ground grid. This relation is defined
using classical photogrammetry techniques [67].

Fig. 4.1 represents the acquisition geometry of an aerial photograph. R, is the ground

— — —
reference system with X pointing to the East, Y pointing to the North, and Z vertical
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Figure 4.1: Geometry of an aerial photograph acquisition

pointing upwards. A point P whose coordinates are (X, Y, Z) in the ground reference system
Ry isnoted P(X,Y, Z)R,. R. is the camera reference system, centered on the optical center
O, with (@', %) parallel to the focal plane. The distance between O and the focal plane is
the focal length f of the camera. For convenience, we also define the digitized image 2D
reference system R; (not represented on Fig. 4.1), with the origin located at the image top
left pixel, and axes oriented along the column and line directions.

A ground point A(X,Y,Z)g, (Fig. 4.1) is imaged on the focal plane (where the film
lies), at a(x,y, —f)r., and its pixel coordinates in the image are (c,[)g,.

The mapping function relates the ground point coordinates (X,Y, Z)g, to its imaged

pixel location (c,)g, and is expressed as a composition of three functions fi, f2, f3 with:

(X,Y, Z)R, L @y —Pre 5 (02,92, — g, 25 (¢;Dr, (4.1)

where fi relates the ground point coordinates to its image location on the focal plane
assuming an ideal acquisition system; fo accounts for distortions of light rays before they
hit the focal plane due to the atmospheric refraction and lens defects; f3 relates a coordinate
on the focal plane in the camera geometry to its location in the image reference system.

fi, f2, and f3 relate to the interior and exterior orientations of the camera [67], as
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described below.

4.3.1 Interior Orientation

The interior orientation (IO) establishes a mathematical model of the camera geometry.
With the help of the camera calibration report, f3, a 2D affine transformation between
the image coordinates and the camera coordinates, is determined using the fiducial marks
location, and accounting for refinement of the principal point offset. In addition, this
transformation corrects first-order film distortions (shrinkage or expansion) that occurred
before the film was scanned. Higher-order film deformations are not corrected due to their
non-systematic nature and, if severe, can limit the model validity. The radial symmetric
lens distortions and atmospheric refraction are accounted for by fo. Other artifacts due to
decentering lens distortions and non-flatness of the focal plane can be neglected. Notice that
atmospheric refraction is altitude dependent, and the full determination of fs is obtained

after defining f; during the exterior orientation.

4.3.2 Exterior Orientation

Once the IO defined, the exterior orientation (EO) of the camera is determined. It describes
the position and angular orientation of the camera reference system, R., in the ground
coordinates system, Iy, at the exposure time. The angular orientation is defined by three
rotation angles w, ¢, k, which may be seen as the roll, pitch, and yaw of the focal plane.
The spatial position corresponds to the camera optical center coordinates, e.g., Easting,
Northing, Altitude, in R,;. These six parameters are determined using space resection
by collinearity. The well known collinearity principle states that a point on the ground,
its corresponding image, and the optical center all lie on a straight line (i.e., A, a, and
O aligned in Fig. 4.1). Formulating and solving the collinearity equation for at least three
ground control points (GCPs), whose ground coordinates (X, Y, Z) g, and image coordinates
(¢,1)R, are known, allows determination of the six exterior orientation parameters. If more
than three GCPs are available, the collinearity-derived equations are solved using a least-
square adjustment [67]. f; is defined using these six parameters and the calibrated focal

length of the camera.
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4.3.3 Mapping Process

The mapping function is entirely defined from the IO and EO, and associates to any ground
point (X,Y,Z)g, its image coordinates (c,l)r,. Applied to all elements of a ground grid,
with the altitude component read from the DEM, it defines the transformation matrices,
containing the x and y coordinates of the pixels in the image to project. In practice,
the ground resolution of the DEM is generally much lower than that of the images to
orthorectify. This requires the DEM to be interpolated.

4.4 Resampling

The orthorectified images are constructed by resampling the raw images according to the
transformation matrices. The ultimate task being the correlation of the resampled images,
the challenge is to preserve the original information in the raw image and to avoid intro-
ducing bias. In theory, the ideal reconstruction kernel is the sinc kernel, but it is common
practice to use the nearest neighbor, bilinear, or bicubic interpolations. These resampling
techniques can corrupt the image information by introducing aliasing and bias the corre-
lation [8]. Here we use a sinc kernel truncated to a length between 11 and 25 samples.
The resampling distances [8], which characterize the width of the sinc lobes in the x and y
directions, are determined from the transformation matrices, and represent the maximum
absolute difference between adjacent pixel values in the matrices.

The construction of the projected image is then achieved by convolving the raw image

with the sinc kernel at each (z,y) pair of the transformation matrices.

4.5 GCPs Selection and Co-Registration Optimization

4.5.1 GCPs Selection

GCPs are used to define the exterior orientation of an image, and their accuracy therefore
affects the accuracy of the orthorectification. A common method consists in measuring in the
field the ground coordinates of features clearly identifiable on the image to be orthorectified.
This method is costly and might not be applicable easily depending on the area accessibility.
The need for GCPs can be alleviated if an on-board kinematic GPS (KGPS) and inertial

navigation unit (INU) are used to estimate directly the position and angular orientation of



92
the camera at exposure time [68]. The use of KGPS and INU have been common practice for
the last couple of years. However, for more generality and to include older (pre-KGPS/INU)
photographs, our approach assumes that the 10 is not constrained from these techniques
and that no field measurements of GCPs are available.

The objective of the GCPs’ selection on the master image is to estimate an EO to
obtain a well georeferenced master with minimum topographic distortions. This requires
georeferencing the image to the DEM as precisely as possible. Based on feature recognition,
and using external data such as a high-resolution map, or an already georeferenced image
(SPOT, aerial image,...), tie points are selected. The document used for georeferencing
provides the horizontal coordinates, and the vertical component is retrieved from the DEM.
If no external data are available, the shaded DEM can be used to define GCPs. In this case,
the DEM provides both horizontal and vertical coordinates, but this method suffers strong
inaccuracies due to the usually large difference of resolution between the DEM and the
image. However, GCPs optimization, explained in Section 4.5.2 allows for some refinement
so that this approach generally yields good results. Furthermore, the use of a shaded DEM
to determine GCPs is limited when the study area has smooth relief.

GCPs are selected on the slave image in order to co-register it as precisely as possible
to the orthorectified master image. Slave GCPs are thus defined by selecting tie points
between the orthorectified master and the raw slave, based on feature recognition. The
georeferenced master provides the planimetric ground coordinates, and the altitude value
is read from the DEM.

For our application, the measurement of coseismic ground deformation, it might not be
possible to define GCPs outside the deformation zone to co-register the slave and master.
The footprint of aerial photographs is typically on the order of a few kilometers, while the
deforming zone of earthquakes large enough to produce ground ruptures (with magnitudes
Mw> 6.5) is generally several tens of kilometers wide. As a consequence, selecting tie points
between the orthorectified master and the slave may introduce systematic errors, since the
slave point coordinates may have changed due to co-seismic deformation. In that case, the
information on ground deformation at the scale of the area covered by the GCP is filtered
out but the deformation at much smaller wavelength will still be retrieved, i.e., the fault
trace, the fault offset, and the near-field deformation. Images with a larger footprint like

SPOT (60 x 60kms) generally contain areas far enough from the main deformation (i.e.,



93

away from the fault trace) where GCPs can be selected without introducing any significant
errors (compared to the orthorectification geometric accuracy uncertainty).

If external data on ground deformation are available (e.g., field survey, GPS measures,
SPOT measurements), it is then possible to correct for these long wavelength artifacts intro-
duced by the GCPs that have sustained some coseismic displacement. In this case, tie points
are selected as explained, and ground coordinates retrieved from the orthorectified master
are corrected according to these external data. Alternatively, the theoretical displacements
at the GCPs can be computed from some a priori earthquake source model, if available.

The accuracy of the recovered deformations depends on the external data accuracy.

4.5.2 Co-Registration Optimization

Misregistrations between the orthorectified master and the orthorectified slave are unavoid-

able and can be reduced iteratively:

1. Start with GCPs derived from tie points selected between the orthorectified master

and the slave images.
2. Estimate of Slave’s External Orientation based on these GCPs.

3. Orthorectification of the Slave image, and correlation with the orthorectified master

image.

4. At each GCP location, the GCP ground coordinates are corrected by the ground offset

found between the master and slave orthorectified images.

5. Return to (2) with the updated GCPs coordinates. Iterate until corrections become

negligible or stationary.

Practically, to reduce computation time, only patches centered around each GCP are or-
thorectified and correlated.

After optimization, the slave’s GCPs are updated to provide a slave EO that will lead
to well co-registered master and slave images at GCPs location. The quality of the co-
registration is then generally sub-pixel. Moreover, this approach suppresses the need for
a meticulous and time-consuming precise tie points selection. A manual, coarse selection

is sufficient as the optimization adjusts their coordinates. Nevertheless, tie points must
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be selected in areas where correlation has a good chance to succeed (good local texture),
and where no obvious temporal change may bias the correlation (e.g., strong shadow, man-
made changes). Residual mis-registration comes from all the artifacts, e.g., DEM error,
uncorrected acquisition distortions, not accounted for during orthorectification.

GCPs optimization can also be applied to the master if its GCPs were to be determined
from an already orthorectified image (e.g., a SPOT image or an aerial photograph). The
shaded DEM can be used too, but is more subject to decorrelation due to its synthetic
nature, and correlation is generally possible only in areas with rough topography.

It should be noted that the procedure assumes that the topography has not changed, so
that the slave and master images can be orthorectified using the same DEM. This is only
an approximation. Theoretically, one should rather use a pre- and post-earthquake DEM
to orthorectify the pre- and post-earthquake images, respectively, to account for the change
in topography. Given the uncertainties on the DEM values and georeferencing, which are
generally large compared to the aerial photography resolution, it is better to use a single
DEM: the orthorectification errors due to the DEM errors might be presumed to affect
similarly the orthorectification of the master and slave images. We will see later that this

approximation is a source of systematic errors that can be corrected.

4.6 Correlation

To measure precisely the relative offset between two images, several methods have been
proposed in the literature. The one used in this study is based on phase correlation and de-
scribed in [8]. For our application, the main requirements are that the correlation method is
robust against noise, allows measurements with sub-pixel accuracy, and applies to relatively
small correlation windows (typically 32 x 32 pixels).

The correlation is performed in two steps. The first step determines, at a multi-pixel
scale, the shift between images from their correlation matrix. The second step refines the
measurements at a sub-pixel scale by estimating the slope difference of the images’ Fourier
transform [8]. To reduce windowing artifacts in the Fourier transforms, patches are weighted
with a Hanning window. Also, correlation is improved by applying a mask that filters out
high frequencies.

Correlation is processed using sliding windows that scan the images (pre and post earth-
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Table 4.1: Data references. Scans were obtained from the USGS and from a microdensito-
meter (MD) nominally designed for astronomy. CIR: Color Infra-Red.

Study Case | Date NAPP Code | Film Type | Scan Origin | Res. (pum)
Landers 07/25/1989 | 1790-161 CIR USGS 14, 21
MD 10
10/03/1995 | 6825-253 B/W USGS 7,14, 21
MD 10
06/01/2002 | 12498-144 CIR USGS 14, 21
Hector Mine | 07/25/1989 | 1790-210 CIR USGS 21
06/01/2002 | 12488-50 CIR USGS 21

quake images in a seismotectonics context). Each correlation results in a measure of the
offset in column direction, row direction, and a signal-to-noise ratio (SNR, ranging from 0
to 1 and assessing the measure quality). In case of a UTM projection, the measured offsets,
in column and row, correspond directly to horizontal displacements along the East-West

and North-South directions.

4.7 Application Case

In [65], the Kickapoo step over of the 1992 Landers, California, earthquake was studied
successfully using USGS National Aerial Photography Program (NAPP) photos [69]. This
program acquires images of the continental United States in a 5-7 year cycle. The air-
craft altitude is around 20,000 feet (6100 m) and films are 9 x 9inches, covering an area of
slightly less than 10 x 10km. The ground resolution is announced at 1m while the film
nominal resolution is about 10 ym corresponding to around 0.4m on the ground. Michel
and Avouac [65] used films scanned at 10 um with a microdensitometer originally designed
for astronomy with a theoretical positional accuracy of 0.6 um and a root mean square error
(rmse) of 0.2 um. However, errors of up to 1 um in repetitiveness were observed, leading
to ground errors of up to 4cm. In practice, access to a microdensitometer is not always
possible. To validate the methodology with more easily available data, we have studied the
same case example using films scanned at 21 um as delivered by the USGS (Table 4.1).
Regarding the DEM, we used the freely available SRTM DEM, with a ground resolution

of 1 arc-second (~30m). It has an absolute height accuracy of 16 m and a relative height
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accuracy of 10m. The absolute horizontal accuracy is 20m and the relative horizontal
accuracy is 15m. These accuracies are quoted at 90% level [54]. The IO of the 1989 and 1995
images are established with the help of the camera calibration reports provided by the USGS.
The 1995 image (post-earthquake) is co-registered first to the topography as the STRM
mission was carried out in 2002 (post-earthquake). A shaded image of the DEM is generated
(Fig. 4.2) with illumination parameters estimated from the 1995 image shadow pattern.
Four GCPs are selected between the image and the shaded DEM. Planimetric and vertical
coordinates are both obtained from the georeferenced DEM. Using patches of 250 x 250
pixels, GCPs are optimized according to 4.5.2. The average residual misregistration is
evaluated to 2.4m while the standard deviation residual is estimated to 18 m. This latter
uncertainty is slightly higher than the 15 m relative horizontal accuracy of the SRTM DEM.
More GCPs would have properly constrained the co-registration, but the limited topography
in the image did not allow it. The 1995 EO is determined using the optimized GCPs and
the IO. The image is then orthorectified and resampled on a 1m resolution grid (UTM
North Zone 11).

Five GCPs, quite distant from each other, are taken on one side of the fault between
the orthorectified 1995 image and the 1989 image. Planimetric coordinates are obtained
from the georeferenced 1995 orthorectified image, and altitude is read from the DEM.
GCPs optimization is carried out with 256 x 256 pixel patches. After three iterations the
optimization became stationary. The average residual misregistration is evaluated to 1 mm
while the standard deviation residual is estimated to 35 cm. The 1989 image is orthorectified

and resampled on the same grid.

Images are then correlated using a 64 x 64 pixel sliding window (64 x 64 m on the ground),
with a 16 pixel step. The result of the correlation process is presented in Fig. 4.3, 4.5,
and 4.6. The fault ruptures appear clearly as discontinuities in the displacement field. Hor-
izontal fault slip vectors can then be easily measured from profiles run perpendicular to the
fault trace (Fig. 4.4). As also shown in [65], the ruptures map and the fault slip vectors
measured are in excellent agreement with the field investigation in [70]. To illustrate the
potential of the technique we point to a secondary fault, mapped but not measured during
the field investigations, which is both detected and measured from the aerial photographs
(Fig. 4.3). The horizontal slip is estimated around 20 cm (one-fifth of the images’ resolu-

tion), validating the sub-pixel change detection capability of the technique. In some areas,
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Figure 4.2: Shaded DEM of the study area. Profile BB’ locates the profile on Fig. 4.5, and
4.10, and reported on Fig. 4.11.
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Figure 4.3: North/South component of the Landers 1989/1995 correlation map. Images are
orthorectified on a 1m grid and correlated using a 64 x 64 pixel window with a 16 pixel
step. Positive displacement is toward the North. The fault profile clearly shows up, with
secondary fault estimated at 20 cm. Film distortion and scan artifacts, with an amplitude
of up 40 cm, are visible. Profile AA’ is reported on Fig. 4.4.

correlation is lost leading to very small SNR or outliers. Only 0.3% of the total number
of measurements fall in this category. Inspection of the decorrelation areas show that they
result from man made changes (new or modified buildings), or coincide with area which
are nearly translation invariant at the correlation widow scale (sandy areas and straight

isolated roads).

To assess the potential bias and error of the measurements, an image of 2002 is co-
registered to the 1995 orthorectified image with 13 GCPs. The GCPs optimization, carried
out with 256 x 256 pixels patches, converged after 4 iterations. The average residual misreg-

istration is evaluated to 2 mm while the standard deviation residual is estimated to 30 cm.
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Figure 4.4: Profile from Fig. 4.3. Secondary fault with offset amplitude as low as 20 cm is
detected and its location is indicated by a black arrow on Fig. 4.3. At around the same
amplitude a scan artifact is also detected indicated by a white arrow on Fig. 4.3. The
standard deviation of the measurements is 7 cm.

Results of the correlation are presented in Fig. 4.7 and 4.8. No significant ground deforma-
tion is expected given that the only large earthquake in the area over that period of time is
the 1999, Mw 7.1, Hector Mine, California, earthquake which occurred about 30 km away
from the study area. Locally, the measurement spread is Gaussian with a standard devia-
tion of 7cm. However, geometric artifacts mainly due to scan artifacts and film distortion
cause the global measurement histogram to be not Gaussian with a spatially dependent
distribution. The histogram is however centered at around zero, with a standard deviation

of 25 cm, and a maximum amplitude of 1 m.

As seen in the East/West displacement field (Fig. 4.7), deformation is everywhere neg-
ligible except along the 1992 fault trace event where some small amount of displacement is
detected. This deformation corresponds to right-lateral slip of about 10-15 cm. The possi-
bility of a parallax effect due to a vertical uplift not accounted for in the DEM is discarded.
Indeed, from Eq. 4.2, a 4m up/down-lift would be necessary to cause a 15cm horizontal
parallax displacement. The displacement observed on the E-W component might be real

and could correspond to aseismic slip triggered by the 1999, Hector Mine, earthquake, as
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Figure 4.5: East/West component of the Landers 1989/1995 correlation map. Images are
orthorectified on a 1 m grid and correlated using a 64 x 64 pixel window with a 16 pixel step.
Positive displacement is toward the East. Topography and film artifacts are visible on the
right and left side of the map respectively. Topography artifact is a parallax effect caused
by the use of a single DEM for the 1989 and 1995 images although topography changed
during the earthquake. Profile BB’ is reported on Fig. 4.11.



101

0 05 1 2 0.96 1

34°23'0"N

s 34°2|1'O"N 34°22'0"N

34°20'0"N

34°19'0"N

34°18'0"N

T T - — —T —T— T T
116°31'0"W 116°30'0"W 116°29'0"W 116°28'0"W 116°27'0"W 116°26'0"W 116°25'0"W

Figure 4.6: SNR component of the Landers 1989/1995 correlation map. A higher SNR indi-
cates a better correlation. Roads are visible and get a low SNR due to the poor correlation
algorithm convergence on translation invariant features [8]. Other areas of decorrelation
include man made changes. The total amount of decorrelation accounts for 0.3% of the
measurements.
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reported on some other faults in [60] and discussed in [71]. However, this deformation does
not show up in the North/South displacement field, possibly because it is obscured by the

particularly strong scan artifacts on this component (Fig. 4.8).

4.8 DEM Artifacts

Topographic artifacts are seen on both 1989/1995 and 1995/2002 displacement maps, as
suggested by the obvious correlation of the measured offsets with the shaded topography
(Fig. 4.2, Fig. 4.5, and Fig. 4.7). The artifacts are most obvious on the 1989/1995 displace-
ment field (Fig. 4.5) in the area of profile BB’ where the relief is the roughest. A simple
interpretation of this correlation is that the change of the topography due to co-seismic
deformation cannot be ignored.

Assuming a perfect acquisition system and ignoring the film distortions, scan errors,
and correlation bias, the effect of the change of the topography (Fig. 4.9) can be accounted

for by writing:

DX = (h—hl) X $1/f1 +U+ADEM(U,U) X 33‘2/f2—(h—h1 +dh) X $2/f2
ag Cg (2% (42)

DY = (h—hl) X yl/fl—l-’l)—{—ADEM(u,U) X yg/fg - (h—h1+dh) X y2/f2

where DX and u refer respectively to the real and measured displacements in the column
direction. Y and v apply to the line direction. Subscripts 1 and 2 refer to the master
and slave images. h, hy, Hi, and dh represent respectively, the real altitude of a ground
point, the DEM altitude at the ground point, the optical center altitude, and the vertical
displacement of the ground point caused by the earthquake. f and x are the focal length
and the camera coordinates of the ground point image. Rearranging Eq. 4.2 and using

regular trigonometric equations we have:

DX = (h— )| 2(

7 + gADEJ\J(u, v) — 22 4h +u
2

f2 f2
N~

H2 - h—dh By+DY Y2 Y2
Ti—h ) Ui—h ]+f2ADEM(u,U) f2dh+v
(4.3)

H2—h—dh By + DX
 H1-h )‘m}

DY:(h—hﬂ[%(

where 7 represents the displacement induced by the DEM elevation error, taking into account
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Figure 4.7: East/West component of the Landers 1995/2002 correlation map. Images are
orthorectified on a 1 m grid and correlated using a 64 x 64 pixel window with a 16 pixel step.
Inspection of decorrelation areas on topography revealed that shadowing difference is the
cause. Some light scan artifacts are visible in the column directions. Black arrows indicate
fault displacements with an amplitude estimated at around 10-15cm. No clear explanation
has been found yet. A parallax effect due to a vertical uplift not accounted for in the DEM

seems hardly probable as 4m of up/down lift would be necessary.
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Figure 4.8: North/South component of the Landers 1995/2002 correlation map. Images are
orthorectified on a 1 m grid and correlated using a 64 x 64 pixel window with a 16 pixel
step. Strong scan artifacts are visible in the line direction but also in the column direction.
They have an amplitude up to 40 cm, which is above the 20 cm fault detected in Fig. 4.3,
and can limit the technique depending on their amplitude and location. Notice that the
fault displacement detected in Fig. 4.7 does not appear here, although it may be masked
by the strong scan artifacts.
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Figure 4.9: Geometry of the orthorectification and correlation measure in case of a unique
DEM use (in one dimension). All other possible artifacts are considered null (film distor-
tions, correlator bias, ...). DX and u represent the real and measured horizontal displace-
ment, respectively, in the x direction.

the difference of exposure stations’ location. It is the absolute DEM error (h — hi) weighted
by the stereoscopic parallax coefficient at the ground point considered. This coefficient
is composed of an acquisition altitudes ratio, and the base/height ratio. i represents the
term originating from the approximation of the topography by the DEM. The corresponding
artifacts are thus correlated to the topographic gradients and can then be easily identified.
119 represents the horizontal offset resulting from a vertical displacement not accounted for
when using a single DEM.

Field investigations have shown that vertical displacement in the Kickapoo area was
small everywhere compared to the horizontal displacements [70]. iz can therefore be ne-
glected. Moreover, from the EOs of the 1989 and 1995 images, optical centers are close
enough that stereoscopic parallax effects are also negligible. Considering that the coseismic
displacements are of at most a few meters, we then have (B, + DX) << H;j. In addition,
we have H; = Hs, so that ¢ can be neglected. i is indeed estimated to at most 6cm,
assuming a DEM error of 20 m, in the upper range of estimated errors on the SRTM DEM.

The real displacements given by Eq. 4.2 are then estimated by correcting the displacements
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Figure 4.10: East/West component of the Landers 1989/1995 correlation map corrected for
artifacts due to a single DEM use, according to Eq. 4.2. Profile BB’ is reported on Fig. 4.11.
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Figure 4.11: Profile BB’ of the uncorrected (Fig. 4.5) and corrected (Fig. 4.10) East/West
correlation map. Notice that artifacts are correlated to the topography (Fig. 4.2).

determined from the correlation map according to:

Ueor = ADEM (u,v) X x3/ fa + u
(4.4)

Veor = ADEM (u,v) X y2/ fo + v.

Using the apparent displacements estimated from the correlation map (u,v), the DEM,
and the slave image information, the corrected displacement field (ucor, Veor) can thus be
retrieved. This correction is very effective in our case study: the topographic artifacts are
no longer visible in Fig. 4.10, and Fig. 4.11. This simple procedure allows us to correct the
correlation map from the artifacts induced by the use of a single DEM. Note that in the
case of a significant vertical displacements the term 47 in Eq. 4.2 cannot be neglected. In
that case the measured offsets (u,v) are a linear combination of the horizontal and vertical
displacements (DX, DY, dh). All three components of displacements can be determined

only if a second pair of images with a different viewing angle is available.
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4.9 Scan

4.9.1 Scan Artifacts

In addition to topographic artifacts, scanning artifacts are visible in both 1989/1995 and
1995/2002 correlation maps (Fig. 4.5, 4.3, 4.7, 4.8) in North/South and East/West direc-
tions. The amplitude of the artifacts in the North/South (line) direction is higher and

accounts for up to 40 cm on the ground.

To assess USGS digitized images quality, additional scans at different resolutions of the
1989 and 1995 films were obtained from the USGS (Table 4.1). Scanning was operated with
a Zeiss Precision Scanner using a PHODIS Photogrammetric Image Processing System or a
Leica Geosystems DSW600 Digital Scanning Workstation. Both instruments are attributed
a positional accuracy rmse of 1.5 um (personal communication, USGS). We also used the

microdensitometer (MD) scans of [65] of both 1989 and 1995 films.

The practical rmse (1 pm) of the MD being inferior to the Leica and Zeiss scanners, the
MD scans are considered as references. 1989 and 1995 USGS images were co-registered,
wrapped, and correlated to the 1989 and 1995 MD images respectively. Apart from some
long wavelength artifacts due to imprecision in co-registration and film distortions between
films scanned by the USGS and the ones scanned with the MD, scan artifact patterns are
easily recognizable (Fig. 4.12, 4.13).

The amplitude of the artifacts of the different scans are presented in Table 4.2. Artifacts
in the offsets measured along the line and column directions are clearly visible, with larger
amplitude found in the line direction. Scans at 7 and 14 pm provided different patterns but
no better stability. The articfacts are smaller on the B/W scans than on the color-infrared

(CIR) scans. Surprisingly, the 21 pm B/W scans are the less biased by the scanning artifacts.

The observed scan artifacts, which are much stronger than what the nominal character-
istic of the scanners would suggest, may put a severe limitation on the technique depending
on their amplitude and orientation relative to the signal to measure. However, the scan ar-
tifacts produce patterns that are easily identified and relevant information (map of surface
rupures and surface fault slip) might be retrieved correctly from the correlation map using

adequate care (Fig. 4.4).
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Figure 4.12: Line component of the MD/USGS scan correlation map. Scans of the 1995
photograph are obtained at 21 ym from the USGS and at 10 um from a MD. MD scan is co-
registered and wrapped onto the USGS scan using a sinc kernel for resampling. Correlation
is processed using a 64 x 64 pixel window with a 32 pixel step. Scan artifacts are also visible
on the column component but with smaller amplitude. Profile CC’ is reported on Fig. 4.13.
Other long wavelength deformations are due to film distortions and mis-registration.
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Figure 4.13: Profile CC’ (Fig. 4.12) showing scan artifacts with amplitude up to 5pum
(around 20 cm on ground) above the scanner specifications announced at 1.5 ym rmse.

Table 4.2: USGS scans artifacts amplitude measured in row and column direction. Scans
from the USGS are wrapped onto scan from an MD and correlated using a 64 x 64 pixels
sliding window.

Year | Master Scan | Slave Scan || Max Artifacts | Max Artifacts
MD( pm) USGS(pum) || Row (pm) Column (pm)
1989 | 10 14 20 10
10 21 8 4
1995 | 10 7 6 4
10 14 6 4
10 21 ) 3
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4.9.2 Scan Resolution

The photographs of the USGS NAPP program have a ground resolution estimated to be
around 1m. Scans at 10, 14, and 21 gm correspond to an average ground resolution of
40, 56, and 84 cm respectively. Comparison of coseismic ground deformation determined
from scans at 10, 14, and 21 um shows that there is no gain when the scanning resolution is
improved, actually the quality of the measurement even degrades due to the stronger scan
artifacts as discussed above.

For this particular study, a scan resolution close to the nominal image resolution is

sufficient.

4.10 GCPs

4.10.1 GCPs—Absolute Accuracy

To assess the sensitivity of the technique to the choice and accuracy of GCPs, the 1995

aerial photograph was orthorectified with 4 different GCP sets:

e case 1—10 GCPs obtained from a field survey using a differential Real Time Kine-

matics (RTK) GPS, with an accuracy of few centimeters.

e case 2—10 GCPs optimized from a 10-m-ground-resolution orthorectified SPOT image
(georeferenced with the SRTM DEM).

e case 3—4 GCPs optimized from the shaded SRTM DEM.

e case 4—4 GCPs carefully selected manually but not optimized from the shaded SRTM
DEM. This case allows estimatation of the performance of the orthorectification in
the situation where a low-relief, hence a poorly contrasted, shaded DEM limits the

correlation gain during the optimization.

Orthorectified images from case 2, 3, and 4 are correlated with the image from case 1,
considered as the reference. Offsets found are characterized by long wavelength distor-
tion with some high-frequency distortion correlated to the topography. Maximal mis-
registrations are 10m, 18 m, and 25m for case 1/2, case 1/3, and case 1/4, respectively.

Case 2 and case 3 are within the DEM absolute horizontal accuracy (20m), whereas case 4
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is outside. Although the SPOT image was also coregistered with the DEM, case 2 absolute
georeferencing is better than case 3. This is explained by the larger area and larger number

of GCPs (20) used to coregister the SPOT image to the shaded DEM.

4.10.2 GCPs—Tectonic Signal Distortions

To assess the consequence of misregistrations on the measured displacement map, the 1989
slave image was co-registered and correlated with the 4 orthorectified images described in
the previous section. The results were found to be similar regarding the mapping of the
surface breaks and the determination of fault slip. However, the various cases yield de-
formation maps which differ at long wavelengths. In fact the major source of distortion
at long wavelength is due to the assumption that the tie points between the master and
slave images have the same geographic coordinates in the slave and master image, indepen-
dently on the error on these coordinates. Tie points are indeed selected between the slave
and the orthorectified master to co-register the two images. These tie points, converted to
GCPs, are then optimized to refine the co-registration at a sub-pixel scale. The possible
ground displacements at the locations of the GCPs location is then wrongly compensated.
We illustrate this from NAPP aerial images of the 1999, Mw 7.1, Hector Mine, California,
earthquake (Table 4.1). Pre- and post-earthquake images were processed using the method-
ology described above. Three slave GCPs were selected and optimized. The North/South
displacement map is presented in Fig. 4.14. The horizontal displacement field is overlaid
as vectors on the figure, together with the GCPs. The fault rupture is clearly visible. Its
geometry and horizontal slip are in accordance with the field measurements [58]. As ex-
pected, displacement falls to zero at GCP locations. The co-registration compensates the
real ground displacements at the GCPs and introduced long-wavelength distortion in the
displacement map. Forcing the co-registration at GCPs locations, without accounting for
the ground displacement at their location, thus introduces some long wavelength distortion
of the displacement field, biasing measurements of ground displacement in the far-field.
This bias can be avoided if estimates of the ground displacements at the GCPs location
are known and taken into account during the optimization. To demonstrate this point
we used the displacement field determined at a larger scale from the correlation of SPOT
images [8]. The SPOT images were co-registered using GCPs far away from the fault zone

where coseismic displacement could be neglected. A subset of the North/South component
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Figure 4.14: North/South component of the 1989/2002 correlation map of Hector Mine
earthquake. Images are orthorectified on a 1m grid and correlated using a 64 x 64 pixel
window with a 16 pixel step. Three GCPs, located by the black crosses, are optimized to
co-register the master and the slave without accounting for seismic ground displacement
at their ground location. Overprinted arrow field is generated from the North/South and
East/West correlation map, and represents the ground displacement field. Long wavelength
distortions (vortex) are introduced to satisfy the master and slave co-registration. Profile
DD’ is reported on Fig. 4.15 and Fig. 4.17.
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Figure 4.15: North/South component of the denoised SPOT correlation map of Hector
Mine earthquake. Three GCPS located away enough from the fault to assume a null ground
displacement are optimized to co-register the master and the slave. Images are orthorectified
on a 10 m resolution grid and correlated using a 32 x 32 pixel window with a 8 pixel step.
Positive displacement is toward the North. The raw correlation map is denoised by a
technique preserving fault offset (personal communication, Leprince). The dotted square
represents the aerial photograph footprint, and black cross indicates the location of the
aerial photograph GCPs. Profile DD’ is reported on Fig. 4.17.

of the displacement field measured from the SPOT image is shown in Fig. 4.15. The dashed
square represents the aerial images footprint.

The aerial images were then processed taking into account the displacements measured
from the SPOT images at the three GCPs used to co-register the slave with the orthorec-
tified master (Fig. 4.15). The slave image is then registered to the tie points, which are
assigned geographic coordinates determined from cross-correlation with the orthorectified
master image, but shifted by the displacements determined from the SPOT image. The
North/South component of the displacement obtained from this procedure is shown in

Fig. 4.16. The fault geometry and horizontal slip value are identical to the ones from the
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first process. The long wavelength component of the displacement field now matches the
SPOT displacement field.

This procedure allows to measure ground displacement using images with different res-
olutions and different footprints in a common reference frame making mosaicking possible.
Nevertheless, far-field ground deformation must be considered carefully, as film distortion,
for example, manifests itself in the displacement map by deformation of similar frequency

and amplitude see Fig. 4.17).

4.11 Conclusion

This study describes how the procedure originally developed to process optical satellite
images, can be adapted to aerial photographs, taking into account the specific characteristics
of this type of images. Orthorectification and georeferencing is achieved using the DEM
only, without any other external data. The correlation of a master and a slave image
taken before and after an earthquake yields offsets which primarily represent horizontal
displacements. Some artifacts are introduced due to the use of a single DEM, but can be
corrected in post-processing. The absolute georeferencing of the images is limited by the
accuracy of the DEM georeferencing, and the slave and master images are co-registered with
a sub-pixel accuracy of about 1/3 of the pixel size. The limitation on the accuracy of the
co-registration between master and slave images is due to film distortions, scan artifacts,
and the assumption of no relative displacements of the tie points. This latter assumption
can be reduced if the displacement at the tie points can be estimated independently (from
other measurements or an a priori model of co-seismic ground deformation).

Better performances should be achieved in the future due to the development of digital
aerial photography, and due to a better control on the images’ geometry thanks to real-
time kinematic GPS and Inertial Navigation Unit. In addition the technique is sensitive
to temporal decorrelation such as those due to shadowing differences, man-made changes,
changes of the vegetation cover, and clouds.

Despite these multiple sources of limitations, our study shows that this technique is
extremely powerful to precisely map the fault trace, and to measure surface fault-slip and
near-field ground deformation. The technique applies to ruptures with a minimum length

of few kilometers and a minimum displacements of a few tens of centimeters. It should
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Figure 4.16: North/South component of the 1989/2002 correlation map of Hector Mine
earthquake. Images are orthorectified on a 1m grid and correlated using a 64 x 64 pixel
window with a 16 pixel step. Three GCPs, located by the black crosses, are optimized to co-
register the master and the slave while accounting for ground displacement at their ground
location (red arrow) from SPOT measures (Fig. 4.15). Major long wavelength distortions
present in Fig. 4.14 are removed. Only the long wavelength distortions caused by the SPOT
correlation error may remain, along with those introduced by film distortions. Profile DD’
is reported on Fig. 4.15 and Fig. 4.17.
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Figure 4.17: Profile from Fig. 4.14, Fig. 4.15, and Fig. 4.16. GCPs correction brings a 2nd
order polynomial correction in each North/South and East/West directions. High-frequency
signal (slip at the fault) is not affected, however.

thus be applicable to earthquakes breaking the surface with a moment magnitude exceed-
ing about 6.5. This opens the possibility to reassess a number of past earthquakes for
which aerial photography archives are available. Aerial photographs are less adapted to
measuring ground deformation in the far-field, which will be best measured with optical
satellite imagery (e.g., SPOT, ASTER) or interferometric synthetic aperture radar. Aerial
photographs and these latter techniques are complementary as they provide unprecedented
accuracy, respectively, in the near- and far-field measurements.

The algorithm of the processing chain are implemented in the software package COSI-
Corr (ENVI module), complementing the satellite image processing package [8]. The soft-

ware is available from the Caltech Tectonics Observatory website.
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Chapter 5

Co-Registration of Optically
Sensed Images and Correlation

(COSI-Corr): an Operational
Methodology for Ground
Deformation Measurements

By Sébastien Leprince!, Francois Ayoub?, Yann Klinger?, and Jean-Philippe Avouac?
! Electrical Engineering Department, California Institute of Technology, Pasadena, Califor-
nia, USA

2 Division of Geological and Planetary Sciences, California Institute of Technology, Pasadena,
California, USA

3 Institut de Physique du Globe de Paris, 75005 Paris, France

Foreword— This chapter has been published under the reference S. Leprince,
F. Ayoub, Y. Klinger, and J.P. Avouac, “Co-Registration of Optically Sensed
Images and Correlation (COSI-Corr): an Operational Methodology for Ground
Deformation Measurements,” International Geoscience and Remote Sensing
Symposium (IGARSS), vol. 6, Barcelona, Spain, July 2007, pp. 2700-2702.
In this thesis, it is referred to as reference [72]. S. Leprince and F. Ayoub are
responsible for the processing of the ASTER images according to the procedures
described in Chapter 3, Appendix D, and that have been applied in Chapter 7.

Y. Klinger provided the scans of the aerial images and processed them using
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COSI-Corr under the guidance of F. Ayoub and S. Leprince, according to the
procedures described in Chapter 4.

Recent methodological progress, Co-Registration of Optically Sensed Images and Cor-
relation, outlined here, makes it possible to measure horizontal ground deformation from
optical images on an operational basis, using the COSI-Corr software package. In particular,
its sub-pixel capabilities allow for accurate mapping of surface ruptures and measurement
of coseismic offsets. We retrieved the fault rupture of the 2005 Mw 7.6 Kashmir earthquake
from ASTER images, and we also present a dense mapping of the 1992 Mw 7.3 Landers

earthquake of California from the mosaicking of 30 pairs of aerial images.

5.1 Introduction

In addition to seismological records, the knowledge of ruptured fault geometry and coseismic
ground deformations are key data to investigate the mechanics of seismic rupture. In princi-
ple, this information can be retrieved from sub-pixel correlation of pre- and post-earthquake
remotely sensed optical images [5], as illustrated by earlier promising results [1], [10], [11].
However, this technique suffers from numerous limitations, mostly due to uncertainties on
the imaging systems and on the platform attitudes. These uncertainties lead to unmodelled
distortions and stereoscopic effects that are biasing the ground deformation measurements.

In this paper, we take advantage of a newly available technique that allows for precise
correction of most of these limitations, and for accurate estimation of sub-pixel displacement
between images [8]. This new technique, Co-Registration of Optically Sensed Images and
Correlation (COSI-Corr), has been implemented in a software package and is freely available
from the Caltech Tectonics Observatory website!. Our goal is to show its ability to measure
horizontal coseismic ground deformations. In particular, to complement the studies in [8]
and [62], we investigate the use of ASTER (Advanced Spaceborne Thermal Emission and
Reflection Radiometer) satellite and aerial images.

We first review the key steps that define the COSI-Corr methodology. Secondly, in
complement to [9], we study two ASTER images bracketing the 2005, Mw 7.6 Kashmir

"URL: http://www.tectonics.caltech.edu/slip_history /spot_coseis/
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earthquake. Thirdly, in complement to [62] and [65], using 30 pairs of aerial photographs,
we measure the horizontal coseismic ground displacement induced by the 1992, Mw 7.3

Landers earthquake of California. Finally, we open the discussion on new applications.

5.2 COSI-Corr Methodology

COSI-Corr proposes a methodology that allows for an automatic and precise orthorectifi-
cation and co-registration of satellite or aerial images [8]. The procedure does not require
external information such as GPS measurements of ground control points (GCPs), and is
solely based on the knowledge of the topography and on the ancillary data provided with
the observing platform (positions, velocities, attitude variations, and pointing directions for
spacecrafts, or calibration reports for aerial photographs.) Sub-pixel change detection is
then applied on the set of orthoimages produced.

The precise orthorectification procedure relies on the automatic generation of precise
GCPs, which are generated such that the correction they imply on the viewing geometry of
the observing platform allows for precise orthorectification and co-registration of the images.
To make this process automatic and as bias-free as possible, the GCPs generation and the
viewing geometry parameters are jointly optimized: we generate a precise set of GCPs from
a raw image (slave), with respect to an already orthorectified image (master), by iteratively
refining a rough selection of GCPs. Initial GCPs are derived from tie points roughly selected
between the orthorectified master and the raw slave images. Image patches from the raw
slave image are orthorectified and their mis-registration with the master orthoimage are
estimated from correlation. A precise set of GCPs is produced when the mis-registration
measured at each patch converges to a minimum. The GCPs generation is made independent
of any external data by using a shaded image of the digital elevation model (DEM) as
the first orthorectified master, and the first orthorectified image produced then becomes
the master for subsequent slave images. This approach is applicable worldwide, taking
advantage of the availability of accurate DEMs with global coverage (e.g., Shuttle Radar
Topography Mission - SRTM).

Once a set of precise GCPs has been produced, we compute the inverse mapping matrices
that associate ground coordinates with raw pixel coordinates. They define an irregular

resampling grid in the raw image. To avoid the introduction of aliasing in the orthorectified
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image, the irregular resampling problem is accounted for and the orthoimage is then built [8].

Horizontal ground displacements are retrieved from the sub-pixel correlation of the pre-
and post-earthquake orthorectified images. Image correlation is achieved with an iterative,
unbiased processor that estimates the phase plane in the Fourier domain [8]. This process
leads to two correlation images, each representing one of the horizontal ground displacement
components (East-West and North-South).

This methodology applies to any imaging system. Here, we apply it to pushbroom
satellite images (ASTER), and to aerial images. In pushbroom imaging systems, all optical
parts remain fixed during the acquisition, and the scanning is accomplished by the forward
motion of the spacecraft. Each line in the image depends on the varying attitudes of the
platform. In this case, COSI-Corr corrects the viewing parameters by linearly correcting the
camera look directions to compensate for attitude drifts and sensor orientation uncertainties
during image acquisition. In contrast, aerial photographs are images acquired from only
one exposure. The geometric bias induced by the acquisition system is stationary and is
compensated for using the traditional photogrammetric equations [62].

Raw images are wrapped onto the topography within the DEM resolution, and pairwise
co-registered with a % pixel accuracy, allowing for the measurement of horizontal fault

offset with an accuracy on the order of 55 of the pixel size [g].

5.3 The 2005, Mw 7.6 Kashmir Earthquake from ASTER

Images

We report on the rupture of the Oct. 8, 2005, Mw 7.6 Kashmir earthquake from 15m
ASTER images acquired on Nov. 14, 2000 and on Oct. 27, 2005. A 30m DEM produced
from these ASTER images was used. Fig. 5.1 shows the North-South component of the
ground offsets measured from correlation of the orthorectified and co-registered ASTER
VNIR 3N images. This first analysis readily shows that the rupture reached the surface,
although field evidence for fault ruptures was scant, and it provides a 70 km mapping of the
fault geometry with an accuracy not achievable from field measurements. In addition to the
coseismic signal, a wave pattern, running in the satellite along-track direction, reflects the
undersampling of the satellite attitudes that therefore could not be accurately accounted for

during orthorectification (we see here a pattern characteristic of unrecorded pitch variations,
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Figure 5.1: Northward component of the coseismic offset field from the 2005 Kashmir
earthquake seen from ASTER images (positive to the North.) This correlation image was
obtained with a sliding 32x32 pixel correlation window and 8 pixel step, leading to a
ground resolution of 120 m. No measurement is assigned to white points, where correlation
was lost. Correlation was lost mainly due to landslides or variation of the snow cover. The
fault rupture is visible as a discontinuity in the offset field. A wave pattern, attributed to
pitch variations, is biasing quantitative measurements.

a similar pattern on the East-West component reflected roll variations.) This pattern was
removed from subtraction, in the across-track direction, of several profiles running in the

along-track direction and not intersecting with the tectonic signal. This yields Fig. 5.2.

Fig. 5.2 allows us to quantify the horizontal coseismic ground displacement. The hori-
zontal slip vector on the fault could be measured accurately from profiles running across the
fault trace, including the fault-perpendicular component of horizontal displacements that
could not be measured in the field [9]. Surface displacements indicate nearly pure thrusting

with an average slip of about 5m, peaking at 7m.
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Figure 5.2: Northward component of the coseismic offset field from the 2005 Kashmir
earthquake seen from ASTER images (positive to the North). Attitude variations were
subtracted from Fig. 5.1. Arrows represent the horizontal surface fault slip. They are
determined from linear least-square adjustment, on each side of the fault and on each NS
and EW images, of stacked profiles running perpendicularly to the rupture. Profiles are
stacked over a width of 6 km and a length of 18 km. Ellipses show the 95% confidence
intervals. A longer profile highlights this procedure.
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5.4 The 1992, Mw 7.3 Landers Earthquake from Aerial Pho-

tographs

Using aerial and satellite imagery, we studied the Mw 7.3 1992 Landers, California earth-
quake, which produced a 75km surface rupture with an average right-lateral slip of 3m.
From the USGS-NAPP (U.S. Geological Survey - National Aerial Photography Program),
60 digitized photographs taken in 1989 and 1995 and covering the rupture were paired.
Those images, announced at 1m resolution, each have a footprint of slightly less than
10x10km. In addition, a 5m ground resolution 2002 SPOT 5 image and a displacement
field of the area obtained from SPOT imagery, [1], were available. The 10m NED DEM
was used to account for the topography.

The SPOT5 image, previously co-registered to the DEM and orthorectified on a 5m
resolution grid, was used as a common reference to register and orthorectify the aerial
images from 1995, as they were both post-earthquake. Between 5 to 10 GCPs per image
were selected and optimized with the SPOT 5 image [8], [62]. Optimizations were processed
independently, although an improved method would jointly optimize the GCPs of all 1995
images using a bundle block adjustment. Images from 1995 were then orthorectified on a
1-m-resolution grid.

Tie points were selected between the 1995 orthorectified images and their correspond-
ing images from 1989. However, in order to correctly co-register the images, ground dis-
placement at the resulting GCPs locations had to be accounted for. Indeed, these GCPs,
necessarily located in the near fault zone area due to the small footprint of aerial images,
sustained some ground deformation. The possible ground displacement at the locations of
the GCPs would then be incorrectly compensated if we did not account for it during the
optimization. As seen in [62], this compensation would corrupt the deformation signal on
long wavelengths, but would not affect the localization and slip of the fault. Nevertheless,
the displacement map obtained from SPOT imagery was used as an estimate of the ground
displacement at GCPs location.

GCPs from images of 1989 were optimized with their corresponding 1995 images as
reference. At this stage, the use of a bundle block adjustment for the 1989 images would
be difficult, as the best possible co-registration was needed between each image pair. Us-

ing a block bundle adjustment would minimize the global error over all pairs but would
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introduce local mis-registration that would be perceived as ground displacement. Pairs of
orthorectified images were then correlated using a sliding 64 x64 m window.
A mosaic of the correlations is presented in Fig. 5.3. Most of the entire surface rupture

was mapped, revealing small fault branches that were hardly recognized in the field.

5.5 Conclusion

We successfully applied the COSI-Corr methodology, newly developed, and processed two
independent ASTER images, as well as 30 overlapping aerial image pairs. We precisely
retrieved the horizontal coseismic displacement fields induced by the recent 2005 Kashmir
earthquake, and by the 1992 Landers earthquake from USGS aerial archives.

COSI-Corr proves to be robust and offers an operational methodology to the measure-
ment of horizontal ground deformations. In the case of earthquake studies, the possibility
of accurately recovering the fault normal component, and the fact that the technique allows
us to measure distributed deformation off the main fault trace, are of particular interest.
The sub-pixel capability makes this technique suitable for many types of sensors and many
other applications can be foreseen. The estimation of glacier flow velocities or sand dune

migration rates are being investigated.
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Chapter 6

In-Flight CCD Distortion
Calibration for Pushbroom
Satellites Based on Subpixel
Correlation

By Sébastien Leprince!, Pablo Musé?, and Jean-Philippe Avouac?

! Electrical Engineering Department, California Institute of Technology, Pasadena, Califor-
nia, USA

2 Division of Geological and Planetary Sciences, California Institute of Technology, Pasadena,

California, USA

Foreword— This chapter is in press under the reference S. Leprince, P.
Musé, and J.P. Avouac, “In-Flight CCD Distortion Calibration for Pushbroom
Satellites Based on Subpixel Correlation,” IEEE Transactions on Geoscience
and Remote Sensing, (in press), 2008. S. Leprince is responsible for the geo-
metrical analysis and modeling of the SPOT sensor, P. Musé provided expertise
in minimization and polygon clipping problems, and J.P. Avouac is the project

principal investigator.

We describe a method that allows for accurate in-flight calibration of the interior ori-
entation of any pushbroom camera, and that in particular solves the problem of modeling

the distortions induced by CCD misalignments. The distortion induced on the ground by
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each CCD is measured using sub-pixel correlation between the orthorectified image to be
calibrated and an orthorectified reference image that is assumed distortion-free. Distortions
are modeled as camera defects, which are assumed constant over time. Our results show
that in-flight interior orientation calibration reduces internal camera biases by one order
of magnitude. In particular, we fully characterize and model the SPOT 4- HRV1 sensor,
and we conjecture that distortions mostly result from mechanical strain produced when the
satellite was launched, rather than from effects of on-orbit thermal variations or aging. The
derived calibration models have been integrated to the software package Co-registration of
Optically Sensed Images and Correlation (COSI-Corr), freely available from the Caltech
Tectonics Observatory website. Such calibration models are particularly useful in reducing
biases in DEMs generated from stereo matching, and in improving the accuracy of change

detection algorithms.

6.1 Introduction

Recent methodological advances have made it possible to accurately orthorectify and co-
register pairs of optical satellite images, acquired from pushbroom systems, on an opera-
tional basis [8] [72]. The average co-registration accuracy is on the order of 1/50 of the
pixel size, and associated with an accurate sub-pixel correlation technique, quantitative
monitoring of Earth’s surface deformations have became possible. For instance, the Co-
registration of Optically Sensed Images and Correlation (COSI-Corr)! technique has been
applied successfully to measure the horizontal coseismic displacement field induced by large
earthquakes [1,8-11, 19, 72|, glacier flow [2,4, 73], landslides [2], and sand dune migra-
tions [74]. In each case, the accuracy on the horizontal displacement measured was on the
order of 1/10 of the pixel size for individual measurements, and often better than 1/20 of
the pixel size for measurements stacked over a swath.

At this level of accuracy, the ground deformation measurements are sensitive to any
potential defect in the physical modeling of the satellite system. One recurring and trouble-
some issue has been the proper modeling of the internal orientation of pushbroom imaging
satellites whose detector array is not composed of a single charge coupled device (CCD) line

array, but rather of several line arrays combined together to form a longer single one. This

"URL:http:/ /www.tectonics.caltech.edu/slip_history /spot_coseis/
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is for instance the case of the Satellite Pour I’Observation de la Terre (SPOT) satellites 1,
2, 3, and 4, where the panchromatic bands are acquired using four CCD line arrays of 1500
pixels each, combined together through an optical divider to form the complete equivalent

6000 pixels line scanning array [23].

Artifacts due to improper modeling of CCDs alignment are manifest in Fig. 6.1. This
figure shows the displacement field measured from the sub-pixel correlation of a SPOT 4-
HRV1 panchromatic image acquired in 1998, and a SPOT 2- HRV1 panchromatic image
acquired in 2000, which were first precisely co-registered and orthorectified. These images
cover the epicentral area of the Mw 7.1, Hector Mine earthquake, California, which struck
in 1999, rupturing the Earth’s surface over a distance of about 60km. Fig. 6.1 should
then represent the measurement of the horizontal coseismic displacement field induced by
this earthquake. The main rupture is indeed revealed and can be mapped in detail, but
measurements seem biased by linear artifacts running in the satellites’ along-track direction.
In areas where the coseismic deformation is negligible, biases corresponding to up to 1.6 m
of ground displacement are measured. They are caused by the contribution of misaligned
and distorted CCD line arrays of both satellites that were not modeled properly during
orthorectification. A distortion-free, perfectly straight CCD line array model was indeed

used.

In this paper, we describe a method that allows for in-flight calibration of the interior
orientation of any pushbroom camera, and that in particular solves the problem of modeling
the distortions induced by individual CCD misalignments. Our discussion and results are
illustrated using pairs of panchromatic SPOT images. Section 6.2 presents a review of how
the CCD distortion problem has been addressed thus far. In Section 6.3 we expose our
calibration methodology, which is based on the measurement of the CCD-induced ground
distortions using sub-pixel correlation, and on interpreting them as errors on the camera
model. Internal orientation distortions are assumed constant over time and are measured
with respect to an image that is assumed distortion-free. Section 6.4 presents the results
obtained, while Section 6.5 discusses the performances and limitations of our calibration

method.
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Figure 6.1: East-West component (eastward positive) of the displacement field measured
over the Hector Mine area, California, using a 10 m panchromatic SPOT 4 image acquired
on 08/17/1998, and a 10m panchromatic SPOT 2 image acquired on 08/10/2000. Images
were co-registered with the topography using the 1/3 arcsec, ~9m, NED DEM from the
USGS, co-registered together using automatic sub-pixel ground control points selection, and
orthorectified on a 10m UTM grid. Subpixel correlation was performed using 32x32 pixel
correlation windows, sliding with a step of 8 pixels, yielding a displacement map sampled
at every 80m. This experiment is the same as the one depicted in Fig. 24 of [8]. The
fault rupture, induced by the Mw 7.1, 1999 Hector Mine earthquake, is characterized as
a discontinuity in the displacement field and accounts for up to 5.5 m of surface offset in
this component. No measurement is assigned to white points, where correlation was lost
due to drastic changes over alluvial areas, or because of sensor saturation on white sandy
areas. Linear artifacts, running in the satellites along-track direction, betray the unmodeled
distortions of the CCD arrays of each satellite. The dark box represents an area where the
tectonic signal is assumed negligible with respect to the measurement noise (~ 70 cm). The
superimposed graph shows the displacements within this box, averaged in the along-track
direction. This stacked profile estimates the bias induced by the CCD distortions of both
satellites. In flat topography areas (this is mostly the case in the dark box), induced ground
distortions are up to 1.6 m. However, these also depend on the topography variations, as
seen in the circled area, and as explained in Fig. 6.2.
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6.2 Previous Work

To our knowledge, there exist very few authors in the open literature who have explicitly
documented the problem of correcting the CCD distortions of pushbroom satellites. They

all based their studies on the SPOT satellites, and are described below.

6.2.1 Benefiting from the Dual Acquisition System HRV1 and HRV2 on
SPOT Satellites

In [75] and [50], Westin describes a procedure to explicitly calibrate the CCD distortions of
the SPOT 1 satellite. SPOT 1,2,, and 4 satellites are equipped with two similar instruments,
HRV1 and HRV2, that can acquire images simultaneously, and with different pointing angles
thanks to their independent steering mirrors. Such acquisitions constitute stereo pairs with
a base-to-height ratio equal to zero, and once projected on a common reference system
(UTM), the local disparities are formulated as the superposition of the distortions from
both instruments. Distortions from each instrument can be separated using at least three
such pairs, each pair having a different incidence angle difference. This technique works
well but is of limited practical use. One practical problem is that the HRV1 and HRV2
instruments are usually not acquiring scenes simultaneously, and finding at least three such
stereo pairs from the SPOT archives is challenging. However, this problem could easily be
overcome by a special order of images if the satellite is still running. Another more serious
limitation is that this method applies only to satellites having two optical systems that
can simultaneously image the same area. In other words, this formulation is only valid for
SPOT satellites, whereas other satellites such as Quickbird, Ikonos, the IRS-1C satellite,
etc..., which do not possess a duplicate of their optical instrument, but which also exhibit
troublesome CCD distortions [76] [77], could benefit from a more general and versatile

approach.

6.2.2 Along-Track Subtraction of Stacked Profiles

To correct CCD-induced distortions in a correlation image like the one shown in Fig. 6.1,
one may be tempted to simply use post-processing tools to remove the apparent artifacts.
Exact and tedious modeling of the distortions then becomes unnecessary. For instance,

one could think of removing the CCD artifacts from Fig. 6.1 by subtracting, in the satel-
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lites” along-track direction, stacked profiles taken where the displacement field is assumed
to be zero. This is equivalent to subtracting the graph superimposed on Fig. 6.1 from
the whole correlation image. Unfortunately this method, proposed in [1], has two major
drawbacks. First, the correlation image must possess large areas where the ground displace-
ment is negligible, which is impractical in the case of images spanning a large earthquake.
Second, this stacking technique simply does not work because, as explained in Fig. 6.2,
the CCD-induced distortions on the ground depend on the topography. Hence averaging
non-constant ground distortions is meaningless. As an illustration, the circled artifacts in
Fig. 6.1 cannot be canceled from stacks subtraction since they show obvious heterogeneities
in the along-track direction. These parallax artifacts result from the CCD distortions and
cannot be the result of the DEM vertical inaccuracy. The pre- and post-earthquake im-
ages have an incidence angle difference of 8.1° and the NED DEM has a vertical accuracy
within ~ 3 m [78]. Consequently, the ground disparity induced by DEM parallax should not
exceed 42 cm, and the ground disparities measured are comprised between 2-3m. Hence
the topography-dependent artifacts circled in Fig. 6.1 are indeed produced by the CCD

distortions.

6.3 Proposed Methodology

6.3.1 Assumptions and Notations

In this study, we assume that artifacts observed in the correlation images are due to a
combination of non-separable distortions from the optical system and the CCD elements,
and they all can be modeled as positioning errors on the CCD elements’ location in the
focal plane [75]. For a given CCD element, the distortion is considered constant over the
time of acquisition of an image. The acquisition time is about 9s for a SPOT image. We
will discuss the stationarity of CCD distortions over longer periods in Section 6.5.

To express our internal orientation model that accounts for the CCD and optical dis-
tortions, we use the internal orientation representation developed for the SPOT satellites,
where each CCD element is associated with a particular look direction [23]. Notations are
reported in Fig. 6.3.

The calibrated interior orientation of a slave image is derived from the correlation anal-

ysis between the slave image and a reference image that is assumed bias-free and perfectly
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Figure 6.2: Assume that a particular pixel is thought to be imaging a scene from the
position p in the satellite focal plane. Also assume that the optical system is sustaining some
distortion, constant over time, that can be modeled as if this particular pixel p was in fact
seeing the scene from the position p’ in the focal plane. Call this distortion d= pZ)’ . Then,
orthorectify, co-register, and correlate the distorted image with a distortion-free reference
image. If at a particular acquisition time ¢, the topography of the scene is represented by
the solid black line, then the ground disparity measured from correlation is D1 Since d
is assumed constant over time, if the topography is instead represented by the dotted line
at time t9, the ground disparity measured will be 52 #* 51. Hence the ground disparities
measured from the correlation of orthorectified images depend on the topography variations
and cannot be averaged. This makes clear that CCD distortions must bias the production of
digital elevation models from stereoscopic images [75]. The distortion in the focal plane dis
retrieved using the observed ground distortion. If at the time ¢; the pixel p sees the ground
point M and the ground disparity 51 is measured, it means that the pixel p should have
seen the ground point M} = M + 131, at elevation hi, instead. The problem of determining
d is therefore equivalent to determining the new camera unitary pointing vector 4y of the
pixel p, such that p sees the ground point M; when projected according to .
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Figure 6.3: Each CCD element p in the focal plane is characterized by a pointing direction
i1, with origin the instrument’s optical center O. These look directions are derived from the
look angles (¥, ¥,), such that iy (p) = [~ tany,(p), tan 1, (p), —1]7 /K, and with K such
that [|71(p)||2 = 1, for all p. The set of look directions is fixed over a given acquisition and
models the satellite interior orientation. It is given in the spacecraft body fixed reference
system, also called the Navigation Reference Coordinate System. At nominal attitude when
the satellite roll, pitch, and yaw are null angles, we have }7//17, Z//ﬁ, X=YxZifP
and V denote the satellite position and velocity vectors, respectively.

orthorectified. This reference image should largely overlap with the slave image to be
calibrated. For example, it could be a mosaic of high-resolution aerial photographs or-
thorectified at the resolution of the slave image [79]. In this study, the reference image is
a SPOT 5-HRG1 panchromatic image. The SPOT 5 sensor is composed of a single CCD
line array that is accurately calibrated [79], and that has shown no detectable bias during
correlation analysis [8]. The 1/3arcsec (~9m) NED digital elevation model (DEM) [78§]
is used for orthorectification purposes. Its resolution is thought to be sufficient to pro-
duce orthorectified images with negligible parallax effects if the images are free of modeling

distortions.

6.3.2 Methodology

CCD distortions induce subtle disparities in the images that account for at most a small
fraction of the pixel size. Therefore, the slave raw image should be perfectly orthorectified
and co-registered with the reference, except for the CCD distortions that should be unam-
biguously measured. This is achieved thanks to accurate ground control points (GCPs),
which correct for the satellite exterior orientation errors, and which are generated between

the raw slave image and the orthorectified reference using sub-pixel correlation [8].
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Figure 6.4: East-West component (eastward positive) of the disparity field measured from
sub-pixel correlation of a reference SPOT 5-HRG1 5m panchromatic image acquired on
01/24/2003, and a slave SPOT 4- HRV1 10 m panchromatic image acquired on 03/11/2000.
Both images were orthorectified using the 1/3 arcsec NED DEM from the USGS. Thirty
sub-pixel GCPs were used to tie the SPOT 5 image to the DEM, and 6 sub-pixel GCPs were
used to tie both orthorectified images together [8]. Correlation analysis was performed on
32x32 pixel windows, sliding with a step of 8 pixels (80 m on the ground). Linear artifacts
reveal the SPOT 4 CCD distortions.

The result of the correlation analysis between a SPOT 5- HRG1 panchromatic reference
image and a SPOT 4- HRV1 slave image is shown in Fig. 6.4. The disparity field shows linear
artifacts attributed to the SPOT 4 CCD distortions. No other biases are visible, meaning
that precise orthorectification and co-registration have been achieved. In particular, the
exterior orientation is satisfyingly modeled as no oscillating pattern is observed (typical for

roll, pitch, or yaw variations residuals [72] [80]).
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6.3.2.1 The Orthorectification Model
The orthorectification model, as detailed in [8], is of the form:

—

M(p) = O(p) + AT (p)R(p)ir(p) + 6(p)], (6.1)

where:

M is the point on the ground seen by the pixel p,

O is the position of the optical center in space when p was being acquired

1 is the interior look direction of the pixel p as defined in Fig. 6.3

R is a 3D rotation matrix that accounts for the satellite roll, pitch, and yaw when p

was being acquired

e T is a system reference change matrix from the orbital to the terrestrial coordinates

system

0 is the correction brought on the orthorectification model by the GCPs to ensure

precise co-registration of the orthorectified slave and the reference images

e )\ is some positive scaling number such that the ray defined by O(p) 4+ \i(p) intersects
the topography surface as defined by the DEM at M.

GCPs are automatically derived with high accuracy by optimizing é on some designated
pixels of the raw image, called image control points (ICPs), such that orthorectified patches
centered on those ICPs have an average co-registration with the reference image as accurate
as possible, as measured using sub-pixel correlation.

In practice, we do not distinguish between the instrument optical center and the satellite
center of mass, and J is a linear correction on each of the X,Y,Z components of the
terrestrial look direction T'(p)R(p)u1(p). Although 0 has the potential of correcting any
defect from both the interior and exterior orientations, the linear correction mostly corrects
for attitude drifts of the satellite. We then next consider that § corrects for any bias of the
external orientation and that remaining biases are only due to distortions from the interior

orientation, i.e., the CCD distortions.
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Given a pixel p, the direct orthorectification model determines its projection M on the

ground.

6.3.2.2 The Calibration

Given the orthorectification model, the following procedure, introduced in Fig. 6.2, is used

to compute the calibrated look direction @y for all pixels in the slave image:

1. Call M the ground projection of the pixel p by the direct model orthorectification.

Orthorectify the raw slave image onto a 32x32 pixel patch P centered at M.

2. Compute the disparity Dy between P and the orthorectified reference image using

sub-pixel correlation.
3. Find M1 = M + 51. Assign to M its elevation h; according to the DEM.

4. Determine the new interior orientation look direction @y such that Mi(p) = O(p) +
M [T(p)R(p)in (p) + g(p)], for some A; > 0, and under the constraint ||dyx(p)||2 = 1.
This yields

—_—

OM;

A1

in(p) = B ()17 (p) (S5 = 3(p)). (6.2)

with A; determined from the constraint @y - @n = 1, which gives

OM, -5 —\/(OM, - 52 — (|3]|2 — 1)| O, |

A= =
161> =1

(6.3)

We indeed have A; > 0 since ||8]|2 < 1. Physically, this means that the correction
on the orthorectification model has a smaller magnitude than the pointing vector to
be corrected. This should always be true when the satellite is imaging its specified

ground target.

7. Iterate for all pixels in the raw slave image that overlap with the reference image. See

Appendix E for details.

This procedure yields a calibration for each CCD element. It provides maximum redun-
dancy because it is carried out for all lines in the raw image. Because pointing vectors (or
look directions) are characteristic of the camera, they can be assumed constant over the im-

age scanning time for a given CCD element, and they are “averaged” to give a more accurate
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calibration. For a given CCD element, averaging all the pointing vectors @% means finding
the unitary vector < @y > such that its direction is the mean direction of all unitary vectors
@%. This is equivalent to finding < @y > that satisfies < @y >= argmin, >, |7 — @y|?
for ||@]| = 1. Equivalently, the spherical coordinates angles (0n,pn) of < @n > are the

minimizers of

i (6.4)
for i = (sin ¢ cos 6, sin psin @, cos @)L .
If we let A, B, and C denote the coordinates of the vector Y, @ in the spacecraft body

fixed reference system, i.e., A=), iy - X,B= > TN Y,C = > TN Z, we find

B A Bisi
On = arctan(z), and ¢y = arctan( o8 eNg S QN), (6.5)

by equating the partial derivatives of f(6, ) to zero. For each CCD element, we can then
determine a mean calibrated look direction < %y >. In practice, to limit bias in the mean
calibration, only calibration measurements resulting from a correlation with high signal-to-
noise ratio, and with ground disparities comprised within a physical range of a few meters
are used. At this point, the interior orientation of the satellite is fully calibrated and it is
worth noting that no a priori knowledge on the camera parameters such as the focal lenght
or the CCD sampling step in the focal plane have been used. The resulting calibration is

therefore not biased even when these parameters are not known with enough accuracy.

We previously stated that the distortions of the optical system were primarily due to
positioning errors of the CCD elements in the focal plane. Now that the camera interior
orientation is calibrated, the focal plane distortions d (see Fig. 6.2) can be determined by
looking at the difference between the projection of the calibrated and non-calibrated look
directions < @y > and 7 in the focal plane. We have:

J: (dl‘?dy70)T = p/ —p=

r

f [ < Uy > Uy (66)

[ <un(z) > [u(z)]
where f is the instrument estimated focal length, r is the sampling step of the CDD array,
and u(z) is the Z component of @, i.e., u(z) = @- Z. For the SPOT 4 instrument, we used r
= 13 pm [23]. The exact value of the focal length varies slightly depending on authors, and

we followed the recommendation of [75] using f =1084 mm. Fig. 6.5 shows each component,
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Figure 6.5: Measured distortions, in pixel, in the focal plane of the SPOT 4- HRV1 panchro-
matic sensor. The CCD line sensor is composed of four CCD line arrays of 1500 pixels each
(vertical dotted lines). Discontinuities on the edges of each array reveal their misalignment.
Both across-track and along-track distortions are measured with an uncertainty below 0.01
pixel rms. Distortions up to 0.12 pixel (~1.2m on the ground) are estimated. All 6000
pixels are calibrated, except for the first 43 and the last 40 pixels due to border effect in
the correlation analysis. Distortion for these missing pixels were later linearly extrapolated
from the nearest 150 distortions to provide a complete calibration of the sensor.

across-track d, and along-track d,, of the distortion d measured in the focal plane of the
SPOT 4-HRV1 panchromatic sensor. Discontinuities are clearly seen on the edge of each
CCD array at pixel multiples of 1500. The uncertainty of this calibration model is better
than 0.01 pixel rms, and shows significant CCD distortions even within each single CCD

array.

Non-calibrated look angles (¥, ¥, ), defined in Fig. 6.3, relate to the non-calibrated
interior orientation look directions ;. In the same way, calibrated look angles (UL, \II?J/V )
can be derived from the calibrated interior look direction < @y >. Fig. 6.6 represents the
difference between calibrated and non-calibrated look angles, in the polar plane defined
by (AU,,AW,), with AV, = U — ¥, and AV, = )Y — ¥, for all pixels p in the
SPOT 4-HRV1 CCD sensor. This representation helps to visualize the kind of distortion
that the CCD sensor suffers. On the first order, the clustering of each CCD array shows
that discontinuities between arrays cause the worst defects. On a second order, the linearity
in this polar plane of the points belonging to the CCD arrays 1, 2, and 4, shows internal
rigid rotation of these arrays in the focal plane. On a third order, we can also point out

inter-array discontinuities, as seen on the array 1. It is also visible in Fig. 6.5 around pixel
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Figure 6.6: Polar representation of the differences between calibrated and uncalibrated
interior orientation look directions. We define A¥, = ¥ — ¥, and AV, = \Ilév - v,
where (¥, V¥,) and (¥ ,\Iiév ) are derived from the non-calibrated, #;, and calibrated,
< Uy >, interior orientation vectors. Each dot represents the look angle correction of a
particular pixel. Colors are chosen to match those of Fig. 6.5. The clustering of the CCD
arrays highlights the CCD arrays’ misalignment in the focal plane, and the linear trend of
the arrays 1, 2, and 4, shows that they are rotated in the focal plane. The CCD array 1
seems to be split into two clusters. The transition between these two clusters corresponds
to the across-track discontinuity noticed in Fig. 6.5 around the pixel number 500. The
width of the dot cluster representing the CCD array 4, about 0.1-107% rad, is characteristic
of the calibration uncertainty (not shown for clarity). At an altitude close to 830 km, this
calibration allows for a geometric accuracy that is about 8 cm on the ground, or 1/125 of
the pixel size.
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number 500 in the across-track direction.

6.3.2.3 SPOT Steering Mirror and Correction Model

The SPOT interior orientation look directions ; account for the modeling of the steering
mirror [24]. Therefore, the correction devised above cannot be applied directly to another
image from the same sensor, acquired with a different incidence angle. We need to introduce

the rotation matrix Rjs modeling the effect of the lateral steering mirror:

cos(©) 0 —sin(O)
o 1 0 : (6.7)
sin(©) 0 cos(O)

Ry

where © is a rotation angle around the Y axis (Fig. 6.3). From the SPOT ancillary data,
we compute © = (s —48) x 0.6°, where s is the step encoding the mirror rotation. We then

define the correction model for the SPOT 1, 2, 3, and 4 satellites as:

duo(p) = B, | < iin(p) > —in(p), (6.8)

for all the 6000 pixels p constituting the line sensor. In our particular example, the slave
SPOT 4-HRV1 panchromatic image has a mirror step s = 46, hence © = —1.2°. This
allows us to propose a general correction model for this particular sensor, assuming that
the CCD distortions do not change over time. To apply this correction to another image
from the same sensor, say to the image I, we correct the given interior orientation look

directions @y (p)y, for all pixels p, according to:

in(p)r = i (p)r + Ruyduo(p), (6.9)
where R), is the mirror rotation matrix associated with the image I, which is assumed
constant for a given image. No images are indeed acquired when the mirror is rotating,
and a safety lag time is set to allow the mirror position to rest until potential oscillations

become negligible [81].
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Figure 6.7: Same experiment as in Fig. 6.4, but the derived CCD correction model has
been accounted for during orthorectification. The absence of visible bias related to the
CCD distortions validates the methodology.
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6.4 Results

Fig. 6.7 represents the correlation analysis between the SPOT 4 slave image when the in-
terior orientation is corrected as described, and the SPOT 5 reference image. Compared
with Fig. 6.4, it is clear that the CCD-induced distortions have been corrected well. This
experiment validates the methodology presented and shows that the image from which the
distortions are estimated is properly corrected. However, this experiment does not validate
the way the mirror rotation is compensated. As the calibration model is used on the cali-
bration image, the matrices Rj; and Ry, are identical, and they exactly compensate each

other in the correction. Hence this experiment is insensitive to mirror rotation uncertainties.

Fig. 6.8 shows a more extended experiment and presents the same correlation analysis
as in Fig. 6.1, but this time, the SPOT 4- HRV1 correction model that was estimated from
the SPOT 4-HRV1 image of 2000, is applied to the SPOT 4- HRV1 pre-earthquake image
of 1998. To obtain a complete distortion-free image, the SPOT 2- HRV1 sensor was also
calibrated, using the same SPOT 5 reference image. No CCD artifacts remain, hence we
can conclude that the CCD distortions, at least between 1998 and 2000, can be considered
stationary. This is an encouraging result suggesting that a single calibration of a particular

instrument can hold for several years.

In seismotectonic studies, fault slip measurements are important in understanding the
mechanics of seismic ruptures [9-11]. They can be determined from the correlation analysis
of pre and post-earthquake images by measuring the amplitude of discontinuities in profiles
running perpendicularly through the fault. Thus far, it has been assumed that this proce-
dure, which measures the relative displacement at the fault, is insensitive to artifacts from
the imaging system. This is only true for artifacts whose wavelengths are much larger than
the fault discontinuities, and this is unfortunately not the case with the CCD-induced dis-
tortions. In a particular setting where the fault is perpendicular to the satellite tracks, such
measurements will not be biased, but if the CCD discontinuities are aligned with the fault
offset, measurements will be inevitably corrupted. Fig. 6.9 compares the right lateral slip at
fault from the offset field depicted in Fig. 6.1 and Fig. 6.8. The right lateral coseismic offset
of the 1999 California Hector Mine earthquake is measured from the SPOT images before
and after the CCD calibration is used. The discrepancy is up to 70 cm around kilometer

10, where one of the CCD artifact crosses the fault near longitude 116°16’W (see Fig. 6.1).
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Figure 6.8: Same experiment as in Fig. 6.1, but the derived CCD correction model for both
SPOT 4 and SPOT 2 images have been accounted for during orthorectification. Although
the SPOT 4 sensor was calibrated from an image acquired in 2000, it is applied here on a
1998 pre-earthquake image. The absence of CCD artifacts suggests that the CCD distortions
of this particular sensor are stationary over the years. We also notice that the topography-
induced artifacts have disappeared. The proposed methodology should then improve the
quality of DEMs produced from stereoscopic image pairs acquired from the instruments
considered in this study.
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Figure 6.9: Comparison of the right lateral slip along the fault trace estimated from the
correlation analysis from Fig. 6.1 and from Fig. 6.8. On this particular example, the CCD
distortions induce up to 70 cm bias on the measured fault slip. Right lateral slip is deter-
mined by projecting the horizontal slip vectors along the fault strike. Horizontal slip vectors
are measured from linear least-square adjustment, on each side of the fault and on each NS
and EW images, of stacked profiles running perpendicularly to the rupture. Profiles are
stacked over a width of 880 m and a length of 8 km.

This shows that the incorrect account for CCD distortions can lead to significantly biased
measurements of fault slip. Thus, by correcting topographic and registration biases, the

CCD calibration allows better accuracy of measurements in change detection applications.

6.5 Discussion and Conclusion

In this paper, we presented a methodology for in-flight calibration of the interior model of
pushbroom satellites. This calibration mostly aims at correcting the CCD distortions which
are the most common source of geometric artifacts encountered in these systems, and also
any other stationary inaccuracies of the camera model. Interior orientation distortions are
physically modeled as positioning errors on the location of the individual CCD elements,
and must be properly accounted for during orthorectification. This methodology requires
the use of a reference image, ideally orthorectified. The topography of the calibration site
should then be known with high accuracy. In particular, we have presented the calibration

of the SPOT 4-HRV1 panchromatic sensor, using a SPOT 5- HRG1 panchromatic image as
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calibration reference. The test site was in California, where the 1/3 arcsec (~9m) NED
DEM is available.

The effectiveness of the calibration process relies on two main assumptions regarding the
stationarity of CCD distortions. It is first assumed that the CCD distortions are constant
during the short acquisition time of the calibration image (typically <10s). Corrections
determined at each line can then be averaged to provide a more precise calibration. In
some peculiar cases, it could be argued that some mirror oscillations during the acquisition
could perturb the correction model, but, even if present, they in fact should be averaged
to zero while averaging the corrections over all lines (high-frequency oscillations [81]). This
first assumption is thus very likely to be valid. The strength of a particular calibration is
its ability to be applied to images other than the image it has been derived from. However,
doing so is only valid if the CCD distortions are constant over much longer periods (typically
a few years), which is the second assumption made here. In the study presented, we applied
successfully the correction derived from a 2000 image to a 1998 image. Also investigated
but not shown here [82], the same calibration model was applied to acquisitions from 2004
and 2006. These images were acquired at different latitudes, i.e., 12°N instead of 34°N
for the California image used to derive the calibration, and at different seasons (summer
vs. winter), hence under different orbital conditions. In all these investigations, residual
distortions were at most 0.02 pixel. This residual is higher than the expected calibration
accuracy detailed (~ 0.005-0.01 pixel), but should be compared to the distortion errors
when the calibration was not used, i.e., up to 0.12 pixel. The discrepancy, however, observed
between the expected and the measured calibration accuracy can be explained by several

factors:

e Already discussed, the CCD distortions may not stay perfectly constant over long
periods, and the calibration derived from the 2000 image may not be entirely valid

from 1998 to 2006.

e The reference SPOT 5 image may exhibit some CCD distortions [83], and the NED
DEM used for orthorectification is not ideal either. Hence our ortho-reference image

certainly does not allow for a perfect calibration.

e Three years separate the SPOT 5 reference image from the SPOT 4 image from which

the calibration is determined. Decorrelations related to land cover changes are visible
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in the correlation analysis of Fig. 6.4, and image-dependent biases may be present in
the resulting calibration. For example, shadows on topographic features can bias the
correlation analysis if the images are acquired at different seasons [8]. This could be
minimized by averaging several calibrations derived from independent sets of images.
Short acquisition periods between the reference and the calibration images should also

be sought to minimize potential decorrelations.

e The mirror rotation of the calibration image is compensated for to derive a general
calibration model, and then the mirror rotation of the image to be calibrated is ac-
counted for to apply the correction. Mirror rotation angles are discretized every 0.6°,
and these uncertainties add up to the final calibration inaccuracy. Again, averaging
calibration models determined from sets of independent images should minimize the

correction uncertainties.

Despite all these limitations, our results show that in-flight interior orientation calibra-
tion is beneficial, reducing internal camera biases by about one order of magnitude. Further
work is still needed to better understand the cause and the time variability of the focal plane
distortions, but we have shown that in the case of the SPOT 4- HRV1 panchromatic sensor,
most of the CCD distortions could be thought of as stationary errors for periods as long as
eight years, even on different orbits. This fact suggests that distortions may mostly result
from mechanical effects during the satellite launch that later remained, and that effects of
on-orbit thermal variations on the satellite structure may only account for a more negligi-
ble part. Therefore, in-flight interior orientation calibration is meaningful and should be
generalized on all pushbroom systems designed to offer satisfying geometrical accuracy for,
e.g., DEM generation and change detection applications.

The calibration models for the SPOT 2 and the SPOT4 HRV1 panchromatic sensors
described in this paper have been integrated to the free software package COSI-Corr (Co-
registration of Optically Sensed Images and Correlation), developed with IDL (Interactive
Data Language) and integrated in ENVI (Environment for Visualizing Images). This soft-
ware is available from the Caltech Tectonics Observatory website (http://www.tectonics.caltech.edu/).

This study validates that the CCD elements of optical sensors are subject to positioning
errors on the order of 1/10 of the pixel size. Images acquired by such sensors are therefore

not exactly regularly sampled. Most orthorectification procedures rely on inverse orthorec-
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tification modeling where a regular grid on the ground is back-projected in the satellite
image plane. The orthoimage is produced by resampling the raw image, assumed regularly
sampled, at the grid points back-projected in the image plane. This formulation is thought
to produce rigorously built orthoimages while avoiding the problem of irregular resampling
posed by the direct orthorectification modeling [8]. Because raw images cannot be assumed
strictly regularly sampled anymore, our study finally suggests that a more explicit account
of the irregular resampling problem, as treated in [84] for instance, might help to further

improve the 