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Abstract

I present five explorations of the formation of early galaxies near the epoch of reionization: observ-

able phenomena that demonstrate the interaction between galaxy formation and the intergalactic

medium.

I calculated the contribution of the first stars (Pop iii) to the cosmic infrared background (CIRB).

Pop iii stars produced the observed unexplained component of the NIR CIRB if they were very

massive and formed efficiently over a redshift range 25 >∼ z >∼ 7. A small escape fraction of ionizing

photons from the nebular gas immediately surrounding the Pop iii stars enhances the Pop iii CIRB

signal.

I calculated the effect of radiative transfer through the intergalactic medium (IGM) on the

observed properties of Lyman α emission lines from z >∼ 6 galaxies. The detection of a Lyman α

emitting galaxy at z = 6.5 resulted in claims that the universe was mostly ionized there. With

existing information about the source galaxy it is almost impossible to deduce the ionization state

of the z = 6.5 IGM, especially if there were galactic-scale super-winds.

I present a method to infer the stellar population responsible for completing reionization. We

simulated helium and hydrogen absorption along lines-of-sight toward high-redshift QSOs assuming

either Pop ii or Pop iii stars dominated the UV background at z = 5. The final SDSS quasar sample

may contain a quasar/line-of-sight combination that constrains the nature of the dominant ionizing

sources only 300 Myr after the end of reionization.

I present an observational survey of low-luminosity Lyman α emitting galaxies at 4.5 < z < 6.7.

This unprecedented survey utilized strong lensing by rich clusters of galaxies at intermediate redshifts

to discover six likely Lyman α emitting galaxies. The z ∼ 5 Lyman α luminosity function may be

flatter than the mass function of dark matter halos, a sign of suppression of the star-formation

efficiency in low-mass halos. However, our data by themselves are consistent with the slope of the

halo mass function.

I modeled the formation of metal-poor globular cluster systems (GCSs), invoking reionization to

explain the bimodality observed in GCS metallicity distributions. The model reproduces the mass

and spatial extent of the Milky Way metal-poor GCS, and also the increasing number of metal-poor

globular clusters per unit galaxy mass for galaxies in richer environments, as observed.
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Chapter 1

Introduction

1.1 Introduction

The Milky Way is a robust middle-aged galaxy with a total mass of 1012 M�. We have a very

similar neighbor (the Andromeda galaxy), and several smaller companions. Our galaxy quietly and

confidently goes about its business of forming stars, such as the Sun, as it has at a relatively constant

rate over the last 10 billion years—most of the age of the universe—with only occasional excitement

when one of our little friends drops in.

The early universe was a completely different story. After a hot but smooth beginning in the

Big Bang, the universe cooled off as it expanded, and matter began to clump together under the

influence of gravity. Structures resembling pancakes collapsed along one axis to form filaments; the

intersections of these formed roughly spherical halos, which grew in mass as matter flowed along the

filaments and poured into the halos. Less than 500 million years after the universe began, the first

star in the universe was born, inside one of the halos.

The billion years after the first star was born are even more crucial to our understanding of

why the universe now looks the way it does. My thesis research focused on this period, which

witnessed the formation of the first clusters of many thousands of stars and the first small galaxies.

These young galaxies polluted their pristine hydrogen and helium surroundings with carbon, oxygen,

and other heavy elements. New elements opened up new pathways to cool gas, accelerating star

formation. Pockets of intense radiation fields heated gas and blew intergalactic winds. Some small
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proto-galaxies were completely destroyed by the combined impact of radiation and winds from

their neighbors. These turbulent times culminated when the bubbles of intense radiation percolated

throughout the universe, ionizing all of the hydrogen between the galaxies, and greatly homogenizing

the radiation field. At that instant the oldest stars in the Milky Way had already formed, though

another billion years passed before the Milky Way itself assembled.

My thesis presents five explorations of the formation of early galaxies near the epoch of reion-

ization. The goal is to connect current and future observations, both of the local and high-redshift

universe, to the conditions and astrophysics underlying the first epoch of galaxy formation. I will

next introduce the themes and methods common to the whole thesis, then in Section 1.2 summarize

each of the five projects individually.

The best current census of the contents of our universe indicates that about 80% of the mass

is non-baryonic dark matter (Spergel et al., 2003). Dark matter is believed to interact almost

exclusively through gravity with itself and baryonic matter. As a consequence, it is relatively simple

to calculate the density evolution of dark matter from some initial conditions to a later cosmic time,

both analytically (e.g., Padmanabhan, 1993; Peebles, 1993, for pedagogical reviews) and numerically

(see Bertschinger, 1998, for a recent review). Moreover, the initial conditions of the dark matter

are easy to calculate under the paradigm that inflation nearly completely smoothed out the early

universe, leaving behind only tiny, scale-free (or nearly so), fluctuations in the matter distribution.

On scales of interest the density perturbations are well approximated by linear perturbation theory

until z ∼ 100 or later (Zeldovich, 1970). Overdense perturbations are unstable to collapse, as dark

matter is nearly pressureless, and the end result of the most overdense perturbations is collapse

to a nearly spherical halo of dark matter (see Cooray & Sheth, 2002, for a review). Details of the

evolution of dark matter are still an active research topic (e.g., Power et al., 2003), but the qualitative

features and quantitative calculation techniques are generally agreed upon.

The baryonic universe is a more complex place, though, because forces beyond gravity are rele-

vant. However, in many situations of interest, gravitational forces from a dark matter halo dominate

the other forces felt by the associated baryons on large scales. Thus, as a useful first approximation
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to the fundamentally baryonic process of galaxy formation, it has proved useful to associate galaxies

with dark matter halos (see White, 1999, for a review), partially justified by the dark matter content

inferred in local galaxies and clusters of galaxies. In most of the volume of the universe, though,

thermal pressure of the baryonic gas is the most important force. Consequently, the distribution of

material in the inter-galactic medium (IGM) is a more challenging calculation than the distribution

of galaxies. Though there are many outstanding issues in galaxy formation, much current research

is devoted to relating galaxy formation to the IGM.

The reionization of intergalactic hydrogen is an important example of the coupling between galaxy

formation and the IGM. Reionization was dominated by photoionization of intergalactic gas, most

likely from sources associated with early galaxies (see Barkana & Loeb, 2001; Loeb & Barkana, 2001,

for reviews). So an understanding of early galaxy formation is key to predicting the reionization

epoch and process. The interplay between galaxies and the IGM persisted even after the universe

was finally and nearly completely ionized at z ∼ 6 (Fan et al., 2002, and references therein). The

sudden temperature rise associated with photoionization of the IGM hydrogen increased the Jeans

mass until it was comparable to the characteristic mass scale of dark matter structure. This was a

relatively unique event, because throughout most of the history of galaxy formation, both before and

longer after reionization, the Jeans mass falls at considerably smaller scales than the characteristic

scale of dark matter halos. But as reionization was completing, IGM gas resisted collapse on all but

the most massive scales, possibly seriously modifying galaxy formation at that epoch in comparison

to earlier and later times. The first results from the WMAP satellite suggest that reionization may

be a longer and more complicated process than previously believed (Kogut et al., 2003). The study

of the reionization epoch will be an important challenge to theoretical and observational astronomy

in the coming decade.

My thesis addresses baryonic properties of the universe exclusively, yet generally begins with

the basic assumption that baryonic structure traces dark matter structure. Beyond that, though,

I have sought observable phenomena that demonstrate the interface of galaxy formation with the

IGM. Two of my projects focus on the generation of meta-galactic radiation fields by galaxies. I
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considered the integrated radiation field produced by the first generation of stars in the universe,

and a future observational test of the spectrum responsible for the completion of reionization. I also

studied an important current (and future) observational test of the progress of reionization. My

final two projects are devoted to observed manifestations of the impact of reionization on the galaxy

formation process.

One theme that underlies my approach to almost all of my thesis work is the relationship be-

tween the dynamically evolved universe, such as it is today and as it was around the redshift of

reionization, and the density field imprinted on the nascent universe. The association of virialized

halos with “peaks” in the initial density field, an analytic prediction confirmed, at least grossly, by

numerical simulation (see, e.g., Peebles 1993 for a review), is a very powerful tool, especially now

that the properties of the initial density field are tightly constrained by a combination of microwave

background and large-scale structure data (Spergel et al., 2003).

The dynamical evolution of a density peak is described analytically usually under the simplifying

assumption that the density distribution has a “spherical top-hat” shape, meaning a constant density

within some sphere, and the cosmic mean density outside (first described in Partridge & Peebles

1967). For a given background cosmology, this assumption implies a unique relationship between

the amplitude of the density peak and the time for the mass within the peak to collapse. Press

& Schechter (1974) showed that the relationship between peak height and collapse time could be

used to predict the number density of collapsed objects as a function of collapsed mass. This Press-

Schechter mass function has been roughly confirmed, though not exactly (see, e.g., Sheth & Tormen

2002), by numerical simulations of structure formation.

Press & Schechter (1974) evaluated the initial density field statistically in order to determine

the mass function of collapsed objects in the whole universe, as a function of time. Subsequent

work (Bond et al., 1991; Lacey & Cole, 1993) extended the idea of the Press-Schechter analysis to

the density distribution around a single peak, in the spirit of spherical top-hats embedded within

spherical top-hats (but with different amplitudes). The “excursions” of spherically averaged density

around a point in space as a function of the averaging radius could then be used, again in conjunction
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with the simple relationship between density and collapse time, to determine statistically the past

and future mass evolution of a halo, given that halo’s mass at some time.

My thesis began with my study of these techniques, as well as me learning to implement them

numerically. Though I don’t employ any traditional merger-tree history calculations in this thesis,

that approach to structure formation informs all of my thinking about the galaxy formation pro-

cess. In particular, the “single-burst” star-formation rate model introduced in Chapter 2 is a direct

outgrowth of thinking about the first time any branch of the merger tree crosses some physically

interesting mass threshold. Another example, in Chapter 3, is the extension of the application of

the spherical collapse model to the non-linear, but not yet virialized, stage of mass assembly of a

halo. And as shown numerically in the final chapter, as anticipated earlier by analytic work, the

peak-patch split formalism may ultimately be a necessary tool in understanding the properties of

globular cluster systems.

In the next section I summarize each project in more detail.

1.2 Chapter summaries

The following five chapters are five separate journal articles. For each project I present the motiva-

tion, provide a summary of the techniques and major conclusions.

Chapter 2 is an analytic calculation of the contribution of the first stars to the cosmic infrared

background (CIRB) (Santos et al., 2002). Two groups detected an unexplained component of the

all-sky infrared background at 2.2 µm; that is, after subtracting the contribution from foregrounds

and known extra-galactic sources, there was a statistically significant signal remaining. The first

generation of star formation in the universe produced stars with primordial composition (called

Pop iii stars). Existing theoretical models suggested such stars would be very efficient at emitting

far-ultraviolet radiation over million-year timescales. Since Pop iii stars are predicted to form at

z ∼ 10–20, they were natural candidates for a population of sources that might have produced a

radiation background observed in the near-infrared (NIR) today, but that would also have escaped

detection as individual sources by even the deepest imaging surveys to date.
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We computed the abundance of Pop iii star-forming halos, the Pop iii star-formation rate, and

a model for the reprocessing of ionizing photons into the CIRB. We located a limited region of our

parameter space within which Pop iii stars would produce the unexplained component of the NIR

CIRB: Pop iii stars must be very massive, and form efficiently over a redshift range 25 >∼ z <∼ 7.

Moreover, we found that the escape fraction of ionizing photons from the nebular gas immediately

surrounding the Pop iii stars (i.e., ISM, not IGM, gas) should be small to enhance the Pop iii CIRB

signal. We incidentally showed that if the escape fraction was near unity, Pop iii stars could reionize

the universe themselves at a redshift as high as z ∼ 30, though at the time of publication is was

believed that reionization didn’t occur before z ' 10. A lower escape fraction, favored to produce

the CIRB, delays reionization. Since our publication of this work, a similar study with similar

conclusions was published (Salvaterra & Ferrara, 2003), and two papers have appeared suggesting

that new observations of the angular correlation function of NIR CIRB fluctuations favor explanation

by Pop iii stars (Magliocchetti et al., 2003; Cooray et al., 2004).

This project explored one of the earliest (in cosmic time) connections between galaxy formation

and the IGM, the production of ionizing photons and heavy metals by the Pop iii stars. More

directly, we showed the first stars in the universe may make a significant contribution to the NIR

meta-galactic radiation field observed locally.

This work was published as Santos et al. (2002). The idea for this paper was suggested by

Volker Bromm, who also supplied the Pop iii stellar spectrum, helped with some of the numerical

computations, and wrote some of the text of the paper. Marc Kamionkowski supervised the work

and contributed to the discussion and presentation of the paper.

Chapter 3 is a calculation of the effect of the radiative transfer through the IGM on the observed

properties of Lyman α emission lines from z >∼ 6 galaxies (Santos, 2004a). Following the detection of

a Lyman α emitting galaxy at z = 6.5, there were claims in the literature that the very observation

of any such Lyman α emission line indicated that the IGM was highly ionized out to z = 6.5,

at least along that sight-line. The rationale was that if the IGM were neutral at z = 6.5, any

Lyman α photons emitted by a galaxy would be scattered by the IGM into a low surface brightness
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halo, inconsistent with the observations. However, there was also a claim that the observation was

consistent with a fully neutral IGM at z = 6.5. I attempted to resolve this discrepancy by using

a more realistic IGM model than previously considered in this context to explore a wide range of

parameters that influence the observed Lyman α emission line from a high-redshift galaxy.

I modeled the dynamics of IGM around a high-redshift galaxy using a model I developed based

on a suggestion by K. L. Adelberger, and submitted independently by Barkana (2004). This model

extended the excursion-set formalism and spherical top-hat model used to calculate halo formation

histories to describe the density and velocity profiles of the IGM around a galaxy. The ionization

state of this IGM was described by an overall ionizing background or ionization fraction and a

contribution from the ionizing flux of the galaxy itself (a proximity effect). The properties of the

emitted Lyman α line were calculated self-consistently with the ionizing radiation. I concluded

that the many free parameters associated with interpreting an observed Lyman α line without any

other information about the source galaxy make it almost impossible to draw conclusions about the

ionization state of the IGM. In particular, galactic-scale super-winds, if present, play a crucial and

previously unrecognized role in the observability of Lyman α emission from z >∼ 6 galaxies.

This project critically analyzed Lyman α lines as a probe of the reionization history. Given recent

success detecting Lyman α lines at up to z = 6.5, they could play a key role in constraining the

reionization history at even higher redshifts. I described the complementary observations required

to reconstruct the IGM ionization state from current and future Lyman α emission line detections.

This chapter was published as Santos (2004a).

Chapter 4 describes a method to infer the stellar population responsible for completing the

reionization process (Santos & Loeb, 2003). Deep x-ray surveys suggest that stars, rather than

accreting black holes, emitted the ionizing photons that completed the reionization process at z ∼ 6.

However, particularly in light of the WMAP results, it is still an open question whether the ionizing

background during reionization was dominated by massive, metal-free Pop iii stars, or garden-variety

Pop ii stars. One approach to this question is to characterize individual sources at z ∼ 6, assessing

their ionizing flux. We proposed an alternative, to infer the spectrum of the ionizing background
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using the relative ionization states of hydrogen and helium. Since Pop iii stars are predicted to have

much harder spectra than Pop ii stars, we expected the IGM ionization state to be sensitive to the

difference between these scenarios.

We created Monte Carlo simulations of lines-of-sight toward high-redshift QSOs of the sort

discovered recently by the Sloan Digital Sky Survey (SDSS). We fixed our model of the hydrogen

absorption systems to match current observations, then predicted the absorption due to He i as

a function of ionizing background spectrum. (He ii absorption is a more sensitive test for a hard

ionizing spectrum, but measuring this will likely never be feasible toward z ∼ 6 quasars.) We showed

that the final SDSS quasar sample is reasonably likely to contain a quasar/line-of-sight combination

useful for constraining the shape of the ionizing spectrum, and thus the nature of the dominant

sources, at z ∼ 5, only 300 Myr after the end of the reionization epoch.

This project proposed a relatively direct test of the nature of the sources responsible for the

ionizing background radiation at the end of reionization.

This chapter was submitted to the Monthly Notices of the Royal Astronomical Society in 2003 as

Santos & Loeb (2003). Avi Loeb suggested pursuing He i absorption as a project, and contributed

to the discussion and presentation of the paper.

Chapter 5 presents the results and interpretation of an observational survey of low-luminosity

Lyman α emitting galaxies at 4.5 < z < 6.7 (Santos et al., 2004). This study utilized strong

lensing by clusters of galaxies at intermediate redshifts to search for Lyman α emitting galaxies at

unprecedented depth, complementary to many other surveys for higher Lyman α luminosity systems.

Our survey primarily used the LRIS spectrograph on the Keck I telescope to take spectra blindly

of the sky near strong-lensing clusters. We chose clusters for which accurate mass models have been

constructed, allowing us to focus our survey area on the sky regions with highest magnifications for

sources at our redshifts of interest: half of our survey area is magnified by more than a factor of 10

(reaching similar depths over the same area without lensing would take 10 times more telescope time

than our technique). We used HST imaging and additional spectroscopy to separate low-redshift

interlopers from our high-redshift Lyman α emission line sample. Our survey volume contains 3
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confirmed and 3 likely emission lines identified as Lyman α at z > 4.5, up to z = 6.25. We

reconstruct our complicated survey volume and present a measurement of the cumulative number

density of Lyman α emitters down to an order of magnitude fainter than previous surveys achieved.

At the Lyman α luminosities where our data overlap other surveys, there is marginal consistency.

Analysis of all available data suggested that at z ∼ 5 the Lyman α luminosity function may be flatter

than the mass function of dark-matter halos, a sign of suppression of the star-formation efficiency

in low-mass halos. However, our data by themselves are consistent with the slope of the halo mass

function, and we present alternate interpretations.

This project approached the direct detection of suppression of star-formation in low-mass z ∼ 5

halos, a prediction of reionization theory. Our observations have not conclusively demonstrated ei-

ther a star-formation suppression or a lack thereof, but we have demonstrated that this measurement

is possible as more data become available in the near future.

This chapter was published as Santos et al. (2004). This project was initiated by Richard Ellis,

Jean-Paul Kneib, and Konrad Kuijken, in 2000; Richard Ellis served as PI on all of the observations

made for this project. Data were reduced by Konrad Kuijken, Johan Richard, and me. Data were

analyzed by all members of the collaboration, but identification of candidate Lyman α emission

lines was performed primarily by Richard Ellis, Konrad Kuijken, and Johan Richard. I calculated

the survey selection function and performed the analysis of our number density data, as well as the

observational and theoretical comparisons. I wrote most of the paper, with assistance from Richard

Ellis and Johan Richard, and contributions to the discussion and presentation from Jean-Paul Kneib

and Konrad Kuijken.

Chapter 6 presents a new model for the formation of metal-poor globular cluster systems (GCSs)

(Santos, 2004b). The metallicity distribution of the Milky Way GCS is bimodal, with peaks at

[Fe/H]' −1.6 and −0.6, and a relative lack of globular clusters at [Fe/H]' −1. This metallicity gap

is universally observed in the metallicity distributions of giant-galaxy GCSs, and thus is an important

part of a successful model of GCS formation. Many other observations challenge theoretical models

of GCS formation, such as the mass of the Milky Way GCS, the concentration of Milky Way globular
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clusters within 40 kpc of the galactic center, and the observed variation of the number of globular

clusters per unit galaxy mass (specific frequency) as a function of galactic environment. In contrast

to some existing globular cluster formation models, I sought to explain these observations in the

context of the modern cosmological framework of galaxy formation.

I first argue that reionization played a crucial role suppressing the formation of metal-poor glob-

ular clusters, resulting in the bimodality observed in GCS metallicity distributions. The assumption

that metal-poor globular clusters formed before the end of reionization is powerful because it al-

lowed me to use structure formation theory to compute the abundance and properties of metal-poor

globular cluster formation sites, which I did using constrained realizations of the initial density per-

turbations in a region of space that evolved into a Milky Way-like galaxy at z = 0. I show that

our model reproduced the mass of the Milky Way metal-poor GCS. I use N-body simulations to fol-

low the collisionless evolution of metal-poor globular cluster formation sites, to demonstrate for the

first time in detail that a pre-galactic globular cluster formation scenario naturally predicts a Milky

metal-poor GCS spatial extent exactly matching observations. Additionally, I show that the cor-

relation between metal-poor specific frequency and galaxy environment is also naturally predicted,

and arises due to the correlation between galactic environment and collapse history.

This project introduced reionization as a key component of globular cluster system formation.

The impact of reionization on globular cluster formation may explain the universal bimodality of

globular cluster system metallicity distributions. Moreover, I showed that this model passes some

important observational tests.

The work in this chapter will be submitted as a single-author paper to the Monthly Notices of

the Royal Astronomical Society in 2004.
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Chapter 2

The Contribution of the First Stars
to the Cosmic Infrared
Background1

2.1 Abstract

We calculate the contribution to the cosmic infrared background from very massive metal-free stars

at high redshift. We explore two plausible star-formation models and two limiting cases for the

reprocessing of the ionizing stellar emission. We find that Population III stars may contribute

significantly to the cosmic near-infrared background if the following conditions are met: (i) The

first stars were massive, with M >∼ 100 M�. (ii) Molecular hydrogen can cool baryons in low-mass

haloes. (iii) Pop III star formation is ongoing, and not shut off through negative feedback effects.

(iv) Virialized haloes form stars at about 40 per cent efficiency up to the redshift of reionization,

z ∼ 7. (v) The escape fraction of the ionizing radiation into the intergalactic medium is small. (vi)

Nearly all of the stars end up in massive black holes without contributing to the metal enrichment

of the Universe.
1This chapter appeared as Santos, Bromm, and Kamionkowski (2002), and is reproduced here by permission of

the copyright holder, the Royal Astronomical Society.
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2.2 Introduction

It has long been realized that observations of the cosmic infrared background (CIRB) can place im-

portant constraints on the energy production associated with the formation of cosmological structure

(see Hauser & Dwek 2001 and references therein). The cosmic background is the locally measured ra-

diation density from all extragalactic sources. Starlight dominates the CIRB in the near-IR, whereas

the mid- and far-IR backgrounds result primarily from dust emission (e.g., Dwek et al., 1998).

Observational efforts to measure the near-IR CIRB are hampered by strong and uncertain fore-

ground contamination from zodiacal dust. Cambrésy et al. (2001), using data from the Diffuse

Infrared Background Experiment (DIRBE) on the COBE satellite, found that the integrated light

from all galaxies (estimated from deep surveys) is not sufficient to account for the measured CIRB

at 1.25 µm (J band) or 2.2 µm (K band). Wright & Johnson (2001) analyzed the same DIRBE

data as Cambrésy et al. (2001), but subtracted a different zodiacal light model; they find a J-band

CIRB that is consistent with the contribution from galaxies, but their K-band CIRB value is larger

than the background inferred from galaxy counts. Totani et al. (2001) model the contribution from

galaxies missed by deep galaxy surveys and find that it is unlikely to be greater than 30 per cent of

the measured light.

Bond et al. (1986) suggested that the first generation of stars in the Universe, called Population III

(Pop III) stars because they are assumed to have near-zero metallicity, may contribute significantly

to the cosmic background. The cosmological impact of Pop III stellar radiation has been addressed

before (e.g., Carr et al., 1984; Bond et al., 1986; Couchman & Rees, 1986; Haiman & Loeb, 1997;

Ciardi et al., 2001). Recent theoretical advances have improved our understanding of the physics

of Pop III star formation (see Barkana & Loeb 2001 and references therein); in particular, three-

dimensional numerical simulations suggest that the primordial initial mass function (IMF) may have

been concentrated at stellar masses >∼ 100 M� (Bromm et al., 1999, 2002; Abel et al., 2000). Stars

with masses >∼ 100 M�, which we will call ‘very massive’ (Carr et al., 1984), have spectra and lu-

minosities that asymptotically approach the blackbody form and the Eddington limit, respectively

(e.g., Bromm et al., 2001b).
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In this paper, we investigate whether a significant fraction of the near-IR CIRB may come

from very massive Pop III stars. Since these stars are very luminous per unit stellar mass over

a short lifetime, they may contribute substantially to the CIRB. We use two different models for

the formation of dark matter (DM) haloes to calculate the rate at which baryons are processed

through haloes with virial temperatures high enough to allow baryonic cooling (§2.3). In addition,

we consider two possibilities for the re-processing of the stellar emission by the gas in the halo and

by the intergalactic medium (§2.4). In §2.5 we show our model results and the observational data.

Section 2.6 contains a discussion of our results and compares them with the data.

We adopt the following values for the cosmological parameters: h = 0.7, Ωm = 0.3, ΩΛ = 0.7,

ΩBh
2 = 0.019, σ8 = 0.9. Here h is the dimensionless Hubble constant, H0 = 100h km s−1Mpc−1;

Ωm, ΩΛ and ΩB are the total matter, cosmological constant and baryon density in units of the

critical density and σ8 gives the normalization of the power spectrum on the 8h−1Mpc scale.

2.3 Star-formation rate

2.3.1 Overview of the star-formation model

We assume that the star-formation rate (SFR) of Pop III stars is related to the cooling of baryons in

collapsed dark-matter haloes (henceforth just ‘haloes’). The cooling rate of baryons is a very strong

function of baryon temperature near certain temperature thresholds: above these thresholds a new

cooling mechanism can act within the gas. For a given choice of cooling mechanism, we would like

to calculate the rate at which baryons are heated above the associated temperature threshold, and

thus may collapse to high density and form stars.

If baryons in a halo are shock-heated to the virial temperature of their halo, the temperature

of those baryons is related to the mass of that halo according to T ∝ M2/3. So as a proxy for the

temperature history of the baryons, we may calculate the mass history of haloes, assuming a constant

ratio of baryonic matter to dark matter in all haloes, and that baryons below the cooling threshold

are always heated to the virial temperature of their halo. In this picture haloes above a critical
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mass may form stars, because those haloes have heated their gas above the critical temperature, and

haloes below the critical mass do not form any stars. Additionally, we parametrize the fraction of

eligible baryons that actually do form stars with a constant star formation efficiency, η.

The mass-assembly history of dark-matter haloes is computed using the extended Press-Schechter

formalism (Lacey & Cole, 1993), where the σ(M)–M relation is evaluated with the power spectrum

of Eisenstein & Hu (1999). Here σ(M) is the standard deviation of the linear density field smoothed

on scales containing a mean mass M . Our choices of Mcrit(z) are described in §2.3.3.

We consider two models for the SFR. In both models, star formation is triggered in a halo as

it accumulates enough mass to put it above the threshold mass Mcrit(z), but the models differ in

how they treat additional material that merges into such haloes. In the ‘ongoing’ model, all gas in

haloes with M ≥ Mcrit(z) is eligible for star formation. Conversely, the ‘single-burst’ model only

allows star formation in haloes that have not previously formed stars and have no progenitor halo

that has formed stars, i.e., both merging haloes are crossing the critical threshold for the first time.

2.3.2 Specific star-formation models

2.3.2.1 Ongoing star formation

In the ongoing model, the SFR in a single halo is proportional to the growth (in mass) of that halo,

after it has become more massive than Mcrit(z). Star formation does not occur in a quiesciently

evolving (i.e., non-accreting) halo; the star formation is not continuous in the usual sense. But star

formation is not inhibited after the first generation of Pop III stars is born in a halo, which assumes

that radiation and mechanical outflows from the life and death of the star(s) have no impact (zero

feedback) on future star formation.

The SFR in the ongoing model is proportional to the time derivative of the total mass contained

in haloes that have mass M ≥Mcrit(z). The SFR per comoving volume, ψon, is

ψon(z,Mcrit(z)) = η
ΩB

Ωm

d
dt

∫ ∞

Mcrit(z)

dM M
dnPS

dM
(M, z). (2.1)
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Here nPS ≡ nPS(M, z) is the comoving number density of haloes of mass M at redshift z, given by

Press & Schechter (1974). The integral expresses the collapsed mass per comoving volume contained

in haloes above the critical mass. The time derivative converts this to a mass rate, and the prefactors

convert from total mass to stellar mass.

2.3.2.2 Single-burst star formation

In the single-burst model, a halo forms stars when the accretion of matter pushes its mass above the

critical mass, Mcrit(z); that is the only time that the halo will form stars, regardless of additional

mergers and mass accretion. This is a very extreme model which assumes Pop III stars make a long-

term change in their surroundings which permanently prohibits future Pop III stars from forming

there. This extreme model could be realistic if Pop III stars heavily enrich the interstellar medium

with metals. Then, though stars will likely eventually form out of that material, Pop III stars will

not. The SFR may lie somewhere between the prediction of this model, and the prediction of the

ongoing model discussed above (in which all baryons in haloes with M > Mcrit(z) are eligible to

form stars).

The SFR in the single-burst model can be calculated with the extended Press-Schechter formal-

ism: A halo grows in mass through discrete mergers and gradual accretion, which is treated as a

series of small mergers in extended Press-Schechter theory. As an example, take a halo with mass

M1 at some redshift z that merges with mass ∆M for a total mass of M2 = M1 + ∆M at redshift

z+dz, where dz is small and negative, i.e., a short time later. If M1 < Mcrit(z) and M2 ≥Mcrit(z),

then, provided ∆M < Mcrit(z), the halo undergoes a burst of star formation. We parametrize the

mass of stars formed, M∗, by

M∗ = η
ΩB

Ωm
M2. (2.2)

The SFR per comoving volume, ψburst, is

ψburst(z,Mcrit(z)) =
1
2
η ΩB

Ωm
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×
∫ Mcrit(z)

0

dM1
dn1

dM1

∫ Mcrit(z)+M1

Mcrit(z)

dM2 M2
d2P

dM2 dt
, (2.3)

where n1 ≡ nPS(M1, z) and P ≡ P (M1,M2, z) is the probability that a halo with mass M1 merges

to a new mass M2 > M1 at redshift z (Lacey & Cole, 1993). The prefactor of 1/2 corrects for double

counting in the integrals (for fixed M1 and ∆M , the integral as written counts both M1 +∆M = M2

and ∆M +M1 = M2). 2 A similar approach to model the history of star formation at high redshifts

has been discussed by Barkana & Loeb (2000).

2.3.3 Critical halo mass for star formation

There is a relationship between the mass of a halo and its virial temperature. Using the assumptions

we made in §2.3.1, we can substitute a critical temperature for baryonic cooling, Tcrit, into that

relation to find the corresponding critical mass:

Mcrit(z) = 0.94× 108 M�

(
h

0.7

)−1 (
Ωm

0.3

)−1/2

×
(

1 + z

10

)−3/2 ( µ

0.6

)−3/2
(
Tcrit

104 K

)3/2

, (2.4)

where µ is the mean molecular weight (µ = 0.6 for ionized gas [Tcrit
>∼ 104 K] and µ = 1.2 for neutral

gas [Tcrit
<∼ 104 K]) (Barkana & Loeb, 2001).

We seek to model only two cooling processes: radiative cooling from molecular hydrogen and

radiative cooling from atomic hydrogen. For molecular cooling, we choose Tcrit = 400 K (e.g.,

Tegmark et al., 1997; Abel et al., 1998). For atomic cooling, we choose Tcrit = 104 K (Barkana &

Loeb, 2001).

2There is some ambiguity in the SFR arising from the extended Press-Schechter merger rates. We defer discussion
of that to future work, and here evaluate the SFR as written.
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2.3.4 Limits on the abundance of Pop III stars

A realistic model of Pop III star formation must conform to some observational constraints. The

matter density processed through Pop III stars as a fraction of the critical density is

ΩIII(z) =
1
ρc

∫ ∞

z

ψ(z′)
∣∣∣∣ dt′

dz′

∣∣∣∣ dz′, (2.5)

with ∣∣∣∣ dt
dz

∣∣∣∣ = [H0(1 + z)E(z)]−1
,

and, in a flat universe,

E(z) = [Ωm(1 + z)3 + ΩΛ]1/2.

Here, ψ is the SFR and ρc is the density required to close the Universe. A strong upper limit on

ΩIII is that it must not exceed ΩB. Below we discuss two constraints on the possible products of

Pop III stars, black holes and heavy elements (see also Schneider et al. 2002b).

2.3.4.1 Black holes

A nonrotating star with mass above ∼ 260 M� is predicted to evolve directly to a black hole without

any metal ejection (Fryer et al., 2001). The fate of rotating stars in that mass range is unknown, but

may be similar. If so, and if the Pop III IMF were concentrated at masses above ∼ 260 M�, most of

the baryons once in Pop III stars would now be in black holes. Such black holes would populate the

halo of our galaxy, but they would be very difficult to detect unless they have a companion; e.g., the

MACHO microlensing study places no constraint on the fraction of the Milky Way halo contained

in >∼ 100 M� black holes (Alcock et al., 2001). Detailed theoretical studies may eventually reveal

the fraction of such black holes that currently have a companion object, and searches for those

binary systems, or future microlensing studies, could lead to constraints on ΩBH (e.g., Agol &

Kamionkowski, 2002). But currently even if ΩBH = ΩIII there is no additional constraint on ΩIII

from limits on black holes.
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2.3.4.2 Metal enrichment

A nonrotating star with mass between ∼ 140 M� and ∼ 260 M� is expected to end its evolution

in a pair-instability supernova, which completely disrupts the star and leaves no remnant (Heger

& Woosley, 2002). In this case all of the nucleosynthetic products of the star are ejected, and

potentially pollute the intergalactic medium (IGM) (cf. §2.3.4.1, where all were swallowed into a

black hole). Thus metal abundances in the Universe, especially at high redshift, are limits on the

number of Pop III stars which resulted in supernovae, given assumptions about the mixing of the

metals.

If a fixed fraction εpi (‘pi’ for ‘pair instability’) of the mass converted into Pop III stars is expelled

in pair-instability supernovae, the nucleosynthetic yield calculation from Heger & Woosley (2002)

may be used to determine the contribution from Pop III stars to the metallicity of the IGM. For

[i] ≡ log10

(
fU

i

f�i

)
, (2.6)

where i is a species and fU
i and f�i are the mass fractions of species i in the Universe and Sun,

respectively. Similarly, if we denote the ejected mass fraction of species i by fE
i , then

fU
i = εpi

ΩIII

ΩB
fE

i (2.7)

and

[i] = log10

(
εpi

ΩIII

ΩB
Pi

)
, (2.8)

where Pi ≡ fE
i /f

�
i is the production factor of species i. Heger & Woosley (2002, table 4) calculated

Pi for many isotopes and stellar masses. We here take ∼ 200 M� as a fiducial mass for a pair-

instability supernova progenitor.

A few values of interest from their table are Pi(i = 12C, 16O, 24Mg, 28Si, 56Fe) = (13.2, 45.8, 85.7, 353, 49.8).

In general, the highest values of Pi are for the alpha elements.

Observations of the abundance of species i in the high-redshift universe are sometimes quoted
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Figure 2.1 The star-formation rate (SFR) for the ongoing and single-burst models, for critical tem-
peratures of Tc = 400 (solid lines) and 104 K (dashed lines). For each Tc the upper curve is the
ongoing SFR and the lower curve is the single-burst SFR. All curves are for η = 0.4; each curve is
labelled by the value of fB ≡ ΩIII(z = 7)/ΩB it implies.

in slightly different notation from [i]. Assuming εpiΩIII � ΩB, [i/H] ' [i]. Using tabulated values

for fE
i (Heger & Woosley, 2002, table 3), it is straightforward to calculate Ωi = fU

i ΩB. With

assumptions about the mixing of the ejecta from Pop III stars, measurements of metals in the

IGM at high redshifts (or the metallicities of stars formed at high redshifts) can place a limit on a

combination of the IMF of Pop III stars (which we simplify into the parameter εpi) and ΩIII. For

example, if εpi = 1 and fB ≡ ΩIII/ΩB ' 3× 10−3, then Pop III stars would, in the mean, enrich the

Universe to the solar abundance of silicon already at a redshift >∼ 7. In contrast, if εpi = 0, then

metallicity measurements place no constraints on the abundance of Pop III stars.

2.3.5 Star-formation model results

To compare our models, we present the SFR as a function of redshift in Fig. 2.1. We assume that

Pop III star formation shuts off at zend ' 7; this may be due to photoevaporation of low-mass

haloes due to reionization (Barkana & Loeb, 1999) or some other process. Figure 2.1 shows the

SFRs normalized to η = 0.4. The curves are labelled with the corresponding value of fB.
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Figure 2.2 The matter density processed through Pop III stars in units of the critical density, as
a function of redshift. The four curves correspond to the four different SFRs of Fig. 2.1. The
horizontal dashed lines labelled H i, He i and He ii correspond to the ΩIII required for Pop III stars
to produce 10 ionizing photons per particle of each species. These lines are only relevant for the
fesc = 1 case; see section 2.4.

Figure 2.2 shows ΩIII(z) for the SFRs of Figure 2.1. The horizontal lines are explained in §2.6.

2.4 Spectra

2.4.1 Input stellar spectrum

Metal-free very massive stars have spectra similar to a ∼ 105 K blackbody spectrum (Bromm et al.,

2001a). Most of the energy is then radiated in photons with energies > 13.6 eV. There are also

many photons produced capable of ionizing He ii (but see Schaerer, 2002). The specific luminosity

per solar mass of very massive stars is almost independent of stellar mass (Bromm et al., 2001a).

We will therefore take the spectrum of a 1000 M� star as our fiducial input Pop III stellar spectrum.

When a Pop III star becomes luminous, we expect the host halo to contain gas not incorporated

into stars; we call this gas the ‘nebula.’ We refer to the gas outside the collapsed halo as the IGM.

The physical environment of Pop III star formation will likely undergo a transition from dense gas
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in the nebula to a diffuse IGM, but we will model all gas as either part of the nebula or part of the

IGM. We also assume that both the nebula and IGM are entirely free of dust.

Since the nebula and IGM are neutral in the absence of stellar radiation, both have the potential

to play an important role in reprocessing ionizing photons from a star. We examine two limiting

cases for the importance of each of these phases: In the first case, Pop III stars are enshrouded in

dense nebulae, and all of the reprocessing of ionizing radiation takes place in the halo (the IGM still

plays a role in scattering Lyα photons). In this case, the escape fraction of ionizing photons from

the nebula, fesc, is zero. In the second case, the nebula plays no role and fesc = 1; all reprocessing

occurs in the IGM. In the rest of this section, we discuss the reprocessed spectrum of Pop III stellar

radiation for each of these cases.

2.4.2 No escape of ionizing radiation into the IGM

2.4.2.1 Properties of a nebula

Numerical simulations suggest that when a Pop III star forms, the nebula consists of a higher density

phase, with nH ' 104 cm−3, and a lower density phase (e.g., Bromm et al., 1999). We make the

simplifying assumption that half of the nebula’s mass is contained in a homogeneous phase with

density nH = 104 cm−3 that completely covers the star(s), and ignore the lower density gas. We

take the mass fractions of hydrogen and helium as X = 0.75 and Y = 0.25, respectively.

Ionizing radiation from the star(s) creates an H ii region in the dense nebula. Because of the

hardness of our input spectrum, in the inner part of the H ii region helium is doubly ionized (the

He iii region). In the outer part it is singly ionized (the He ii region; the spectrum is hard enough

that there is no H ii/He i region). The majority of photons above the He ii ionization threshold ionize

He ii rather than H i. We iteratively solve for the sizes and temperatures of these regions, using the

thermodynamic equations from Cen (1992). The He iii region, comprising 0.4 of the volume of the

H ii region, has a temperature of 3.6 × 104 K; the He ii region is cooler, at 2.7 × 104 K. In both

regions the primary cooling mechanism is H i recombination, but free-free emission and cooling via

collisional excitation of H i are also important. The total nebular emission is not very sensitive to
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the relative sizes of the He ii and He iii regions.

Given these properties of an ionized region, we can determine fesc.3 The volume and mass of the

He iii region are

VHeIII =
QHeII

nenHeIIIαB(He ii, T = 3.6× 104 K)
, (2.9)

MHeIII = µmH (nH + nHe)VHeIII ' 0.7
(
M∗

M�

)
, (2.10)

where QHeII is the stellar emission rate of photons energetic enough to ionize He ii, αB(He ii, T ) is

the Case B recombination coefficient for He ii, here M∗ is the mass of the ionizing Pop III star(s) in

the nebula and µ = 1.2 is the mean molecular weight. Because in the He iii region recombinations to

He ii provide enough photons to keep the hydrogen ionized, the volume and mass of the He ii region

are

VHeII =
QHI −QHeII

nenHIIαB(H i, T = 2.7× 104 K)
, (2.11)

MHeII = µmH (nH + nHe)VHeII ' 1.0
(
M∗

M�

)
, (2.12)

where QHI is the rate of H i-ionizing photons, and αB(H i, T ) is the hydrogen recombination coeffi-

cient.

The total mass of ionized gas is then 1.7 times the mass of the ionizing star(s). In the single-burst

star-formation model, the nebula mass in nH = 104 cm−3 gas, Mneb, is

Mneb =
1
2

1− η
η

M∗. (2.13)

For η = 0.4, Mneb = 0.75M∗, which implies fesc = 0 would be difficult to achieve for our model

nebula. In the ongoing model, though, Mneb > (1 − η)M∗/(2η) in general, and especially at lower

redshift. This is due to the short lifetime of Pop III stars: star formation in a halo subsequent to

the first episode usually takes place after previous generations of stars in the halo have stopped

radiating. Thus fesc = 0 may be possible in these haloes.
3The dynamical evolution of the gas on the timescale of the lifetime of a Pop III star may be important, as the

pressure of the nebular gas may exceed the gravitational pressure, but here we treat the nebula as static.
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Figure 2.3 Spectrum of a z = 15 Pop III star plus nebular emission, for the fesc = 0 case of section
2.4.2. The long-dashed line is the spectrum of the star, cut off for absorption shortward of the Lyman
limit. The dotted line is the spectrum of free-free emission from the nebula. The short-dashed line
is emission from Lyα recombination in the nebula at z = 15, corrected for scattering in the IGM.
The solid line is the sum of the spectra. All spectra are in the rest frame of the star.

2.4.2.2 Resulting spectrum

Recombination emission. Approximately 1/2 of the energy radiated by a Pop III star in a

nebula is ultimately reradiated by recombinations. The mean energy of a free electron just before it

recombines with a proton may be estimated from

〈E〉 =
βB(H i, T ) kT
αB(H i, T )

, (2.14)

where βB(H i, T ) is the recombination emission coefficient. Using T = 3×104 K, we find 〈E〉 = 1.4 eV

(Seaton, 1959; Cen, 1992). The average energy radiated per recombination, then, is 15.0 eV. Under

the on-the-spot approximation, all Lyman series photons degrade into n = 2 → 1 transitions, where

n is the energy level of an excited hydrogen atom. Since 10.2 eV is released per n = 2 → 1 transition,

about 2/3 of the recombination energy is released in Lyα or two-photon emission, and 1/3 of the

recombination energy (and about 1/6 of the total emitted energy) is emitted in other recombination
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lines and free-bound continuous emission. We ignore those processes here; see Schaerer (2002) for a

more complete computation of nebular emission lines and free-bound spectra.

The relative importance of Lyα emission compared to two-photon emission is determined by

the effective recombination coefficients to the 2p and 2s states, respectively, and the collisional

excitation rate from the 2s state to the 2p state. At T = 3× 104 K, 0.75 Lyα photons are emitted

for every H i recombination (Osterbrock, 1989; Storey & Hummer, 1995); we ignore the contribution

of two-photon emission (about 12 per cent of the total emission) to the spectrum.

Since Lyα photons resonantly scatter in neutral hydrogen, they will not travel far in the IGM

until their frequencies are shifted away from the resonant frequency, νLyα. Photons initially scattered

blueward of the line resonance will eventually cosmologically redshift back into the resonance. The

result is that the IGM ultimately scatters all Lyα photons to the red side of the line resonance

(broadening from motions inside a halo doesn’t contribute to the line profile). For a homogeneous,

expanding IGM, the resulting scattered line profile, φ(ν, z), was simulated by Loeb & Rybicki (1999),

and we fit their result with

φ(ν, z) =


ν∗(z) ν−2 exp

[
−ν∗(z)

ν

]
if ν > 0

0 if ν ≤ 0
, (2.15)

ν∗(z) = 1.5× 1011 Hz
(

ΩBh
2

0.019

) (
h

0.7

)−1 (1 + z)3

E(z)
. (2.16)

This profile results in a strong, asymmetric Lyα emission line near 1220− 1225 Å with a scattering

tail extending to long wavelengths.

In the He iii region, He ii recombinations sometimes produce more than one photon capable of

ionizing H i. Recombinations directly to the n = 2 state produce He ii Balmer continuum photons,

which are capable of ionizing H i. In addition, two-photon decay from the 2s state produces 1.42 H i-

ionizing photons per decay (Osterbrock, 1989). Since He ii Lyα is also capable of ionizing hydrogen,
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the mean number of hydrogen ionizations per He ii recombination is

α2(He ii, T ) + 1.42αeff
2s (He ii, T ) + αeff

2p (He ii, T )
αB(He ii, T )

= 1.7, (2.17)

where α2(He ii, T ) is the recombination coefficient for recombinations directly to the n = 2 state

and αeff
2l (He ii, T ) is the effective total recombination coefficient to the 2l state (Storey & Hummer,

1995).

Free-free emission. Free-free radiation accounts for about 1/4 of the cooling in the nebula. This

energy is radiated in a continuous spectrum,

jffν = 7.2× 10−39
∑
Z

nenZ Z
2

(
T

K

)−1/2

× exp
(
−h ν
k T

)
erg s−1cm3 Hz−1ster−1, (2.18)

where jffν is the specific emission coefficient, ν is the frequency of emitted radiation and nZ is the

number density of ions of net charge Z (Ferland, 1980) A Gaunt factor of 1.3 has been assumed; this

results in an error of less than 8 per cent over optical and UV frequencies (Karzas & Latter, 1961).

The luminosity per solar mass of Pop III stars from free-free radiation, lffν , is

lffν =
4π
M∗

(
jff,HeIII
ν VHeIII + jff,HeII

ν VHeII

)
. (2.19)

Here He iii and He ii label the emission coefficients and volumes computed for the He iii and He ii

regions; in each case the free-free emission is dominated by H ii.

Emission from collisional excitation of H i. Collisions between a free electron and trace H i

atom sometimes excite the H i atom, which then radiates away the excitation energy. The collisional
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excitation rate coefficient for transitions from the n = 1 state to state u, q1u, is

q1u =
8.629× 10−6

T 1/2

Ω(1, u)
ω1

exp
(
−χ(1, u)
k T

)
s−1 cm3, (2.20)

where T is in K, Ω(1, u) is the (temperature-dependent) effective collision strength for transitions

from the n = 1 to state u, ω1 is the statistical weight of the n = 1 state and χ(1, u) is the energy

difference between the n = 1 and state u (Osterbrock, 1989).

We compute the collisional excitation to the n = 2 and n = 3 states using cross-sections from

Callaway (1985) and Callaway et al. (1987). These excitations result in additional Lyα emission:

excitations to the 2p, 3s and 3d states radiatively decay to n = 1 via Lyα photons, and atoms in

the 2s state (resulting from collisions to either the 2s or 3p state) may be additionally collisionally

excited to the 2p state. The rate of collisional Lyα emission per unit stellar mass, qcollLyα, is

qcollLyα = nenHI q
eff
1,2p

(
V

M∗

)
, (2.21)

where

qeff1,2p =
∑

u

L(u) q1u (2.22)

and

L(u) =


1 if u ∈ (2p, 3s, 3d)

0.33 if u ∈ (2s, 3p)
. (2.23)

The factor of 0.33 accounts for 2s to 2p collisional excitation (Osterbrock, 1989). Summing over the

He ii and He iii regions, qcollLyα = 3.4× 1047 s−1 M−1
� .

Total spectrum. For the fesc = 0 case, the total specific luminosity per unit stellar mass emitted

from a Pop III star and nebula and scattered in the IGM, l0ν(z), has three components that we treat:

the truncated stellar spectrum, l∗aν , the free-free spectrum, lffν , and the scattered Lyα spectrum,

lLyα
ν (z):

l0ν(z) = l∗aν + lffν + lLyα
ν (z). (2.24)
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The truncated stellar spectrum is

l∗aν =


l∗ν if hν < 13.6 eV

0 if hν ≥ 13.6 eV
. (2.25)

The l∗aν spectrum is slightly modified between 912 and 1216 Å by scattering in the IGM, when the

photons in that range are cosmologically redshifted into the Lyα resonance (e.g., Peebles, 1993).

This effect is small when 1.75 ν∗(z) � 8.22×1014 Hz, i.e., the width of the scattered Lyα line (Loeb

& Rybicki, 1999) is small compared to the frequency difference between 912 Å and 1216 Å. Since

1.75 ν∗(z = 30) = 8.27× 1013 Hz, we ignore this correction to the spectrum.

The free-free spectrum is given by eq. (2.19). The Lyα spectrum is

lLyα
ν (z) = qLyα hνLyα φ(νLyα − ν, z), (2.26)

where qLyα is the rate of Lyα photons produced per solar mass of the ionizing star. That rate is

qLyα = 0.75 (qHI − qHeII + 1.7 qHeII) + qcollLyα, (2.27)

where qHI ≡ QHI/M∗ and qHeII ≡ QHeII/M∗. The factor 0.75 represents the fraction of hydrogen

recombinations that result in Lyα photons, and the factor of 1.7 accounts for the number of hydrogen

ionization per He ii recombination, computed above.

Figure 2.3 show l∗aν , lffν , lLyα
ν (z) and l0ν(z) for z = 15. In this model no Pop III ionizing photons

escape to the IGM, thus Pop III stars don’t contribute to reionization of the Universe (cf. section

2.4.3).
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Figure 2.4 Properties of the ionized IGM near a Pop III star. There are sets of three curves for five
values of zi = (10, 15, 20, 25, 30). In each set of curves, the solid line is the temperature as a fraction
of the initial temperature, the dashed line is the ionization fraction and the dotted line is |dx/dz|,
followed from zi to z = 7.

2.4.3 Complete escape of ionizing radiation into the IGM

2.4.3.1 Properties of the IGM

The second case we consider is that the nebula plays no role in reprocessing ionizing radiation from a

Pop III star, fesc = 1. This may be because, in contrast to the assumptions we made in §2.4.2.1, the

density of the nebula is low, or because the nebula is clumped into high-density regions with a small

covering fraction, or because the nebula was blown away by the star(s). Because the timescales of

important IGM processes extend beyond the lifetime of a Pop III star, in this section we will name

the redshift of formation of a Pop III star zi, and then describe the evolution as a function of z.

We assume the IGM is uniform with baryon density nIGM(z) = 1.7× 10−7(1 + z)3 cm−3 (which

ignores the small fraction of baryons in collapsed haloes), X = 0.75 and Y = 0.25. Ionizing photons

from a Pop III star stream into the IGM and form an ionized region. Because the density is low, for

zi
<∼ 30 recombinations are of little importance on the timescale of the star’s lifetime, τ ' 2×106 yr.

For the purposes of calculating the properties of the ionized region of the IGM, we assume that all
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of the ionizations occur immediately; at worst this contributes less than a 3 per cent error to the

computed spectrum.

He iii recombines more quickly than H ii, and He i recombinations occur on a comparable timescale

to those of H i. As discussed in §2.4.2.2, He ii recombinations produce 1.7 H i-ionizing photons on

average. In the low-density limit, a He i recombination ionizes 1 hydrogen atom (Osterbrock, 1989).

We treat He i and He ii ionizations as an extra 1 and 1.7 H i ionizations, respectively, and track only

hydrogen recombinations.

For zi <∼ 30, a Pop III star ionizes a volume of the IGM, V (z), initially given by

V (zi) =
(QHI + 0.7QHeII) τ

nIGM(z)
=

2.4× 104

(1 + zi)3

(
M∗

M�

)
kpc3. (2.28)

The initial temperature in this volume is determined from photoionization heating to be Ti '

6× 104 K. Given zi, we solve the temperature evolution of the ionized IGM region as a function of

z until z = 7, when we assume that the Universe reionizes. If Pop III stars reionize the Universe

before z = 7, their ionized nebulae will have overlapped, and the analysis of this section will no

longer be appropriate. The post-reionization contribution of the IGM to the CIRB depends on the

temperature and ionization state of the IGM, but is expected to be small under typical assumptions.

But the most important effect that reionization would have on the Pop III contribution the CIRB

may be the effect reionization has on the SFR. As noted in §2.3.5, reionization may stop or severely

curtail the formation of Pop III stars.

To compute the temperature of the ionized IGM around a Pop III star as a function of redshift,

we set the initial temperature to Ti = 6× 104 K and follow the evolution of temperature considering

cooling from Compton scattering of CMBR photons off of electrons, adiabatic cooling of the IGM

from the expansion of the Universe, cooling from collisional excitation of H i, free-free cooling and

recombination cooling (Cen, 1992). Since all of those processes except adiabatic cooling depend on
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the ionization fraction, x, it is solved for simultaneously, using the approximation x ' ne/nIGM:

−dx
dt

= αB(H i, T )nIGMx
2 (2.29)

(e.g., Peebles, 1993). Figure 2.4 plots T (z), x(z) and |dx(z)/dz| for five values of zi.

Initially nearly all the hydrogen is ionized, and Compton cooling briefly dominates the ther-

modynamics. Once a small fraction, ∼ 10−4, of the hydrogen atoms have recombined, cooling via

collisional excitation becomes the dominant process. As the temperature decreases, the recombina-

tion rate increases, which in turn increases the neutral fraction and thus the collisional cooling rate.

When the temperature reaches about 1.5 × 104 K, Compton cooling dominates again. For lower

values of zi, adiabatic cooling eventually dominates; for higher values of zi, recombination cooling

becomes important. Free-free emission is important enough to be included.

2.4.3.2 Resulting spectrum

Recombination emission. As in §2.4.2.2, we consider only the Lyα component of the recombi-

nation spectrum. The rate of production of Lyα photons from recombinations, qrecLyα, is

qrecLyα = 0.63 (qHI − qHeII + 1.7 qHeII) τ
∣∣∣∣dxdt

∣∣∣∣ , (2.30)

where 0.63 is a representative value for the fraction of hydrogen recombinations resulting in Lyα

emission near the peak of the recombination rate.

Free-free emission. The free-free spectrum is

jffν = 7.2× 10−39 x2 n2
IGM

(
T

K

)−1/2

× exp
(
−h ν
k T

)
erg s−1cm3 Hz−1ster−1 (2.31)
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Figure 2.5 Spectrum of a z = 15 Pop III star plus emission from the IGM, for the fesc = 1 case of
section 2.4.3. The long-dashed line is the spectrum of the star, cut off for absorption shortward of
the Lyman limit. The dotted line is the spectrum of free-free emission from the IGM. The short-
dashed line is emission from Lyα recombination in the IGM, corrected for scattering. The free-free
and Lyα spectra are integrated from z = 15 to z = 7, and divided by the lifetime of a Pop III star
to give a useful normalization. The solid line is the sum of the spectra. The sharp peak at 1216 Å
is collisionally excited Lyα emission; the broad peak at 1000 Å is Lyα from recombinations. All
spectra are in the rest frame of the star (see Section 2.4.3.2 for explanation).
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(Ferland, 1980). The specific luminosity per unit stellar mass is

lffν (z, zi) = 4π jffν
V (z)
M∗

= 1.6× 1018 x2 (1 + z)3
(
T

K

)−1/2

× exp
(
−h ν
k T

)
erg s−1 Hz−1M−1

� , (2.32)

where the second equality follows from equation (2.28). The zi dependence of lffν results from the

implicit dependence of T and x on zi and z.

Emission from collisional excitation of H i. The rate of Lyα photons produced by collisional

excitations is given by eqs. (2.21) and (2.28):

qcollLyα = 2.0× 1055 x (1− x) (1 + z)3 qeff1,2p cm−3 M−1
� . (2.33)

In the low density limit, though, collisions from the 2s to 2p state are unimportant, so

L(u) =


1 if u ∈ (2p, 3s, 3d)

0 if u ∈ (2s, 3p)
. (2.34)

Additionally, because the temperature in the IGM varies, we make the following fits to the data of

Callaway et al. (1987):

Ω(1, 2p) ' −2.41× 10−3

(
T

104

)2

+ 0.148
(
T

104

)
+ 0.170 (2.35)

and

Ω(1, 3s) + Ω(1, 3d)

' −2.29× 10−3

(
T

104

)2

+ 0.0299
(
T

104

)
+ 0.116. (2.36)

The fits are good to better than 5 per cent for temperatures from 1.6 × 104 to 6 × 104 K, where

almost all of the collisional excitation occurs.
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Total spectrum. For the fesc = 1 case, the total specific luminosity per unit stellar mass emitted

from a Pop III star and IGM, including scattering, is l0ν(z). We treat the same three components as

in the fesc = 0 case: the truncated stellar spectrum, l∗aν , the free-free spectrum, lffν (ν, z, zi), and the

scattered Lyα spectrum, lLyα
ν (ν, z, zi). The truncated stellar spectrum is given by eq. (2.25), and

the free-free spectrum is given by eq. (2.32). Similar to eq. (2.26), the Lyα spectrum is

lLyα
ν (z, zi) = qLyα hνLyα φ(νLyα − ν, z), (2.37)

where

qLyα(z, zi) = qrecLyα + qcollLyα. (2.38)

The total spectrum emitted by a Pop III star and the surrounding IGM from the formation of

the star at zi to the redshift at which the Universe is reionized, z = zreion, expressed in the rest

frame of the star when it forms and normalized to the lifetime of the star, is

l1ν(ν, zi) = l∗aν (ν)

+
1
τ

∫ zi

zreion

dz
∣∣∣∣ dt
dz

∣∣∣∣ [
lffν (ν′, z, zi) + lLyα

ν (ν′, z, zi)
]
, (2.39)

with

ν′ = ν

(
1 + z

1 + zi

)
. (2.40)

Because this spectrum is in the frame of the star when it forms, IGM emission at later times (and

thus lower values of z) appears in the spectrum at higher frequencies than it is emitted at; this is

because we blueshift all of the IGM radiation back to redshift zi. The spectra are normalized by

integrating the emission from zi to z = 7 and dividing by the lifetime of the star, τ . The resulting

spectrum isn’t meaningful for the observation of a single Pop III stellar source plus ionized IGM

region, because the photons are emitted at different times, but it is a useful spectrum for computing

the CIRB. The spectrum of a single source at redshift z < zi (such that the star no longer contributes
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Figure 2.6 The cosmic infrared background from Pop III stars. The ordinate is observed frequency
multiplied by observed specific intensity. Shown are curves for star formation in haloes with virial
temperatures above critical temperatures Tcrit = 400 K (molecular-hydrogen cooling, solid lines)
and 104 K (atomic-hydrogen cooling, dashed lines). (a) fesc = 0. (b) fesc = 1. For both fesc cases,
there are two sets of two curves: the upper set is for the ongoing star-formation model; the lower set
is for the single-burst model. The properties of the curves are explained in §4.1; this figure shows
zend = 7. The points show the excess CIRB, with 2σ errors, and are described in §4.2.

directly to the spectrum) is

l1ν(ν, z, zi) = lffν (ν, z, zi) + lLyα
ν (ν, z, zi); (2.41)

this spectrum is in the frame of the emission at redshift z.

Figure 2.5 shows l∗aν , lffν (zi), lLyα
ν (zi) and l1ν(zi) for zi = 15. The sharp emission peak at 1216 Å

results from collisionally-excited Lyα emission shortly after the star forms. The broad peak centered

near 1000 Å is Lyα emission from recombinations. At 608 Å the Lyα spectrum is cut off as a

consequence of integrating the IGM spectrum to z = 7; the cut-off location is 1216 Å (1+zreion)/(1+

zi).
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2.5 Cosmic infrared background

2.5.1 Model results

We now convolve the processed spectra of Section 2.4 with the star-formation histories of Section

2.3 to calculate the Pop III contribution to the CIRB. The background is evaluated with

νobsIν = c

∫ ∞

0

dz
∣∣∣∣ dt
dz

∣∣∣∣ ν(z)jcν(z)
1 + z

(2.42)

(e.g., Peebles, 1993). Here νobs is the observed frequency, Iν is the observed specific intensity,

ν(z) = (1 + z)νobs and jcν(z) is the comoving specific emission coefficient. Both the star-formation

history and the assumed recombination history determine jcν(z):

jcν(z) =
1
4π
lντψ(z), (2.43)

where lν is either l0ν or l1ν , τ = 2 × 106 yr is the fiducial main-sequence lifetime of a Pop III star

(Bromm et al., 2001a) and ψ(z) is either ψon(z) or ψburst(z), the SFR per comoving volume.

Results for fesc = 0 and 1 are shown in Fig. 2.6. There are a total of eight curves in the figure,

generated by varying each of three parameters over two values: fesc = 0 or 1; Tcrit = 400 or 104 K;

star-formation mode of ongoing or single-burst. Models with fesc = 0 always produce more CIRB

at all wavelengths than fesc = 1 models. Models with Tcrit = 400 K produce more CIRB than

Tcrit = 104 K models at all wavelengths except near 1 µm for single-burst star-formation models.

The ongoing star-formation models produce more CIRB at all wavelengths than single-burst star-

formation models, except near 1 µm for the fesc = 0 case.

The sharp edge at 1 µm in all of the curves is a result of our sharp truncation of Pop III star

formation at zend = 7. The edge occurs at the redshifted wavelength of Lyα from stars at zend, i.e.,

(1 + zend)1216 Å. The reason that the CIRB curves for Tcrit = 400 and 104 K have similar values

at 1 µm for single-burst star-formation models is that the corresponding SFRs at z = 7 are similar

(see Fig. 2.1).
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The “bump” in the CIRB curves from 0.7 µm to 1 µm results from stellar emission between rest-

frame 912 and 1216 Å (see Figs. 2.3 and 2.5) by sources at z = 7. From λ = 1 µm to roughly 2 µm

the Pop III CIRB is dominated by Lyα emission from sources at 1 + z = λ/1216 Å. The inflection

points of the curves, particularly clear in the fesc = 0 panel, occur at the wavelength where the

Pop III CIRB transitions from being dominated by Lyα emission to being dominated by continuum

emission from sources at z = zend. The continuum radiation for the fesc = 0 spectrum is dominated

by free-free emission (see Fig. 2.3), whereas stellar continuum is important as well for the fesc = 1

continuum spectrum (see Fig. 2.5). Consequently, the Pop III mid-IR background is determined

predominantly by the choice of zend rather than the SFR at extremely high redshifts. The Pop III

contribution to the optical background (for zend ≥ 7) is due to the stellar “bump” described above

and the high-energy tail of free-free emission, which is only significant for the fesc = 0 spectrum;

this is a consequence of the temperature of the gas, which is effectively much higher in the fesc = 0

case than for the fesc = 1 case (see §3).

2.5.2 Observational data

The points with error bars in Fig. 2.6 show the difference between the total extragalactic background

and the extragalactic background due to resolved sources. At wavelengths, e.g., 0.3 µm, where the

lower limit is an arrow, the contribution from resolved sources is sufficient to explain all of the

background, at the 2σ level. At wavelengths where data points have lower limits plotted, e.g.,

2.2 µm, the light from resolved sources is not enough to account for the measured background. It

is this unexplained excess, measured by Cambrésy et al. (2001) at 1.25 µm and by Cambrésy et al.

(2001) and Wright & Johnson (2001) at 2.2 µm, that we are trying to fit with our models, while

conforming to upper limits at other wavelenths.

Near-IR data points The triangles at 1.25 and 2.2 µm (J and K band, respectively) corre-

spond to the unexplained CIRB as measured by Cambrésy et al. (2001): they measured the total

extragalactic background with COBE/DIRBE data, and subtracted from that the contribution

due to resolved galaxies measured by near-IR surveys. The squares at J and K (offset slightly in
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wavelength for clarity) are our computation of the unexplained CIRB from the CIRB measurement

of Wright & Johnson (2001), using their measurement of the total extragalactic background from

COBE/DIRBE data (but using a different foreground model from Cambrésy et al. 2001), and the

same galaxy contribution subtraction and error propagation as Cambrésy et al. (2001). The Wright

& Johnson (2001) point at J band is consistent at the 2σ level with no unexplained extragalactic

background. All error bars are 2σ. The 2σ upper limit at 3.5 µm (L band) represents a measure-

ment of the total extragalactic background at that wavelength (Wright & Johnson, 2001). SIRTF

is expected to accurately measure the contribution of galaxies to the L-band CIRB, and thus allow

a determination of the excess L-band CIRB (W. T. Reach, private communication).

Other data points The upper limits at 0.3, 0.6, and 0.8 µm are 2σ upper limits on the unexplained

optical extragalactic background light (Bernstein et al., 2002). The open circle data points show the

estimated unexplained optical extragalactic background, which is consistent with zero (2σ) at all

three bandpasses. Bernstein et al. (2002) measured the total optical extragalactic background from

HST images (utilising simultaneous ground-based spectra for absolute zodiacal-light subtraction

calibration). From published number counts and their own careful photometry of the Hubble Deep

Field observations, they find no evidence for convergence in the integrated light from galaxies; this

suggests that deeper galaxy photometry will lower the upper limits.

The upper limit at 15 µm is our computation of the 2σ upper limit on the unexplained mid-IR

background light, using the CIRB upper limits obtained by Renault et al. (2001) from gamma-ray

observations, and the ISO/ISOCAM 15 µm galaxy counts reported by Elbaz et al. (2002). The

open hexagonal data point shows the estimated excess CIRB, which is consistent with zero (2σ).

2.6 Discussion

Our models identify a very narrow range of parameter space in which Pop III stars may explain the

excess CIRB:



38

1. The Pop III stars must be very massive, so that most of their energy is radiated in photons

energetic enough to ionize hydrogen.

2. Cooling in low-mass haloes is possible due to H2.

3. Approximately 40 per cent of the eligible baryons in the star forming halo must be converted

into Pop III stars.

4. The escape fraction of ionizing photons from the nebula surrounding a Pop III star must be

near zero, so that most of the ionizing photons are converted into Lyα photons.

5. Pop III star formation must begin by z ' 25 and persist until zend ' 7, so that the Lyα

emission (Fig. 2.6) extends through the observed J and K bands.

6. Negative feedback effects must not inhibit Pop III star formation. In particular, we require

that Pop III stars do not radiatively or mechanically destroy star-forming material, and that

they they do not enrich their surroundings with a sufficient amount of metals to end Pop III

star formation.

The amplitudes of the curves in Fig. 2.6 scale simply with η, and they do not change dramatically

with small changes to the cosmological parameters. The characteristic breaks in the spectra are

located at 912 Å(1 + zend) and 1216 Å(1 + zend), where zend is the low-redshift limit to Pop III star

formation; if zend were much higher than 7, the Pop III CIRB peak would lie longward of the J

band.

If all of the above conditions are met, then all of the observed near-IR CIRB deficit is due to Pop

III star formation. Future observations may demonstrate that other sources contribute significantly

to the near-IR background; e.g., part of the deficit could be due to the faint wings of galaxies that

are unaccounted for in current surveys (Totani et al., 2001). The parameter space explored in this

paper easily accomodates lower values of the unexplained CIRB, through decreasing the efficiency,

η. The shape of the Pop III CIRB spectrum in the near-IR is primarily determined by the shape of

the star-formation rate as a function of redshift.
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The formation of very massive stars probably requires that the star-forming gas is not enriched

with heavy elements to a mass fraction Zcrit
>∼ 10−3Z�, where Z� is the solar value (Bromm et al.,

2001b). We require a large fraction of the mass processed through Pop III stars to end up in massive

black holes, so as not to overproduce metals compared to the observed levels in the high redshift IGM

and to avoid enriching the primordial gas too quickly to Zcrit. Recently, Schneider et al. (2002b)

have pointed out the possible problem that if all Pop III stars collapsed into massive black holes, the

IGM would always have zero metallicity. It seems natural to assume, however, that a small fraction

of the Pop III stellar mass, ΩZ = ZΩB = εpiΩIII is ejected into the IGM through pair-instability

supernovae, even if the majority of the mass is permanently locked up in black holes. Assuming a

ratio ΩIII/ΩB ∼ 0.1, the required pair-instability fraction to produce the critical level of metallicity

Zcrit would be εpi ∼ 10−2 (see also Oh et al., 2001).

We thus conclude that if Pop III stars explain a large fraction of the near-IR background, then

almost all Pop III material must end up in massive black holes. In that case we would predict a

significant contribution, ∼ 10 per cent, by massive black holes to the total baryonic mass budget in

the Universe. Although such a prediction may seem somewhat extreme, it will ultimately be tested

by observations (e.g., Agol & Kamionkowski, 2002; Schneider et al., 2002b). We emphasize that at

present there are no observations that rule out such a scenario (e.g., Carr, 1994). Moreover, there

are good physical reasons to seriously consider the existence of massive black holes resulting from

Pop III star formation (e.g., Bromm et al., 2002; Madau & Rees, 2001; Schneider et al., 2002b).

In §2.3.4 we discussed ΩIII, the cumulative matter density processed through Pop III stars. In

Fig. 2.2 the horizontal lines labelled H i, He i and He ii correspond to the ΩIII required to produce

10 ionizing photons per particle of each species (Bromm et al., 2001a). For the fesc = 1 model, the

intersection of those lines with the ΩIII star curves is expected to be closely related to the redshift

of reionization. For the fesc = 0 model, though, Pop III ionizing photons are all absorbed in the

haloes in which they are emitted, and thus Pop III stars make no contribution to the reionization of

the Universe. We discussed above that if Pop III stars enriched their immediate environment with

a sufficient amount of metals, Pop III stars would no longer form there (producing a SFR similar to
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our single-burst model). If metals from Pop III stars efficiently mixed throughout the Universe, the

era of Pop III stars might therefore come to an end (see Bromm et al., 2001b).

A single Pop III star produces ∼ 1037 erg s−1 M−1
� in the Lyα line, assuming fesc = 0. At z = 7

that would result in a flux of ∼ 10−23 erg s−1 cm−2 M−1
� . For a discussion of the size of the Lyα

emitting region, see Loeb & Rybicki (1999). For the fesc = 1 case the luminosity and size of the

emitting region of a Pop III star depend in more detail on redshift and IGM parameters.

Future theoretical work should improve our understanding of the efficiency of Pop III star forma-

tion, as well as the physical conditions of the haloes in which Pop III stars form. We finally expect

the launch of NGST to open an observational window into the earliest epochs of star formation,

possibly including Pop III stars, less than a decade from now.
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Chapter 3

Probing Reionization with
Lyman α Emission Lines1

3.1 Abstract

Lyman α emission from high-redshift galaxies may be a powerful probe of the ionization history

of the IGM at z > 6: the observed Lyman α emission line is sensitive to the neutral fraction of

IGM hydrogen in the range 0.1–1. We present calculations of observed Lyman α emission lines

from z > 6 galaxies, illustrating the effect of varying the many free parameters associated with the

emitting galaxy, its halo, and the IGM around the galaxy. In particular, we use a dynamic model of

the IGM that includes the effect of IGM infall toward the emitting galaxy. Galactic winds may play

a crucial role in determining observed Lyman α line fluxes. We compare our model predictions with

observations of two z = 6.5 galaxies and conclude that, if galactic winds are allowed for, existing

observations place no constraint on the neutral fraction of the IGM at z = 6.5. Future space-

based observations will constrain the importance of galactic winds; if winds are unimportant for the

observed z = 6.5 galaxies, our models suggest that the IGM neutral fraction at z = 6.5 is <∼ 0.1.
1This chapter appeared as Santos (2004a), and is reproduced here by permission of the copyright holder, the Royal

Astronomical Society.
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3.2 Introduction

Strong Lyman α emission is present in many distant galaxies, and is an important signpost for

discovering high-redshift galaxies and, especially, measuring redshifts for them. The presence of

strong Lyman α emission has been crucial in confirming the highest redshift galaxies known at

z > 5 (e.g., Hu et al., 1999, 2002a,b; Ajiki et al., 2003; Kodaira et al., 2003; Rhoads et al., 2003).

See Taniguchi et al. (2003) for a review. It also plays an important role in identifying the redshift

of some galaxies at z >∼ 2 because its strength, even in some apparently extremely dusty galaxies,

allows for redshift determinations when little continuum light is visible (e.g., Steidel et al., 2003;

Chapman et al., 2003).

In this paper we concentrate on Lyman α emission powered by star formation. Hot stars emit

photons capable of ionizing hydrogen. If the ionized gas density is sufficient, hydrogen will recombine

on relevant timescales. The recombination cascade produces a rich spectrum of lines, but usually

includes a Lyman α photon (see Osterbrock, 1989, for a review). Because most recombinations

produce Lyman α photons, it is predicted to be the strongest line emitted from recombination

emission. AGN activity can also provide ionizing photons that ultimately generate a strong Lyman α

line. Additional sources of Lyman α photons are atomic-hydrogen cooling of gas (e.g., Haiman et al.,

2000; Fardal et al., 2001) and fluorescence of gas clouds illuminated by a strong, non-local source of

ionization (e.g., Reuland et al., 2003).

The predicted strength of the Lyman α line, and the assumed prevalence of star formation at early

times (inferred from the abundance of old stars in the local universe) led to an early prediction of an

abundant population of high-redshift galaxies with very strong Lyman α emission lines (Partridge

& Peebles, 1967). Though subsequent revisions to the theory of galaxy formation, primarily that

it was a hierarchical process, explained the relative lack of Lyman α detections compared to those

early predictions (Haiman & Spaans, 1999), searching for galaxies based solely on strong Lyman α

emission has been validated recently as an effective technique for identifying galaxies up to z = 6.5.

Lyman α is a resonant transition with a large cross section. As a consequence, small quantities

of neutral hydrogen scatter away Lyman α photons in direction and frequency. In particular, if
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the intergalactic medium (IGM) is not highly ionized, as is expected for at least some of the time

between recombination (z ∼ 1100) and z ' 6 (Fan et al., 2002; Kogut et al., 2003), then the neutral

hydrogen in the IGM can easily scatter the Lyman α line from galaxies. The Lyman α photons are

not destroyed, but the scattering process diffuses the line in areal coverage and frequency (Loeb &

Rybicki, 1999), and the resulting low surface brightness emission is currently unobservable.

A simple consideration of the IGM shows that the blue side of the emergent Lyman α line would

be scattered away by a neutral IGM, and only the red side of the line would be observed. This

follows from considering that most of the scattering by neutral hydrogen comes at wavelengths near

the Lyman α transition in the rest-frame of the gas. However, for a completely neutral IGM at high

redshifts, the Lyman α cross section far from resonance becomes important, since the natural line

profile has ‘damping wings’ that fall off only like ν±2. Thus even if the IGM has no component at the

velocity of corresponding to resonant scattering of a particular Lyman α photon, that photon may

still be scattered. This observation led to the conclusion that observations of Lyman α emission

lines (or their absence) at high redshifts may probe the ionization state of the IGM in a regime

poorly tested by the Gunn-Peterson trough measurements, xHI ∼ 1 (Miralda-Escude & Rees, 1998;

Miralda-Escude, 1998; Haiman, 2002; Barkana & Loeb, 2004; Cen, 2003a).

In particular, since the WMAP satellite discovered a high optical depth to the last scattering

surface (Kogut et al., 2003), the ionization history of the universe at z > 6 is of great interest.

Though the WMAP results indicate that the universe was mostly ionized for a substantial history

of the universe at z > 6, it does not constrain the exact ionization level or the history in detail.

There are now many predictions for the ionization history at z > 6 based on semi-analytic and

numerical modelling of early star formation (e.g., Cen, 2003b; Wyithe & Loeb, 2003b; Ciardi et al.,

2003; Haiman & Holder, 2003). If there is a population of strong Lyman α emitters at the redshifts

in question, 6 <∼ z <∼ 20, and if the effect of IGM scattering on their observed properties can be

calculated, then future surveys for Lyman α emission may provide valuable information on the

reionization history at z > 6.

Here we use a more sophisticated treatment of the dynamics of the IGM around galaxies with
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strong intrinsic Lyman α emission to investigate the effect of the IGM on the observed line. The

IGM model we use will be presented in more detail separately, but is summarized here and nearly

identical to that described in Barkana (2004). The key feature is that infall of the IGM toward

the galaxies is included. Barkana & Loeb (2003) have showed that such an IGM model makes a

prediction for an absorption feature in the spectra of high-redshift QSO Lyman α lines. Here we

consider normal galaxies, where the effect of an infalling IGM is even stronger.

Throughout this paper we assume a cosmology based on the recent results from WMAP and

other work (Spergel et al., 2003, and references therein): ΩM = 0.3, ΩΛ = 0.7, H0 = 70 km s−1, and

Ωb = 0.0469. In general we quote distances in physical Mpc, denoted by ‘pMpc.’

This paper is organized as follows. In Section 3.3 we present the Lyman α scattering cross

section. Section 3.4 describes the model for the intrinsic Lyman α line profile and the observed

profile modified by IGM scattering. Section 3.5 presents Lyman α line profiles as a function of the

(many) input parameters that influence the observed line profile. We introduce the possible role of

galactic winds in Section 3.6. Section 3.7 discusses our Lyman α flux predictions with comparison

to current observations, and also reviews model assumptions. Section 3.8 summarizes.

3.3 Lyman α scattering

A Lyman α photon is emitted when a hydrogen atom makes a transition from the n = 2 level

to the n = 1 ground-state. The emitted photon has an energy of 10.199 eV and a wavelength of

λα = 1215.67 Å. The transition is the strongest spontaneous transition of a hydrogen atom, with

an Einstein A value of A21 = 6.265× 108 s−1. Correspondingly, the absorption cross section of the

transition is relatively large as well.

A Lyman α photon travelling through a region of neutral hydrogen will be repeatedly absorbed

and re-emitted. This process by itself does not destroy Lyman α photons, but if photons are

scattered over a sufficiently large region such that an observation spatially resolves the emission,

then the Lyman α line will be difficult to observe in practice (Loeb & Rybicki, 1999). In this work

we assume that Lyman α photons scattered in the IGM, that is, outside of the virial radius of the
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emitting galaxy, are missed by observation. For a z >∼ 6 galaxy, the virial radius is larger than 1′′

(the size of a typical spectroscopic slit) for any galaxy more massive than ∼ 3× 109 M�.

So under the assumption that photons emitted in the Lyman α emission line of a galaxy are lost

from subsequent observation if they are scattered by the IGM, we constructed a model of the IGM

(see Section 3.4.2.1) and computed the absorption due to neutral hydrogen. The natural absorption

cross section σN is (Peebles, 1993)

σN(ν) =
3λ2

αA
2
21

8π
(ν/να)4

4π2(ν − να)2 + (A2
21/4)(ν/να)6

, (3.1)

where ν = c/λ and να = c/λα.

The total absorption cross section due to a parcel of IGM gas is determined by the kinetic

properties of the gas, both bulk and thermal, as well as the natural cross section. Bulk motions just

introduce a frequency shift, but thermal motions broaden the profile, modelled as the convolution

of the natural cross section with a Maxwellian velocity distribution,

σV(ν) =
∫ ∞

−∞
M(v)σN(ν − ναv/c)dv, (3.2)

M(v) =
( mH

2πkT

)1/2

exp
(
−mHv

2

2kT

)
, (3.3)

where mH is the mass of the hydrogen atom and T is the temperature of the IGM gas (modelled in

the next section). For the usual Lorentzian approximation of σN, the convolved cross section would

be a Voigt profile, hence we label our convolved cross section σV. Figure 3.1 shows σV(λ), assuming

a temperature of T = 104 K for the scattering gas. The profile has a Doppler core with a half-width

of ∼ 10 km s−1 and power-law tails called ‘damping wings.’ If the IGM at the redshift of interest

is or has previously been reionized, then T = 104 K is probably a good approximation. If the IGM

is still thermally pristine, then the temperature may be as low as ∼ 20 K, resulting in a narrower

Doppler core of the scattering profile. In practice this would have a small effect on any near-future

observation.
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Figure 3.1 Cross section for Lyman α absorption, as a function of wavelength difference from res-
onance in the frame of the absorbing atom. The top axis shows the velocity (in the frame of the
absorbing atom) where the Lyman α resonance corresponds to the wavelength on the bottom axis.

3.4 Lyman α line profiles

We will refer to two types of Lyman α lines from galaxies. The intrinsic line is the line produced

in the galaxy, specifically, the line that reaches the virial radius of the halo containing the emitting

galaxy. The observed line is the line after propagation though the IGM to z = 0.

3.4.1 Intrinsic Lyman α emission line

A Lyman α emission line from a high-redshift galaxy is typically a consequence of hydrogen recombi-

nations in nebular gas. The ionization of the H ii region may be maintained either by hot stars or by

gas accretion onto a black hole. Though luminous QSOs have been discovered at z > 6 (Fan et al.,

2003, and references therein), deep x-ray data indicates that most galaxies at those redshifts do not

contain powerful AGNs (Barger et al., 2003). Thus in this work we will assume recent ( <∼ 10 Myr

ago) star formation powers Lyman α emission lines.

Type O stars emit hydrogen-ionizing photons.2 Some fraction, fesc, of these photons may escape
2Approximately 1 Gyr after the onset of star formation hot white dwarfs form, and these may emit substantial

ionizing radiation (Charlot & Fall, 2000); however, for z >∼ 5.5 the universe is not old enough to have formed these
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the galaxy without absorption. The rest of the photons are absorbed by either neutral hydrogen

or dust within the galaxy. An ionizing photon absorbed by a hydrogen atom initiates a cascade

of recombination emission, ultimately resulting in a Lyman α photon about 2/3 of the time, and

two-photon emission the other 1/3 of the time (Osterbrock, 1989). A Lyman α photon subsequently

scatters through absorption and reemission until the optical depth of the galaxy at its wavelength

is <∼ 1; the optical depth is determined both by the position and direction of the photon, and also

its wavelength. If dust is present, it may absorb photons at any time in this process.

The radiative transfer problem for Lyman α depends sensitively on the geometry of neutral

hydrogen and dust within the galaxy (Neufeld, 1991), and also the dynamics of the hydrogen (Kunth

et al., 1998). For simplicity we will assume that the intrinsic Lyman α emission line is centered at the

systemic redshift of the emitting galaxy, with a Doppler profile shape described by a characteristic

velocity, vD,

φin
ν (ν) =

1√
π∆νD

exp
[
−(ν − να)2

(∆νD)2

]
, (3.4)

where φin
ν is the line profile per unit frequency and

∆νD =
vD
c
να. (3.5)

In Section 3.6 we address other possible intrinsic line profiles.

In this simplified model, two parameters characterize an intrinsic Lyman α emission line: its

luminosity, Lα, and vD. Lα depends on the rate of production of ionizing photons, Q̇, the ionizing

photon escape fraction, fesc, and dust absorption. The production of ionizing photons in turn

depends on the star-formation rate and the metallicity and initial mass function (IMF) of the stars

formed. None of these quantities may be reliably predicted from first principles for a galaxy at high

redshift. Therefore, any use of the observed Lyman α line of a high-redshift galaxy to deduce the

radiative transfer properties of the IGM will be complicated, unless these quantities can be measured

independently of the Lyman α line.

stars.
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The estimation of vD is simpler. The likely minimum velocity scale for motion in a galaxy is the

circular velocity of the parent halo, vc; this velocity may describe the gas motion is the star-formation

is mediated by a violent process, such as the merging of two equal-mass galaxies. If star-formation

is a more quiescent process in the galaxy, it may occur in a disk whose peak velocity is, roughly,

between vc and 2vc, for realistic halo and disk properties (Mo et al., 1998; Cole et al., 2000). Thus

we assume vc <∼ vD
<∼ 2vc.

3.4.2 Observed Lyman α emission line

The optical depth for photons to be absorbed in the IGM is

τ(ν) =
∫ Robs

Rvir

xHI(r)nH(r)σV(ν′)dr, (3.6)

ν′ = ν

[
1 +

v(r)
c

]
, (3.7)

where Robs is the physical distance to the observer (though there is almost no contribution from

r � Rvir because the Hubble flow eventually redshifts the IGM Lyman α resonance far from the

emitted Lyman α line [in the frame of the galaxy]). We describe our model for nH(r), v(r) and

xHI(r) in Section 3.4.2.1.

The observed Lyman α emission line, in the rest-frame of the emitting galaxy, is then

φobs
ν (ν) = φin

ν (ν) exp [−τ(ν)] . (3.8)

3.4.2.1 IGM model

Density and velocity We will present a full description of our model for the density and velocity

of IGM material in another paper (Santos & Adelberger, in preparation). The model is very similar

to one described in Barkana (2004). Here we summarize our model as it applies to this paper.

The evolution of the density and velocity of the IGM follow from the small, linear, initial per-

turbations imprinted on the universe at very high redshift. We model the IGM starting from the
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statistical description of linear perturbations by applying a simple description of the non-linear

evolution of the perturbations.

Specifically, we start by considering a Lyman α emitting galaxy in a halo of total mass M at

redshift z. We then constrain the initial linear overdensity on the scale of M to produce the halo at

redshift z. Starting from that initial linear overdensity constraint, we use the excursion set formalism

(Bond et al., 1991; Lacey & Cole, 1993) to compute the mean3 initial linear overdensities, averaged

in spheres centered on the location of the halo, on scales larger than the scale of M . The mean initial

linear overdensity decreases monotonically with increasing scale; this is not externally imposed. Our

approach also implies that the halo is not substructure of a larger collapsed halo (see also Barkana

2004).

Once we have the initial linear overdensities of spheres enclosing the halo, we evolve those over-

densities using the spherical top-hat model (Partridge & Peebles, 1967). Because the mean initial

linear overdensity decreases monotonically with increasing scale, there is no shell crossing, and the

evolution of each IGM matter shell is independent of the evolution of the other shells.

Our dynamical evolution treats all matter equally, and we assume the baryons trace the dark

matter in these shells. This description would be inappropriate if, e.g., the Lyman α emitting galaxy

blows a strong wind into its surrounding IGM (see Adelberger et al., 2003, for evidence of this at

z = 3), and we will return to this in Section 3.6.

A realistic distribution of initial linear overdensities around a halo, in contrast to the mean initial

linear overdensities averaged over many halos, would not in general be spherically symmetric or even

monotonic with radius within spherically averaged shells. In addition to collapsing toward the galaxy,

there would be structures collapsed and collapsing within the ‘IGM.’ The most straightforward way

to assess the effect of these complicated dynamics would be with numerical simulation. Here we

appeal to analytic results to demonstrate the effect of structure with the collapsing IGM will not

severely affect our conclusions.

Scannapieco & Barkana (2002) computed the bivariate probability distributions of two halos

3i.e., averaged over a large ensemble of identical halos
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forming at different positions. Their results suggest that outside the virial radius of a halo, the

typical enhancement in the number density of halos is, at maximum, only a factor of a few, for any

mass. Thus we conclude that the fraction of matter collapsed into halos (above a given mass) in the

IGM surrounding our galaxy of interest is at most a few times the universal collapse fraction. At

z = 6 up to half the mass of the IGM may be in the form of collapsed halos with virial temperatures

above 104 K, that is, halos massive enough to collisionally ionize their hydrogen. That fraction

decreases with increasing radius. The enhancement is also a decreasing function of decreasing mass.

Thus we conservatively expect that our simple picture gives at most a factor of two overestimate of

the optical depth, averaged over a reasonable sample of halos. At large optical depths, this error

doesn’t affect the observed Lyman α line properties, and at low optical depths we may underestimate

the observed line by up to that same factor of two.

The practical output of our model is, given a halo mass M at redshift z, the radius, velocity, and

mass of shells of IGM matter surrounding the galaxy from its virial radius to a large radius.

Ionization state To calculate the scattering of a Lyman α emission line by the IGM, we need to

know the ionization state of the hydrogen, in addition to its density and velocity profile. We solve

the ionization balance of the IGM gas assuming two possible contributions, direct ionization by the

galaxy emitting the Lyman α line and, if the universe is ionized, a mean ionizing background.

After calculating the density distribution around a halo using the prescription described in the

previous section, we solve the ionization balance as a function of distance from the galaxy. In general,

the recombination rate of ionized hydrogen in the IGM is relatively small. As a consequence, in the

pre-reionized universe H ii regions around galaxies are not in equilibrium, but began growing when

star-formation turned on and expand at the rate that ionizing photons can ionize more neutral IGM

(rather than balancing recombinations within the ionized region). The H ii region is still expected

to have a relatively sharp boundary, as the mean free path of ionizing photons in the neutral IGM is

small. After reionization, all of the IGM is highly ionized by the mean ionizing background, but the

direct ionizing flux of the galaxy provides an additional proximity effect on the ionization balance
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immediately around it.

We divide the IGM around into one or two regions: either the universe is reionized, in which case

all of the IGM is ionized; or the universe is not reionized, in which case there is an H ii region in

the IGM immediately surrounding the galaxy, and the IGM is fully neutral outside of that region.

In that case the radius RS of the H ii region is calculated by solving

∫ RS

Rvir

4πr2nH(r)
Q̇− Λ(r)

dr = tSF, (3.9)

nH(r) =
[δ(r) + 1] ρH,0(1 + z)3

mH
, (3.10)

Q̇ =
∫ ∞

ν0

Lν

hν
dν, (3.11)

Λ(r) =
∫ r

Rvir

4πr̃2n2
H(r̃)αB(T )dr̃, (3.12)

where Rvir is the virial radius of the galaxy’s halo, tSF is the age of the star-formation activity4, δ(r)

is the overdensity with respect to the mean IGM density (calculated with the model in the previous

section), ρH,0 is the comoving (i.e., z = 0) density of hydrogen, z is the redshift of the galaxy, hν0

is the ionization energy of hydrogen, Lν is the specific luminosity of the galaxy, and αB(T ) is the

hydrogen Case B recombination coefficient. Since the H ii region is almost completely ionized, here

we assumed the electron physical density, ne, is ne = nH, and ignored the contribution to ne from

helium. We have not included a clumping factor modification to the recombination rate; however,

we do account for the mean overdensity of the IGM matter. Additional clumping of this material

would decrease the size of the true H ii region compared to our calculation.

The ionization rate for a hydrogen atom within an ionized region a distance r from the galaxy is

Γ(r) =
∫ ∞

ν0

(
Lν

4πr2
+ 4πJν

)
σV(ν)
hν

dν, (3.13)

where Jν is the mean specific intensity of the intergalactic background radiation. If the universe is
4We model star formation with a constant rate for an age tSF.
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not reionized, then we set Jν = 0. The hydrogen neutral fraction at any radius, xHI(r), is solved for

by setting Γ(r) equal to the recombination rate at that radius,

xHI(r) = 1 +
χ

2
− 1

2
(
χ2 + 4χ

)1/2
(3.14)

χ =
Γ(r)

nH(r)αA(T )
, (3.15)

where αA(T ) is the hydrogen Case A (total) recombination coefficient. Additional clumping of the

IGM would decrease χ linearly, increasing xHI.

We assume that when IGM gas falls across the virial radius it shocks and ionizes completely, and

has no impact on the Lyman α line profile.

3.5 Lyman α line results

As described in Section 3.4.1, the strength and shape of the intrinsic Lyman α emission line depend

on many properties of the source galaxy. Additionally, the properties of the observed line are strongly

modified by scattering in the IGM, which depends on the properties of the galaxy, its halo, and the

IGM model. To illustrate these dependencies, we will adopt a fiducial model for a Lyman α emitting

galaxy, then show the dependence of the intrinsic and observed Lyman α line on the properties of

that galaxy and the IGM.

3.5.1 Fiducial galaxy/halo model

Our fiducial Lyman α emitter model is a galaxy at rest in the center of a 1011 M� halo at z = 6.5.

‘Fiducial galaxy’ will refer to this total system, galaxy plus halo. We assign the fiducial galaxy a

constant star-formation rate (SFR) of 10 M� yr−1 for an age of tSF = 108 yr. The virial radius

of the halo is Rvir = 19.8 kpc, and the circular velocity at the virial radius is vc = 148 km s−1.

The halo dynamical time is then 1.3 × 108 yr. Given our cosmology, and assuming the universal

baryon to dark matter ratio holds in the halo, the halo contains 1.5× 1010 M� of baryons. Thus at
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10 M� yr−1 the gas supply could last up to 1.5× 109 yr, about twice the age of the universe at that

redshift. The chosen SFR also implies that 9 per cent of the baryons are converted into stars per

halo dynamical time.

We use the following prescription to convert the fiducial galaxy properties into the emitted

Lyman α line. We convert the SFR to a hydrogen-ionizing photon luminosity using

Q̇ = 3.5× 1053 s−1

(
SFR

M� yr−1

)
, (3.16)

appropriate for a Salpeter IMF from 1 to 100 M� with 1/20th solar metallicity (Leitherer et al.,

1999; Schaerer, 2003). We assume that 2/3 of the ionizing photons that do not escape are converted

into Lyman α photons (Osterbrock, 1989), so that

Lα =
2
3
(1− fesc)Q̇hνα. (3.17)

Note that this assumes there is no absorption by dust; we return to the issue of dust in Section 3.7.3.

The other Lyman α line parameter that needs to be specified is the line width, characterized by

vD ≡ fvvc. For our fiducial model, we set fv = 1.5.

Additionally we need to model the effect of photoionization of the galaxy on the surrounding

IGM. We assume the escaping photon luminosity of ionizing photons is simply

Q̇esc = fescQ̇. (3.18)

Our baseline choice for the escape fraction is fesc = 0.1, giving

Lα = 3.4× 1042 erg s−1

(
SFR

M� yr−1

)
. (3.19)
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3.5.2 IGM model dependence

Now we illustrate the IGM scattering of the Lyman α line emitted by our fiducial galaxy, highlighting

the importance of using our dynamic IGM model. At z = 6.5, the ionization state of the IGM is

unknown. Limits from QSO spectra at redshifts approaching 6.5 indicate that xHI > 10−3 averaged

over the volume of the IGM, and xHI > 10−2 averaged over the mass of the IGM (Fan et al., 2002).

Simulations of reionization suggest that the z ∼ 6 transition from xHI ' 1 to xHI ' 0 was very

sudden (Gnedin, 2000). Combined with the QSO observations, these suggest that xHI could have

almost any value at z = 6.5. The WMAP results constrain the IGM ionization fraction to be ∼ 1

over a substantial fraction of the evolution of the universe at z > 6, but do not provide detailed

constraints on models of xHI(z).

We start by assuming our fiducial galaxy (z = 6.5) is embedded in a fully neutral IGM. Haiman

(2002) argued that the detection of reasonably strong Lyman α emission from z = 6.5 galaxies did

not rule out a fully neutral IGM, as had been previously suggested (Hu et al., 2002a; Rhoads et al.,

2003). However, the calculations of Haiman (2002) did not account for the infall profile of the IGM

around a z = 6.5 galaxy.

First we illustrate the difference between our model of the IGM, and a smooth, Hubble flow

model. We call our model the dynamic IGM model because we allow the IGM to evolve away

from the comoving solution. We call the mean-density, comoving model the simple IGM model.

The simplest difference between the models is the density of the IGM as a function of distance from

the center of the halo. Figure 3.2a shows the density and density contrast of the IGM outside the

halo virial radius for our dynamic IGM model, and a simple IGM. Within about 10 virial radii,

or 0.2 physical Mpc (pMpc), the density enhancement is between 2 and 10 times the mean IGM

density. Integrating the density out from the virial radius gives the curves shown in Fig. 3.2b, after

converting total density to hydrogen density. Though Fig. 3.2 shows that there is a substantial

difference in the density profile at small radius, the increased density as a function of radius is not

the most important effect of the dynamic IGM model.

The most important difference between the IGM models, with respect to scattering of Lyman α
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Figure 3.2 IGM density as a function of radius from the fiducial galaxy. The left edges of the plots
are at the virial radius. (a) The total IGM mass density and density contrast as a function of radius
in physical Mpc. (b) The cumulative IGM hydrogen column density to radius r. In both plots the
solid curve is for the dynamic IGM model and the dashed curve is for the simple model.

line photons, is the distribution of density as a function of velocity. Figure 3.3 shows the relationship

between radius and velocity, for the dynamic and simple IGM models. With this relation we replot

the densities of Fig. 3.2 against velocity in Fig. 3.4. The local Hubble parameter is H(z = 6.5) =

790 km s−1 pMpc−1. For the IGM at positive velocities with respect to the galaxy, that is, the blue

side of the line, there is little difference in density between the dynamic and simple models. However,

while the simple model has no gas at negative velocities, corresponding to the red side of the line,

the dynamic model has reached a column density of hydrogen of 1020 cm−2 by the time the velocity

has reached 0. The absorption profile (Fig. 3.1) has a cross section of greater than 5 × 10−14 cm2

over the central 10 km s−1. Thus the average optical depth within about 100 km s−1 of the red

side of the line is greater than 5× 104xHI. Immediately we can see that for xHI ∼ 10−5, a typically

expected value for the IGM, optical depths of order unity and greater may be expected. This optical

depth on the red side of the observed line due to scattering by highly (but not completely) ionized

gas gives rise to a line profile distinctly different from a simple IGM model.

Figure 3.5 presents a schematic illustration of the difference between the dynamic and simple
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Figure 3.3 Velocity of IGM gas as a function of radius from the fiducial galaxy. The solid curve is
the dynamic IGM model; the dashed curve is the Hubble flow relation of the simple model. The
dotted curve is the ratio of the dynamic model to the simple model, in units marked on the right
axis.

Figure 3.4 IGM density as a function of velocity in the frame of the fiducial galaxy. (a) The total
IGM mass density and density contrast as a function of velocity. (b) The cumulative IGM hydrogen
column density to velocity v. In both plots the solid curve is for the dynamic IGM model and the
dashed curve is for the simple model.
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Figure 3.5 Schematic diagram of location and velocity of the IGM around the fiducial galaxy. (a)
Dynamic IGM model. (b) Simple model. The galaxy is marked by a ‘G’ at right. The curve
immediately surrounding it shows the virial radius of the halo. The next curve, at RS, shows the
Stromgren sphere. The velocity axis marks the velocities (in km s−1) corresponding to these radii.
In (a) Rstall, the radius where IGM gas has zero velocity with respect to the galaxy, is also marked.
The dashed and dotted lines key the physical location of the IGM material to the contribution it
makes to the scattering optical depth, shown in Fig. 3.6.

IGM models. As described above, we see that the dynamic model has gas with negative velocity, in

contrast to the strictly positive velocity IGM in the simple model. We also see that the Stromgren

radius is both larger and extends to larger IGM velocities. In Fig. 3.5 we have keyed different

physical regions with different line types; Fig. 3.6 shows the effect each of these regions has on the

observed line profile.

In Fig. 3.6 we show the optical depth as a function of observed wavelength, subdivided by the

velocity of the IGM gas responsible for the optical depth, for the fiducial galaxy with the dynamic

and simple IGM models. We label the velocity of the IGM at radius r from the galaxy v(r);

v(RS) = 222 km s−1 for the dynamic model, and v(RS) = 373 km s−1 for the simple model. When

examining the observed line profile at a particular wavelength λ, it is useful to define the velocity
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Figure 3.6 Optical depth due to IGM scattering as a function of observed wavelength. (a) Dynamic
IGM model. (b) Simple model. The solid curves are the total optical depth due to all IGM H i.
The short-dashed curves are the optical depth due to gas with negative velocity (in the frame of
the galaxy). The dotted curves are the optical depth due to gas with positive velocity inside the
Stromgren sphere. The long-dashed curve is the optical depth due to gas outside the Stromgren
sphere.

in the frame of the galaxy where the Lyman α resonance corresponds to that wavelength,

vα = c

[
1− λ

(1 + z)λα

]
. (3.20)

The total optical depth has three prominent regions. At vα > v(RS), the optical depth is

dominated by Doppler core scattering from neutral IGM at v ' vα. At v(Rvir) < vα < v(RS)

the optical depth is still due to Doppler core scattering, but the IGM at v ' vα is mostly ionized.

The third region is at vα < v(Rvir), where the optical depth is due to IGM gas at v > v(RS) (the

same as the first region), but now the scattering results from the damping wing of the scattering

cross section. Figure 3.6 illustrates that the central part of the observed line profile depends on the

ionization state of the IGM gas in the Stromgren sphere, and the red wing of the line profile depends

on the size of the Stromgren sphere and the IGM outside of it.

Figure 3.7 quantitatively compares the IGM density computed for both the dynamic and simple
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Figure 3.7 Density and ionization state of the IGM as a function of radius and velocity. (a) Dynamic
IGM model. (b) Simple model. The dashed curves are nH, the total (H i+H ii) hydrogen number
density; the dotted curves are xHI, the neutral hydrogen fraction; and the solid curves are nHI ≡
xHInH. Both plots are for the fiducial galaxy with radius in physical Mpc and velocity in the frame
of the galaxy.

IGM models. In the dynamic model, RS = 0.38 pMpc, versus RS = 0.47 pMpc for the simple model.

The larger Stromgren sphere in the simple model is a consequence of the lower IGM density.

Figure 3.8 shows the observed Lyman α line profiles per unit wavelength, φλ, for the dynamic

(solid curve) and simple (dashed curve) IGM models, compared to the intrinsic line profile (dotted

curve) of the fiducial galaxy. The line profiles are plotted against observed wavelength and also vα.

For both the dynamic and simple models, the IGM outside of the virial radius, though highly

ionized out to the Stromgren radius, has sufficient optical depth to completely suppress the Lyman α

line with resonant scattering from the Doppler core of the absorption cross section. Thus the

wavelength range over which the line is completely suppressed corresponds to vα
>∼ v(Rvir), where

v(Rvir) is the velocity of the IGM at the virial radius. For the dynamic model v(Rvir) = −160 km s−1,

in contrast to 15 km s−1 for the simple model.

Because IGM gas is assumed to ionize completely as it crosses the virial radius, the line redward

of v(Rvir) is not scattered by the Doppler core of the absorption profile of any IGM gas. However, the

observed lines are still depressed compared to the intrinsic profile at vα < v(Rvir) due to scattering

by the fully neutral IGM outside the Stromgren sphere, via the red damping wing of the absorption
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Figure 3.8 Lyman α line profiles. The dotted curve is the intrinsic Lyman α line profile of the fiducial
galaxy. The solid curve is the observed Lyman α line profile using the dynamic IGM model. The
dashed curve is the observed line using the simple IGM model. The velocity where the Lyman α
resonance corresponds to the wavelength on the bottom axis is shown as vα, on the top axis.

cross section. In summary, the optical depth at some wavelength (and thus vα) can be thought of

as a sum of the optical depth due to Doppler core scattering by IGM gas at v = vα, and optical

depth due to damping wing scattering by IGM gas at v ≥ v(RS). In Fig. 3.8, the difference between

the dynamic and simple model predictions at vα = −100 km s−1 is primarily a consequence of the

presence of neutral gas at v = −100 km s−1 in the dynamic model. At vα = −300 km s−1, the

difference is entirely a consequence of neutral gas between +225 and +375 km s−1 (the velocity

range over which the IGM is neutral in the dynamic model but ionized in the simple model).

The integrated observed line flux for the dynamic model is only 1.6 per cent of the intrinsic

line, compared to 11 per cent for the simple model. Thus incorporating a dynamic model for the

IGM is an important consideration in connecting theoretical predictions for Lyman α emitters into

observed counts, and for interpreting the ionization state of the IGM through Lyman α emission

line observations.
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3.5.3 Galaxy/halo parameter dependence

In the previous section we showed that our dynamic IGM model has a substantial impact on the

observed Lyman α line from a galaxy at high redshift. In this section we illustrate how the observed

line depends on properties of the galaxy and its halo. The parameters we explore are the halo mass,

galaxy star-formation rate, age of star formation, escape fraction of ionizing radiation, and relation

between the velocity width of the emitted line and the halo circular velocity. All figures are for the

dynamic IGM model only; varying the parameters would have analogous effects under the simple

IGM model.

For each parameter, we show plots analogous to Fig. 3.7 and Fig. 3.8, as appropriate. From

these plots the virial radius and Stromgren radius can be read off, as well as the corresponding

IGM infall velocities. The line profile figures show the effect of our model parameters, if any, on the

intrinsic line profile, and the effect on the observed line profile.

Halo mass In Fig. 3.9 we recompute the IGM properties for the fiducial model, except that we

set the halo mass to 1010 or 1012 M�. Though more massive halos have larger values of Rvir (the

radii at which the curves terminate), they have more negative values of v(Rvir). More massive halos

also have slightly higher IGM densities around them. The combination of larger virial radii (ionizing

flux falls off as r−2) and slightly higher IGM densities leads to larger neutral fractions within the

Stromgren spheres of more massive halos. The Stromgren spheres of more massive halos are slightly

smaller (due to larger densities within them), but v(RS) decreases more dramatically with increasing

halo mass.

In Fig. 3.10 we show the corresponding intrinsic and observed Lyman α line profiles. More

massive halos have broader intrinsic and observed lines (because vD ≡ fvvc and vc increases for

more massive halos). A new prediction of the dynamic IGM model is that the offset between the

intrinsic line center and the blue edge of the observed line (or, similarly, the centroid of the observed

line) increases with increasing halo mass. This conclusion is somewhat dependent on the assumption

that the intrinsic Lyman α emission line is centered on the systemic velocity of the galaxy. In practice
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Figure 3.9 As in Fig. 3.7, but note different radial scale. The curves are truncated at Rvir. (a) Halo
mass M = 1010 M�. (b) M = 1011 M� (fiducial model). (c) M = 1012 M�.

obtaining the intrinsic Lyman α line shape may be impossible, but a more complicated model of the

intrinsic line may be passed through our IGM model to produce a predicted observed line profile,

which will always have a lower limit in wavelength corresponding to vα = v(Rvir).

Star-formation rate In Figs. 3.11 and 3.12 we recompute the IGM properties and Lyman α line

profiles for the fiducial model, except that we set the SFR to 1, 100, or 1000 M� yr−1. Increasing the

SFR increases both the size of the Stromgren sphere and the ionization fraction inside. If we decrease

the SFR from the fiducial value of 10 M� yr−1 to 1 M� yr−1 then the neutral IGM encroaches all

the way to v(RS) = 25 km s−1 (compared to v(RS) = 225 km s−1 in the fiducial case), and thus the

damping wing almost completely wipes out the observed line. Increasing the SFR to 100 M� yr−1,

the Stromgren sphere expands out to v(RS) = 650 km s−1. Though there is a decrease in the neutral

fraction within the Stromgren sphere, this effect is not sufficient to lift the complete suppression of

the observed line at vα
>∼ v(Rvir). However, the greater distance (in velocity) to the fully neutral

IGM means that the observed line redward of of vα ' v(Rvir) is less damped than in the fiducial case.

A further increase of the SFR to 1000 M� yr−1 expands the Stromgren sphere yet further, resulting

in very little damped absorption at vα
<∼ v(Rvir). Moreover, the neutral fraction inside part of the

Stromgren sphere is now small enough that scattering by the cross section Doppler core no longer

completely suppresses the line at vα > v(Rvir). Note the notch in the spectrum at vα = v(Rvir):

this is the feature predicted in QSO spectra by Barkana & Loeb (2003).
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Figure 3.10 As in Fig. 3.8, but note different axis scales. The labels show M (in M�) for the
corresponding intrinsic and observed line profiles. The fiducial model M = 1011 M� is the lighter
curve, and the intrinsic fiducial line profile is not shown.

Figure 3.11 As in Fig. 3.7. (a) Star-formation rate ψ = 1 M� yr−1. (b) ψ = 10 M� yr−1 (fiducial
model). (c) ψ = 1000 M� yr−1. See Fig. 3.14c for ψ = 10 M� yr−1. (d) Age of star formation
tSF = 107 yr. (e) tSF = 108 yr (fiducial model). (f) tSF = 109 yr.
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Figure 3.12 As in Fig. 3.8, but different vertical scale. The labels show star-formation rate (in
M� yr−1) for the corresponding observed line profiles. The fiducial model ψ = 10 M� yr−1 is the
lighter curve, and the intrinsic fiducial line profile is the dotted curve.

Age of star formation In Figs. 3.11 and 3.13 we recompute the IGM and line profile properties

for the fiducial model, except that we set the age of star formation to 107 or 109 yr. Changing

tSF changes the size of the Stromgren sphere, but does not change the ionization balance within it.

Thus the effect on the observed line profile is only to change the amount of damping of the line at

vα < v(Rvir).

Escape fraction of ionizing photons In Fig. 3.14 we recompute the IGM properties for the

fiducial model, except that we set fesc = 0 or 1. Scaling fesc has the same effect as scaling the

star-formation rate by the same factor, so the fiducial model modified to fesc = 1 is the same as the

fiducial model modified to ψ = 100 M� yr−1 (see above). In the case of vanishing escape fraction, for

any reasonable value of the SFR the line will unobservable, because a neutral IGM down to v(Rvir)

allows only 4× 10−5 of the intrinsic line to be observed. See also Section 3.7.2.

Velocity width factor In Fig. 3.15 we recompute line profile properties for the fiducial model,

except that we set fv = 1 or 2 (fv does not influence the IGM properties). Larger values of fv
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Figure 3.13 As in Fig. 3.8, but different vertical scale. The labels show the age of star-formation (in
yr) for the corresponding observed line profiles. The fiducial model tSF = 108 yr is the lighter curve,
and the intrinsic fiducial line profile is the dotted curve.

Figure 3.14 As in Fig. 3.7. (a) Ionizing photon escape fraction fesc = 0. (b) fesc = 0.1 (fiducial
model). (c) fesc = 1. (d) Ionizing background J21 = 10−5. (e) J21 = 1. (f) J21 = 100.
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Figure 3.15 As in Fig. 3.8, but different vertical scale. The labels show the conversion factor fv

between Doppler line width and halo circular velocity for the corresponding intrinsic and observed
line profiles. The fiducial model fv = 1.5 is the lighter curve, and the intrinsic fiducial line profile is
not shown.

broaden the line, resulting in a greater observable fraction of the intrinsic line. In the limit of much

larger values of fv, more of the line would be transmitted, but the line width would be so large that

spectroscopic detection of the line would become more difficult than for a narrower line with less

flux. However, for the values of fv we consider, which should bound the actual values, the observed

line is still relatively narrow and larger values of fv produce more easily observed lines.

3.5.4 IGM ionization dependence

In this section we vary the ionization state of the IGM to show how this influences the observed

Lyman α line. First we will assume, in contrast to the IGM models considered so far, that there

is a mean ionizing background in the IGM that contributes to the ionization of the IGM around

the halo, in addition to the contribution from the galaxy itself. We assume that the universe was

reionized before star formation turned on in the halo (that is, reionization occurred longer than tSF
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Figure 3.16 As in Fig. 3.8. The labels show ionizing background strength J21 for the corresponding
observed line profiles. The fiducial model with no ionizing background is the lighter curve, and the
intrinsic fiducial line profile is the dotted curve.

ago), and since then the background has been fixed at

J21 ≡
Jν

10−21 erg s−1 cm−2 Hz−1 sr−1
. (3.21)

For the fiducial values of z = 6.5 and tSF = 108 yr, that corresponds to reionization before z = 7.2.

In Figs. 3.14 and 3.16 we show the properties of the IGM and Lyman α line profiles for values of

the ionizing background that bracket the physically interesting regimes. First we discuss J21 = 10−5,

a value so small that the IGM ionization state inside the galaxy’s light sphere is completely dominated

by the galaxy’s ionizing radiation. The light sphere has a radius of c tSF = 31 pMpc for tSF = 108 yr,

corresponding to an IGM velocity of almost 2.5 × 104 km s−1. Consequently, the IGM ionization

state outside of the light sphere is irrelevant.

Even though the ionizing background does not contribute at all to the ionization rate (see eq.

3.13) at any radius of interest, the pre-reionization of the universe before the galaxy turned on allows

its Stromgren sphere to expand at near light speed. Consequently even the IGM at the velocity of

1200 km s−1 has a neutral fraction of 0.01. By the Gunn-Peterson trough test, this IGM wouldn’t
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even qualify as reionized. However, this level of ionization completely eliminates any damping wing

optical depth. Thus the observed line profile follows the intrinsic line profile from the red wing up

to vα = v(Rvir), then goes to zero as in the fiducial case. This is the observed behavior for any

ionizing background with J21
<∼ 1, the range observed at z < 5 (Scott et al., 2002).

Ionizing backgrounds in the range J21 ∼ 10–100 strongly ionize the mean density IGM. Since

the IGM density decreases from a local maximum at Rvir toward the cosmic mean as a function of

increasing radius, IGM gas just outside of the virial radius still strongly scatters the intrinsic line at

vα corresponding to the velocity of the overdense gas. As the density decreases, though, the neutral

fraction drops as well, and the combination leads to greater transmission of the intrinsic line toward

the blue side of the line. This would generate an unusually-shaped observed line with two peaks,

one of which lies to the blue of the intrinsic line center.

At yet higher values of J21
>∼ 103, the IGM is so strongly ionized that the entire intrinsic line

would be observed. We note again that we expect J21
<∼ 1, though we are unaware of any predictions

for J21 at z > 6 in models that reproduce the WMAP optical depth value.

Alternately, rather than considering a fixed ionizing background in a reionized universe, we can

fix the neutral fraction of the IGM outside of the galaxy’s Stromgren sphere, xIGM
HI . This approach

is more useful for considering a weakly-ionized IGM with xIGM
HI ∼ 0.5 (e.g., Cen, 2003b, where a

fully reionized universe almost entirely recombines). Figure 3.17 shows the observed Lyman α line

profiles of the fiducial galaxy when xIGM
HI is set to 0.5 and 0.05. As expected, the decreased H i

abundance in the ‘neutral’ IGM means that the red wing of the Lyman α line is less suppressed by

damping wing scattering. There is no effect on the Doppler scattering that scatters the center of

the intrinsic line. See also Section 3.7.2.

3.5.5 Redshift dependence

Last, we turn to the effects due solely to changes in redshift. In the future there will (hopefully) be

surveys for strong Lyman α emission lines at several different redshifts at z > 6. We study redshift

dependence by keeping the other free parameters fixed; realistically, other parameters, such as star-
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Figure 3.17 As in Fig. 3.8, but with different vertical scale. The labels show the neutral fraction of
the IGM outside of the galaxy’s Stromgren sphere for the corresponding observed line profiles. The
fiducial model with a neutral IGM is the lighter curve, and the intrinsic fiducial line profile is the
dotted curve.

formation rate, age of star formation, escape fraction, and the typical halo mass, may also depend

on redshift. Comparison of the galaxy/halo parameter dependencies described above in conjunction

with the effects shown here can be used to predict trends for a specific model of the evolution of the

galaxy/halo parameters. Disentangling the redshift dependence of the IGM ionization state from

the other redshift dependences may still be very difficult in practice.

Proceeding with simple cases to understand the expected effects, we place the fiducial halo at

z = 8.8 and z = 17. Figures 3.18 and 3.19 show the IGM and Lyman α line profile properties.

Because we keep the mass of the halo fixed, the virial radius shrinks at increasing redshift. This

results in an increasingly negative velocity of the IGM at the virial radius. The IGM is also denser

at higher redshift, resulting in higher neutral fractions when the ionization balance is calculated.

An additional effect is the increased circular velocity of the halo, which broadens the intrinsic line.
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Figure 3.18 As in Fig. 3.7, but note different radial and velocity scales. The curves are truncated at
Rvir. (a) Redshift z = 6.5 (fiducial model). (b) z = 8.8. (c) z = 17.

Figure 3.19 Lyman α line profiles. The wavelength scale is expressed as an offset from the Lyman α
resonance in the frame of the galaxy, chosen so that the vα scale is the same as in Fig. 3.8. The
labels show the redshift for the corresponding observed line profiles. The narrower intrinsic profile
(dotted curve) is for z = 8.8; the wider intrinsic profile (dotted curve) is for z = 17. The fiducial
model z = 6.5 is the lighter curve, and the intrinsic fiducial line profile is not shown.
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3.6 Galactic winds

We now consider another, possibly crucial, alteration to the model of Lyman α emitter plus IGM

scattering described so far. High velocity (∼ 360 km s−1) redshifts of Lyman α emission compared

to other interstellar features are observed in z = 3 Lyman Break Galaxies (Shapley et al., 2003);

QSO absorption line cross-correlation suggests that these winds may have blown to large distances

(∼ 0.2 pMpc, Adelberger et al., 2003).

Galactic winds, if present in galaxies at z > 6, may have two important consequences for the

interpretations of Lyman α emission from galaxies during reionization. The first is that as the wind

blows through the IGM, it may collisionally ionize the hydrogen it passes, increasing the ionization

fraction of this gas (Adelberger et al., 2003). The second effect is that the intrinsic Lyman α line

may not have a Doppler shape centered on the galaxy’s redshift. Instead, it may already display an

asymmetric profile centered considerably to the red of the systemic redshift (Shapley et al., 2003,

where they find a mean redshift of 360 km s−1). Inspection of Fig. 3.6 shows that the IGM optical

depth for the fiducial galaxy is only ∼ 1 at redshifts of more than 200 km s−1.5

Since we lack a good physical model to calculate wind properties, we adopt a very simple as-

sumption to illustrate the possible effects of large-scale winds on the IGM (the first effect described

above). We assume that a wind blows out to the Stromgren radius of the galaxy (see Fig. 3.11),

completely ionizing all of the gas within that radius. Figure 3.20 shows the observed Lyman α line

profiles including such winds. The result for the fiducial model is that the observed line becomes

roughly symmetric, though still centered to the red of the intrinsic line center, and the observed flux

doubles. If tSF is changed to 109 yr, the Stromgren sphere is much larger (see Fig. 3.11) and the

observed flux increases by almost a factor of 5.

The required wind velocity can be calculated by dividing the Stromgren radii (illustrated in

previous plots) by tSF. For the fiducial halo, the Stromgren radius is 0.38 pMpc, giving a wind

velocity over 108 yr of 3700 km s−1. Almost any wind model would predict a smaller wind velocity

than this, so though Fig. 3.20 shows the qualitative effect, even the 108 yr curve is an overestimate
5Note that in observations velocity (and redshift) is measured in the observer’s frame, whereas in our plots vα is

in the frame of the emitting galaxy, hence a line redshifted by 360 km s−1 falls at vα = −360 km s−1.
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Figure 3.20 As in Fig. 3.8, but different vertical scale. The labels show star-formation timescale
(in yr) for the corresponding observed line profiles. For each tSF, the light solid curve is the profile
without assuming any winds (as in Fig. 3.13), and the long-dashed curve is the observed line profile
assuming a wind blows to the Stromgren radius. The intrinsic fiducial line profile is the dotted
curve.

of the true effect, assuming galactic winds blow to 0.2 pMpc, as in Adelberger et al. (2003).

Winds don’t affect the damping wing suppression of the line from absorption by neutral (in

the case of a non-reionized IGM) gas outside of the Stromgren sphere (the solid and long-dashed

curves match at vα < v(Rvir)). Thus the depression of the observed line profiles compared to the

intrinsic line profiles of plots like Fig. 3.8 can be used to estimate the transmission of a highly-

redshifted Lyman α line. Since the damping wing optical depth is set by the IGM outside of the

Stromgren sphere, parameters that affect the size of the Stromgren sphere (e.g., tSF, Fig. 3.11),

and the ionization state of the IGM (e.g., J21, Fig. 3.14, and xIGM
HI ), have a large influence on the

transmission at vα < v(Rvir). In the next section we illustrate the effect galactic winds may have

on the observed Lyman α line for all of the parameter variations discussed in Section 3.5.
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3.7 Discussion

3.7.1 Lyman α line fluxes

First we present three plots to summarize the results of the previous sections. Figure 3.21 shows the

intrinsic Lyman α line flux (calculated as described in Section 3.4.1) as open triangles for each model

listed on the bottom axis. The solid circles show the integrated flux of the observed Lyman α line

calculated from the intrinsic Lyman α line flux and observed line profiles presented in Section 3.5.

Figure 3.22 shows the intrinsic Lyman α line flux as open triangles for each model, as in Fig. 3.21.

Here the open squares are the integrated flux of the observed Lyman α line calculated assuming a

galactic wind completely ionizes the IGM out to the Stromgren radius of the galaxy (see Section 3.6;

this is probably an overestimate of the expected effect, but comparison with Fig. 3.21 shows that

for many models this is a small effect regardless). The solid diamonds are the integrated flux

of the observed Lyman α line calculated assuming the intrinsic Lyman α line is emitted entirely

at 360 km s−1 redward of the systemic Lyman α wavelength (see Section 3.6). The consequence

of moving the intrinsic line to the red is that the observed line flux is generally at least 20 per

cent of the intrinsic line flux for most of the models (independent of whether of not the wind

blows into the IGM). This is illustrated more explicitly in Figure 3.23. However, more massive

galaxies with v(Rvir) <∼ 360 km s−1 (such as our M = 1012 M� model) would require Lyman α

lines even more redshifted than 360 km s−1 to make a difference compared to the no-wind model.

There is no solid diamond for M = 1012 M� in either Fig. 3.22 or Fig. 3.23 because the IGM

transmission at vα = −360 km s−1 is formally zero. A realistic line profile (not concentrated entirely

at vα = −360 km s−1) would result in a flux similar to the no-wind model.

Figure 3.23 shows the transmission of the Lyman α line, Tα, defined as the ratio of the observed

to intrinsic Lyman α line flux. The shapes of the symbols match their shapes in Figs. 3.21 and

3.22. Quite generally, an intrinsic Lyman α line redshifted by 360 km s−1 produces an observed

line suppressed by less than a factor of 5, for galaxies at z = 6.5 in a neutral IGM. If the IGM is

reasonably ionized, a redshifted Lyman α line may survive almost unscattered (e.g., solid diamond
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Figure 3.21 Intrinsic and observed Lyman α line flux as a function of model parameters. Each
model plotted is described by a label on the bottom axis that refers to the fiducial model in the case
of ‘fiduc,’ and refers to the parameter varied from the fiducial model in the rest of the cases (see
Section 3.5). Numbers in square braces are the log10 of the parameter value. The open triangles are
the intrinsic Lyman α line flux, and the solid circles are the observed Lyman α line flux, based on
the line profiles calculated in Section 3.5.

for xIGM
HI = 0.05 model), whereas if the intrinsic line is at the systemic redshift in those models, the

observed line is almost an order of magnitude weaker (e.g., open circle for xIGM
HI = 0.05 model).

3.7.2 Observed z = 6.5 Lyman α emitters

To compare observed Lyman α line fluxes to our predictions, we need an estimate of the intrinsic

line flux. The observed Lyman α line flux provides a lower limit to the intrinsic flux, but current

observations of z = 6.5 do provide one avenue to estimate the intrinsic flux. The UV continuum to

the red of the Lyman α is a star-formation rate indicator (Kennicutt, 1998); near-IR photometry of

z = 6.5 galaxies provides an estimate of their rest-frame UV continua. Two of the three confirmed

z = 6.5 galaxies have SFRs estimated in this way: 10 M� yr−1 for HCM 6A (hereafter ‘H,’ Hu

et al., 2002b), and 36 M� yr−1 for SDF J132415.7+273058 (hereafter ‘K,’ Kodaira et al., 2003)

(in our cosmology). As discussed in Section 3.4.1, converting the SFR to an intrinsic Lyman α

line flux depends on many parameters, but for our fiducial choices we estimate intrinsic Lyman α
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Figure 3.22 Intrinsic and observed Lyman α line flux as a function of model parameters, including
possible effects due to galactic winds. The model labelling is described in Fig. 3.21. The open
triangles are the intrinsic Lyman α line flux, as in Fig. 3.21. The open squares are the integrated
flux of the observed Lyman α line calculated assuming a galactic wind completely ionizes the IGM out
to the Stromgren radius of the galaxy. The solid diamonds are the integrated flux of the observed
Lyman α line calculated assuming the intrinsic Lyman α line is emitted entirely at 360 km s−1

redward of the systemic Lyman α wavelength. See Section 3.6.
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Figure 3.23 Ratio of observed to intrinsic Lyman α line flux as a function of model parameters, for
both no wind and wind models. The model labelling is described in Fig. 3.21. The point shapes are
the same as in Figs. 3.21 and 3.22: open circles show no-wind models, open squares show models
where a strong wind clears the Stromgren sphere of IGM, and solid diamonds show models where
the intrinsic Lyman α is concentrated at 360 km s−1 redward of the systemic redshift.

line luminosities of 3.4 × 1043 erg s−1 for H and 1.2 × 1044 erg s−1 for K. Note that both Hu

et al. (2002a) and Kodaira et al. (2003) estimate Lyman α lower intrinsic luminosities by using an

empirical relation between Hα luminosity and SFR (Kennicutt, 1998) and converting Hα luminosity

to Lyman α luminosity. The corresponding intrinsic Lyman α line fluxes are 6.9×10−17 erg s−1 cm−2

for H and 2.4×10−16 erg s−1 cm−2 for K. Comparison with the observed Lyman α fluxes (corrected

for lensing in the case of ‘H’) gives estimated observed to intrinsic ratios of Tα = 0.09 for both H

and K.

From Fig. 3.23 we see that appropriate models with a neutral IGM and some velocity offset

between the intrinsic Lyman α line and the systemic galaxy redshift can produce values of Tα ∼ 0.1.

Alternately models with a partially or mostly ionized IGM without any wind effect also have Tα ∼

0.1.

The redshift of the intrinsic Lyman α line with respect to the systemic redshift of the galaxy is

a clearly key parameter for interpreting observed Lyman α lines. Fortunately it may be estimated
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from non-resonant recombination lines, such as Hα or Hβ. For galaxies at z >∼ 6.5 these lines fall

at λ >∼ 3.6 µm, unobservable from the ground in the near-future. The James Webb Space Telescope

(JWST ) is projected to have sufficient sensitivity to detect Hα and Hβ from the z = 6.5 galaxies

discovered so far. Measurements of Hα and Hβ will also provide another SFR estimate (with fesc

no longer entering into the conversion between SFR and intrinsic Lyman α line flux), as well as a

dust extinction estimate.

An example of an optimistic future observation would be a measurement of Hα and Hβ line

redshifts and fluxes for a z = 6.5 galaxy with a measured Lyman α line and UV continuum. If the

ratio of Hα to Hβ line flux matches the prediction for no extinction, and the SFR deduced from

from those Balmer lines agrees with the SFR estimated from the UV continuum, then a reasonable

conclusion would be that dust extinction is not very important in the galaxy6. Proceeding under

the assumption of a normal IMF and no extinction, the intrinsic Lyman α line flux may then be

estimated. If the Lyman α line were found to be centered near the Balmer line redshift (assumed to

be the systemic redshift of the galaxy), then we could compare the measured value of Tα with the

circles in Fig. 3.23; at that point a Tα could be converted into an estimate of the neutral fraction of

the IGM, though with plenty of uncertainty associated with unknown parameters such as M , tSF,

and fv. A more clear-cut conclusion may be reached if the Lyman α line is found to be substantially

redshifted compared to the Balmer redshift and the measured Tα is close to 1. This would be a

strong signal that the IGM was mostly ionized at that redshift (see below), and may moreover place

an interesting limit on the mass of the halo, depending on the shape of the observed Lyman α line.

In advance of JWST, Fig. 3.23 makes it clear that drawing any firm conclusions regarding the

ionization fraction of the IGM based only on the observed Lyman α lines and UV continua of z = 6.5

is very difficult.

Before moving on, we present two more plots of interest regarding the observability of Lyman α

lines. We have seen that large Stromgren spheres around galaxies allow more of the intrinsic Lyman α

line to be observed (e.g., Fig. 3.13). The ionization of the IGM is directly proportional to the

6This conclusion could be strengthened by a stringent upper limit on, e.g., He ii 1640 Å, a line that would be
present for an IMF weighted toward very massive stars, (Schaerer, 2003).
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Figure 3.24 Intrinsic and observed Lyman α line flux as a function of ionizing photon escape fraction.
The dotted curves are the intrinsic Lyman α line flux; the solid curves are the observed line fluxes.
The lower curves are for the fiducial model with fesc varied; the upper curves are for the fiducial
model modified to ψ = 100 M� yr−1.

parameter fesc, so the largest possible Stromgren sphere is created when fesc = 1. However, since

the intrinsic Lyman α line flux is proportional to (1− fesc), the strongest intrinsic Lyman α line is

produced when fesc = 0. Clearly the strongest observed line comes from some intermediate value

of fesc. In Fig. 3.24 we plot the intrinsic and observed Lyman α line flux for two models, the

fiducial model, and the ψ = 100 M� yr−1 model. The observed line flux in both models peaks near

fesc = 0.35.

Once reliable estimates of Tα are available, they can be used to estimate the neutral fraction

of the IGM in the interesting regime of xHI ∼ 0.5. Figure 3.25 illustrates Tα as a function of the

model parameter xIGM
HI (see Section 3.5.4), for the fiducial galaxy. The solid curve was calculated

assuming a Doppler profile intrinsic Lyman α line centered at the galaxy’s systemic redshift, and the

long-dashed curve was calculated assuming the intrinsic Lyman α line is concentrated 360 km s−1

redward of the systemic velocity. While an accurate measurement of Tα can constrain the IGM

neutral fraction, this is only possible with reasonable knowledge of the redshift of the intrinsic

Lyman α line compared to the systemic velocity of the galaxy.
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Figure 3.25 Ratio of observed to intrinsic Lyman α line flux as a function of xIGM
HI . The solid curve

assumes the intrinsic line profile described in Section 3.4.1. The long-dashed curve assumes the
intrinsic Lyman α line is concentrated 360 km s−1 redward of the systemic velocity (see Section 3.6).
Both curves are for the fiducial galaxy.

3.7.3 Model assumptions

Now we return to a discussion of the assumptions made in this paper and their possible consequences

on our conclusions. First we discuss the possible effects of dust in a Lyman α emitting galaxy. If

dust absorbs ionizing photons, then the star-formation rate in our models can simply be rescaled to

take that into account. Alternately, dust may extinct the Lyman α line and UV continuum almost

equally, but extinct the Balmer lines considerably less. In this case the Lyman α line extinction

can be estimated and corrected for. Dust may also affect the UV continuum differently from the

recombination emission, in the event that dust is distributed differently with respect to stars and

H ii regions. In this case the extinction value measured by the Balmer lines alone (with an extinction

curve) may be used to correct the Lyman α line, assuming that resonant photons are extincted no

differently than non-resonant photons.

Dust extinction can cause great ambiguity in the interpretation of Lyman α lines, even when UV

continuum and Balmer lines are measured, because resonant Lyman α photons may be extincted

differently from non-resonant UV continuum and Balmer line photons. Dust may extinct Lyman α
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photons preferentially over UV continuum photons, due to the extra path-length through the galaxy

that resonantly scattered photons travel before escaping. Certain gas and dust geometries, however,

may mitigate or even reverse that effect (Neufeld, 1991). There is no direct observable to measure

this possible effect, except that an extinction-corrected SFR estimated from Balmer lines does place

an upper limit on the intrinsic Lyman α line flux.

More fundamental assumptions are associated with our model of the IGM around Lyman α

emitting galaxies. We assumed the presence of an accretion shock at the virial radius of the halo

containing the galaxy (see also Barkana & Loeb, 2004). If these galaxies have no accretion shock, as

suggested by Birnboim & Dekel (2003), then our conclusions are greatly changed. It is the presence of

the accretion shock that generates the characteristic wavelength scale where line transmission begins

(see Section 3.5.2). In the absence of a virial shock, the infalling gas will eventually shock when

it reaches the galaxy. The observed Lyman α line would be suppressed blueward of that velocity,

implying only intrinsic Lyman α lines that were very redshifted with respect to the systemic redshift

of the galaxy could be observed. Another consequence of the lack of a virial shock is that Lyman α

emission from the cooling of the IGM gas would be located close to the galaxy (Birnboim & Dekel,

2003), thus any observed Lyman α line may have a contribution from contribution from cooling

radiation as well as star-formation powered Lyman α. If future observations show an extremely

redshifted Lyman α lines at high redshifts, this may be indicative of cooling radiation from IGM gas

falling unshocked down to the center of a halo.

In Section 3.4.2.1 we discussed our assumptions about the density distribution of the IGM around

the Lyman α emitting galaxy. We calculate the ensemble-averaged IGM density distribution; even

for the spherically averaged density profile, deviations from this average are expected from galaxy

to galaxy. Additionally, we estimated that structure near the emitting galaxy has only a small effect

on the density distribution of the IGM. However, we did not address the effect of collapsed and

collapsing structures on the velocity field of the IGM, which is crucial (more so than IGM density)

to our predicted line profiles. Numerical simulations may be used to estimate both the variance in

the IGM structure from galaxy to galaxy, and also the density and velocity distributions of the IGM
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along the line of sight toward a galaxy accounting for substructure.

3.8 Summary

We have calculated observed Lyman α line profiles for high-redshift galaxies, with a focus on the

prospects of using observed Lyman α lines to probe the ionization of the universe at z > 6.5.

Toward this end we have investigated many of the parameters that influence the observed Lyman α

line from a high-redshift galaxy. We conclude that future measurements with JWST may permit

the estimation of IGM neutral fractions at z > 6.5, but current z = 6.5 data do not yet place a

strong constraint on the neutral fraction at that redshift if we allow consideration of galactic winds.

If we take at face value our estimates of the integrated Lyman α transmission of the two z = 6.5

galaxies for which estimation is possible, and assume our simplest model (with no winds), we would

conclude that the IGM neutral fraction is xHI
<∼ 0.1 at z = 6.5.

Interpretation of an observed Lyman α line alone (or even with a measurement of the UV

continuum) is extremely difficult, due to the host of parameters that influence it. However there

is hope that with the rest-frame optical spectra that JWST will provide for high-redshift galaxies,

Lyman α emission lines will yet prove fruitful for constraining the reionization history of the universe

at z > 6.5

Acknowledgments

We acknowledge Kurt Adelberger for suggesting the IGM model used here. We thank Marc Kamionkowski,

Avi Loeb, and Alice Shapley for helpful conversations. MRS acknowledges the support of NASA

GSRP grant NGT5-50339.



82

Chapter 4

A Method to Infer the Stellar
Population that Dominated the
UV Background at the End of
Reionization1

4.1 Abstract

We present an observational test of the spectrum of the ionizing background at z ' 5; the test is

sufficiently sensitive to determine whether Pop ii or Pop iii stars are the dominant source of ionizing

radiation. The ionizing background at z ' 5 may reflect the nature of the sources responsible for

the final overlap phase of reionization. We find that rest-frame extreme-UV He i absorption will

be detectable in deep spectral observations of some rare z ' 5 quasars; the ratio of He i to H i

absorption reflects the shape of the ionizing background in the photon energy range between 13.6

and 24.6 eV. Most z ' 5 quasars have too much H i absorption along their line-of-sight for He i

absorption to be observed. However, based on current measurements of H i absorber statistics, we

use Monte Carlo simulations to demonstrate that the Sloan Digital Sky Survey (SDSS) will discover

a sufficient number of z ' 5 quasars to turn up a quasar suitable for measuring He i absorption

(and we illustrate a selection method to identify that quasar). From simulated observations of a

suitable z ' 5 quasar with a 10-meter telescope, we show that a constraint on the spectral slope of

the ionizing background at that redshift can be obtained.
1This chapter was submitted to Monthly Notices of the Royal Astronomical Society in 2003 as Santos and Loeb.
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4.2 Introduction

Intergalactic hydrogen is almost completely ionized by z ' 6 (Becker et al., 2001; Djorgovski et al.,

2001), but the sources responsible for reionization are still not known (see Barkana & Loeb 2001

and Loeb & Barkana 2001 for reviews of the theoretical possibilities). A low neutral-hydrogen

fraction is found at lower redshift even in relatively over-dense systems, despite the short (compared

to the Hubble time) recombination timescale in those systems. This implies a continued supply

of ionizing photons after reionization completed. Measurements of the intensity of the ionizing

background below z ∼ 3 (Scott et al., 2002) are consistent with an ionizing background produced

by observed quasars (Haardt & Madau, 1996), but analysis of a combination of the hydrogen and

helium opacities suggests that galaxies and quasars contribute equally to the UV background at

that redshift (Sokasian et al., 2003). At higher redshifts, however, the declining abundance of bright

quasars (e.g., Fan et al., 2001b) suggests that they cannot provide an ionizing background sufficient

to reionize the universe (Wyithe & Loeb, 2003a), and this conclusion is supported by deep x-ray

surveys (Barger et al., 2003).

Recent results from the WMAP satellite imply that reionization was substantially underway by

z ∼ 15 (Kogut et al., 2003; Spergel et al., 2003). However, quasar absorption studies at z ' 6

(Becker et al., 2001; Djorgovski et al., 2001) suggest a dramatic evolution in the ionizing background

around that redshift. Some authors have reconciled the WMAP evidence for early reionization with

the quasar result that reionization is just finishing at z ' 6 by postulating two reionizations of the

universe (Cen, 2003b,a; Wyithe & Loeb, 2003a,b), generally invoking a hard Pop iii stellar spectrum

for the early reionization and a Pop ii stellar spectrum for the final reionization at z ' 6.

The most direct technique to ascertain the sources responsible for the ionizing background at

high redshift is to take a census of all sources that contribute ionizing photons. The advantage of

this technique is that the relative contribution of different types of sources are measured directly,

as are the spatial distributions and other properties of the populations. Unfortunately, the large

luminosity distance to high redshift means that only the most luminous sources can be detected with

current observational methods. For example, Fan et al. (2001b) measure a power-law high-redshift
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quasar luminosity function with a steep slope, but estimate that the traditional power-law break of

the quasar luminosity function would occur more than one magnitude below their survey limit: there

is little constraint on the faint end of the quasar luminosity function from direct source detection.

A complementary method to direct detection is measurement of the properties of the integrated

ionizing background. Although this technique does not identify ionizing sources directly, it is effec-

tive at detecting ionization due to a very abundant population of low-luminosity sources. Moreover,

the shape of the integrated ionizing background is dictated by the combination of sources respon-

sible for it; different spectra arise from various possible contributors, such as quasars (Telfer et al.,

2002), Pop ii OB stars (e.g., Leitherer et al., 1999), very massive metal-free (Pop iii) stars (Bromm,

Kudritzki, & Loeb, 2001b), and x-rays from early stars (Oh, 2001).

This paper describes possible observations that would constrain the spectral shape of the ionizing

background just after reionization finished. In Section 4.3, we introduce quasar absorption line

spectroscopy in the context of this paper. Section 4.4 describes our parametrization of the ionizing

background, and the resulting ionization state of absorption systems in the intergalactic medium

(IGM). In Section 4.5 we apply those results to observed statistics of H i absorbers to generate a

model for H i and He i opacity toward high-redshift quasars; the assumed properties of the quasars are

given in Section 4.6. The method of simulating line-of-sight (LOS) absorption spectra and studying

the sensitivity of the results to the shape of the ionizing-background spectrum is described in Section

4.7. Section 4.8 presents a method to select the best quasars for absorption line spectroscopy. We

summarize our results in Section 4.9.

4.3 Absorption spectroscopy

The easiest way to make a crude measurement of the shape of the ionizing background is through the

ionization state of photoionized IGM gas; in the next section we show explicitly how the background

spectrum is related to the ionization state. Atoms and ions with at least one bound electron in

the ground state have strong bound-bound transition cross-sections, typically located at UV or

soft x-ray energies. Consequently, even small amounts of these species on the line-of-sight to a
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background source produce strong absorption features. The most common extragalactic application

of this technique uses UV-bright quasars as the background sources (for a recent review see Bechtold,

2003). Many species have been detected in absorption, ranging from H i and He ii, to Fe ii and Zn ii,

plus high-ionization ions such as C iv and Si iv (e.g., Prochaska et al., 2001).

We examine the first ionization states of hydrogen and helium; they are the most abundant

elements in the IGM, and are responsible for most of the UV opacity toward high-redshift quasars.

Specifically, we will investigate the relative neutral fractions of hydrogen and helium, which have

first ionization potentials of 13.6 and 24.6 eV, respectively. Since the photoionization cross-sections

for H i and He i are peaked at threshold, their relative neutral fractions constrain the effective slope

of the ionizing background between 13.6 and 24.6 eV.

The relative abundances of H i and He i constrain the ionizing background—the challenge is to

measure these abundances in the IGM at high redshift. Both atoms exhibit line and continuum

absorption. For H i, the Lyman series lines begin at 1216 Å and continue down to 912 A, where

continuous photoelectric absorption begins. The corresponding line transitions in He i are from 1s2

to 1s2p (584 Å), 1s3p (537 Å), etc., down to the first ionization threshold of helium, at 504 Å.

These wavelengths are the rest-frame values; the observed wavelengths of these transitions depend

on the redshift of the absorbing gas. If the neutral gas is distributed in many systems with a discrete

redshift distribution, then the associated absorption lines appearing in a quasar spectrum form a

‘forest’ of absorption features against the continuum. Figure 4.1 shows two example absorption

spectra with the general absorption regions labelled.

The absorption cross-sections of H i and He i are larger at the center of a line (at the IGM

temperature of ∼ 2 × 104 K) than in the continuous absorption region. Despite this fact, the

strongest absorption effect for the expected distribution of neutral IGM gas (see Section 4.5) is

from the cumulative continuous absorption due to many absorbers at different redshifts, named the

‘valley’ by Moller & Jakobsen (1990). This is illustrated for H i in Fig. 4.1; once Lyman limit

absorption begins (shortward of 912(1+ zQ) Å, where zQ is the quasar redshift), the forest typically

gives way to almost complete absorption. In such cases it is very difficult to observe helium forest
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Figure 4.1 Simulated absorption spectra for z = 5 quasars with AB1450 = 20. The top axis is labelled
in rest-frame wavelength, and the bottom axis is labelled in the corresponding observed wavelength
at z = 5. The top panel shows the wavelengths where the first four Lyman series line forests begin;
it also shows where the the first two ground-state He i transition opacities begin. The He i band is
shown, as is the region of the corresponding Lyα forest. The middle panel shows a quasar spectrum
processed by IGM absorption, along a line-of-sight with relatively little IGM opacity. The bottom
panel shows a quasar absorption spectrum along a typical line-of-sight.
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lines because of the small residual continuum flux at short wavelengths. In rare cases the valley is

not very pronounced, and the continuum is strong enough that the He i 584 Å forest region may be

observed. We call the region of the He i 584 Å forest red-ward of He i 537 Åthe ‘He i band.’

The identification of absorption features in spectra like those in Fig. 4.1 can be difficult, especially

in low-resolution spectra, except in the region red-ward of the Lyβ forest, where the only possible

absorption feature from hydrogen or helium is the hydrogen Lyα line. (Trace metals produce ad-

ditional absorption features, though these can be discriminated based on linewidth or because they

have a doublet feature, e.g., C iv.) The He i band is the analogous region for He i, where the He i

584 Å lines are the only source of helium opacity; however, this region also may contain absorption

due to all of the H i Lyman transitions, confusing the assignment of any individual line to He i. In

principle, unsaturated He i lines could be identified because they are twice as narrow as unsaturated

Lyα lines. However, line blending and the expected weakness of the He i lines complicate a practical

implementation of that criterion, and spectroscopy of sufficiently high resolution would require an

extremely bright target.

Even after hydrogen reionization is complete at z ' 6, the filamentary nature of the clumpy

IGM leads to significant Lyα opacity in regions with neutral hydrogen column density of NHI ∼

1014 cm−2. A line-of-sight through the universe pierces many of these filaments at different redshifts,

resulting in the Lyα forest described above. Helium is expected to be singly reionized (24.6 eV

ionization threshold) at a similar redshift to hydrogen, for almost any expected ionizing spectrum.

Consequently, absorption by neutral helium at z < 6 should be confined to the same filaments that

give rise to hydrogen absorption.2 This justifies a one-to-one search for He i 584 Å lines at the same

redshift as lines identified in the ‘Lyα band’ region, where the Lyα band is defined as the spectral

region where absorbers with a He i 584 Å line in the He i band exhibit Lyα absorption (see Fig. 4.1).

The application of absorption line studies of the IGM is limited by the supply of suitable back-

ground sources, primarily quasars. The Sloan Digital Sky Survey3 (SDSS) is a large photometric

and spectroscopic survey of the northern sky that will identify and measure redshifts for almost all
2This is in contrast to doubly ionized helium, which is distributed more diffusely (that is, the absorption features

traces smaller over-densities) than hydrogen (Kriss et al., 2001).
3http://www.sdss.org
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quasars brighter than 20th magnitude over one quarter of the sky. At the current discovery rate of

the survey, it will find approximately 1000 quasars at 4 < z < 5.2, and about 200 at 4.8 < z < 5.2

(Anderson et al., 2001; Fan et al., 2001b). As we will demonstrate (Section 4.8), rest-frame extreme

ultraviolet (EUV) absorption line study of z ' 5 quasars requires a large sample of quasars, and

could only be realized with the large catalog of z ' 5 quasars that the SDSS will provide.

4.4 Ionizing background

Next we consider the relationship between the ionization state of IGM absorbers and the ionizing

background. The quantity of interest for an absorbing system is the ratio of column density of

neutral helium, NHeI, to the column density of neutral hydrogen, NHI,

η ≡ NHeI

NHI
. (4.1)

As we will describe in Section 4.5, the abundance of absorbers as a function of redshift and NHI is

already observed. Thus predictions for He i absorption from these systems can be easily made from

calculations of the relative ionization states of helium and hydrogen.

We will assume that an absorbing system is optically thin to ionizing radiation and ignore the

presence of He iii in the absorber. As we will show in Section 4.7, the most important absober

systems for our method attenuate almost all of the light at the line center of their Lyα absorption

lines. Which absorbers satisfy this criterion depends on two quantities, NHI, which specifies the

intrinsic line strength, and the spectral resolution of the Lyα forest observations we consider, 1.7 Å,

which is much larger than the intrinsic line widths (see Sections 4.5 and 4.7). Most of the saturated

Lyα absorption is generated by lines with equivalent widths comparable to the spectral resolution,

since higher column-density systems are less common (see Section 4.5). For a resolution of 1.7 Å,

absorbers with NHI ' 1017 cm−2 are the most important for the aims of this paper.

Absorbers with NHI ' 1017 cm−2 are have optical depths near unity to photons at the H i

ioninizing threshold; such absorbers are still optically thin to He i-ionizing photons. These absorbers
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are expected to have densities of about 4× 10−3 cm−3 at z = 5 (Schaye, 2001).

Thus the relative abundance of neutral helium to neutral hydrogen in an absorbing system with

high H ii and He ii fractions4 is described by the optically-thin limit (e.g., Miralda-Escude & Ostriker,

1992),

ηthin ≡
NHeI

NHI
=
nHeII

nHII

αHeI

αHI

ΓHI

ΓHeI
' 0.083

ΓHI

ΓHeI
, (4.2)

where nHe/nH ' 0.083 is the cosmic abundance ratio of helium to hydrogen (assuming a mass

fraction of 4He of 0.25, consistent with the combination of WMAP CMB results (Spergel et al.,

2003) and big bang nucleosynthesis predictions (Burles et al., 2001)), αHeI/αHI = 1.0 is the ratio of

the radiative recombination coefficients for He i and H i (Osterbrock, 1989), and

ΓHI =
∫ ∞

νHI

dν
4πJνσHI(ν)

hν
, (4.3)

and similarly for ΓHeI. The angle-averaged specific intensity is Jν , σi(ν) is the photoionization cross-

section of species i, and the lower limit of the frequency integral is νi, the photon frequency at the

ionization threshold of species i =H,He.

The most important absorbers for measuring η are systems where the observed equivalent widths

of the Lyα forest absorption lines are roughly equal to the spectral resolution obtained in the Lyα

forest spectrum. For a typical spectral resolution of 0.27 Å (a choice justified in Section 4.7.2), this

corresponds to NHI ' 3×1014 cm−2 at z ∼ 5. At such column densities, the optical depth to photons

at the hydrogen ionization threshold is τHI
<∼ 2×10−3, thus the optically-thin approximation should

be valid.

However, optically thick absorbers can have a substantial impact on the spectrum of the ionizing

background, both through absorption and emission. Haardt & Madau (1996) find that the mean

UV background is attenuated by roughly a factor of 3 at both νHI and νHeI; additionally, much of

the flux shortward of 228 Å is absorbed by He ii and re-emitted at 304 Å (see Haardt & Madau,

4We neglect the possible presence of He iii in the absorption systems. Observations suggest that the second
reionization of helium did not occur until z ' 3 (Kriss et al., 2001; Theuns et al., 2002), and Wyithe & Loeb (2003b)
predict that the full helium reionization happens over a narrow redshift interval. These studies suggest that most of
the intergalactic helium was singly ionized at z ' 5.
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1996, fig. 5c). These changes to the unabsorbed spectrum have important implications for the

He iii abundance, but do not affect the abundance ratio of He i to H i.

Because we are only concerned with the relative rate of neutral-helium ionizations to hydrogen

ionizations, we approximate the ionizing background by a power law,

Jν ∝ ν−αb . (4.4)

Using a continuous star-formation history with metallicity Z = 10−3 and a Salpeter IMF from 1

to 100 M� (Leitherer et al., 1999), the effective power-law index is αb = 2.05. Also of interest is

the spectrum of very massive metal-free stars, which represent the most extreme expectation of the

stellar IMF at very high redshift: these stars are well approximated by a blackbody spectrum with

temperature T = 105 K (Bromm et al., 2001b). Very massive metal-free stars yield a particularly

hard power-law index of αb = 0.28. Quasars produce a spectrum with a power-law shape matching

their own EUV spectral slope; that value is not well constrained at high redshift, but αb = 1.6 may

be a reasonable guess (see Section 4.6). Finally, x-rays radiated from early stars have a near-zero

spectral slope (Oh, 2001), but the effect of secondary ionizations should produce an effective slope

slightly greater than zero (S.P. Oh, private communication). Figure 4.2 shows the value of ηthin as

a function of αb.

4.5 IGM absorption model

Our model for the H i absorption in the IGM is empirical, based on the data obtained in many quasar

absorption line studies. Ongoing and planned observations are likely to constrain its parameters

better in the future.

Absorption by H i is quantified by discretizing the absorption into individual absorbing systems,

identified by their redshift, z, and neutral hydrogen column density, NHI. The distribution of H i

systems may be described reasonably well by power laws in both redshift and column density. We

define H i systems with NHI < 1.6 × 1017 cm−2 as Lyα forest systems, and systems with NHI ≥
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Figure 4.2 The ratio, ηthin, of the column density of neutral helium to the column density of neutral
hydrogen, as a function of the spectral slope of the ionizing background, αb. We assume that the
absorbing systems are optically thin to ionizing radiation, highly ionized in hydrogen and highly
singly-ionized in helium. The effective power-law index of a normal stellar population is αb = 2.05;
the effective power law index of a population of very massive metal-free stars is αb = 0.28.

1.6 × 1017 cm−2 as Lyman Limit Systems (LLSs). The distribution of H i systems in redshift and

column density are parametrized by three constants: A, γ, and s,

dN(z)
dz

= A(1 + z)γ , (4.5)

f(NHI) ∝ N−s
HI . (4.6)

Here N(z) is the total number of absorbers along a line-of-sight to redshift z, and f(NHI) is the

number of absorbing systems per unit H i column density.

We chose s = 1.5 for the power law index of the NHI distribution for all values of NHI, and

assume that the absorber population extends up to NHI = 1022 cm−2 (Storrie-Lombardi & Wolfe,

2000). For the Lyα forest, we adopt the redshift evolution determined by HST observations at low

redshifts (Dobrzycki et al. 2002, cf. Weymann et al. 1998a) and from ground-based surveys at high

redshifts (Bechtold, 1994). Those surveys covered the H i column density range of 1014 cm−2 ≤
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NHI ≤ 1.6 × 1017 cm−2 (i.e., from a rest-frame equivalent width of 0.24 Å up to the LLSs). We

extend their results to NHI = 1013 cm−2 by scaling up the number density using the NHI distribution

quoted above, to give

A = 106, γ = 0.65, for z < 2.4,

A = 29, γ = 1.7, for z ≥ 2.4.
(4.7)

The transition redshift, z = 2.4, was chosen to match the low-redshift and high-redshift fits smoothly;

this is higher than the traditional value of about 1.5 (e.g., Weymann et al., 1998a), but is a conse-

quence of the upward revision of γ by Dobrzycki et al. (2002) compared to Weymann et al. (1998a);

given the large uncertainties in the values of A and γ, this is not alarming.

For the LLSs, we adopt A = 0.2 and γ = 1.5, which are consistent with the results of Storrie-

Lombardi et al. (1994) and Stengler-Larrea et al. (1995). We note that Stengler-Larrea et al. (1995)

do not present an analysis of their full sample of LLSs because they exclude absorption systems within

5000 km s−1 of the quasar, yet their results are consistent with the result of Storrie-Lombardi et al.

(1994) for all LLSs. These parameter choices provide a relatively smooth intersection between the

abundance of LLSs and Lyα forest systems at z ≥ 1, assuming the column density distribution

described above. The covariance of the uncertainties in A and γ implies that the mean number

of LLSs toward a high-redshift quasar is constrained, but the LLS distribution with redshift is

uncertain: the 1-σ uncertainty on γ is about 0.4 (Storrie-Lombardi et al., 1994; Stengler-Larrea

et al., 1995).

The absorber distributions described above can be converted into a mean comoving H i number

density using

〈nc
HI(z)〉 = A(1 + z)γ H0E(z)

c(1 + z)2
〈NHI〉 , (4.8)

where H0 is the Hubble constant, 〈NHI〉 is the mean H i column density of the absorber population,

and

E(z) =
[
Ωm(1 + z)3 + ΩΛ + (1− Ωm − ΩΛ)(1 + z)2

]1/2
. (4.9)

For a universe with density parameters Ωm = 0.3 in matter, ΩΛ = 0.7 in a cosmological constant,
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and Ωbh
2 = 0.02 in baryons, and a Hubble constant h ≡ H0/(100 km s−1Mpc−1) = 0.7, this gives

an H i neutral fraction at z >∼ 4 of,

〈xHI(z)〉 ' 9.8× 10−3A(1 + z)γ−1/2 〈NHI〉
4× 1019 cm−2

. (4.10)

For LLSs (which have 〈NHI〉 = 4 × 1019 cm−2), A = 0.2 and γ = 1.5, thus 〈xHI(z = 6)〉 = 0.01.

This is consistent with the limit derived by Fan et al. (2002) from H i absorption toward a z = 6.28

quasar.

We assume that there is no correlation between absorbing systems. There is observational ev-

idence for clustering of the Lyα forest lines (e.g., Liske et al., 2000; Dobrzycki et al., 2002, and

references therein), but our assumption is conservative for the purposes of this paper: we will show

that to study He i absorption, we need quasars with fewer than average absorbers along the line-

of-sight. Clustering of absorbers would skew the ‘bad’ quasar targets (i.e., those with many strong

absorbers) worse, and skew the ‘good’ quasar targets better. This is not an important effect for

low-NHI absorbers, since they are very numerous, but could be a significant effect for LLSs if they

are clustered (note, however, that Sargent, Steidel, & Boksenberg 1989 showed that LLSs followed

Poisson statistics in their sample of 37 absorbers). The proximity effect generates an absorber deficit

of ∼ 30 per cent within 4 h−1 Mpc of the quasar, or about 200 Å observed from the quasar Lyα line

(Scott et al., 2000). We also ignored this relatively small effect.

In addition to the absorber redshift and column-density distributions, our IGM model must also

describe their absorption properties. We used the photoionization cross-sections given by Osterbrock

(1989) for H i and Verner et al. (1996) for He i. Our model treats the first 11 line transitions from the

ground state (which all atoms are assumed to occupy), using data from the NIST Atomic Spectra

Database v2.0.5 The line profiles were modelled as Doppler cores of width b = 26 km s−1 (Kim

et al., 1997) with damping wings outside of the core (e.g., Peebles, 1993).6

5http://physics.nist.gov/cgi-bin/AtData/main asd
6In Section 4.7.2 we assume instrumental resolutions considerably larger than 26 km s−1, so the choice of exactly

that value and our use of a single b value for all absorbers rather than the actual distribution should have a negligible
effect on our results.
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Our absorption model includes only hydrogen and helium; metal lines are not considered here.

There are not likely to be many metal line systems in the quasars used to measure η because metal

lines are associated with H i absorbers of high column density, and, due to the selection techniques

employed (see Section 4.7), quasars with strong absorbing systems are unsuitable for measuring η.

Moreover, the strongest metal lines that could pollute the Lyα band, such as the C iv and Mg ii

doublets, show only a few absorbers per unit redshift, compared to of order 100 Lyα absorbers in

the same redshift interval. In the He i band, metal lines are again far less numerous than H i lines,

and thus were ignored.

One complication to the application of absorber statistics determined from other quasar sam-

ples to the population of quasars discovered by SDSS is the quasar selection techniques employed.

The SDSS quasar selection primarily uses observed optical colors to generate a well-defined selec-

tion function (Fan et al., 1999); by contrast, the quasars studied in absorption line surveys were

culled from heterogeneous catalogs (e.g., Hewitt & Burbidge, 1987), and include radio-, x-ray-, and

emission-line-selected quasars in addition to color-selected quasars. An analysis of the systematic

errors introduced by using absorption lines in quasars discovered by several different techniques to

predict absorption patterns in quasars selected by another technique is outside the scope of this

paper; we simply analyze the colors of the quasars most important to this study to ensure they

would meet the quasar color-selection criteria of SDSS (see Section 4.8).

4.6 Model quasar intrinsic spectrum

In order to simulate realistic observations of IGM absorption of background quasars, we need to

make assumptions about the intrinsic properties of the quasar UV spectrum. The SDSS will provide

a large catalog of high-redshift quasars, so we attempt to model the typical properties expected of

SDSS quasars based on the results of the survey so far.

In a sample drawn from 182 square degrees of the SDSS, Fan et al. (2001a) presented 18 quasars

with z ≥ 4 and i∗ < 20, where i∗ is the preliminary SDSS determination of the quasar i′ magnitude.

We assume the quasars presented are a fair sample of the final SDSS results.
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For each quasar in their sample, Fan et al. (2001a) compute the properties of the quasar near-

UV (NUV) continuum, assuming a power law form, fν ∝ ν−αNUV . They set the normalization to

the quasar continuum at the observed wavelength corresponding to rest-frame 1450 Å. They then

convert that specific flux into a magnitude on the AB system,

AB1450 = −2.5 log10[fν(λrest = 1450 Å)]− 48.6, (4.11)

where fν(λrest = 1450) is the specific flux in erg s−1 cm−2 Hz−1 at rest-frame 1450 Å. Typically

AB1450 ' i∗ or z∗, depending on quasar redshift. Fan et al. (2001a) also estimate αNUV for each

quasar; the mean for quasars with z ≥ 4 is 0.6, with substantial uncertainty in the slope of any

individual quasar. However, Telfer et al. (2002) found a break in the UV slope of their quasar

composite spectrum near the wavelength of Lyα; the measured slope became softer blue-ward of Lyα.

This confirmed earlier work by Zheng et al. (1997). The Telfer et al. (2002) sample is comprised

almost entirely of quasars with z < 2.5; for radio-quiet quasars they find a mean EUV slope of

about 1.6, with a break to a shallower NUV slope at about 1250 Å. Telfer et al. (2002) compare

their radio-quiet sample to the radio-quiet SDSS quasar sample of Vanden Berk et al. (2001), and find

an evolution toward harder NUV slope with samples at higher redshift; EUV comparison between

the samples is extremely difficult due to the presence of strong IGM absorption in the high-redshift

quasars.

Given the available observational evidence, we adopt a conservative model for the EUV properties

of SDSS quasars: AB1450 = 20 with a NUV slope of 0.6 between rest-frame 1450 and 1250 Å and

an EUV slope shortward of 1250 Å given by αEUV = 1.6.

4.7 Lines-of-sight toward SDSS quasars

Many z ∼ 5 quasars will be discovered by SDSS; in this section we evaluate how good the best

quasar target will be. We then simulate observations of the best quasar target and demonstrate our

ability to constrain the spectrum of the ionizing background from such data.
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Extrapolating from the results of the color-selected sample of Fan et al. (2001a), SDSS will

discover ∼ 1000 quasars with 4 < z < 5.2. We assume the SDSS quasar selection function does

not depend much on redshift over the range 4 < z < 5.2; this is a conservative estimate for our

purposes because the detection probability is higher for quasars with 4.7 < z < 5.2 than for other

z > 4 quasars (Fan et al., 2001a). Fan et al. (2001b) fit the redshift dependence of the high redshift

quasar spatial density with ρ ∝ 10−0.5z. Thus about 200 of the high-redshift quasars will fall within

the range 4.8 < z < 5.2.

We would like to know how many of these quasars have spectra like the middle panel of Fig.

4.1, which would be useful for measuring He i lines, and how many have spectra like the bottom

panel of Fig. 4.1, which would not be a suitable target for measuring He i lines. We quantify this by

determining the distribution of quasar sightline ‘suitability,’ as measured by the flux of the quasar

in the He i band. From that distribution and the expected number of SDSS quasars, we determined

what the most suitable quasar discovered by the SDSS will be. Though for some applications an

analytic approach to the subject is suitable (Zuo & Phinney, 1993), we require a Monte Carlo

simulation approach (Moller & Jakobsen, 1990; Jakobsen, 1998) for this study.

4.7.1 Absorber Monte Carlo simulations

We started from the distribution of H i absorbing systems in redshift and column density described

in Section 4.5. For a quasar at a given redshift zQ, we used Poisson statistics to generate the number

of low-z Lyα forest, high-z Lyα forest and LLS absorbers along the line-of-sight. Once we generated

the number of absorbers of each type, we assigned redshifts and column densities drawn from the

absorber model described in Section 4.5. This list of absorbers was then passed through a routine to

calculate the optical depth to H i at every sampled wavelength value.7 In each simulated spectrum,

the optical depth due to helium was stored separately from hydrogen; given the universal optically

thin ratio of column densities, ηthin derived in Section 4.4, the helium optical depth scales simply as

ηthin.
7Wavelength sampling ranges from 0.08 to 0.28 Å, chosen so that there are three samples per Doppler FWHM

of the spectral lines of interest (He i lines are twice as narrow as H i lines); all results were checked for sensitivity to
spectral resolution and are converged at this resolution choice.
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For each LOS, the H i optical depth data were converted into the IGM transmission as a function

of wavelength. We integrated the IGM transmission over the He i band to derive the mean He i-

band transmission along each LOS, T (He i). Figure 4.3 shows the cumulative fraction of quasars

with T (He i) greater than a given value. For simplicity, we will assume the expected 200 SDSS

quasars with 4.8 < zQ < 5.2 all fall at zQ = 5. Then from Fig. 4.3 we can read off the value

of T (He i) corresponding to a fraction of 1/200; this is the largest expected T (He i) value of the

lines-of-sight toward the SDSS quasars. The result is T (He i) = 0.03. Note that if we change the

assumed redshift of the quasars by ∆z = 0.2 (the dotted lines in Fig. 4.3), the expected maximum

value of T (He i) for 200 quasars changes by a factor of about 2. When the final SDSS quasar catalog

is constructed, we may use the real distribution of quasar redshifts together with our simulation

machinery to generate a T (He i) histogram that depends only on the IGM absorber model. Thus

measurements of the observed distribution of T (He i) can be used to constrain a combination of the

properties of the H i component of the IGM and the intrinsic quasar spectral shape.

Small changes to the absorber-model parameter s, the slope of the column-density distribution,

have a strong effect on the expected maximum value of T (He i) (as pointed out by Moller & Jakobsen

1990, and illustrated by the dashed lines in Fig. 4.3). In the next subsections we discuss what could

be learned about the z ' 5 ionizing background under the assumption that SDSS will discover a

quasar with properties given in Section 4.6 along a LOS with T (He i) = 0.03, our ‘expected’ value

for the best SDSS quasar, or T (He i) = 0.1, which we consider to be a reasonable ‘optimistic’ value

for the best SDSS quasar.

4.7.2 Quasar absorption line spectrum simulations

Based on the results of the previous subsection, we analyzed lines-of-sight with T (He i) = 0.03 and

0.1, our ‘expected’ and ‘optimistic’ values for the best SDSS quasar LOS. For each observational

realization of a quasar along the simulated LOS, a value of η was assumed. Then the optical

depth data were used to construct the IGM transmission as a function of wavelength. This was

multiplied by the intrinsic quasar spectrum from the model described in Section 4.6 to generate
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Figure 4.3 Cumulative histogram of the He i-band transmission along quasar lines-of-sight, as a
function of redshift and absorber model. The solid curve shows the fraction of z = 5 quasars that
have a mean transmission in the He i band greater than a given mean transmission value T (He i),
assuming s = 1.5 in the distribution of absorber column densities (Section 4.5). The lowest dashed
curves are for s = 1.4 and s = 1.6, respectively, assuming z = 5 quasars. The two dotted curves
closely above the solid curve are for z = 4.9, 4.8, and the two dotted curves closely below the solid
curve are for z = 5.1, 5.2, all assuming s = 1.5. The horizontal dashed line at 1/200 intersects the
curves at the expected T (He i) of the best quasar in a sample of 200 quasars.
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the observed spectrum. The Galactic extinction curve was taken from Scheffler & Elsaesser (1987).

Atmospheric extinction was applied based on the sky transparency from Mauna Kea (the location

of the Keck Observatory).8 Our modelling of the telescope and instrument parameters included slit

losses, system throughput, instrumental resolution, pixel sampling, spatial extraction of the spectra,

and detector noise. Slit losses and spatial extraction both incorporate an assumed value for the

seeing. A mean emission spectrum of the sky,9 measured at Mauna Kea, was also passed through

the telescope/instrument model.

Our model observations were performed assuming a Galactic extinction value of Au′ = 0.15

toward the target quasar, typical for SDSS quasars (Schneider et al., 2002a). We assumed the

observations were made at a constant value of 1.2 airmasses and a constant seeing of 0.7 arcsec.

Our simulated observations of the H i Lyα forest were based on the properties of the Keck

II 10-meter telescope and the Echellette Spectrograph and Imager (ESI; Sheinis et al. 2002), an

intermediate resolution optical spectrograph, with ESI in echelle mode (R ∼ 4000). We assumed

a 1 arcsec slit, with 75 km s−1 resolution and 11.5 km s−1pixel−1. The spatial extraction window

was 0.77 arcsec; the spatial pixel scale was 0.154 arcsec pixel−1. We assumed no dark current, and

a readnoise of 2.1 counts per pixel (the gain was 1.3 e− per count). We assumed each H i Lyα forest

spectrum consisted of 40 co-added 1000 sec observations, for a total exposure time of 11 hours. This

is similar to the exposure times of Keck observations of the highest-redshift SDSS quasars (White

et al., 2003).

We assumed that the He i band was observed with the Keck I 10-meter telescope and the Low-

Resolution Imaging Spectrometer (LRIS; Oke et al. 1995), using the blue channel of LRIS (LRIS-B;

McCarthy et al. 1998) with the 1200 line grism. This configuration with a 0.7 arcsec slit delivers

a resolution of 1.30 Å, sampled at 0.24 Å pixel−1. The spatial extraction window was 1.08 arcsec,

about 1.5 times the seeing; the spatial pixel scale was 0.2151 arcsec pixel−1. We assumed no dark

current, and a readnoise of 2.5 counts per pixel (the gain was 1.6 e− per count). Because readnoise

otherwise made a non-negligible contribution to the noise, we binned the data by 2 pixels in the
8http://www2.keck.hawaii.edu/inst/lris/atm trans.html
9http://www.cfht.hawaii.edu/Instruments/ObserverManual/ chapter5.html; note the sky will darken slightly as

we approach solar minimum in 2008.
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spatial and spectral directions. We assumed each He i 584 Å forest spectrum consisted of 72 co-added

2000 sec observations, for a total exposure time of 40 hours. This is substantially more observation

time than is typically devoted to any one object with Keck. However, the total observation time

devoted to study He ii absorption in the z = 2.885 quasar HE2347-4342 was almost 150 hours with

the FUSE satellite.

For each simulated exposure, we computed the expected signal, expected sky, and expected

detector noise. The observed counts in each spectral pixel due to source, sky and detector were drawn

from Poisson distributions with the means set to the expected counts, and the three contributions

were summed. Then the expected sky and detector noise were subtracted (assuming photon-noise

limited sky subtraction). The simulated exposures were then summed to create the final simulated

observation.

4.7.3 Quasar absorption line spectrum analysis

Our goal is to estimate the ionization state of the IGM as measured by the relative abundance of

He i to H i, η. Our analysis technique is to make use of the cross-correlation of the H i Lyα forest

spectrum and the He i-band spectrum, which depends on η as illustrated in Fig. 4.4.

Each pixel in the He i-band spectrum was matched up with the Lyα-band spectrum pixel whose

wavelength is closest to λHI = (1216/584)λHeI, where λHeI is the wavelength of the He i-band pixel.

Thus an absorber at a given redshift will exhibit He i 584 Å absorption and Lyα absorption in

matched pixels. Figure 4.5 shows a plot of the fluxes, normalized to the local quasar continuum, of

pixel pairs matched in this manner, for two values of η. If He i 584 Å absorption and Lyα absorption

were the only features in the spectra, and the observations were perfect, then the points would

fall along a tight locus described primarily by η. In regions of little absorption, both continuum-

normalized pixel fluxes would be near one: regions of strong absorption would have normalized H i

pixel fluxes near zero and normalized He i pixel fluxes set by η. However, the presence of other

lines and the effects of instrumental smoothing and observational noise scatter the points. There is

little scatter in the H i-pixel-flux direction, both because these simulated observations have a good



101

Figure 4.4 A simulated absorption spectrum for a z = 5 quasar with AB1450 = 20. The top panel
zooms in on the z = 4.8–5 H i Lyα forest of the spectrum from the middle panel of Fig. 4.1. The
second panel shows the corresponding z = 4.8–5 He i 584 Å forest region of the same spectrum; the
dotted curve is the absorption from H i only, and the solid curve assumes ηthin = 0.5 for illustration.
The lower two panels show mock observations of the quasar, using the observation model described
in Section 4.7.2.

signal-to-noise ratio, and because there are no absorption features in the Lyα band besides Lyα.

There is substantial scatter in the He i-pixel-flux direction, though, because of lower signal-to-noise

in the observations, and also the presence of Lyα absorption (and, to a lesser extent, absorption due

to the other Lyman series lines) from low-redshift absorbers. Despite the scatter, one can easily see

that, at low values for the normalized H i pixel flux, the points Fig. 4.5 for the η = 0.06 case (solid

squares) lie higher (less He i absorption) than the points for the η = 0.20 case (open squares).

In the He i-band spectrum, we would like to know what the quasar effective continuum level

is after accounting for bound-free absorption by higher-redshift absorbing systems. For a zQ = 5

quasar, any strong absorber between z = 2.53 and z = 2.84 will cause a change in the effective

continuum in the He i band, due to the H i bound-free absorption edge at 912(1+z) Å. Consequently,

the H i Lyα forest spectrum should be searched for strong Lyα lines over the range of 4292 to 4669 Å

(for zQ = 5). We assumed for our analysis that the effective continuum can be accurately estimated.

In the analysis of real observations, one could apply the same technique used to estimate the effective
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Figure 4.5 An example of the pixel-by-pixel cross-correlation of the absorption in the He i band and
the H i Lyα band. The solid squares represent continuum-normalized flux pairs from an observation
of a quasar LOS with η = 0.06; the open squares are from an observation of the same LOS but
assuming η = 0.20.

continuum to our mock observations, and thus analyze the real observations in an unbiased way.

Using our large Monte Carlo library of simulated quasar LOSs, we generated the distribution of

pixel pair fluxes, as a function of η, for multiple observational realizations of a quasar along each

LOS. Figure 4.6 shows contours that represent the likelihood of finding a given pair of continuum-

normalized fluxes for η = 0.06 and η = 0.20. This distribution of mock-observational results were

then used to analyze an individual observation of a quasar LOS: we generated the matched pair

data as shown in Fig. 4.5, then summed the value of the likelihood at that point over all the pixel

pairs with continuum-normalized H i pixel fluxes less than 0.5 (cf. Fig. 4.6), for each of the two

values of η under consideration. We termed each sum of the likelihood values (which depend on η)

L(η). The L(η) value is larger when a set of pairs matches up well with the contours of Fig. 4.6

for η, and smaller when there is not a good match. Then we formed the ratio R ≡ L(0.06)/L(0.20),

which we find is better for recovering our input value of η than, for example, L(0.06)−L(0.20). We

have found that binning the He i-band spectra by 2 pixels (in addition to the 2× 2 on-chip binning)

reduces the scatter in R.
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Figure 4.6 Contour plot of the ensemble continuum-normalized fluxes of pairs of corresponding He i-
band and Lyα-band pixels (see Section 4.7.3). The solid contours assume η = 0.06, and the dotted
contours are for η = 0.20. Pixel pairs with strong H i absorption have H i pixel fluxes near zero;
for those pairs increasing η shifts the He i pixels to smaller fluxes, due to increased He i absorption
associated with the H i absorption.

Figure 4.7 shows histograms of R for each of our two input values of η, assuming observations

described in Section 4.7.2 of a quasar along a sightline with T (He i) = 0.03, our expected value for

the best SDSS LOS toward a z ' 5 quasar (see Section 4.7.1). The histograms are clearly separated,

though they do show some overlap. Figure 4.8 is the same as Fig. 4.7, but for observations along a

LOS with T (He i) = 0.1, our optimistic value for the best quasar LOS in the SDSS. In this case the

histograms are much more clearly separated, illustrating the importance of discovering a very good

quasar LOS.

Figures 4.9 and 4.10 cumulate (and normalize) the histograms of Figs. 4.7 and 4.8. They

illustrate that, for our model observations toward one T (He i) = 0.03 LOS, if the true value of η is

0.06, then we have almost a 60 per cent chance of making an observation that will reject η = 0.20

at the 95 per cent confidence level. Conversely, if the true value of η is 0.20, then we have a 60 per

cent chance of making an observation that will reject η = 0.06 at the 95 per cent confidence level.

The situation along a T (He i) = 0.1 LOS is much more optimistic: if the true value of η is either
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Figure 4.7 Histograms of R (see Section 4.7.3) for each of our two input values of η, 0.06 and 0.20,
assuming observation of a quasar along a sightline with T (He i) = 0.03. The solid (dotted) line
shows the R histogram for analysis of quasar LOSs with η = 0.06 (η = 0.20).

Figure 4.8 Same as Fig. 4.7 but for an LOS with T (He i) = 0.1.
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Figure 4.9 Normalized cumulative histograms of R from Fig. 4.7; 95 per cent of the LOSs have
R(0.06) > 0.958, the position of the left vertical line, and 95 per cent of the LOSs have R(0.20) <
0.993, the position of the right vertical line. Thus if the intrinsic η value along a LOS is either 0.06
or 0.20, one observation has about a 60 per cent chance of rejecting the other value.

one of our model choices, we will reject the other value of η about 95 per cent of the time at the 95

per cent confidence level.

Using the observations we propose, it will be difficult to estimate a precise value of η from the

data. If the true value of η is, for example, 0.11, then we will only be able to reject very extreme

values of η. However, if the ionizing background is either hard or soft, it may well be possible to

reject the other hypothesis. For example, if we measured an R value of 1, we could be confident

that the ionizing background at z ' 5 is not dominated by Pop ii stars.

4.8 Observational quasar selection techniques

In previous sections we estimated the likely properties of the best SDSS quasar for the measurement

of He i absorption features, and what we could learn about the z ' 5 ionizing background from

analysis of such a quasar. In this section we describe the final aspect of practical implementation,

how to pick out the best SDSS quasar from the expected sample of 200.
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Figure 4.10 Normalized cumulative histograms of R from Fig. 4.8; 95 per cent of the LOSs have
R(0.06) > 0.970, the position of the left vertical line, and 95 per cent of the LOSs have R(0.20) <
0.972, the position of the right vertical line. Thus if the intrinsic η value along a LOS is either 0.06
or 0.20, one observation has about a 95 per cent chance of rejecting the other value.

We would like to select the z ' 5 SDSS quasar with the highest flux in the He i band. So far we

have primarily discussed T (He i), the IGM-transmitted fraction in the He i band; however, this was

always under the assumption of the intrinsic quasar model described in Section 4.6. The real SDSS

quasar sample will certainly include quasars with a range of values for AB1450, and these quasars

may have a range of EUV spectral shapes. Due to these distributions, the quasar with the largest

He i-band flux may not be the quasar with the largest T (He i); we made conservative assumptions

about AB1450 and the EUV spectrum, so we expect that the true distributions of quasar properties

may only improve the suitability of the best SDSS quasar over our estimates.

For zQ = 5, the He i band covers 3222 to 3506 Å; this is within the SDSS u′ filter, which runs

from ∼ 3250 to 3750 Å (Fan et al., 2001a). As a consequence we expect the u′ magnitude to serve

as a good proxy for the He i-band flux. Figure 4.11 shows the relationship between T (He i) and

T (u′), the transmitted flux fraction in the u′ band. The strong correlation illustrated in the scatter

plot is independent of the intrinsic quasar properties. Assuming our standard quasar model, the

transmitted fractions are directly related to fluxes; the cumulative histogram at the bottom of Fig.
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Figure 4.11 Plot of T (He i) versus T (u′). This plot shows the mean transmissions in the He i band
and in the u′ band for each z = 5 quasar LOS in 105 LOS Monte Carlo simulations. The excellent
correlation between T (He i) and T (u′) at the high T (He i) end of the distribution shows that u′-band
photometry is an effective method for selecting the best quasar for follow-up He i-band spectroscopy.
Under the assumption that the intrinsic quasar spectrum is given by the model of Section 4.6, we
convert T (u′) into a u′-band AB magnitude, and plot the cumulative fraction of quasars brighter
than that magnitude in the bottom panel. The horizontal dashed line at 1/200 intersects the curve
at u′ = 25.3, the expected u′ magnitude of the brightest quasar in a 200 quasar sample.

4.11 shows the fraction of observed quasars brighter than a given value of u′. We expect that 95 per

cent of SDSS z ' 5 quasars will be fainter than u′ = 27, but the quasar with the highest He i-band

flux will have u′ ∼ 25.5, with an optimistic value of u′ = 24. The u′-band 1-σ limiting magnitude

for the SDSS survey is expected to be about u′ = 24 (Fan et al., 2001a), thus under optimistic

assumptions there is some chance the SDSS survey itself would make a u′ detection of a z ' 5

quasar, and thus identify an excellent candidate for spectroscopic follow-up observations. It is likely,

however, that deeper u′-band photometry on the SDSS quasars will be desirable to locate the few

brightest quasars in the u′ band. The 2.5-meter SDSS telescope integrates for only 54.1 seconds per

filter, so achieving deeper u′ photometry on a small telescope equipped with a blue-sensitive CCD

should not be difficult (extending the 1-σ limit to u′ = 25.5 would only require 2.5 minutes per

source with the SDSS telescope, or about 8 hours of total integration time for all 200 SDSS z ' 5

quasars).
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Figure 4.12 Plot of T (He i) versus g′ of quasars. These points are for the standard intrinsic quasar
flux model of Section 4.6. Only quasars with g′ > 22.60 (plotted to the left of the dotted line) are
identified by the SDSS quasar color selection algorithm as quasars. Note that this plot focuses on
quasars with very optimistic values of T (He i) >∼ 0.1; quasars with lower values of T (He i) generally
all fall at g′ > 22.60.

Once candidates have been identified from u′-band photometry, low-resolution spectroscopy

should be performed to determine the flux in the He i band; because the u′ band extends long-

ward of the He i band, a quasar can be relatively bright in u′ but faint in the He i band (note the

points scattered below the main correlation in Fig. 4.11). The low-resolution spectroscopy will

require a blue-sensitive spectrograph, but on only a 2-meter class telescope.

We now turn to our final point: the SDSS quasars are selected based on photometry in all of the

SDSS bands. The primary SDSS photometric-selection criteria for z ' 5 quasars require u′ > 22.00

and g′ > 22.60 (Fan et al., 2001a). As illustrated in Fig. 4.11, we do not expect any z ' 5 quasars

to be nearly as bright as u′ = 22.00. In contrast, Fig. 4.12 shows that quasars with T (He i) = 0.1

will sometimes be slightly brighter than 22.60 in g′. Though unlikely, it is possible that the SDSS

quasar selection algorithm could miss not only a z ' 5 quasar, but the best one in the survey for

our purposes. When the SDSS quasar survey is complete, and the SDSS data are publicly released,

a full search of the SDSS catalog can be made to determine whether any objects meet all the SDSS

z ' 5 quasar criteria except for g′ > 22.60, but still have, e.g., g′ > 22.40. These objects could be

followed up independently.
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4.9 Summary

We have developed a method to infer the dominant stellar population responsible for the ionizing

background radiation at z ' 5, using absorption lines in the spectrum of a z ' 5 quasar. Specifically,

we related the strength of relative absorption in He i lines compared to H i lines to whether Pop ii

or Pop iii stars dominated the ionizing background shortly after reionization completed.

First we related the ionizing background shape to the ratio, η, of He i to H i in an optically thin

absorbing system; the spectrum of Pop ii stars gives rise to η = 0.20 while the spectrum of very

massive Pop iii stars yields η = 0.06. Then we adopted a model for the population of IGM absorbers

based on absorption line observations of quasars. The existing observations do not tightly constrain

absorber populations at z >∼ 4; our model does extrapolate to a neutral fraction of 1.4 × 10−2 at

z = 6.28, consistent with measurements. We adopted a model quasar spectrum to shine through our

model IGM: we assumed the quasar flux to be at the faint limit for the SDSS quasar survey (20th

magnitude in the AB system at rest-frame 1450 Å), and modelled the EUV spectral shape based on

the composite spectrum of lower-redshift quasars with a spectral slope of αEUV = 1.6.

We extrapolated the early results of the SDSS quasar survey to find that SDSS will discover

200 quasars with 4.8 < z < 5.2. We used Monte Carlo simulations of our IGM model to generate

random realizations of lines-of-sight (LOSs) toward zQ ' 5 quasars. Based on those results, we

concluded that a sample of 200 quasars should contain one quasar along a line-of-sight with 3 per

cent transmission by the IGM in the He i band (537(1+ z) to 584(1+ z) Å); given the uncertainty in

the absorber model, we consider a LOS with 10 per cent transmission to be an optimistic possibility.

We simulated large numbers of quasar LOSs with 3 and 10 per cent transmission. We placed a

model quasar at z = 5, and then simulated observations of the He i and H i forests. Based on the

result for a large ensemble of observations, we derived an estimation technique that can discriminate

(at 95 per cent confidence) a Pop ii ionizing background from a Pop iii ionizing background ∼

50 per cent of the time for observations along our expected best LOS, and that can discriminate

the backgrounds 95 per cent of the time for observations along our optimistic best LOS. These

observations require very long integrations with a 10-meter class telescope instrumented with a
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blue-sensitive low-dispersion spectrograph and an optical intermediate-resolution spectrograph.

Finally, we examined the selection of the best quasar/LOS combination on which to perform our

proposed experiment from the expected 200 SDSS quasars at z ' 5. The He i forest at z = 5 falls in

the u′ filter; consequently u′ imaging is an efficient way to select the best quasar/LOS combination.

However, the SDSS u′ photometry will not be deep enough to detect z ' 5 quasars (any detection

would be beyond the optimistic expectation of our IGM model), so follow-up u′ photometry of the

200 z ' 5 quasars will be required; these observations will be inexpensive. We also consider the

possibility that a quasar/LOS combination will be so good for our purposes that it falls outside of

the SDSS quasar color selection criteria. This is very unlikely for quasars with ∼ 10 per cent or lower

transmission, but about half of all quasars with 20 per cent transmission, should any exist, would

be brighter in g′ than the SDSS quasar color selection limit of 22.6. If quasars are discovered with

10 per cent transmission, it may be worthwhile to modify the SDSS quasar color selection criteria

so as to discover quasars with even less IGM absorption in the He i forest.
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Chapter 5

The Abundance of Low-luminosity
Lyman α Emitters at High
Redshift1

5.1 Abstract

We derive the luminosity function of high-redshift Lyman α emitting sources from a deep, blind,

spectroscopic survey that utilized strong-lensing magnification by intermediate-redshift clusters of

galaxies. After observing sky near 9 clusters where the magnification factor was > 10 over most of the

survey area, we located 12 emission line candidates in the range 2.2< z <6.3 whose identification

we justify as Lyman α, in most cases via further spectroscopic observations. We construct the

selection function of our survey taking into account our varying intrinsic Lyman α line sensitivity as

a function of wavelength and position on the sky. Due to the strong magnification factor over most

of our survey, we provide meaningful number density constraints down to unprecedented Lyman α

line luminosities of 1040 erg s−1, corresponding to a star-formation rate of 0.01 M� yr−1. We present

a cumulative z ' 5 Lyman α luminosity function that is consistent with n(> L) ∝ L−1 over 1041

to 1042.5 erg s−1. Our results, analyzed in the context of other Lyman α survey data and simple

theoretical models, may show direct evidence of the suppression of star formation in low-mass halos,

as predicted by theoretical models of galaxy formation.
1This chapter appeared as Santos et al. (2004), and is reproduced here by permission of the copyright holder, the

American Astronomical Society.
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5.2 Introduction

The epoch of cosmic reionization, when the intergalactic hydrogen in the universe transitioned from

neutral to ionized, is the current frontier of observational cosmology. QSOs discovered by the Sloan

Digital Sky Survey (SDSS) indicate that reionization was just finishing at z ' 6 (Becker et al.,

2001; Djorgovski et al., 2001; Fan et al., 2002). Recent results from the WMAP satellite suggest

that significant reionization of the universe took place by z ∼ 12 (Spergel et al., 2003). The sources

that reionized the universe, however, are still unknown: at z ∼ 6 neither bright QSOs discovered by

SDSS (Fan et al., 2001a) nor faint AGN from deep x-ray observations (Barger et al., 2003) produce

enough photons to reionize the universe. Other evidence from the temperature and ionization state

of the intergalactic medium (IGM) suggests that, though QSOs dominate the meta-galactic ionizing

background at z ∼ 3, the spectrum may be softer at reionization (e.g., Sokasian et al., 2003): hot

stars may be the dominant source of reionizing photons. One goal of the forthcoming NASA/ESA

James Webb Space Telescope (JWST ), a 6-meter IR telescope scheduled for launch in 2010, is to

study the formation of the first generations of galaxies and their contribution to reionization (Mather

& Stockman, 2000).

Early galaxies played many important roles beyond their involvement with reionization. The IGM

was enriched well above the primordial metal abundance by z = 5 (Songaila, 2001; Pettini et al.,

2003); additional evidence for early metal production comes from metal-poor globular clusters in

the Milky Way: age estimates imply a formation epoch of z >∼ 4 for current cosmological parameters

(Krauss & Chaboyer, 2003), but the typical metallicity of these objects is 10−2 of the solar value

(Harris, 1996). The stars responsible for reionization and early metal production may still be present

in some form today. It is an important challenge to identify the transition between the very first,

metal-free, stars, and Population II stars, because of the strong constraints on the metallicity of

low-mass stars provided by studies of halo stars in the Milky Way. A complete understanding of the

metallicity distribution of old Galactic stars will benefit from direct observation of very high redshift

star formation in proto-galactic systems that will evolve into galaxies like the Milky Way.

In advance of JWST, which will use IR capabilities to observe galaxies before the end of reion-
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ization in rest-frame UV and optical light, current ground-based facilities have the opportunity to

discover and characterize star-forming galaxies near the epoch of reionization with rest-frame UV

observations. In particular, the identification of Lyman α emission from star-forming regions of early

galaxies has proven to be a powerful tool for discovering z > 4 galaxies and measuring their redshifts

(see Section 5.3). The redshift range 5 < z < 7 is of particular interest for two reasons. One is

that the very detection of Lyman α emission may place a constraint on the progress of reionization

(Rhoads & Malhotra, 2001; Haiman, 2002; Hu et al., 2002a; Rhoads et al., 2003): it is difficult

to observe Lyman α emission from galaxies embedded in a neutral IGM, but the strength of the

constraint derived from the successful detection of Lyman α depends on the assumed properties of

the sources (Santos, 2004a). The second important reason to study galaxy formation during and

after reionization is that an intense UV background and 104 K IGM is predicted to suppress star-

formation in galaxies that form after reionization (Barkana & Loeb, 1999; Gnedin, 2000; Benson

et al., 2002b). There is a discrepancy between some theoretical predictions of the abundance of dark

matter halos on dwarf-galaxy mass scales and the number of observed dwarf satellites in the Local

Group (Moore et al., 1999). Reionization may sterilize many dwarf galaxy-scale halos to star forma-

tion, so that the luminous satellites of the Milky Way are dwarf galaxies formed before reionization,

and the remaining satellite halos are empty of stars and thus dark (Benson et al., 2002a; Somerville,

2002).

This paper presents the results of a spectroscopic Lyman α emission-line survey for galaxies up

to z = 6.7 that utilizes the strong-lensing properties of intermediate-redshift clusters to magnify

the surveyed regions. In Section 5.3 we review the use of Lyman α surveys as probes of early star

formation. Section 5.4 motivates the importance of surveys for low-luminosity galaxies. Section 5.5

describes the advantages of a survey utilizing strong lensing and details our survey strategy, targets,

observations, and data reduction. In Section 5.6 our Lyman α emission-line detections are presented.

We compute our survey volume and source number density in Section 5.7. Section 5.8 compares the

results of our survey to other surveys and theoretical models. In Section 5.9 we summarize.

Throughout this paper we use a ΛCDM cosmological model with (Ωm,ΩΛ,Ωb, σ8)=(0.3, 0.7, 0.043, 0.9)
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and h ≡ H0/(100 km s−1Mpc−1) = 0.7; these values are consistent with the values derived in Spergel

et al. (2003).

5.3 Lyman α Surveys

The primary appeal of Lyman α emission as a signpost to high-redshift galaxy formation is that it

traces star formation at a wavelength that conveniently redshifts into the visible and near-IR, where

it is easiest to make sensitive, high-angular resolution observations. The Lyman α emission line may

be quite strong, but its luminosity is quite sensitive to physical details of the nature and geometry of

the star-forming regions. Because Lyman α emission traces hydrogen recombinations, it is intimately

related to the production of ionizing photons by the stars present. Both the initial mass function

(IMF) and metallicity of the stars affect their production rate of ionizing photons. However, if the

IMF and metallicity are constrained to reasonable ranges, the ionizing photon production rate can

be reliably connected to the star-formation rate.

The major complication for the interpretation of Lyman α line strengths is the effect of the

nebula around the star-forming region. Hydrogen at low density does not recombine quickly, so,

e.g., ionizing photons that escape into the IGM are “lost” for the purposes of producing a Lyman α

emission line. Even after a hydrogen recombination produces a Lyman α photon, which happens

for about two thirds of the recombinations (Osterbrock, 1989), there are many ways the photon

may be destroyed prior to escape. The resonant nature of the Lyman α transition results in a very

short mean free path, even in a mostly ionized nebula. Consequently, if dust is mixed in with the

gas, then the chance of absorption by a dust grain may be higher for a Lyman α photon than a

non-resonantly scattered photon at the same wavelength (but see Neufeld, 1991, for an alternative).

The dust content of very high-redshift galaxies is still relatively unconstrained, and will likely remain

so at least until JWST.

On the positive side, Lyman α is the intrinsically strongest recombination line from an H II region.

Another meritorious aspect of Lyman α is that its emission strength does not strongly depend on

the metallicity of the ionized gas (the only effect is from the temperature of the photoionized gas,
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which depends on metallicity); consequently, it can be used as a tracer for truly primordial star

formation, where dust extinction is also believed not to be a problem.

Partridge & Peebles (1967) introduced a model of galaxy formation “to assess the general pos-

sibility of observing distant, newly formed, galaxies.” In their model they estimated that 6–7% of

the luminosity of early galaxies would be emitted in the Lyman α emission line: they predicted line

luminosities of 2 × 1045 erg s−1 over galaxy formation time-scales of 3 × 107 yr. The predictions

of Partridge & Peebles (1967) and others led to observational surveys for Lyman α emission from

high-redshift galaxies, reviewed by Pritchet (1994, §4.5). Pritchet summarized the status of searches

at that time with “no emission line primeval galaxies have been found” despite 16 cited surveys

covering various redshifts ranges from z = 2 to z = 5. In striking contrast to these pioneering ex-

plorations, many high-redshift Lyman α emission line galaxies have been discovered and confirmed

in the past 8 years. Stern & Spinrad (1999, §4) and Taniguchi et al. (2003) have reviewed recent

progress, and we provide a brief summary here.

The search technique that has dominated recent success in the discovery of large numbers of

Lyman α emission-line galaxies at z > 4 is narrow-band photometry. This approach uses a narrow

(∼ 100 Å) filter chosen to lie in a spectral region of low sky background; such surveys cover relatively

large areas of sky with sensitivity to Lyman α emission over a small window in redshift, ∆z ∼ 0.1.

Many groups have now performed successful blind narrow-band surveys for z > 4 galaxies: Hu,

Cowie, & McMahon (1998) and Rhoads et al. (2000) at z = 4.5; Ouchi et al. (2003) at z = 4.9; Hu,

McMahon, & Cowie (1999), Rhoads & Malhotra (2001), and Rhoads et al. (2003) at z = 5.7; and

Hu et al. (2002a) and Kodaira et al. (2003) at z = 6.5.

Spectroscopic surveys provide a complementary technique to the narrow-band method. For equal

observing time at one position, spectroscopic searches at optical wavelengths can cover a large range

in redshift, ∆z ∼ 3, to better line flux sensitivity than a corresponding narrow-band survey. However,

the area surveyed by a long slit is typically ∼ 5× 10−2 arcmin2, in contrast to 20–2000 arcmin2 for

an imaging camera. Deep long slit observations of other targets have been searched for serendipitous

detection of high-redshift galaxies. These techniques discovered the first confirmed z > 5 galaxy
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(Dey et al., 1998) and subsequently turned up a few more z > 4 sources (Hu et al., 1998; Weymann

et al., 1998b). Serendipitous surveys will likely continue to play a role in discovering high-redshift

galaxies, since the deepest spectra on the largest telescopes are likely to be pointed observations

rather than devoted emission-line surveys.

A few other hybrid techniques combine aspects of the narrow-band imaging and long-slit spec-

troscopy approaches. Maier et al. (2003) used an imaging Fabry-Perot interferometer to take se-

quences of narrow band images within the night-sky windows corresponding to z = 4.8, 5.7, 6.5, and

have confirmed discoveries at z = 4.8 and 5.7. Recently Lilly et al. (2003) used a “slit-let” slit

mask with a narrow-band filter to do a spectroscopic survey over a relatively large area and narrow

redshift window. There is also an ongoing HST program to use slitless spectroscopy with the ACS

camera grism to discover high-redshift Lyman α emission (J. E. Rhoads, priv. comm.).

5.4 Searches for distant low-luminosity galaxies

In this section we present the motivation for conducting a survey devoted specifically to low-

luminosity z ∼ 5 Lyman α emitting galaxies ( <∼ 1042 erg s−1 in the Lyman α line), an unexplored

region of survey parameter space.

At z ∼ 5, the luminous Lyman α galaxies (§5.3) and QSOs (e.g., Fan et al., 1999, 2000, 2001a)

discovered so far represent the rarest and most spectacular tail of the range of structure formation

scales (e.g., Barkana & Loeb 2003 suggested that the high-z SDSS QSOs reside in 1012 M� virialized

halos). They almost certainly evolve into the rarest and most massive environments in the local

universe: rich clusters of galaxies. In striking contrast, the characteristic mass of virialized halos at

z ∼ 5 is only 109 M�; if such an object steadily converts its ∼ 108 M� of baryons into stars, it will

have a star-formation rate of only ∼ 0.1 M� yr−1.

These objects, which we will refer to as low-mass halos, would not be detectable in any of the

surveys cited above, but our understanding of galaxy formation depends crucially on constraining

their properties for three important reasons: First, they represent the most common environment by

mass of virialized halos (the peak of the mass-weighted mass function is always near the characteristic
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mass); consequently, if low-mass halos form stars efficiently, they could dominate the star-formation

rate at high redshift. Second, they are the progenitors of common galaxies in poor environments,

like the Milky Way, under the current paradigm of structure formation. The detection of low-mass

sources is a direct test of the “bottom-up” description of galaxy assembly. Third, low-mass objects

have a unique link to the IGM: kinetic energy injected into the IGM by photoionization at z >∼ 6

is expected to raise the cosmic Jeans mass and inhibit gas cooling; this effect has no consequence

for the brightest sources residing in deep potential wells, but may heavily suppress star formation

in 109 M� objects (e.g., Barkana & Loeb, 1999; Gnedin, 2000). This Jeans-mass effect has been

cited as the solution for the Cold Dark Matter “crisis” of over-predicting the number of Milky Way

satellite galaxies compared to observation (Benson et al., 2002a; Somerville, 2002). Low-mass halos

also place relevant constraints on the energy scale of dark matter in Warm Dark Matter models (Z.

Haiman, priv. comm.).

A practical and strategic advantage in characterizing the luminosity function at low luminosities

is to determine the optimum survey depth for future surveys that aim to discover large numbers

of 4 <∼ z <∼ 7 galaxies. If the luminosity function were very steep, then deep surveys such as ours

would be more efficient than shallower, wider field surveys. Theoretical prejudice suggests that the

luminosity function should have a steep effective slope in the region associated with the exponential

cut-off of the number density of underlying halos, assuming some sort of mass-to-luminosity corre-

spondence. Previous non-detections combined with recent successes seem to bear this out (Pritchet,

1994, and see below). That is, current surveys may be approaching the characteristic luminosity;

however, the characteristic luminosity and luminosity function shape has yet to be well constrained.

In the local universe, luminosity functions based on star-formation rate estimators such as Hα lu-

minosity roughly follow the Schechter function (Schechter, 1976) form of power-law behavior at low

luminosity, reflecting the underlying power-law of the mass function, albeit with possibly a different

slope (e.g., Gallego et al., 1995).

The predicted suppression of star formation in halos with small potential wells suggests that

the Lyman α luminosity function at z ∼ 5 may have a modified shape. The reason is that the
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characteristic mass scale where the exponential tail and power law regions of the mass scale meet,

∼ 109 M�, corresponds quite closely to the mass scale where a number of physical mechanisms may

suppress star formation. We described the effect of a hot IGM above. In addition, energy injected

in the ISM of star-forming galaxies by stellar winds and supernovae (called “negative feedback,”

or just “feedback”) is predicted to heavily suppress star formation in halos with circular velocities

below about 100 km s−1 (Dekel & Silk, 1986), corresponding to a mass scale at z ∼ 5 of ∼ 1011 M�.

A current implementation of feedback by Benson et al. (2002b) shows the importance of feedback on

the high-redshift star-formation rate. This effect complements the inhibiting effects of a hot IGM on

star formation in low-mass halos. A third mechanism that may reduce star formation preferentially

in low-mass halos is the effect of large-scale winds blown by star-forming galaxies. Scannapieco

et al. (2000) and Scannapieco & Broadhurst (2001) computed the influence of winds blown out

through the IGM by the first galaxies to form. They concluded that these winds effectively sweep

gas out of nearby halos in the process of collapsing, meaning that even though the dark matter

continues its collapse to virialization, there is little corresponding star formation because of the lack

of baryons. In their model winds influence the entire star-formation history of the universe, but at

z ∼ 5 particularly suppress star-formation in halos smaller than ∼ 1010 M�.

Figure 5.1 is a schematic illustration of the possible effect of the suppression of star formation

in low-mass halos. The solid curve is the mass function of halos at z = 5 (Sheth & Tormen, 2002),

and we have converted the mass scale on the top axis into a star-formation rate on the bottom axis

using a simple prescription (see Section 5.8.2). In this simple model the Lyman α line luminosity

function, if Lyman α luminosity is proportional to SFR, would have the shape of the solid curve.

We have introduced the suppression of star formation in low mass halos by using the prescription of

Gnedin (2000) to efficiently filter out gas from halos below a critical mass scale MF, the filtering mass

(Gnedin, 2000). Each of the broken curves is the shape of the Lyman α line luminosity function

we expect (again assuming it scales with SFR) after applying filtering on a different mass scale;

the labels are the log10 of the filtering mass. Ultimately the filtering mass, and thus the physics

described in the previous paragraph, may be constrained directly by a measurement of the shape
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Figure 5.1 The star-formation rate function based on a dark matter halo model. The solid curve
is the abundance (on the right axis) of halos at z = 5 as a function of the mass on the top axis.
The bottom axis is a simple conversion of the halo mass into the expected star formation in that
halo, so that the solid curve may also be read as a theoretical star-formation rate function using
the bottom and left axes. The broken curves are also star-formation rate functions, but in each
case star-formation in low-mass halos has been suppressed. The broken curves are labeled with the
log10MF, where MF is the halo mass scale below which star formation is suppressed. See Sections 5.4
and 5.8.2 for details.

of the star-formation rate function, along with estimates of the corresponding halo masses (see

Section 5.8.2).

The current observational limit is just at the threshold of z ∼ 5 Lyman α galaxy detection; the de-

tailed form of the luminosity function will not be well-constrained in the immediate future. However,

our low-luminosity Lyman α survey, and others like it, in concert with surveys at higher luminosities,

may constrain or detect the break in the luminosity function associated with the characteristic halo

mass and where star formation is suppressed.
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5.5 Observations

5.5.1 Survey stategy

The goal of our survey is to extend the census of Lyman α sources at z ∼ 5 to the faintest luminosities

possible with existing observational facilities. We achieved this through deep spectroscopic exposures

on areas of sky strongly magnified by gravitational lensing.

Strong gravitational lensing by rich clusters of galaxies at z ∼ 0.2 is an invaluable resource to

a survey covering a very small area of sky to great depth, as such clusters magnify background

high-redshift sources by greater than a factor of 10 over regions of roughly 0.1 arcmin2. This

advantage comes at a price: lensing increases the apparent area of a background source at fixed

surface brightness, so the pointing is deeper by a factor of the magnification, M, but covers only

1/M of the area of an equivalent unlensed pointing (assuming unresolved sources). This is a superior

strategy for a deep, narrow survey. Achieving the same depth and area in an unlensed survey would

require a factor of M more observing time, a huge difference for M∼ 10.

Only a small area of the whole sky, ∼ 100 arcmin2, is magnified by a factor of 10 or more by

clusters; this sets a fundamental limit to the areal coverage of any survey utilizing strong lensing by

clusters. For a large survey that detected many sources, statistical information about the distribution

of magnification over the survey area might be sufficient to construct a Lyman α emitter luminosity

function. However, since we planned to survey a small area and detect only a few sources, we chose

to observe clusters with HST imaging and spectroscopic redshifts for many of the identified arcs and

multiple images (e.g., Kneib et al., 1996). These are currently available for only a small fraction of

strong-lensing clusters. The positions of the identified arcs constrain the distribution of mass in the

cluster which can, in turn, be used to predict a magnification map of the cluster for high-redshift

sources. Since lensing depends on the angular-diameter distance between the source and the lens,

and that distance changes slowly with redshift at z ∼ 5, the sky area with large magnification is

fairly independent of the source redshift for z > 3

Given that high-quality lens models are only available for about a dozen clusters observable from



121

Hawaii, the total area available to us for a survey is currently quite small. To make the most of

this limited resource, we conducted a spectroscopic survey. The advantage of a spectroscopic survey

was that we simultaneously surveyed for Lyman α emission over the redshift range 3 <∼ z <∼ 7. The

primary draw-back of a spectroscopic survey, as mentioned above, was that with the instrumentation

available the most efficient technique was slit spectroscopy. The geometry of a long slit is not well

matched to the lensed region of sky (see Figs. 5.2 and 5.3), thus some of the slit area covers area

outside the cluster that is not strongly magnified.

A long-slit survey does have other advantages. We can expect many emission-line sources in our

survey other than Lyman α; in particular, optical lines associated with strong star formation, such as

[O II] 3726, 3729 Å; Hβ 4861 Å; [O III] 4959, 5007 Å; and Hα 6563 Å. Low-resolution spectroscopy

with large wavelength coverage allows the rejection of many potential low-redshift contaminants

through the identification of other emission lines. However, the [O II] doublet can be difficult to

resolve at low dispersion and, if redshifted to z ∼ 1, there are often no other strong emission lines

present in the optical spectrum. Thus final identification of an emission line as Lyman α may require

follow-up spectroscopy at intermediate resolution.

Redshift identification is aided by two additional factors. Deep optical broadband imaging,

available in at least one band for well-studied clusters, can be used, as in narrow-band searches, as

a rejection filter: if a putative Lyman α system shows much observable flux shortward of Lyman α,

then it is not likely a correct line identification, because the intrinsic UV spectrum combined with

IGM absorption create a strong decrement across the Lyman α emission line (e.g., Songaila & Cowie,

2002). The second tool is available when two or more images (due to strong lensing) of the same

high-redshift source are discovered. In this case the lensing model itself may place a reasonably

strong constraint on the redshift of the system based on the observed image positions and flux ratios

(Kneib et al., 1996).

The deepest survey for a given observing time would be to devote all of the time to a single

slit position. However, we expect Lyman α sources to be clustered, resulting in a non-Poisson

distribution. To estimate an accurate luminosity function we surveyed several independent volumes
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Table 5.1 Clusters surveyed
Cluster Redshift RA Dec Lens Model Reference
Abell 68 0.255 00h36m59s +09d09m (1)
Abell 370 0.375 02h37m18s -01d48m (2)
Abell 773 0.217 09h14m30s +51d55m (1)
Abell 963 0.206 10h17m09s +39d01m (1)
Abell 1689 0.183 13h09m00s -01d06m (3)

ZwCl 1358.1+62.45 0.328 13h59m54.3s +62d30m36s (4)
Abell 2218 0.176 16h35m42s +66d19m (5,6)
Abell 2219 0.226 16h38m54s +46d47m (1)
Abell 2390 0.228 21h53m35s +17d40m (7)

References. — (1) Smith et al. 2003; (2) Bézecourt et al. 1999; (3) J. P. Kneib, unpublished; (4) Franx et al. 1997;
(5) Kneib et al. 1996; (6) Ellis et al. 2001; (7) Pelló et al. 1999

(via surveying behind several lensing clusters) to ameliorate cosmic variance and recover the Poisson

noise limit (see Section 5.8.2).

5.5.2 Survey parameters

Table 5.1 summarizes the 9 lensing clusters of our survey. We have constructed a detailed mass

model for each, based on HST imaging and lensed arc redshifts.

Details of our spectroscopic observations are listed in Table 5.2. Clusters observed at multiple

locations are further labeled by a number. We used the double-beam Low Resolution Imaging Spec-

trograph (LRIS, Oke et al., 1995) in long-slit mode on the Keck I 10-meter telescope at Mauna Kea

to perform our survey. For the 2000 March observations we used a slit 0.7′′ wide and a spectroscopic

range of λλ 6800–9500 Å (corresponding to Lyman α with 4.6< z <6.8), using a 600-line grating

blazed at λ7500 Å which gave a resolution of '3.0 Å. In 2001 April we switched to a 1.0′′-wide slit

and used a 600-line grating blazed at 1 µm over the same wavelength range as above, at a resolution

of '4.0 Å. Starting in 2001 April we also began using a 300 line grism blazed at 5000 Å and a

dichroic at 6800 Å to simultaneously take spectra on the blue arm of the spectrograph, over λλ

4000–6700 Å (corresponding to Lyman α from 2.2< z <4.5) at 3.5–4 Å resolution.

The length of the spectrographic slit was 175′′. We mapped an area on the sky via offsetting the

telescope perpendicular to the long axis of the slit by a distance equal to the slit width. At each
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Table 5.2 LRIS survey observations
Date Cluster Position Anglea Integration timeb Photometric?

Mar 2000 Abell 773 -46.8 20 Yes
Abell 1689 #1 84.1 23 Yes

Apr 2001 Abell 1689 #2 43 10 Yes
Abell 2218 #1 -44 10 Yes

ZwCl 1358 -15 12 Yes
Oct 2001 Abell 370 #1 -8 14 Yes
Apr 2002 Abell 963 3.6 14 No

Abell 2218 #2 -49.2 14 No
May 2002 Abell 1689 #3 12.3 20 No

Abell 2219 -69 14 No
Sep 2002 Abell 370 #2 1.7 14 No

Abell 2390 -63 12 No
Abell 68 -40 12 No

ain degrees North through East
bin ksec

slit position we made two exposures of 1000 sec to facilitate cosmic ray rejection. Each map was

5–10 adjacent slit positions at the same position angle, giving contiguous survey areas on the sky of

875–1750 arcsec2.

The pointing of the slit on the sky was verified by registration of images from the LRIS slit-

viewing guide camera to the HST images of the cluster (because the clusters are rich in bright

galaxies, there were always many sources in the slit-viewing guide camera images). Our sequence of

slit offsets typically agreed with a regular spacing of the slit width to a precision of 0.1′′ (10% of the

1′′ slit). More importantly, registration of the slit position on the HST image enabled us to look for

a broadband counterpart at the location of emission lines detected in our spectra.

The areas mapped by the procedure above were chosen to take advantage of the strong magni-

fication of background sources provided by the foreground cluster. The magnification map of the

sky around the cluster is constrained by the distribution of visible light in the cluster and the mea-

sured velocity dispersion of some cluster members, but is crucially verified and refined by including

information from the locations and redshifts of strongly lensed sources. These background galaxies,

generally brighter and at lower redshift than the z > 4.5 sources we searched for, have been the

target of previous observations (e.g., Kneib et al., 1996).

We used the cluster mass models to generate redshift-dependent maps of the magnification toward
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4 < z < 7 sources (Kneib, 1993). The angular diameter distance between the cluster and those

redshifts depends only weakly on redshift, so we were able to choose areas on the sky with high

magnification over our entire redshift range of interest.

The geometry of the magnification map was generally characterized by two concentric ring-like

curves of formally infinite magnification, called the inner and outer critical lines. These are related

to the location in the image plane of the caustic of an elliptical potential (Blandford & Narayan,

1992), but modified by the deviations of the projected lensing potential from an ellipse. The areas

of highest magnification are found next to the critical curves, so our survey maps generally follow

the outer critical line. The outer critical line is more amenable to long-slit mapping because of its

greater length on the sky and its less curved form. However, in one case (Abell 1689) we mapped

sky near the inner critical line as well. Lensed sources close to the critical line are often multiply

imaged, forming a merging pair on either side of the critical line. We considered this when we chose

our map locations, but the irregular shape of the critical line, compared to the straight shape of our

slit, limited the extent to which we could map exclusively one side of the critical line.

Figures 5.2 and 5.3 summarize the adopted strategy for each cluster in the context of the location

of the critical line for a lensed source at z = 5 (dotted lines). In the most massive clusters with the

best mass models, such as Abell 1689 and Abell 2218, we made multiple maps (see also Table 5.2).

In these cases each survey region is labeled by a number corresponding to the observations listed in

Table 5.2.

The total area on the sky covered by our survey was 4.2 arcmin2. The effective areal coverage of

the survey is smaller due to lensing by a spatially variable magnification factor (see Section 5.7.1.1).

5.5.3 Candidate selection and catalog

The 2-D spectroscopic data were reduced using standard techniques in the NOAO/IRAF software

environment2. Cosmic rays were rejected from each pair of images at a given location with the

L.A.COSMIC routine (van Dokkum, 2001) and sky emission was removed by subtracting block-filtered

2IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the Association of
Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation.
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Figure 5.2 Survey clusters, with survey area and lensing critical curves. Superposed on the
HST/WFPC2 image are the critical line for z = 5 (dotted line) and solid curves enclosing the
area of sky magnified by a factor of > 10. The regions bounded by parallel straight lines are the
area we surveyed; numeric labels correspond to observing run keys in Table 5.2. The axes are labeled
in arcseconds. (upper left) Abell 68. (upper right) Abell 370. (middle left) Abell 773. (middle right)
Abell 963. (lower left) Abell 1689. (lower right) Abell 2218.
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Figure 5.3 As in Fig. 5.2. (upper left) Abell 2219. (upper right) Abell 2390. (lower left) ZwCl 1358.
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Table 5.3 Lyman α emission line candidates
Cluster ID RA Dec λa zb Fluxc Comments

Abell 370.1.f 2:39:50.60 -1:33:45.0 4628 2.80 confirmed (LRIS)
Abell 370.1.g 2:39:51.80 -1:35:57.6 4630 2.80 confirmed (Ivison et al., 2002)
Abell 773.1.e 9:17:55.31 51:44:26.6 6978 4.74 1.1 likely
Abell 963.1.cd 10:17:05.10 39:03:30.5 5191 3.27 confirmed (ESI)
Abell 963.1.d 10:17:04.45 39:01:47.1 7025 4.77 0.69 likely

Abell 963.1.efg 10:17:04.77 39:03:11.0 5617 3.62 confirmed (ESI)
Abell 1689.2.f 13:11:25.38 -1:20:52.4 7141 4.82 3.0 confirmed (Frye et al., 2002)
Abell 1689.3.f 13:11:33.52 -1:19:45.2 8817 6.25 1.5 likely (ESI)

Abell 2218.1.a1 16:35:45.25 66:13:26.4 4216 2.47 likely
Abell 2218.1.a2 16:35:51.75 66:12:45.6 8001 5.58 4.4 confirmed (ESI, Ellis et al., 2001)

— 16:35:51.89 66:12:51.5 2nd image
Abell 2218.2.b 16:35:48.78 66:12:24.9 3928 2.23 likely
ZwCl 1358.1.ef 3:59:49.19 62:30:44.8 7205 4.92 10 confirmed (Franx et al., 1997)

aWavelength of emission line in units of Å
bSource redshift assuming emission line is Lyman α
cObserved line flux (uncorrected for lensing, corrected for transparency) in units of 10−17 erg s−1 cm−2

data. Sky subtraction was not photon-limited on the strong night sky lines due to the presence of

fringing features; we account for this when determining our sensitivity in Section 5.7. We calibrated

our absolute efficiency with observations of spectrophotometric stars (Massey & Gronwall, 1990).

The sky-subtracted 2-D spectral images were independently inspected by two of the authors (RSE

and JR) and a catalog of 46 candidate Lyman α emission lines was compiled. Astrometric positions

were determined for each and the HST images inspected for sources at the relevant location. In

some cases, candidates were located beyond the boundary of the HST images and ground-based

images were used.

Candidate Lyman α emission lines were characterized on the basis of several criteria. First, the

full spectrum (generally 4000–9500 Å) was closely examined for other emission lines. On a second

pass, candidates were ranked as marginal or promising depending on their apparent strength. Out

of the initial list of 46, 7 sources are confirmed Lyman α lines at 2.8 < z < 5.7, and 5 sources are

promising candidates that we identify as likely to be Lyman α lines. Those 12 sources are listed in

Table 5.3, with observed line fluxes for detections at z > 4.5 (on the red arm of the spectrograph).
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Figure 5.4 Two-dimensional spectra of the three confirmed z > 4.5 galaxies detected in the survey.
The spectra, from top to bottom, are the z = 4.89 source in Abell 1689, the z = 5.57 source in Abell
2218, and the z = 4.92 source in ZwCl 1358. The wavelength coverage in all the spectra is 6800 to
8430 Å, increasing left to right.

5.5.4 Intermediate-resolution spectroscopy

The [O II] 3727 Å doublet has a rest-frame separation of 3 Å. Thus at z ∼ 1, when the doublet

is redshifted into our most important spectral range, the observed doublet separation is ∼ 6 Å.

This is close to our LRIS spectral resolution of 4 Å, so to determine whether any of our Lyman α

line candidates were unresolved [O II] doublets, we followed up 15 candidates with the Echellette

Spectrograph and Imager (ESI, Sheinis et al., 2002). We took spectra using the echelle mode and a

0.75 ′′ slit, which delivered a spectral resolution of R = 6000. The exposure times varied depending

on candidate strength. ESI spectroscopy confirmed three candidates as Lyman α emission lines

(see Table 5.3), at z = 3.27, z = 3.62, and the z = 5.57 galaxy presented in Ellis et al. (2001).

We identified a fourth object as a likely Lyman α source at 6.25 based on its ESI spectrum, which

supported (though not conclusively) the identification of the emission line as Lyman α. Additionally

several of the candidates observed were [O II] 3727 Å doublets.

5.6 Detections

5.6.1 z > 4.5

We detected three sources that are certainly at z > 4.5 (see Table. 5.3). All three were observed

under photometric conditions. Figure 5.4 shows their two-dimensional spectra, and Fig. 5.5 shows

a magnified view of the Lyman α emission line as well as HST images of the source locations.

We discovered a source toward Abell 2218 at z = 5.6 that we discussed in detail in Ellis et al.
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Figure 5.5 Postage stamps of spectra (left) and HST images (right). (upper) Abell 1689.2.f. (middle)
Abell 2218.1.a2. (lower) ZwCl 1358.1.ef.
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(2001). That source is strongly magnified (a factor of 33) and multiply imaged: we used the HST

data to locate a second image outside of our survey region. The redshift identification was confirmed

by an intermediate-resolution spectrum of both images, showing them to be identical, with P-Cygni

line profiles characteristic of Lyman α, and certainly not the [O II] 3727 Å doublet. Our lensing

model additionally constrained the redshift of the source to be consistent only with the identification

of the line as Lyman α. The unlensed luminosity in the Lyman α line is (7.8± 0.8)× 1041 erg s−1.

We blindly recovered a z = 4.89 galaxy in Abell 1689 that was discovered originally by Frye,

Broadhurst, & Beńıtez (2002). This object is not multiply imaged, but the Frye et al. (2002)

spectrum shows a strong break across the line and metal absorption lines in the continuum redward

of Lyman α, confirming the redshift. We estimate the magnification of this source at a factor of

7.2, within the range of 3-14 suggested by coarser modeling of Frye et al. (2002). The unlensed

luminosity in the Lyman α line is (7.4± 0.7)× 1042 erg s−1.

In the field of ZwCl 1358, we discovered a source at z = 4.92, the same redshift as the strongly

lensed arc system discovered by Franx et al. (1997). We tentatively identify this source as a com-

ponent of the source responsible for the giant arc observed by Franx et al. (1997). This component

of the source is magnified by a factor of 10, giving an unlensed luminosity in the Lyman α line of

(2.5± 0.3)× 1042 erg s−1.

In addition to these confirmed sources, we discovered three more sources that we consider likely

to be Lyman α emission lines at z > 4.5 (see Table. 5.3). We discovered a source in the field of

Abell 773 that we consider to be a good candidate for Lyman α emission at z = 4.74. If this is

the correct identification, the unlensed luminosity in the Lyman α line is (2.8± 0.6)× 1041 erg s−1,

using a magnification factor of 9.5. Two more sources were discovered in non-photometric observa-

tions; though we lack absolute flux calibration for these sources, we apply systematic photometric

corrections that we consider uncertain up to a factor of approximately 2. We identified a source

in Abell 963 as a likely z = 4.77 source magnified by 2.2 times. The source would then have an

unlensed Lyman α line luminosity of (1.4±0.2)×1042 erg s−1 (statistical error only). Our final likely

Lyman α candidate is a source that would be at z = 6.25, the highest redshift in our sample, in the
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field of Abell 1689. We estimate the magnification of this source as a factor of 41, also the highest of

all of our detections. The unlensed Lyman α line luminosity is (3.3± 0.8)× 1041 erg s−1 (statistical

error only). Two-dimensional spectra of the emission lines and images of the likely candidates are

provided in Fig. 5.6.

5.6.2 z < 4.5

We detected with certainty four Lyman α emission line sources at z < 4.5. One was a blind recovery

of a z = 2.80 source discovered by Ivison et al. (2002), and a second is another galaxy also at z = 2.80

in the same field. Two are new detections, at z = 3.27 and z = 3.62. Two more good candidate

Lyman α emission line source identifications are pending. In addition two galaxies, both at z ' 2.5,

were detected in Lyman α absorption. We measured secure redshifts for 51 other sources using other

emission lines, primarily [O II], [O III], and Hα. These data are useful for further constraining the

cluster mass models, among other things, and will be presented in a separate paper (Richard et al.,

in prep.).

5.7 Survey analysis

In this section we compute the number density of Lyman α emission-line galaxies in our survey as a

function of Lyman α line luminosity, L. To accomplish this we first determine the effective volume

of the survey as a function of the luminosity and redshift of a source.

5.7.1 Survey volume

A location in our survey volume is characterized both by location on the sky, Ω, and a redshift, z.

The differential volume element located at position (Ω,z) in our survey is

dVc(Ω, z) =
1

M(Ω, z)

[
dlc(z)

dz
dz

]
×

[
D2

c (z)dΩ
]
. (5.1)
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Figure 5.6 Postage stamps of spectra (left) and HST images (right). (upper) Abell 773.1.e. (middle)
Abell 963.1.d. (lower) Abell 1689.3.f.
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The first factor corrects for the lensing effect, which decreases the area surveyed. The second factor

is the comoving length of the volume element along the line of sight, with

dlc(z)
dz

=
c

H0 [Ωm(1 + z)3 + ΩΛ]3/2
(5.2)

(we have assumed a flat universe). The third factor is the comoving transverse area of the volume

element, with

Dc(z) =
∫ z

0

dlc(z′)
dz′

dz′ (5.3)

(subscript “c” denotes that the quantity is measured in comoving coordinates, which we use through-

out).

Every volume element of our survey is characterized by a limiting Lyman α line luminosity,

Llim(Ω, z); a source with Lyman α line luminosity L will be detected in our survey provided it

resides in a volume element with Llim(Ω, z) ≤ L. The limiting luminosity of a volume element

depends on the magnification (due to lensing by the foreground cluster), M(Ω, z), the limiting

observed Lyman α line flux flim(z), and a slit transmission function, T (Ω),

Llim(Ω, z) =
4π(1 + z)2D2

c (z)
T (Ω)

flim(z)
M(Ω, z)

. (5.4)

5.7.1.1 Magnification, M(Ω, z)

The magnification due to lensing by a given cluster is a function of position and redshift. The

references for the cluster mass models are given in Table 5.1. These models were run through the

LENSTOOL software (Kneib, 1993) to generate the magnification as a function of redshift at every

position in the survey. In practice the area of the survey was divided into parcels of sky of length

0.8′′ and width equal to the slit width, and the magnification was calculated at the center of each

parcel. The magnification at each position was sampled at nine redshifts, and the magnification at

a particular redshift found by interpolation.

Figure 5.7 shows the magnification as a function of position along a slit observed in Abell 2218,
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Figure 5.7 Magnification due to the cluster Abell 2218 of background sources, as a function of
position and redshift. This figure shows the magnification factor at positions along a 175′′ longslit
at one of our survey positions in Abell 2218 (within pointing “#1” in Fig. 5.2). The solid curve is
for sources at z = 4.3, and the dotted curve is for sources at z = 6.8.

for two different redshifts. The magnification at a given position is a weak function of redshift for

magnification values up to ∼ 100, because the angular diameter distance between the cluster and the

source changes by less than 25% over the source redshift range 4.5 < z < 6.7. Very near the critical

lines magnification is a stronger function of redshift. Our survey maps sky by observing adjacent slit

positions, so errors associated with interpolating the highest magnification M(Ω, z) > 100 points

should not be important in our estimate of the survey volume.

Figure 5.8 is a cumulative histogram of the magnification factor over the survey; the area surveyed

as a function of magnification is very weak function of redshift, even at the highest magnifications.

About half of the area we surveyed is magnified by at least a factor of 10, with the lower magnification

values coming from area at the ends of the slits, because most strong-lensing clusters subtend a size

less than the slit length (175′′) on the sky (see Figs. 5.2 and 5.3).



135

Figure 5.8 Cumulative histogram of the magnification factor over the entire survey area. The solid
and dotted curves show the magnification histograms for sources at z = 4.3 and z = 6.8, respectively.

5.7.1.2 Limiting Lyman α line flux, flim(z)

We define our limiting Lyman α line flux as the signal in an aperture of 1.3′′ by 7.7 Å that exceeds 5

times the root-mean-square fluctuations (noise) in apertures of that size, i.e., a 5-σ limit. The spatial

dimension of the aperture was chosen to be roughly matched to the seeing, and the spectral dimension

was chosen match the expected line-width of high-redshift Lyman α emission from galaxies, ∼

300 km s−1. If a source is larger than our aperture, which is especially possible along the spatial

direction if the source is strongly lensed, then we will not be as sensitive to that source as we

estimate.

We assumed that the sky noise was constant over the length of the slit at fixed wavelength. This

allowed us to include the non-Poisson contribution to the noise level from fringing features, which

dominated the noise on strong sky lines. All three of our confirmed z > 4.5 detections were more

than 5-σ detections, but we found that visual inspection generated candidates (some of which were

subsequently confirmed as bona fide emission lines) with fluxes below the 5-σ limit; in particular, two

of the likely candidates at z > 4.5 are just at the 5-σ limit. Thus a 5-σ limit should be appropriate

for the calculation of our survey volume.
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Figure 5.9 Limiting Lyman α line flux as a function of wavelength. The curve is the 5-σ flux limit to
detect an emission line in a 1.3′′ by 7.7 Å aperture at that wavelength. The top axis is labeled with
the redshift corresponding to observed Lyman α falling at the wavelength on the bottom axis. The
strong fluctuations in flim(z) are caused by atmospheric emission lines, and the rise at high redshift
is due to decreased instrumental sensitivity. This plot is for a 2000 sec photometric observation.

The limiting line flux varies as a function of wavelength due to the wavelength dependence of

the atmospheric absorption and the sensitivities of the telescope and instrument, but the largest

dependence is due to the strong variation in atmospheric emission from OH airglow lines (except at

λ >∼ 9300 Å, where the sharp drop in instrumental sensitivity dominates). Figure 5.9 shows flim(z)

for the slit pointing illustrated in Fig. 5.7, a 2000 sec observation under photometric conditions. We

compute flim(z) by simple conversion of the observed wavelength into the corresponding redshift for

Lyman α to be observed at that wavelength.

Approximately half of our survey data were taken in non-photometric conditions. We account

for this by dividing the limiting line flux measured from the observations by our best estimate of the

sky transparency during the exposure. During some exposures we have sequences of guide-camera

observations that were used to measure relative transparency between observations, and in some

cases absolute transparency when photometric guide-camera images were available. In other cases

we rely on observation log notes based on the count rate of the guide star as reported by the telescope
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operator.

5.7.1.3 Slit transmission, T (Ω)

The slit widths used in our survey, originally 0.7′′ and later 1′′, are comparable in size to the seeing

disk. Consequently the transverse distance of a source from the center-line of the slit has a small

impact on the source’s observability: objects in the center of the slit are easier to detect than objects

at the slit edge. Since the absolute calibration was performed with respect to standard stars in the

center of the slit, we compute the fraction of light transmitted through the slit as a function of

transverse position on the slit (ignoring objects outside of the slit, as they will in general fall on

another slit), with respect to an object at the center of the slit,

T (Ω) =
erf

[
w+2x

s β
]
+ erf

[
w−2x

s β
]

2 erf
[

w
s0
β
] . (5.5)

Here w is the slit width, s is the seeing full-width at half maximum (FWHM) during survey obser-

vations, s0 is the seeing FWHM during standard star observations, x(Ω) is the transverse distance

of the source from the center of the slit, and β ≡
√

ln(2). The minimum value of T (Ω) in our survey

is about 0.8, so it has a minor effect on the computation of Llim(Ω, z).

5.7.2 Volume as a function of source redshift and luminosity

The total volume of our survey sensitive to a source of Lyman α line luminosity L is the integral

over all volume elements in the survey with Llim(Ω, z) ≤ L,

Vc(L) =
∫
Ω

∫
z

dVc(Ω, z) H[L− Llim(Ω, z)], (5.6)

where H(y) is the step function defined with H(y ≥ 0) = 1.

Figure 5.10 shows the redshift distribution of our survey volume as a function of Llim(Ω, z). The

general slight decrease toward high redshift is due to the evolution of the line element with redshift,

and the modulation is due to the wavelength-dependent limiting line flux (see Fig. 5.9).
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Figure 5.10 The redshift distribution of our survey volume. The curves, from top to bottom, represent
the redshift distribution of subsurveys down to limiting luminosity log10 L = (43.5, 43, 42.5, 42, 41.5);
for yet lower values of the limiting luminosity, the curves have the shape of the bottom curve, but
are scaled down (see Fig. 5.11).

We examine our survey divided into two redshift bins, 4.6 < z < 5.6, and 5.6 < z < 6.7. There

is no natural binning choice, but by breaking our survey at z = 5.6 we have almost equal survey

volume (at the brightest luminosities) in each bin. However this places all three of our confirmed

high-redshift detections into the 4.6 < z < 5.6 bin, and none in the 5.6 < z < 6.7 bin. If we had

broken the bins at z = 5.5, the number density in the lower redshift bin would decrease, and the

number density in the higher-redshift would increase, that is, the removal or inclusion of a source

substantially outweighs the change in volume associated with changing the redshift binning.

In Fig. 5.11 we plot the survey volume sensitive to a source of luminosity L for each of our two

redshift bins (represented by the two different symbols). At high luminosities there is no dependence

of the survey volume on luminosity, because sources at such high luminosities are so bright that we

would detect them at any magnification factor or redshift in our survey. At L = 1042 erg s−1 the

high-redshift bin has less volume because of the stronger sky lines at longer wavelengths (see Figs. 5.9

and 5.10) and larger luminosity distance compared to the low-redshift bin. At lower luminosities the

survey volume for both bins falls off steadily and similarly. This is a because only strongly magnified
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Figure 5.11 Survey volume sensitive to sources with Lyman α line luminosity L. The points show
the volume of the survey within which a source of luminosity L would be detected. The survey has
been divided into two redshift ranges: the volume with 4.6 < z < 5.6 is shown with squares, and
the volume with 5.6 < z < 6.7 is shown with diamonds.

volume elements contribute to the survey volume, and the number of volume elements at a given

magnification is not sensitive to redshift (Fig. 5.8).

5.7.3 Number density

Our survey detected three confirmed and three likely z > 4.5 sources, so to estimate a relatively

robust number density parameter, and for comparison with other surveys, we compute a cumulative

number density of sources. We construct the cumulative number density at each value of the Lyman α

line luminosity L (in each redshift bin) by evaluating the survey volume at that luminosity (see

above), and then counting the number of detected sources brighter than L in the survey volume.

Figure 5.12 shows n(> L), the number density of sources with Lyman α line luminosities greater

than L, for our two redshift bins, considering only the three confirmed sources. There are only upper

limits at L ≥ 1043 erg s−1 because although all three detected sources are in the survey volume, none

was that luminous. Our most luminous source is 7.4×1042 erg s−1, so the first data point appears at

L = 1042.5 erg s−1 (in the low-redshift bin). All three of our confirmed detections contribute to the
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Figure 5.12 Number density of sources brighter than luminosity L, for the three confirmed z > 4.5
sources. Each luminosity is treated as an independent sub-survey down to luminosity limit L, and
the cumulative number density is calculated from the number of sources in the sub-survey and the
volume of the sub-survey. The survey was divided into two redshift bins: the solid lines and points
are for 4.6 < z < 5.6, and the dotted lines (off-set slightly for clarity) are for 5.6 < z < 6.7. The
error bars are 95% limits calculated using Poisson statistics. The top and right axis are labeled in
units for comparison of the 4.6 < z < 5.6 bin results with other work: the left and bottom axes were
transformed assuming a redshift of z = 5.0.

L = 1041.5 erg s−1 point because all are brighter than that limit, and each would have been detected

even if its luminosity were only 1041.5 erg s−1. In contrast at L = 1041 erg s−1, all three confirmed

detections are still brighter than this luminosity, but only one is located inside the L = 1041 erg s−1

survey volume. At yet fainter luminosities we are back to upper limits because none of the three

confirmed detections would have been discovered if it was fainter than 1041 erg s−1.

In our high-redshift bin we have no confirmed detections, and thus provide only upper limits at

all luminosities. It is clear that though we can rule out a strong increase in the number counts of

Lyman α emitters at 5.6 < z < 6.7 compared to 4.6 < z < 5.6, we cannot further constrain the

number-count evolution. In particular, our results are consistent with no evolution or a decrease

with increasing redshift in the Lyman α source counts as a function of redshift over 4.6 < z < 6.7.

All upper limits and error bars in Fig. 5.12 are 95% confidence limits calculated using Poisson

statistics. We have conceptually divided our survey into sub-surveys sensitive down to different
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Figure 5.13 Number density of sources brighter than luminosity L, for the three confirmed plus three
likely z > 4.5 sources. The open circle is the data point in the 5.6 < z < 6.7 bin; otherwise, as in
Fig. 5.12.

Lyman α line luminosities, but these sub-surveys are not independent (and in fact highly correlated).

If, for example, a theoretical curve passed just through the upper error bars of two points, our data

would indicate roughly a 95% inconsistency, not a 99.8% inconsistency.

The right and top axes of Fig. 5.12 are labeled with unit conversions of the left and bottom

axes, assuming the data fall at z = 5. These serve to allow a rough reference of our results to be

easily read off in the other units commonly used to describe the abundance of Lyman α emission

line galaxies. The right and top axes are inapplicable to our high-redshift bin upper limits.

Figure 5.12 shows n(> L), the number density of sources with Lyman α line luminosities greater

than L, for our two redshift bins, considering all six confirmed and likely sources. Since we added

detections while keeping the survey volume fixed, the number densities increased. The number

densities of this sample are still marginally consistent with the 95% confidence limits from Fig. 5.12.
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5.8 Comparison with other observations and with theory

5.8.1 Comparison with other observations

In Table 5.4 we present parameters inferred from our survey and existing z ∼ 5 galaxy surveys.

The first six entries in the table describe our survey, divided by redshift bin and sub-survey limiting

Lyman α line luminosity. The remaining surveys above the horizontal rule are other Lyman α

emission line surveys. Surveys below the horizontal rule are Lyman-break galaxy surveys, described

later in this section.

There are two entries in the number of sources column for each row corresponding to our data.

The first number is the total number of confirmed and likely Lyman α sources in that sub-survey,

and the second number, in parentheses, in the number of those that are confirmed. We report the

corresponding number densities analogously in the density column.

The limiting luminosity, volume, and number density of each of the previously published Lyman α

emission line surveys appearing in Table 5.4 do not always appear in the corresponding reference. As

necessary we have used the published information to calculate those values ourselves (for example,

converting a limiting line flux and redshift into a limiting line luminosity). We expect that the final

results published by the groups may differ somewhat. In particular, there may be a publication bias

toward surveys with discoveries, so it is possible there is some bias in the data presented toward

higher number density. We have included only systematic Lyman α emission surveys, because

reconstructing the survey volumes of published serendipitous discoveries was not possible.

Fig.5.14 plots the data from the 4.6 < z < 5.6 bin of our survey (as solid circles) with the data

from the other Lyman α surveys listed in Table 5.4 (open squares). Note that these points are in

general from different redshifts, and no redshift correction has been applied. The error bars shown

are 95% confidence limits assuming Poisson errors.

A comparison of our data with published results shows that, by utilizing strong lensing, we have

provided meaningful upper limits on the population of Lyman α emission line galaxies two orders

of magnitude fainter than previous surveys, in addition to providing confirmed data one order of
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Table 5.4 Galaxy surveys at z ∼ 5
Redshift log10L

a Numberb Volumec Densityd Reference
4.6-5.6 40.5 1(0) 0.0053 1.8× 10−2(0) (1)
4.6-5.6 41 4(1) 0.037 1.1× 10−2(2.7× 10−3) (1)
4.6-5.6 41.5 3(3) 0.20 1.5× 10−3(1.5× 10−3) (1)
4.6-5.6 42 3(2) 0.92 3.3× 10−2(2.2× 10−4) (1)
4.6-5.6 42.5 1(1) 2.0 5.1× 10−4(5.1× 10−4) (1)
5.6-6.7 41.5 1(0) 0.052 1.9× 10−3(0) (1)

5-6 42.28 1 0.018 5.6× 10−3 (2)
5.7 42.61 1 0.55 1.8× 10−4 (3)
6.5 42.95 0 6.1 0 (4)
6.5 42.35 1 0.012 8.5× 10−3 (4)
4.9 42.46 87 9.2 9.5× 10−4 (5)
5.7 42.81 13 28 4.6× 10−5 (6)
6.5 42.89 16 20 8.0× 10−6 (7)
5.7 42.95 6 13 4.6× 10−5 (8)
∼ 5.8 43.35 6 18 3.3× 10−5 (9)
∼ 6.3 43.32 26 1.7 1.5× 10−3 (10)
∼ 5 42.96 10 1.4 7.1× 10−4 (11)
∼ 5.5 43.40 2 2.4 8.3× 10−5 (12)
∼ 5.5 43.28 16 7.0 2.3× 10−3 (12)
∼ 5.3 43.18 6 12 5.0× 10−5 (13)

aSurvey limiting L in units of erg s−1

bNumber of sources detected in survey
cVolume of survey in units of 104 Mpc
dNumber density of sources, in units of Mpc−3

References. — (1) this paper; (2) Hu et al. 1998; (3) Hu et al. 1999; (4) Hu et al. 2002a; (5) Ouchi et al. 2003; (6)
Rhoads & Malhotra 2001; Rhoads et al. 2003; (7) Kodaira et al. 2003; (8) Maier et al. 2003; (9) Stanway et al. 2003;
(10) Yan et al. 2003; (11) Iwata et al. 2003; (12) Fontana et al. 2003; (13) Lehnert & Bremer 2003
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Figure 5.14 Number density of z ∼ 5 sources brighter than L, for Lyman α surveys and z ∼ 5 Lyman-
break galaxy (LBG) surveys. The solid circles are our cumulative number densities of confirmed
sources brighter than L for sub-surveys within the 4.6 < z < 5.6 bin (described in Fig. 5.12). The
open squares are the cumulative number densities of sources brighter than L inferred from other
z ∼ 5 Lyman α line surveys, and the crosses are data from z ∼ 5 LBG surveys. The LBG surveys
were converted to equivalent Lyman α line luminosities (see Section 5.8.1). Open diamonds are
predictions from Haiman & Spaans (1999). The curve is the cumulative number density of halos
above the mass given on the top axis; the vertical scale is the same. The data are described in
Table 5.3.



145

Figure 5.15 Number density of z ∼ 5 sources brighter than L, for Lyman α surveys and z ∼ 5 Lyman-
break galaxy (LBG) surveys. The solid circles are our cumulative number densities of confirmed and
likely sources brighter than L for sub-surveys within the 4.6 < z < 5.6 bin (described in Fig. 5.13).
The other symbols are the same as in Fig. 5.14.

magnitude fainter. With existing observational facilities, lensed surveys are the only way to probe

to such depth.

At L = 1042.5 erg s−1, where our survey overlaps other Lyman α surveys, there is marginal

consistency between our data and published results. Most of the other Lyman α surveys are narrow-

band photometric surveys (in particular the three surveys with > 10 sources in Table 5.4), where

the points plotted do not represent confirmed sources, but rather photometric candidates corrected

for the spectroscopic success rate of a small sample. As noted previously this figure represents data

reported inhomogeneously, so some of the scatter may be related to the different redshift ranges and

Lyman α equivalent-width criteria of the surveys, as well as errors in contamination estimation and

possible error in our interpretation of published information.

We detected no confirmed sources at z > 5.6. This is marginally inconsistent with existing data

of source densities at z = 5.7 and z = 6.5. However, our lack of sources at z > 5.6 compared to

other surveys is qualitatively consistent with our smaller number density of 4.6 < z < 5.6 sources

at L = 1042.5 erg s−1. The inclusion of our likely z = 6.25 candidate in our sample does not change
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our number density limits where our survey overlaps other z > 5.6 Lyman α surveys.

Only for comparison we have plotted five results from four z ∼ 5 Lyman-break galaxy (LBG)

surveys (Stanway et al., 2003; Yan et al., 2003; Iwata et al., 2003; Fontana et al., 2003; Lehnert &

Bremer, 2003). The parameters for these surveys are listed in Table 5.4, below the horizontal rule.

Again we have converted published data into number density as necessary, and taken a further step to

plot those points on a Lyman α line luminosity scale: the LBG survey limit was converted into a rest-

frame UV continuum limit, then into a star-formation rate using the relation of Kennicutt (1998),

then into a Lyman α line luminosity assuming 1 M� yr−1 of star formation produces 1042 erg s−1 in

the Lyman α line (Kennicutt, 1998, after converting Hα luminosity into Lyman α luminosity). No

unmitigated conclusions can be drawn from this comparison, though it is intriguing that the z ∼ 5

LBG surveys may be discovering the same population as the Lyman α emission line galaxies, if the

Lyman α line is typically 1/3 the value expected based on the UV continuum SFR. This is similar

to the ratio observed in the z = 5.7 sample of Lyman α emitters of Ajiki et al. (2003) and in two

galaxies at z = 6.5 by Hu et al. (2002b) and Kodaira et al. (2003). However, four of six confirmed

4.8 < z < 5.8 galaxies selected by the Lyman-break technique by Lehnert & Bremer (2003) have

Lyman α line fluxes less than 10% of the values naively predicted from their UV continuum SFRs.

5.8.2 Comparison with theoretical models

First we compare our results with the Lyman α emitter model of Haiman & Spaans (1999), who

predicted the abundance of Lyman α emitters over a range of redshifts and luminosities. In Figs. 5.14

and 5.15 we plot the predictions of their fiducial model at z = 5 as open diamonds at log10 L = 40.5

and 42.5. The shape of the luminosity function predicted by Haiman & Spaans (1999) is similar to

our observed points, but their fiducial model predicts approximately an order of magnitude more

sources than we find. Their models could be reconciled with our data by adopting mass-dependent

values of the star-formation efficiency or covering fraction of dusty clouds inside the galaxies.

As a basis for comparing our results with a simple theoretical model, in Figs. 5.14 and 5.15 we re-

plot the luminosity function from Fig 5.1 (converted into cumulative form), without any suppression



147

of the SFR in low-mass halos. This simple explanation of the Lyman α luminosity function relates

the number density of galaxies to dark matter halos. We then converted baryons within those dark

matter halos into stars, and stellar ionizing light into Lyman α photons. Unlike Haiman & Spaans

(1999) we made no attempt to model the radiative transfer of the Lyman α photons.

Specifically, we assumed that 10% of the baryons in each halo were converted into stars every

halo dynamical time (defined as the ratio of the halo virial radius to the halo circular velocity at

the virial radius). The Hubble time at z = 5 is roughly 10 times longer than the halo dynamical

time, thus it is possible for such halos to maintain steady star formation at this rate. Star-formation

rate was converted into an ionizing-photon rate using a Salpeter IMF with 1/20 solar metallicity

(Leitherer et al., 1999). We assumed that 10% of the ionizing photons escape the emitting galaxy,

and that 2/3 of the remaining photons are converted into Lyman α emission.

The luminosity function curve of this simple model provides a poor fit to our data. In the context

of the model, it is instructive to think of two modifications that would make the predicted luminosity

function more closely match our data. The first is to decrease the efficiency factors used to convert

halo mass to Lyman α luminosity in a given halo. Alternately, the model curve could be brought

into agreement with our data if the efficiency factor for the production of Lyman α as a function of

halo mass was correct for a fraction of halos, and the rest of the halos had no observable Lyman α

emission at the time of observation.

There are three efficiencies that contribute to the overall conversion of halo mass into Lyman α

luminosity, namely the fraction of baryons converted into stars per halo dynamical time, the stellar

emissivity of ionizing photons, and the fraction of ionizing photons observed as Lyman α emission.

Lowering the combined efficiency by 1.5–2 orders of magnitude would bring the model luminosity

function into close agreement with our data. There is some difference in the shape of the curve

compared to our data, but this difference is not significant.

In the case where only a fraction of halos contain Lyman α emitters, we would require about 1%

of halos to contain emitters at any given time. This could be because, in contrast to the simple model

we described, star formation is episodic in nature. In addition, there could be a timescale associated
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with the escape of Lyman α photons, such that, for example, dust extinguishes Lyman α emission

at the beginning of a starburst, but eventually the dust is expelled and the Lyman α emission line

becomes visible (e.g., Shapley et al., 2003). If only some halos contain galaxies, for whatever reason,

then this formalism of assuming only a fraction of halos contain Lyman α emitters can also be used,

where the fraction now represents a filling factor, rather than a duty cycle.

The resolution of the discrepancy between our data and the model curve has important impli-

cations for the mass of the halos that contain the Lyman α emitters. If we over-estimated the

Lyman α photon production efficiency in our model, then the association between halo mass and

Lyman α emitter expressed in Figs. 5.14 and 5.15 is not correct: the halo mass of our population of

emitters at L ' 1041.5 erg s−1 should be ∼ 1011 M�. This is the largest mass that could be inferred

for this population, assuming a maximum of one Lyman α emitter per halo. From the arguments

of Section 5.4, we may expect that halos with masses >∼ 1010 M� to form stars roughly similarly

to one another, i.e., though negative feedback may be important in regulating star formation, it is

ineffective in halos this massive. Consequently, for this low-efficiency, high halo-mass solution to the

discrepancy, we expect that our data should follow the shape of the dark-matter halo mass function,

which they do.

In contrast, if we resolve the discrepancy between the model and our data by assuming that

the efficiency we calculated is correct for a fraction of halos, and the rest are empty of Lyman α

emission, then the mass association in Figs. 5.14 and 5.15 is correct. This implies a halo mass of

only ∼ 109.5 M� for our Lyman α emitters at L ' 1041.5 erg s−1. Depending on the characteristic

mass scale where negative feedback becomes a dominant process, the Lyman α luminosity function

may already deviate from the shape of the mass function at ∼ 109.5 M� (see Fig. 5.1). Our data are

slightly flatter than the mass function, and consistent with any of the luminosity functions plotted

in Fig. 5.1.

Our theoretical interpretation so far has relied exclusively on our data. If we consider all of the

available Lyman α data, there is evidence for a flatter Lyman α luminosity function than we derive

from our data alone. The heterogeneous nature of the Lyman α survey data plotted in Figs. 5.14
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and 5.15 makes it difficult to draw firm conclusions, but a combination of data at L >∼ 1042.5 erg s−1

suggests that our data point at L = 1041.5 erg s−1 may be 0.5–1 dex lower than an extrapolation of

the Lyman α luminosity function from higher luminosity, assuming the luminosity function shape

matches the mass function shape. Thus we conclude that our data, in combination with other

Lyman α surveys, suggest that strong negative feedback is suppressing the star-formation rate, and

thus Lyman α luminosity, in our sources.

Hamana et al. (2004) used clustering data to estimate the mass of the halos containing Lyman α

emitters at z = 4.9. They concluded that the characteristic halo mass of those sources is 5×1012 M�

(Shimasaku et al. 2003 find a halo mass of ∼ 1012 M� for similar z = 4.9 emitters on the basis of a

large-scale structure feature in their survey). This conclusion would support the low-efficiency, high

halo-mass solution to the difference between our model luminosity function and our data. However,

the number density of z = 4.9 emitters is larger, by about a factor of five to ten, than the number

density of 1012 M� halos (Hamana et al., 2004). This implies, contrary to our assumption above,

that there is more than one Lyman α source per halo. The virial radius of a z = 5, 1012 M� halo

is 8.5′′, so multiple sources inside a single halo may be observed as separate sources, though this

should create a very distinct signature in the spatial distribution of sources (or extended nature, if

the sources are unresolved) that has not been reported by other Lyman α emitter surveys.

While current information on the masses of Lyman α emitter halos is still limited, progress will

continue to be made at L >∼ 1042.5 erg s−1 by large Lyman α surveys. Unfortunately, surveys for

low-luminosity Lyman α emitters will not provide sufficient survey area for clustering studies in the

near future. Lensed surveys such as ours, in particular, do not lend themselves to easy clustering

analysis, because the contiguous survey volume is very complex and limited in size by the mass of the

lensing foreground cluster. As an aside we comment that Poisson errors dominate the uncertainty in

the number densities plotted in Figs. 5.12 and 5.13 (and Figs. 5.14 and 5.15 for our survey), assuming

the maximum mass for the halos containing our emitters (i.e., every halo contains a source; see above

for a caveat), and using the clustering formalism of Mo & White (2002).

Until the advent of large-area, low-luminosity Lyman α surveys, the only constraint on the mass
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of the halos containing the emitters, and thus the only path toward understanding the suppression

of star-formation in low-mass halos, lies in detecting source populations with high number densities,

such that the halo mass function, and the assumption that there is at most one source per halo,

can be used to infer a maximum halo mass for the population of Lyman α emitters. This is strong

motivation for future surveys to continue to use strong lensing to survey small volumes to incredible

depths for faint, Lyman α emitting sources.

5.9 Summary

We performed a systematic survey for Lyman α emission at 2.2 < z < 6.7 using strong lensing from

intermediate-redshift clusters of galaxies to boost our survey sensitivity to unprecedented depths.

We detected three confirmed and three likely Lyman α emitting galaxies at 4.7 < z < 6.25, with

Lyman α line luminosities of 2.8 × 1041 erg s−1 < L < 7.4 × 1042 erg s−1. Our survey covered

4.2 arcmin2 on the sky, with a maximum volume of 4 × 104 Mpc3 over 4.6 < z < 6.7. We find no

evidence for redshift evolution of the number density of Lyman α emitting galaxies between z ∼ 5

and z ∼ 6, though our data are also consistent with a decrease in number density with increasing

redshift.

We present the first meaningful constraints on the the luminosity function of Lyman α emitters

at 4.6 < z < 5.6 over the Lyman α luminosity range 1040 erg s−1 < L < 1042 erg s−1, corresponding

to inferred star-formation rates of 0.01–1 M� yr−1. From a consideration of the number density of

dark-matter halos, we conclude that our population of sources at L ∼ 1041.5 erg s−1 resides in halos

of mass <∼ 1011 M�.

Our number density data are consistent with a Lyman α luminosity function with the same shape

as the halo mass function, but a consideration of all available Lyman α survey data implies that

we have observed a flattening of the Lyman α luminosity function with respect to the halo mass

function. We may have detected evidence of the suppression of star-formation in low-mass halos at

high redshift, as predicted by theoretical models of galaxy formation.
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Chapter 6

The Formation of Metal-Poor
Globular Cluster Systems1

6.1 Abstract

We present a model for the formation of metal-poor (“blue”) globular cluster systems, in the con-

text of hierarchical models of cosmological structure formation. We assume that the reionization

epoch suppressed the formation of intermediate-metallicity globular clusters, resulting in the ob-

served bimodal metallicity distributions of globular cluster systems. Our numerical simulations of

the formation of the Milky Way metal-poor globular cluster system, using cosmological initial con-

ditions of the galaxy formation process, reproduce the abundance and spatial extent of the observed

Milky Way metal-poor globular cluster system. Models where metal-poor globular cluster formation

happens early and is truncated at a fixed redshift generically predict an increase in the number

of metal-poor globular clusters per unit total galaxy mass with increasing richness of galactic en-

vironment, as observed (e.g., Rosenblatt et al., 1988; West, 1993). Our numerical model confirms

previous analytic arguments about the number and spatial distribution of globular clusters (Rosen-

blatt et al., 1988), and suggests that early, ‘pre-galactic’ formation scenarios for metal-poor globular

cluster systems may provide a successful framework for interpreting current and future observations.
1The work described in this chapter will be submitted in 2004 to MNRAS for publication.
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6.2 Introduction

The globular cluster system of the Milky Way is very well defined: there is little debate over the

membership or properties of the system or even of individual globular clusters. Despite the fact that

our globular cluster system is observationally characterized extremely well, theoretical modelling of

the formation and evolution of globular cluster systems, even the Milky Way’s, is an intransigent

problem in galaxy formation theory.

There is no dearth of globular cluster system (GCS) formation models (see Ashman & Zepf 1998

for a review). However, few GCS formation models connected the process of GCS formation with

current models of galaxy and structure formation (Beasley et al. 2002 is a notable exception). The

rapid advance of GCS observations has led to a number of new challenges to formation models.

Consequently, we are interested in using the modern paradigm of structure and galaxy formation to

interpret and predict GCS observations.

Two major observational challenges motivate this work. First, the Milky Way globular clusters

span a range of metallicity, −2.3 ≤ [Fe/H] ≤ 0.0, but do not fill that space uniformly: the metallicity

distribution appears bimodal, with peaks at [Fe/H] ' −1.6 and −0.6 (Zinn, 1985; Armandroff &

Zinn, 1988; Harris, 1996). Each metallicity population, called metal-poor and metal-rich, has a

spatial distribution and kinematics distinct from the other. Not surprisingly, existing GCS formation

models have often suggested that the metal-poor GCS2 formed in an early epoch, and the metal-rich

GCS formed later, but still early enough that metal-rich globular clusters (in the Milky Way, at

least) have old ages (e.g. Ashman & Zepf, 1992). Bimodal GCS metallicity distributions must be a

general prediction of formation models, because bimodality is observed in the GCS of all massive

galaxies (e.g. Larsen et al., 2001).

However, an implementation of globular cluster formation within the context of a semi-analytic

galaxy formation model failed to generate bimodal metallicity distributions of GCSs unless an ad

hoc limit on the formation of metal-poor globular clusters was imposed (Beasley et al., 2002). This

reflects the basic fact that the semi-analytic galaxy formation model used, from Cole et al. (2000),
2The metal-poor GCS is often called the “blue” GCS, because old, low-metallicity stellar systems have blue optical

colors relative to old, metal-rich systems.
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had no particular characteristic feature in the star-formation rate (SFR) as a function of time or

metallicity (for the metallicity range of interest here). Consequently, there was nothing to “pick

out” a metallicity of [Fe/H] ' −1 and stop globular cluster formation in those environments.

The second observational challenge is what we will call the metal-poor specific frequency problem.

Specific frequency was originally defined as a ratio between the number of globular clusters in a

galaxy and the V -band luminosity of that galaxy (Harris & van den Bergh, 1981). It is one of the

only properties of GCSs that varies substantially from galaxy to galaxy, over a factor of 10. There is

a clear correlation between density of environment and specific frequency, such that cluster galaxies

have higher specific frequencies than field galaxies; cD galaxies have the highest specific frequencies

of all. Harris (1991) reviewed these findings, and also reviewed their main implication for galaxy

formation: if the ratio of globular cluster formation efficiency to star-formation efficiency is fixed

in time, then the specific frequency of a galaxy-galaxy merger product will be the (mass-)weighted

average of its progenitors. This was viewed as a challenge to the idea that elliptical galaxies formed

by mergers of spirals (e.g., Schweizer, 1986), because spirals (being in the field) have lower specific

frequencies than ellipticals; this gave rise to the description “specific-frequency problem.” However,

if globular cluster formation efficiency is relatively enhanced in mergers compared to the rest of the

star-formation history of galaxies, then a merger product can have a specific frequency higher than

its progenitors (see Ashman & Zepf 1998 for a review).

Harris (2003) refined the “problem” by re-posing the specific frequency analysis restricting at-

tention to metal-poor globular clusters. The specific frequency dependence on galaxy environment

persists, that is, cluster galaxies have higher metal-poor specific frequencies than galaxies in the

field. The stars in elliptical galaxies are generally metal-rich (e.g. Harris & Harris, 2002), implying

that any globular clusters formed during the merger of, e.g., two spiral galaxies, would also be metal

rich. This leads to an unresolved challenge: explain why cluster ellipticals formed more metal-poor

globular clusters than, e.g., field ellipticals of the same mass.

There are two previous globular cluster formation calculations that demonstrated the promise

of reproducing the observed trends in the specific frequency of GCSs within the modern structure-
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formation paradigm. Rosenblatt et al. (1988) assumed metal-poor globular clusters (specifically

those with spheroidal kinematics) formed in regions of 106 M� that collapsed before a fixed redshift,

in the context of a “pre-galactic” model of globular clusters that identified globular clusters with

collapsed structures of the globular-cluster mass scale (Peebles & Dicke, 1968). They concluded

that if density fluctations of mass 106 M� with amplitude approximately 3 times larger than the

r.m.s. value of density fluctations on that scale (i.e., 3σ perturbations) survived as observed globular

clusters, then the resulting population may adequately match the observed properties metal-poor

GCSs, including the trend in specific frequency with galaxy Hubble type, and the radial profile of

the Milky Way GCS. Their inference of the radial profile of the Milky Way GCS was a qualitative

one: they argued that since the pre-galactic structures are clustered, globular clusters formed in

those sites should be more centrally concentrated in the assembled galaxy than the galaxy’s dark

matter halo. Despite some apparent successes of their model, Rosenblatt et al. (1988) concluded

that their fundamental assumption of globular cluster formation at a fixed density threshold “lacks

convincing physical justification.”

West (1993) reconsidered a similar globular cluster formation scenario to Rosenblatt et al. (1988),

and focused on explaining the relationship between globular cluster specific frequency and galactic

environment, especially the observation that cD ellipticals at the centers of massive clusters of

galaxies show the highest specific frequency of all known galaxies. For a CDM-like power spectrum

and reasonable assumptions about the density fluctuations that grew into globular clusters, galaxies,

and clusters of galaxies, West (1993) found that the observed trends in specific frequency with Hubble

type and galactic environment could be reproduced.

In this paper we seek to extend models of GCS formation within the modern context of galaxy

formation. Specifically, we postulate that metal-poor globular clusters formed before the assembly

of their parent galaxy, in pre-galactic structures that collapsed before a fixed time, above a fixed

density (corresponding to density fluctuations larger than a fixed initial amplitude, similar to, e.g.,

Rosenblatt et al., 1988; West, 1993). We physically motivate our choice of metal-poor globular cluster

formation time by associating it with the redshift of reionization. We assume that, though metal-
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rich globular cluster formation continued after reionization, the conditions for metal-poor globular

formation were only satisfied before reionization. Though we do not present an explicit model of

observed GCS metallicity bimodality in this paper, we describe the physical conditions under which

the raising of the cosmological Jeans mass by reionization may restrict subsequent globular cluster

formation to regions more enriched than metal-poor globular clusters.

We perform numerical calculations, based on realizations of cosmological initial conditions and

collisionless evolution of structure formation through to the present, aimed at understanding the

resulting properties of a metal-poor GCS formed under our assumptions. A simulation of a Milky

Way-like galaxy shows that, consistent with the qualitative expectations of Rosenblatt et al. (1988),

globular clusters formed in association with pre-galactic structure are more centrally concentrated

within the final galaxy than its dark matter halo, although to reproduce the observed Milky Way

metal-poor GCS spatial distribution, and other observations of globular clusters (such as their

inferred lack of dark matter halos, Moore 1996), our mass scale and formation time choices differ

from the choices of Rosenblatt et al. (1988) (we use larger mass scales at later times). Finally, we

perform an analysis of the expected variation of metal-poor globular cluster specific frequency as

a function of galaxy environment using statistics of the initial density field fluctations. This work

will be complemented in the future by a full numerical exploration using a large set of simulations

similar to our Milky Way simulation. Our preliminary conclusions support the finding of West (1993),

that biased formation of globular clusters, coupled with biased galaxy formation, may explain the

amplitude of the globular cluster specific frequency variation with galactic environment, using the

currently favored cosmological model (described below, cf. West 1993, who considered an Einstein-de

Sitter model).

This paper is organized as follows. In the next section we present our basic model. Section 6.4

describes the computational techniques we use to simulate the formation of the Milky Way metal-

poor GCS. In Section 6.5 we show the results of our Milky Way simulation, and use those results to

refine our model. We turn to the comparative properties of metal-poor GCSs of galaxies in different

environments in Section 6.6. Section 6.7 summarizes.
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Our model depends sensitively on our adopted cosmology. We use (Ωm,ΩΛ,Ωb, σ8)=(0.3, 0.7, 0.043, 0.9)

and h ≡ H0/(100 km s−1Mpc−1) = 0.7; these values are consistent with the values derived in Spergel

et al. (2003).

6.3 Model

First we present our motivation for introducing reionization as an important parameter in the

formation history of GCSs. Within the framework we establish, we go on to describe the three

free parameters of our model.

6.3.1 The importance of reionization

Our model explains the dichotomy between metal-poor and metal-rich globular cluster systems as a

chronological sequence, where metal-poor globular clusters are older. We assume they formed in the

early universe as gas-rich proto-galactic building blocks merged together to form larger structure:

the merger rate was very high in the early universe. Specifically, we assume that globular clusters

formed from cold gas within dark matter halos. We do not claim that globular clusters have dark

matter halos of their own; this conflicts with observation of globular cluster tidal tails (Moore, 1996).

But, just as a Milky Way globular cluster resides within a dark matter halo without having its own

little halo, we postulate that globular cluster formation proceeds within dark matter halos without

involving dark matter halos on the scale of globular clusters themselves.

At z ∼ 10, the universe reionized: H ii regions around early galaxies percolated throughout the

universe, and the temperature of the intergalactic medium (IGM) jumped from tens of Kelvins to

104 K. The redshift of reionization is uncertain. Observations of the neutral component of the IGM

suggested that reionization was finishing at ' 6.5 (Fan et al., 2002). However, the first WMAP

satellite results indicated that the universe may have been reionized at z ' 20 (Kogut et al., 2003).

Young globular clusters contributed both ionizing photons and metals to the IGM; under certain

assumptions they may have even contributed substantially to the reionization process itself (Ricotti,

2002).
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The IGM was heated when it reionized. There was an associated rise in the Jeans mass, and

in the time-averaged Jeans mass, called the filtering mass, MF (Gnedin, 2000). In the top panel of

Fig. 6.1, the thick line illustrates the evolution of MF with redshift, assuming reionization at z ' 153.

Dark matter halos more massive than MF at any given redshift have sufficiently deep potential wells

to draw in their associated baryons; halos less massive than MF undergo dark matter collapse, but

with little associated baryons. For comparison with MF, we characterize the halo abundance with

the thin lines in the top panel of Fig. 6.1. The curves correspond, from left to right, to 5,4,3,2, and

1σ fluctuations of matter in the universe, as a function of redshift. For example, at z = 9, halos

with total mass M = 106 M� are only 1σ fluctuations, and thus are abundant. By comparison,

at that same redshift M = 1010 M� halos are 5σ fluctuations and quite rare: about five orders of

magnitude less abundant than 1σ fluctuations (Press & Schechter, 1974).

The scenario illustrated by Fig. 6.1 implies that galaxy formation proceeded unimpeded on mass

scales of, e.g., 108 M�, until the filtering mass increased in association with reionization. After that

point (z ∼ 9 in the figure), M = 108 M� halos no longer efficiently accreted baryons, and thus were

relatively sterile to star formation. One way of examining this effect integrated over all mass scales

is shown in the bottom panel of Fig. 6.1. The quantity F , shown by the dotted line, is the fraction

of matter in the universe contained in halos with M > MF, at that redshift. If we had assumed

that MF = 0 at all times, then F would be a smoothly increasing monotonic function of decreasing

redshift, reflecting the progress of dark matter structure formation. However, by introducing a time-

variable filtering mass, we generated an interval of redshift from z ' 15 to z ' 7 when very little

new baryonic structure formed: the evolution of F stalls at a constant value. The time associated

with that interval is ∼ 5× 108 yr. The pause in the increase of F is emphasized by the solid curve,

which shows Ḟ , the rate of change of F per Gyr: there is a pre-reionization burst of excitement

when the amount of collapsed baryonic matter increased by an order of magnitude in 108 yr, and a

post-reionization recovery of of the growth of baryonic structure, with a hiatus in between. Barkana

& Loeb (1999) used this observation to propose that the star-formation rate as a function of redshift

3This MF(z) is scaled up in redshift from data presented by Benson et al. (2002b). As such, it is not an exact
calculation, but illustrates the important qualitative behavior.
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has a characteristic dip associated with reionization (but see also Benson et al. 2002b).

We propose that globular cluster formation traced baryonic structure formation. Benson et al.

(2002b) showed in their galaxy formation calculation that negative feedback, due to, e.g., supernovae,

already suppressed star formation in halos with M < MF(z = 0) ' 1010 M�, so that the integrated

SFR of the universe did not show a suppression associated with reionization. However, though

relatively large systems dominated the total SFR, these massive systems are also likely to be metal-

rich due to the very fact that they are massive enough to form stars efficiently irrespective of feedback.

If less-massive systems dominate the production of metal-poor globular clusters, then even though

the SFR integrated over the universe may not be substantially suppressed by reionization, the

formation of metal-poor globular clusters would be.

We assume that globular cluster formation resumed after reionization completed, as baryonic

structure formation resumed, though note that metal-rich globular cluster formation may already

occur before or during reionization. But by the end of reionization stellar evolution has had time

to further enrich the gas that stars are forming out of, and thus though metal-rich globular clusters

may still form, the era of metal-poor GCS formation is complete, at least in structure that will

evolve into z = 0 galaxies. Some post-reionization low-metallicity gas may actively form stars, and

even metal-poor globular clusters, in certain rare environments, but this is not relevant to the GCS

formation of massive galaxies. Note that even at z = 5, the universe is only 1 Gyr old, so that metal-

rich globular clusters forming then may still be nearly as old as the age of the universe, consistent

with observations of Milky Way globular clusters (e.g., Krauss & Chaboyer, 2003).

This is the end of our discussion of GCS metallicity. We emphasize that we do not calculate any

metallicities, and thus do not explain the value of the metallicity gap, its width, or the metallicity

spread of the metal-poor population. Moreover, we will not discuss the formation of the metal-rich

GCS further. We believe that metal-rich globular clusters form in detail similarly to metal-poor

globular clusters, explaining the structural similarity among globular clusters of all metallicities.

However, in our model metal-rich globular clusters form, in general, later than metal-poor globular

clusters, and under circumstances that we do not attempt to address. The modelling of Beasley
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Figure 6.1 Baryonic structure formation and reionization. (top) This panel shows both the char-
acteristic mass scales of dark matter structure formation, and also the characteristic mass scale of
baryonic collapse. The filtering mass (thick line) schematically represents the mass scale below which
baryons cannot collapse and cool (Gnedin, 2000); above this scale the dark matter gravitational po-
tential is strong enough to overcome the baryonic gas pressure. The other curves (thin lines) show
the progress of dark matter structure formation. The curves represent 1,2,3,4,5σ fluctuations of
matter in the universe, as labelled. (bottom) This panel shows the fraction (dotted curve, F ) of
matter in the universe collapsed in structures with mass greater than the filtering mass, and its rate
of change per Gyr (solid curve, Ḟ ) as a function of redshift.



161

et al. (2002) shows great promise in explaining the formation of metal-rich GCSs.

6.3.2 Model parameters

Under the assumption that metal-poor GCSs formed before reionization, we have (in the simplest

case) three parameters to describe our model. The first is the end of the metal-poor GCS formation

epoch, the redshift of reionization, zreion4. Though it is possible for reionization to occur at different

times in different locations, especially given the uncertainty regarding the details of reionization

in light of the WMAP results, we proceed under the simplifying assumption that one redshift

characterizes the end of the metal-poor GCS formation everywhere.

Our second parameter is the total halo mass below which globular clusters cannot form, Mcut.

Globular cluster formation in detail is an uncertain process (e.g., Ashman & Zepf, 2001, for a recent

review of some of the complexities). It may be that the conditions required for globular cluster

formation do not occur in 106 M� halos, the smallest that can collapse baryons before reionization,

but only in halos bigger than 108 M�. We parameterize this ignorance with Mcut. Future work on

the formation of individual globular clusters within a cosmological framework, such as Kravtsov &

Gnedin (2003), may eventually provide a physically motivated value for Mcut.

Our third and final free parameter is the efficiency of globular cluster formation, η (see McLaugh-

lin, 1999, for a general discussion of this topic). A key constraint on this parameter is that it must

not be larger than unity: we cannot make more globular cluster stars than we have gas for. Beyond

this constraint, we treat η as a free parameter to be adjusted to fit data; for simplicity and definite-

ness, we assume a universal value of η applies throughout the universe (before reionization; our η

may be unrelated to the efficiency of formation of metal-rich globular clusters).

4Strictly, the end of the metal-poor GCS formation epoch occurs after reionization, because the filtering mass lags
the Jeans mass. We will still name this time zreion because of the association with reionization.
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6.4 Computational methods

In this section we present the computational implementation of our model, specifically for the mod-

elling of the formation of the Milky Way metal-poor GCS. First, we describe our method for generat-

ing the cosmological initial conditions of the formation of the Milky Way; these initial conditions are

used to identify the formation sites of globular clusters. Second, we describe the N-body collisionless

gravitational simulations used to evolve the initial conditions to z = 0, and to compute the final

spatial distribution of the Milky Way metal-poor GCS.

6.4.1 Initial conditions

Our goal is to generate initial conditions that are consistent with our best knowledge of the power

spectrum of matter fluctuations (Spergel et al., 2003), while at the same time we want to impose the

constraint that we form a galaxy of a specified mass and collapse redshift within a relatively small

simulation box (due to computational limits). One approach would be to simulate a large volume of

the universe to identify a suitable halo, then excise that part of the simulation box and resimulate the

halo of interest at higher resolution. Because we were interested in exploring a variety of final halo

masses and collapse histories (Section 6.6), resimulation is a computationally costly method. Instead,

we have made use of the technique of constrained realizations of cosmological initial conditions. We

used the spherical overdensity formalism (e.g., Peebles, 1993) to make an educated guess at the length

scale and perturbation strength that corresponded to the galaxy formation history we are interested

in. Roughly speaking, the length scale sets the mass of the final galaxy, and the overdensity sets the

collapse history (larger overdensities collapse earlier).

Our implemented technique allowed us to specify an overdensity averaged over a Gaussian sphere,

while still allowing a full realization of power on all scales represented in our simulation (Hoffman

& Ribak, 1991). We realized our constrained initial conditions using the publicly-available software

package COSMICS/GRAFIC by E. Bertschinger5 (van de Weygaert & Bertschinger, 1996). We reiterate

that our initial conditions were not simple spherical overdensities, but rather realistic realizations
5available at http://arcturus.mit.edu/cosmics/
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with power on all scales in the simulation box, constrained so that a halo close to the desired mass

collapsed at close to the desired redshift. Using the simulations described in the following subsection,

we evolved these conditions to z = 0 and used the results to calibrate our choices of perturbation

strength and size.

We also used the spherical overdensity formalism to locate sites of globular cluster formation.

In spherical overdensity theory, a sufficiently positive value for the cosmic overdensity on any scale

corresponds to a collapse time for that overdensity. Consequently, if we are interested in identifying

the locations of halos of mass M = 108 M� that collapse at z = 6, we can compute the overdensity

around every point in our simulation volume. If the overdensity linearly extrapolated to z = 0

exceeds a critical threshold that depends on collapse redshift (i.e., 6, in this example), then we

assume that location in space was the site of a collapsed halo at z = 6.

A more reliable way of identifying collapsed structure at a (high) redshift of interest would be to

find halos directly from the N-body simulations described next. However, the spherical overdensity

technique can be applied down to the smallest scale represented in the simulation volume, whereas

identifying halos reliably requires many tens of particles per halo. We used simulation cubes that

measured 5 Mpc on a side, with 643 total particles. This gave a particle mass of 2× 107 M�. Even

with the spherical overdensity method of identifying halo collapse times and masses we only resolved

down to the particle mass. Limiting ourselves to M > 109 M�, a realistic limit if we insisted on using

a halo finder to identify high-redshift structure, would mean that we could not explore values of Mcut

below 109 M�. Larger simulations in the future will allow direct application of halo identification

at high redshifts on all interesting mass scales.

In Fig. 6.2 we show a visualization of the initial conditions of our Milky Way simulation. The

simulation began at z = 52, and the particles were initially located on a regular grid before being

displaced according to the Zeldovich approximation using the realized density field. In the figure

we have plotted as small points initial positions for locations with overdensities on M = 108 M�

scales that exceed the critical overdensity for collapse at z = 15. The large squares are the initial

positions for locations with overdensities on M = 109 M� scales that exceed the critical overdensity
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for collapse at z = 8.

From Fig. 6.2 it is clear that the high overdensities with substantial mass in them are clustered

toward the center of the box. This is a consequence of our constraint that a Milky Way-sized

galaxy form near the center of the box. However, it is also clear that, while centrally concentrated,

the identified peaks are clustered to each other more strongly than they are clustered to the box

center. Even in projection, the various clumps of peaks have separations of approximately 2 Mpc

(comoving). The mass contained within a spherical region that bounds the identified peaks is

approximately 1012 M�, the total mass of our final Milky Way.

To return to our globular cluster formation model, the two different families of identified peaks

represent two different choices of zreion and Mcut. These particular parameter choices will be justified

in the next section. Now, though, we describe the collisionless evolution of these peaks within the

formation of our simulated Milky Way, and examine the final configuration.

6.4.2 N-body evolution

It is not computationally demanding to generate cosmological initial conditions of structure forma-

tion, even the constrained initial conditions described above. Evolving the growth of structure, in

particular the simulated formation of the Milky Way at reasonably high resolution, is a computa-

tionally demanding task. However, our goal is to accurately estimate the final spatial distribution

of the metal-poor GCS (having identified globular clusters with simulation particles in the previous

section), and this can only be accomplished by following the non-linear growth of our simulated

Milky Way (but see Rosenblatt et al., 1988, for an analytic estimate).

We evolved our constrained initial conditions through non-linear structure formation using the

publicly available N-body gravitational solver GADGET6, a tree-based code (Springel et al., 2001).

Though GADGET is capable of simulating the evolution of gas using smoothed-particle hydrodynam-

ics, we perform strictly gravitational computations. There are many user-controlled parameters

associated with GADGET; we adopt values7 based on investigations of Power et al. (2003), who exten-

6available at http://www.mpa-garching.mpg.de/gadget/
7The exact set of parameters used is available from the author upon request.
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Figure 6.2 Initial positions of sites of metal-poor globular cluster formation. The positions are shown
at z = 52, for M = 108 M� peaks that exceed the critical overdensity for collapse at z = 15 (small
points), and for M = 109 M� peaks that that exceed the critical overdensity for collapse at z = 8.
The simulation box size is 5 Mpc on a side; this figure shows the entire simulation box.
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sively explored the dependence of the radial density distribution of the inner parts of a dark matter

halo on the GADGET input parameters. We comment specifically on the convergence of our simulation

in the inner regions when we present our Milky Way simulation results in the next section.

6.5 Milky Way results

In this section we discuss the results of our Milky Way simulation. For a given realization of the

constrained initial conditions described in Section 6.4.1, our three free model parameters determine

the location and mass of the original Milky Way metal-poor GCS. Then our evolution of these initial

conditions to z = 0 shows the final spatial extent of the Milky metal-poor GCS, which we compare

to both the distribution of the observed Milky metal-poor GCS and the spatial extent of our dark

matter halo.

In Fig. 6.2 we showed the spatial distribution of globular cluster formation sites, assuming either

zreion = 15, Mcut = 108 M�, or zreion = 8, Mcut = 109 M�. These assumptions resulted in the

identification of 78 or 9 globular cluster formation sites, respectively. The mean mass of Milky Way

globular clusters is now 2.4 × 105 M� (McLaughlin, 1999), and there are 86 globular clusters with

[Fe/H] < −1.25 (Harris, 1996), which we identify as the metal-poor population. The total current

mass of the Milky Way metal-poor GCS is then 2.1× 107 M�. However, the mass of the metal-poor

GCS at formation was larger: both stellar evolution and dynamical disruption decrease the total

mass of the GCS in time. Based on the results of Fall & Zhang (2001), we estimate that the mass

of the Milky Way metal-poor GCS was approximately 108 M� at formation.

The total masses in globular cluster formation sites identified with our Mcut = 108 M� and

Mcut = 109 M� parameter choices are 7.8× 109 M� and 9× 109 M�, respectively. The associated

baryonic masses are 1.1× 109 M� and 1.3× 109 M�. Thus our final free parameter, the efficiency of

formation of globular clusters from collapsed baryons at zreion, is fixed to match the inferred mass

of the original Milky Way metal-poor GCS: η ' 0.1 for either parameter choice. Note that for

Mcut = 108 M� we need to form approximately one globular cluster per formation site, whereas for

Mcut = 109 M� we need to form ∼ 10 globular clusters per formation site.
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These results make it clear that, e.g., setting our free parameters to zreion = 15, Mcut = 109 M�

would produce less baryonic mass to form the Milky Way metal-poor GCS. Thus our requirement

that η ≤ 1 combined with the inferred original mass of the Milky Way metal-poor GCS already

constrains our choice of our other two free parameters. Future theoretical calculations of η could

further restrict the available parameter space of zreion and Mcut.

We turn now to our predicted spatial distribution of globular clusters in the Milky Way at z = 0.

Figure 6.3 shows the final spatial distribution of globular cluster formation sites, using the same

symbols as Fig. 6.2. The scale of the box is similar to twice the virial radius of the Milky Way (see

below). It is immediately clear that globular cluster formation sites are centrally concentrated with

respect to the entire dark matter halo. We show this quantitatively in Fig. 6.4, which presents the

cumulative radial distribution of the observed Milky Way metal-poor GCS, as well as two predictions

from our simulation, and also the cumulative Milky Way halo mass as a function of radius.

The solid curve is the observed radial (galactocentric) distribution of the Milky Way metal-poor

GCS (Harris, 1996). Almost all Milky Way globular clusters are contained within a radius of 40 kpc

from the Galactic center. The short-dashed and long-dashed curves show the final radial distribution

of our simulated Milky Way metal-poor GCS, for Mcut = 108 M� and Mcut = 109 M�, respectively,

where we have assumed 10 globular clusters formed in each formation site for Mcut = 109 M� (see

above). For both model parameter choices, the 40 kpc extent of the Milky Way metal-poor GCS

is very well matched. In striking contrast, 75 per cent of the virial mass of the Milky Way halo

is located beyond 40 kpc, illustrated by the dotted curve read off against the right axis (note the

logarithmic scale). We have demonstrated that a pre-galactic globular cluster formation model may

easily match the radial extent of the Milky Way metal-poor GCS (we accomplish this with two

different model parameter choices), and that the radial distribution of the simulated GCS does not

resemble the radial distribution of the dark matter halo at large radii, because it is much more

centrally concentrated.

Within 10 kpc our simulation suffers from numerical effects that prevent us from making a reliable

comparison of our radial profiles to observations (future simulations will address this). In addition
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Figure 6.3 Final positions of sites of metal-poor globular cluster formation. The positions are shown
at z = 0, for M = 108 M� peaks that exceed the critical overdensity for collapse at z = 15 (small
points), and for M = 109 M� peaks that that exceed the critical overdensity for collapse at z = 8 (as
in Fig. 6.2). The simulation box size is 5 Mpc on a side, and the region shown roughly corresponds
to the size of the Milky Way dark matter halo.

to numerical effects, many physical effects may influence the radial profile of globular clusters with

10 kpc of the galactic center. Adiabatic contraction of the baryonic galaxy will pull the inner

globular clusters in a little with it. Dynamical friction will also pull inner globular clusters further

toward the center. Globular cluster destruction may be more efficient for the inner globular clusters

than outer globular clusters, which could change the shape of the radial distribution. We emphasize

that none of these considerations, if included in our model, would increase the radial extent of the

simulated GCS. Thus the conclusion that our simulations can match the radial extent of the Milky

Way metal-poor GCS is robust.



169

Figure 6.4 Radial distribution of observed and simulated Milky Way globular clusters, and Milky
Way dark matter halo. The solid curve is the observed cumulative radial (galactocentric) distribution
of the Milky Way metal-poor GCS. The short-dashed and long-dashed curves show the final radial
distribution of our simulated Milky Way metal-poor GCS, for Mcut = 108 M� and Mcut = 109 M�,
respectively, where we have assumed 10 globular clusters formed in each formation site for Mcut =
109 M� (see Section 6.5). The dotted curve, to be read against the right axis, is the enclosed mass
as a function of radius of the Milky Way halo in our simulation.
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6.6 Environment

We now examine the predictions of our metal-poor GCS formation model in the context of the specific

frequency of metal-poor globular clusters as a function of galactic environment. As discussed in the

introduction, it is expected that a pre-galactic model such as this one should naturally reproduce

the observed trend of larger numbers of metal-poor globular clusters per unit total mass for galaxies

in richer environments (West, 1993).

We note that traditionally specific frequency was defined with respect to V -band luminosity

(Harris & van den Bergh, 1981, intended for use with early-type galaxies without active star forma-

tion), and later an analogous specific frequency with respect to stellar mass was introduced (Zepf &

Ashman, 1993, to be applied to more general galactic conditions, such as spirals and star-forming

mergers). However, our model is only suitable for calculating the number of metal-poor globular

clusters per unit total (baryonic plus dark) matter of a galaxy. Star-formation and population-

synthesis modelling could be used to quantitatively relate our specific frequency quantity to other

definitions; we will assume that stellar mass scales with total mass, and thus our specific frequency

is proportion to other measures.

6.6.1 Schematic argument for increasing specific frequency with increas-

ing richness of galactic environment

First we present a schematic argument demonstrating why, statistically, galaxies in denser envi-

ronments have higher metal-poor specific frequencies than similar galaxies in the field. Figure 6.5

shows cartoon depictions of two galaxies. In this figure initial overdensity is shown on the vertical

axis. Because higher overdensities collapse earlier, overdensity is directly related to collapse redshift:

points closer to the top collapse before lower points. The horizontal axis represents a spatial scale.

The mass of a collapsed halo at redshift zcollapse is proportional to the cross-section of a horizontal

line drawn at zcollapse and the structure drawing.

In this figure galaxy formation is simplified into a two-step process. First low-mass, high-redshift
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proto-galactic halos collapse, then later a roughly monolithic inside-out collapse of the galaxy incor-

porates the pre-galactic structure into a massive galaxy. Real conditions are of course more complex

than this, and modelled numerically in the next subsection. This figure illustrates the formation

of two galaxies with identical final mass, and strictly similar dark-matter collapse histories (though

one collapses earlier, the process of collapse is just rescaled in time between both). However, one

galaxy is located in a cluster of galaxies, and the other in the field. The cluster galaxy sits on top

of a pedestal of overdensity associated with a much larger scale, the cluster. So though the galactic

(and sub-galactic) perturbations for each galaxy are the same, the peak-on-peak effect of the cluster

overdensity causes the cluster galaxy to collapse before the field galaxy.

If we examine the collapsed structure of both galaxies at a fixed redshift, zreion, we find that

the cluster galaxy has 15 pre-galactic halos collapsed, compared to only 7 for the field galaxy. If

metal-poor globular cluster formation were proportional to the amount of collapsed structure before

reionization, as we have assumed, then we would expect an enhancement (a factor of 2 in this

cartoon) in the specific frequency of the cluster galaxy with respect to the field galaxy (the galaxies

have the same mass by construction). Figure 6.5 shows that the variation of specific frequency with

environment depends on the choice of zreion (it also depends on Mcut, though this is not illustrated

here).

The concentrated nature of the galaxy-scale perturbation shows that even though the pre-galactic

structure is not concentrated toward the future center of the galaxy, the distribution of globular

cluster formation sites is concentrated toward the center of the future galaxy, relative to the total

mass of the galaxy (the width of the galaxy pentagon).

We note that it is not environment per se, but rather galaxy collapse history, that is responsible

for the variation of specific frequency with environment. Correlations naturally present in the initial

conditions of structure formation, illustrated with the “peak-patch” split we used to describe Fig. 6.5,

dictate that for otherwise similar galaxies, galaxies in richer environments statistically form earlier.

A field elliptical with a cluster-like specific frequency would therefore not be surprising, though such

galaxies should be the exception rather than the rule. Future analytic calculations and numerical
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Figure 6.5 Schematic illustration of dependence of specific frequency on galactic environment. The
ordinate represents the collapse redshift of points on the plot: points at larger values of zcollapse

collapse earlier. The abscissa is a spatial scale: the collapsed mass at redshift z is proportional to
the cross-section of a line drawn at zcollapse = z and the figures. The thin vertical “forests” of lines
represent low-mass, pre-galactic structure; the pentagons under the forest represent galaxy-scale
structure; and the broad pedestal above “Cluster” represents cluster of galaxies scale structure.
Thus, as cosmic time moves forward in this figure, first low-mass peaks collapse, then galaxies, then
clusters in some locations. In our model metal-poor globular clusters form in structure collapsed
before reionization. Under this scheme the vertical peaks that cross above the dashed line labelled
zreion are our globular cluster formation sites. This figure illustrates that, for otherwise similar
galaxies, galaxies in rich environments are expected to have more metal-poor globular clusters per
unit galaxy total mass than field galaxies have.

simulations could quantify the likelihood of this phenomenon.

6.6.2 Semi-quantitative analysis

Figure 6.6 shows a more quantitative estimate of the specific frequency of metal-poor globular clusters

as a function of galaxy collapse history, which is statistically related to galaxy environment. The

points show the number of metal-poor globular clusters per unit predicted total halo mass at z = 0,

as a function of the overdensity of the galaxy-scale density perturbation. The specific frequency

is arbitrarily normalized (see our discussion at the beginning of this section). The overdensity is

defined as the linearly-extrapolated z = 0 overdensity averaged over the size of the overdensity

constraint imposed when we generated our initial conditions. Larger overdensity corresponds to

earlier collapse, and thus richer galactic environments on average.

The points here were computed using our Mcut = 108 M�, zreion = 15 parameter set; our
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predicted specific frequencies are sensitive to these choices (as discussed in the previous subsection).

The two sets of points (connected by lines) represent two different predicted galactic mass scales.

The lower set of points were calculated to be representative of a spiral like the Milky Way, and the

upper points should resemble a massive elliptical. It is a general prediction of the model that more

massive halos should have higher specific frequencies than less massive halos, at least for massive

galaxies (dwarf galaxies are a more subtle issue, since for low-mass halos assumption of a constant

stellar mass to halo mass is likely a very bad assumption).

Unfortunately we do not yet have available the extensive numerical simulations required to

calibrate our predicted total halo mass (based on the spherical overdensity criteria applied to the

constrained initial conditions) to the final virialized mass at z = 0. Our computed specific frequency

values do show the expected increase with earlier collapse history, and thus richness of galactic

environment. We can easily generate variations in specific frequency up to two orders of magnitude,

if we allow collapse of the galaxy-scale perturbation to occur as early as z = 5.7 (corresponding

to an overdensity of 8.8). If the galaxy-scale perturbation collapses closer to z = 2, probably a

more representative value for a cluster central elliptical galaxy, then we estimate a specific frequency

enhancement of about 10 compared to the field, consistent with observations (e.g. Harris, 1991).

These considerations also demonstrate that a comparison of the metal-poor GCS of the Local

Group to an equally massive elliptical should show that the Local Group has a lower specific fre-

quency than the elliptical, because obviously the elliptical collapsed before the Local Group (which

has not yet collapsed). This is exactly what an observational study discovered (Forbes et al., 2000).

6.7 Summary

The simple scenario for metal-poor GCS formation presented here has so far shown promise as

a model. We have introduced cosmic reionization as a new element of GCS formation theory, a

physically motivated mechanism to suppress intermediate-metallicity globular cluster formation and

generate the observed bimodal globular cluster metallicity distributions. This hypothesis of fixed

GCS formation time creates a simple framework within which we can calculate many properties of
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Figure 6.6 The specific frequency of metal-poor globular clusters. This figure shows the number
of metal-poor globular clusters per unit predicted total halo mass at z = 0, as a function of the
overdensity of the galaxy-scale density perturbation. The specific frequency is arbitrarily normalized.
The abscissa shows a measure of how early a given galaxy collapses: galaxies with higher overdensity
values collapse earlier; lines connect points of similar mass but different collapse histories. Early
collapse is likely to correlate with denser galaxy environments. See Section 6.6.2 for a more complete
description.
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metal-poor GCSs, as exploited by earlier work (e.g., Rosenblatt et al., 1988; West, 1993).

Our model has three free parameters, which we constrained by requiring our model to reproduce

the total mass and extent of the Milky Way metal-poor GCS. Once the parameters are fixed, we

can generate the radial distribution of the metal-poor GCS and the specific frequency as a function

of mass and collapse history, which is closely related to environment. We demonstrated that our

model (and, by extension, other pre-galactic models of globular cluster formation) is capable of

reproducing the observed radial extent of the Milky Way metal-poor globular cluster system. We

can also match the observed trend of increasing metal-poor globular cluster specific frequency with

increasing richness of galactic environment. This is consequence not of environment itself, but rather

the correlation between rich environments and early (in cosmic time) galactic collapse histories.

Our model may be applied in the future to many more interesting problems in globular cluster

system formation. For example, the kinematics of the metal-poor GCS are also predicted. As another

specific example, in Section 6.5 we showed two solutions within our parameter space that matched the

observed mass and spatial extent of the Milky Way metal-poor GCS. One of these solutions formed

approximately one globular cluster per formation site, and the other solution formed approximately

10 globular clusters per formation site. In the latter case, dynamical evolution implies that we

would not expect to observe all 10 globular clusters right next to each other today. However, we

would expect them to trace out a common orbital path. Two such streams of globular clusters have

recently been discovered (Bellazzini et al., 2003). Future high-precision astrometry will map the

phase-space distribution of the Milky Way GCS, allowing further quantitative measurement of the

fraction of globular clusters in dynamically associated streams. This model may also make other

predictions, such as the dependence of the radial distribution and kinematics as a function of galaxy

mass and environment, specific predictions about extragalactic metal-poor globular clusters, and

specific frequencies of globular clusters in dwarf galaxies.

However, our model also has some weaknesses. We do not simulate the process of globular cluster

formation: we assign a metallicity of “metal-poor” by assumption. We calculate specific frequency

always with respect to total baryonic plus dark matter mass of a galaxy and its halo; this is not in
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general a direct observable. It will be difficult for our model to make predictions for the exact shape

of the radial distribution of metal-poor GCSs at small galactic radii until a treatment of globular

cluster destruction is incorporated (and a similar caveat applies to studying kinematics).

On balance, we have used numerical techniques to confirm earlier analytic conclusions that

a “pre-galactic” model of globular cluster formation may do an excellent job reproducing many

observed properties of the Milky Way metal-poor GCS and trends observed between metal-poor

GCSs of galaxies in different environments. Future work will continue to compare the predictions of

our model with the wealth of unexplained observational data, as well as make predictions for new

observations.
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R. H., Knapp, G. R., Ivezić, Ž., Brandt, W. N., Collinge, M., Hao, L., Harbeck, D., Prada, F.,

Schaye, J., Strateva, I., Zakamska, N., Anderson, S., Brinkmann, J., Bahcall, N. A., Lamb, D. Q.,

Okamura, S., Szalay, A., & York, D. G. 2003, A.J., 125, 1649

Fan, X., Strauss, M. A., Schneider, D. P., Gunn, J. E., Lupton, R. H., Anderson, S. F., Voges,

W., Margon, B., Annis, J., Bahcall, N. A., Brinkmann, J., Brunner, R. J., Carr, M. A., Csabai,

I., Doi, M., Frieman, J. A., Fukugita, M., Hennessy, G. S., Hindsley, R. B., Ivezić, Ž., Knapp,
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Reuland, M., van Breugel, W., Röttgering, H., de Vries, W., Stanford, S. A., Dey, A., Lacy, M.,

Bland-Hawthorn, J., Dopita, M., & Miley, G. 2003, Ap.J., 592, 755

Rhoads, J. E., Dey, A., Malhotra, S., Stern, D., Spinrad, H., Jannuzi, B. T., Dawson, S., Brown,

M. J. I., & Landes, E. 2003, A.J., 125, 1006

Rhoads, J. E. & Malhotra, S. 2001, Ap.J., 563, L5

Rhoads, J. E., Malhotra, S., Dey, A., Stern, D., Spinrad, H., & Jannuzi, B. T. 2000, Ap.J., 545, L85

Ricotti, M. 2002, M.N.R.A.S., 336, L33



188

Rosenblatt, E. I., Faber, S. M., & Blumenthal, G. R. 1988, Ap.J., 330, 191

Salvaterra, R. & Ferrara, A. 2003, M.N.R.A.S., 339, 973

Santos, M. R. 2004a, M.N.R.A.S., 349, 1137

—. 2004b, in preparation

Santos, M. R., Bromm, V., & Kamionkowski, M. 2002, M.N.R.A.S., 336, 1082

Santos, M. R., Ellis, R. S., Kneib, J., Richard, J., & Kuijken, K. 2004, Ap.J., 606, 683

Santos, M. R. & Loeb, A. 2003, MNRAS, submitted, astro-ph/0304130

Sargent, W. L. W., Steidel, C. C., & Boksenberg, A. 1989, Ap.J.S., 69, 703

Scannapieco, E. & Barkana, R. 2002, Ap.J., 571, 585

Scannapieco, E. & Broadhurst, T. 2001, Ap.J., 549, 28

Scannapieco, E., Ferrara, A., & Broadhurst, T. 2000, Ap.J., 536, L11

Schaerer, D. 2002, A.&A., 382, 28

—. 2003, A.&A., 397, 527

Schaye, J. 2001, Ap.J., 559, 507

Schechter, P. 1976, Ap.J., 203, 297

Scheffler, H. & Elsaesser, H. 1987, Physics of the galaxy and interstellar matter (Berlin and New

York, Springer-Verlag, 1987, 503 p. Translation.)

Schneider, D. P., Richards, G. T., Fan, X., Hall, P. B., Strauss, M. A., Vanden Berk, D. E., Gunn,

J. E., Newberg, H. J., Reichard, T. A., Stoughton, C., Voges, W., Yanny, B., Anderson, S. F.,

Annis, J., Bahcall, N. A., Bauer, A., Bernardi, M., Blanton, M. R., Boroski, W. N., Brinkmann,

J., Briggs, J. W., Brunner, R., Burles, S., Carey, L., Castander, F. J., Connolly, A. J., Csabai, I.,

Doi, M., Friedman, S., Frieman, J. A., Fukugita, M., Heckman, T. M., Hennessy, G. S., Hindsley,



189
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