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Abstract

Thomas S. Duffy, Ph.D.

California Institute of Technology 1992

Comparison of laboratory elasticity data with seismic measurements of the Earth
provides a means to understand the deep interior. The effect of pressure and tem-
perature on elastic properties must be well understood for meaningful comparisons.
In this work, elastic wave velocities have been measured under shock compression
to 80 GPa in an Fe-Cr-Ni alloy, to 27 GPa in polycrystalline MgQO, and to 81 GPa
in molybdenum preheated to 1400°C. These measurements were made by recording
particle velocity histories at a sample surface using the method of velocity interfer-
ometry. In addition to elastic properties, these experiments provide information on
the constitutive and equation of state (EOS) properties of the sample as well as the
unloading adiabats.

Compressional and bulk wave velocities in Fe-Cr-Ni alloy are consistent with
third-order finite strain theory and ultrasonic data. Thermal effects on the wave
velocities are less than 2% at 80 GPa. Second pressure derivatives of velocity were
constrained along the Hugoniot to be: (8°Cp/0P?)y = -0.16 (0.06) GPa~! and

(0*°Ks/0P%) g = -0.17 (0.08) GPa~!. The measured wave profiles can be successfully
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reproduced by numerical simulations utilizing elastic-plastic theory modified by a
Bauschinger effect and stress relaxation. Material strength was found to increase by
a factor of at least 5 up to 80 GPa and to be 2-3% of the total stress.

Compressional and bulk velocities in Fe-Cr-Ni define linear velocity-density trends
and can be modeled by averaging properties of Fe, Cr, and Ni. The effect of alloying
~4 wt.% Ni with Fe would change both Vp and Vg by less than 1% under core condi-
tions. Compressional velocities in Fe-Ni are compatible with inner core values when
corrected for thermal effects. Shear velocities in Fe, determined from a combination
of Vp and Vp data, are ~3.6 kin/s at P=150-200 GPa. Low values are most likely
caused by a weak pressure dependence of the rigidity and imply that partial melting
is not required in the inner core.

Wave profile and EOS measurements in polycrystalline MgO define its EOS:
Us = 6.77(0.08) + 1.27(0.04)u,. Compressional sound velocities to 27 GPa yield the
longitudinal modulus and its pressure derivative: Cr, = K,5 + 4/3G = 335 £ 1 GPa
and C}, = 7.4 £ 0.2, which are in good agreement with ultrasonic determinations.
The unloading wave profiles can be modeled using a modified elastic-plastic consti-
tutive response originally developed for metals. Thermal expansivities in MgO have
been determined to be 12 + 4 x 1076 K1 at P=174-200 GPa and T=3100-3600 K
from shock temperature and EOS data. These results imply that the lower mantle
is enriched in Si and/or Fe relative to the upper mantle.

Wave profiles in molybdenum at 1400°C are the first wave profile determinations
at significantly high initial temperature. The EOS determined from these meas-

urements agrees well with previous data. The compressive yield strength of Mo is
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0.79-0.94 GPa at 1400°C, and the HEL stress is 1.5-1.7 GPa. The temperature coefli-
cient of compressional velocity, (0Vp/9T ) p, is found to vary from -0.35(0.13) m/s/K
at 12 GPa to -0.18(0.14) m/s/K at 81 GPa and compares with an ambient pressure
value of -0.26 m/s/K. It is inferred that (0Vp/OT)p decreases with pressure, and

data for Mo are shown to be consistent with trends defined by other metals.
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Chapter 1

Elastic and Constitutive Properties of

an Fe-Cr-Ni alloy shock compressed to

80 GPa

1.1 Introduction

The elastic properties of Fe and Fe alloys at high pressure are important for under-
standing the seismic properties of the Earth’s core. While the Earth’s core is known
to be dominantly iron on the basis of density data and cosmochemical arguments,
a number of possible alloying elements have been proposed. Measurement of elastic
wave velocities in iron alloys offers a means to place constraints on the nature and
amount of such components. Comparing laboratory data to Earth’s core conditions
requires large and uncertain extrapolations in pressure and temperature. It is there-
fore important to delineate the separate pressure and temperature variation of wave
velocities.

In this study, elastic wave velocities will be reported in an Fe-Cr-Ni alloy (type 304

stainless steel) that has been shock compressed to 80 GPa. Elastic properties were



determined from interface particle velocity histories measured using velocity interfer-
ometry. In addition to information on elasticity, detailed wave profile measurements
provide information on constitutive properties such as the yield stress, the stress
change upon unloading, and the importance of the Bauschinger effect and stress re-
laxation. These properties provide insights into the details of the shock-compression
process, which are important in attempting to relate shock data to static data or
geophysical measurements of the Earth’s interior.

Fe-Cr-Ni alloy (304 steel), which is important for both engineering and geological
applications, has been the subject of a number of shock-compression studies. The
Hugoniot equation of state (EOS) has been determined to 190 GPa [McQueen et al.,
1970], and shock temperatures have been determined between 138 and 271 GPa
[Bass et al., 1990). Because of its engineering importance, extensive microstructural
investigations have been carried out on shock-recovered 304 steel [e.g., Murr, 1988].
Plane uniaxial strain at moderate shock pressures (20-120 GPa) and short pulse
durations (~0.5 ps) has been shown to induce a martensitic y-o/ transformation

with up to 8 vol. % martensite being identified in TEM observations [Murr, 1981].

1.2 Experimental Technique
1.2.1 Samples

The Fe-Cr-Ni alloy used in this study was type 304 stainless steel. The chemical com-
position of the steel was determined by electron microprobe analysis and is listed in
Table 1.1 together with the compositions reported in shock wave EOS and tempera-
ture experiments on this material. In all cases, the compositions are within the AISI
standard ranges for this material.

Samples were machined into 32-mm diameter disks from commercial steel rods.
The end faces were lapped flat and parallel to better than 0.01 mm. Bulk and crystal

densities were measured by weighing the samples in air and toluene under controlled



Element This Study McQueen et al. [1970] Bass et al. [1990]

Fe 69.7 68 69.3
Cr 19.3 19 19.4
Ni 8.2 10 9.1
Mn 1.3 2 -
Si 0.4 1 0.7
Total 98.9 100 98.5

Table 1.1: Chemical composition of stainless steel samples in this and other shock

studies. Values are in weight percentages.

temperature conditions. The average crystal density was 7.88 + 0.01 g/cm?, in good
agreement with the x-ray density of 7.89 g/cm? for this material. The average bulk
density was 7.87 £ 0.01 g/cm?3, indicating minimal porosity.

The rear surface of each specimen was prepared in one of two ways, depending on
the particular experiment to be performed. A number of specularly reflecting steel
targets were prepared by polishing with successively finer grits of alumina powder.
For the remaining targets, diffuse reflecting surfaces were produced by lapping the
rear of the sample with 5 g alumina powder. More details regarding the sample
preparation process are provided in Appendix A.

The longitudinal sound velocity was measured ultrasonically and found to be
5.75 £ 0.03 km/s. This agrees well with the value of 5.76 + 0.02 km/s reported by
Ledbetter et al. [1980]. Type 304 stainless steel has been the subject of a number of
ultrasonic sound velocity studies which have included measurement of the temper-
ature [Ledbetter et al., 1975] and pressure [Gerlich and Hart, 1984] dependences of

the aggregate elastic moduli.



1.2.2 Experiments
Dynamic Loading System

The Fe-Cr-Ni alloy specimens were shock-loaded using a 40-mm bore propellant
gun. The experimental apparatus for achieving one-dimensional planar shock loading
has been described in detail elsewhere [Ahrens et al., 1971; Ahrens, 1987]. A brief
summary is included here. Projectiles are ~100 g and consist of a lexan sabot with a
variable thickness, 32-mm diameter flyer plate mounted as a facing. The flyer plate is
usually backed by ~3-mm thick layer of 40 Ib/ft® polyurethane foam. The flyer-plate
materials used in this study were polymethyl methacrylate (PMMA), 304 stainless
steel, and tantalum. The equation of state properties of the flyers, as well as those of
other materials used in these experiments, are listed in Table 1.2. Variable amounts
of nitroglycerine-nitrocellulose propellant are used to accelerate the projectile down
the 24.5 ft. length of the gun barrel into an evacuated chamber containing the target
assembly. Impact velocities between 0.9-2.5 km/s are achievable in this manner.
Projectile velocity is determined to ~1-2% precision using both double-exposure flash

x-ray photography and time-interval counters triggered by laser-beam interrupts.

Interferometry

The primary diagnostic technique used in this study was velocity interferometry,
which gives a time-resolved picture of the motion of a diffusely or specularly reflect-
ing sample surface. Two types of interferometers were used in the present work: the
specular velocity interferometer (SVI) [Barker, 1968] and the velocity interferometer
system for any reflector (VISAR) [Barker and Hollenbach, 1972]. Both interferome-
ters work on the same principle: motion of the target surface induces a Doppler shift
in reflected laser light, which creates interference fringes in a modified Michelson
interferometer. The interference fringes record the velocity history of the reflecting

surface.



Material po (bulk) o s Yo Vo Y,  Refs.
(g/cm®)  (km/s) (GPa)
304 Steel 7.87 4.58 1.49 22 029 0.2 a,b

0.02 0.01 0.01

PMMA 1.18 2.58 1.53 1.0 - - c
0.01 0.02 0.01

Al6061 2.683 5349 1338 2.1 034 0.2 c
0.003 0.056 0.020

Al2024 2.784 5.33 1.34 2.0 - - c
0.005 0.05 0.02

Ta 16.65 3.293 1307 1.6 034 0.8 d
0.03 0.005 0.025

LiF 2.64 5.15 1.35 1.6 022 0.2 c
0.02 0.03 0.01

Al,O3 3.985 11.19 100 13 - - e
0.005 0.01 0.05

Lexan 1.193 2421 132 - - - c
0.01 0.033 0.11

Polyurethane 0.64 0.87 2.03 - - - f

Foam 0.01 - -

Table 1.2: Equation of state standards for Fe-Cr-Ni alloy experiments. Numbers
below each value represent one standard deviation uncertainties. p, is the density, c,
and s are shock wave EOS constants, 4, is the Griineisen parameter, v, is Poisson’s
ratio, and Y, is the yield strength. References: a, this study; b, McQueen et al.
[1970]; c, Marsh [1980]; d, Miichell and Nellis [1981a); e, Barker and Hollenbach

[1970]; f, Grady and Furnish [1988].



Figure 1.1: Schematic of specular velocity interferometer (SVI) used in some of the
present experiments. The designation M refers to mirrors, L to lenses, BS to beam
splitters (10-mm cube with broadband dielectric coating), F to neutral density filters

(0.001-0.1% transmission), and PMT to photomultiplier tubes (Burle 7764).
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The interferometer setup for the SVI is shown in Figure 1.1. Light from a 1.5
mW He-Ne laser (Spectra-Physics 117a) is focused onto a specularly reflecting sample
surface. The returned light is separated from the incident light, and a portion of it
is routed to a photomultiplier tube (pmt) (Burle 7764), which monitors the overall
beam intensity. The remaining light strikes a second beam splitter, which directs
a portion of it around a delay leg by means of a 60-mm right-angle prism (Rolyn
Optics Co.). The light is recombined at a third beam splitter and directed to a
second photomultiplier tube. The signals are recorded using analog oscilloscopes
(Tektronix 485) and transient digitizers (Lecroy 8081). Interference is produced at
the third beam splitter by combining two coherent beams that have been reflected at
different times from the target surface. Changes in reflector velocity cause changes in
the Doppler shifts of the recombined beams that create time-varying light-intensity
fluctuations at the pmt, which are recorded as interference fringes. The primary
limitation of this device is the requirement that the sample retain a mirror finish
after passage of the shock wave. In the present study, SVI experiments were limited
to pressures below 12 GPa.

Although more complex to construct, the VISAR is a more generally useful inter-
ferometer. A schematic of the VISAR setup is shown in Figure 1.2. In this device,
a small time delay (1-2 ns) is introduced in one leg of the interferometer by means
of fused silica cylinders, but the mirrors are positioned such that the distance along
both paths appears to be the same from the point of view of the detector. This allows
interference fringes to be formed with a diffuse (spatially incoherentj source. Light
from a 3 Watt Art laser (Lexel 5000-3) is focused onto the target surface (Figure
1.2). The returned light is recollimated before passing through beam-shaping and
polarization optics. The light is then split, delayed, and recombined at the beam
splitter, generating interference fringes that are recorded using photomultipliers and

digital oscilloscopes. The VISAR we have constructed is similar to that originally



described by Barker and Hollenbach [1972] except that it incorporates the push-
pull modification and data reduction scheme of Hemsing [1979]. More details on
interferometers for shock wave profile measurements are contained in Appendix A.
For both the VISAR and the SVI, the relationship between surface velocity and
the number of interference fringes can be expressed as [Barker, 1968; Barker and Hol-
lenbach, 1972):
u(t — 7/2) = kF (t), (1.1)

where u is the surface velocity, ¢ is time, 7 is the variable delay time of the inter-
ferometer, k is the fringe constant in velocity per fringe, and F is number of fringes

recorded. For the VISAR, the fringe constant k is given by:

k_/\

- b
2rwee,

(1.2)

where A is the laser wavelength, 7 is the delay time of the interferometer which
depends on the length of etalon material and its refractive index, w, is a correction
term that accounts for the stress-induced change of refractive index in the shock-
compressed window material, and e, is a correction term that accounts for dispersion
in the fused silica etalons. The fringe constant, and hence the surface velocity, is
constrained to within 1% when the uncertainties in Equation 1.2 are taken into

account. The time resolution of our VISAR is estimated to be 2-3 ns.

Target Assembly

Two types of target assemblies were used in the present experiments. These are
illustrated in Figures 1.3 and 1.4. In the forward-impact geometry (Figure 1.3), the
Fe-Cr-Ni alloy is placed in the target position and impacted with a polyurethane
foam-backed flyer plate of PMMA, 304 steel, or tantalum. An array of 4-6 electrical
shorting pins are used to trigger the recording instrumentation and to measure the
tilt between the flyer and target at impact, which was typically a few milliradians. A

transparent window of either Z-cut sapphire (Adolf Meller Co.) or lithium fluoride
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Figure 1.2: Schematic diagram of VISAR setup. The VISAR was constructed on
an optical table placed next to the tank of the 40-mm gun. The abbreviations are
the same as for Figure 1. PBS refers to polarizing cube beam splitters, S refers to
a quartz wedge polarization scrambler, P represents a Glan-Thompson polarizing
prism, PZT is a piezoelectric translator attached to a mirror that is mounted in a
precision angular-orientation device, and F is a a narrow bandwidth (1 nm) laser-line

interference filter.
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(LiF) (Solon Technologies, Inc.) is affixed to the rear surface of the target, using a
~10 p epoxy layer.

The purpose of the window is to attempt to match the impedance of the sample
in order to obtain a wave profile as close as possible to that propagating through
the interior of the sample. Sapphire provides an excellent impedance match to 304
stainless steel but was not used above 12 GPa because its yielding properties pre-
vent its use as an interferometer window at higher stresses [Barker and Hollenbach,
1970). LiF, which has been calibrated for use as a VISAR window to 115 GPa
[Wise and Chhabildas, 1986], was used for the majority of the present experiments,
although its impedance differs from steel by more than a factor of 2.

The main features of a forward-impact VISAR experiment are shown in the La-
grangian distance time diagram of Figure 1.5. Impact at zero time generates shock
waves propagating into the flyer and sample, which, depending on stress level and ma-
terial properties, could be preceded by an elastic precursor whose effects are neglected
for the moment. Upon arriving at the interface between the flyer and its low-density
foam backing, the shock wave reflects as a rarefaction fan [Zel’dovich and Razier,
1967], partially unloading the material from its high-pressure state. The rarefaction
fan is shown as a set of characteristics representing initial elastic, plastic, and final
unloading. When the flyer and sample are different materials, the characteristics will
be bent when encountering the change in material properties at the flyer-sample in-
terface. The shock traveling through the sample reaches the sample-window interface
at time t; and is recorded by the VISAR. Because of the mechanical impedance mis-
match at this interface, a rarefaction fan is generated, which propagates back into
the sample, interacts with the oncoming rarefaction, and perturbs the unloading
waveform observed at the sample-window interface beginning at time ¢9.

The effect of this wave interaction is eliminated in the reverse-impact geometry

illustrated in Figure 1.4. In this case, the material under study is mounted in the
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Figure 1.3: Forward-impact arrangement for VISAR and SVI experiments. The
experiments are carried out in an evacuated (100-mm Hg) chamber beyond the gun
muzzle. The flyer plate is backed by a layer of rigid, low-density polyurethane foam.
Electrical switches (pins) are placed around the periphery of the sample to provide

tilt diagnostics and to trigger the oscilloscopes.
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Figure 1.4: Reverse-impact arrangement for VISAR experiments.

See preceding figure for details.
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Figure 1.5: Representative Lagrangian x-t diagram for forward-impact experiments
(shot 809). Us, and Usy are the shock wave velocities in the sample and flyer,
respectively. Vpr, and Vpys are the Lagrangian velocities of initial release in the
sample and flyer, respectively. V' is the sound speed in the interaction region (hz)
defined by the intersection of the forward and backward leading characteristics. t;
is the arrival time of the plastic wave at the interface monitored by the VISAR. ¢,

marks the onset of the unloading history at the interface.
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projectile and used to impact a thin (1-2 mm) aluminum buffer with an LiF window
epoxied to it. Again, shorting pins are used for triggering and tilt diagnostics and the
buffer-window interface velocity history is monitored with the VISAR. The advantage
of this technique can be seen with reference to Figure 1.6. Impact at t=0 produces
compressive waves in both the buffer and sample. The arrival of the shock at the
buffer-window interface produces only a small perturbation, as the impedances of
aluminum and LiF differ by only about 5%. A weak rarefaction is propagated back
through the buffer, which returns to the interface as a weak reshock at time #5. The
compressive-wave structure in the sample reflects off the sample-foam interface and
a rarefaction fan propagates back through the sample and buffer as shown, with the
first arrival reaching the interface at t3. The distortion of the waveform is minimal
in this geometry, making it a very desirable arrangement. However, the maximum
pressure attainable is limited by the impedance of the aluminum buffer. In addition,
no direct information on the compressive-wave structure in the sample is obtained
in this method. The unloading history must also be corrected for the effect of the
aluminum buffer.

In both experimental geometries, sample dimensions are chosen to maintain uni-
axial strain conditions through the unloading of the specimen. The window thickness
is chosen so that the shock arrives at the window free surface after the entire unload-
ing history has been recorded. The experimental conditions for the forward-geometry
SVI experiments and both the forward- and reverse-impact VISAR experiments are

listed in Tables 1.3, 1.4, and 1.5.

1.3 Results

Interface particle velocity histories for the forward-impact VISAR experiments are
presented in Figure 1.7 and for the reverse-impact experiments in Figure 1.8. The

results of experiments 804 and 802 have been scaled by factors of 1.12 and 1.07,
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Figure 1.6: Representative Lagrangian x-t diagram for reverse-impact experiments
(shot 858). The subscript b refers to the buffer, and the subscript s refers to the
sample. Vpg is the elastic precursor velocity in the sample, which is taken to be
equal to the zero-presure compressional sound velocity. ¢; is the arrival time of the
plastic wave at the interface monitored by the VISAR. At {3, a weak reverberation
in the buffer is detected. ¢3 marks the onset of the unloading history at the interface.

Other symbols are the same as in the preceding Figure.
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Flyer Sample Window
Shot | material thickness Po thickness | material | ug,
(mm) | (g/cm®)  (mm) (km/s)
746 | PMMA 0.993 7.857 2.004 | Sapphire | 1.62
0.002 0.016 0.004 0.02
747 | PMMA 0.983 7.838 2.075 Sapphire [ 1.37
0.006 0.012 0.003 0.01
749 | PMMA 1.575 7.857 6.429 | Sapphire | 1.79
0.006 0.008 0.004 0.01
771 | PMMA 2.159 7.820 6.300 LiF 2.15
0.003 0.009 0.004 0.03

Table 1.3: Initial conditions for Fe-Cr-Ni specular velocity interferometer (SVI) ex-

periments. p, is the initial density and uy, is the impact velocity. The numbers

below each value are one standard deviation uncertainties.
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Flyer Sample Window
Shot |material ~ p,  thickness| p,  thickness| p,  thickness| wug,
(g/cm®) (mm) [(g/cm®) (mm) |(g/cm®) (mm) |(km/s)
802 | ss304 7.875 2613 | 7.878  6.299 2.63 7.953 1.15
0.012 0.005 0.006 0.004 0.01 0.002 0.02
804 | ss304 7.88 2.548 | 7.847  6.352 2.63 7.945 1.94
0.02 0.004 0.011 0.009 0.01 0.005 0.12
809 Ta 16.47 1.858 7.835 6.375 2.632 7.950 2.00
0.04 0.005 | 0.012  0.001 | 0.001 0.002 | 0.04
812 Ta 16.61 1.892 | 7.827  6.359 | 2.626  7.827 | 2.46
0.02 0.001 | 0.023  0.002 | 0.001 0.002 | 0.04
813 | ss304  7.882  2.027 | 7.867  6.415 | 2.625 7.831 1.19
0.02 0.004 0.006 0.002 0.005 0.001 0.02
847 Ta 16.57 1.891 7.891 6.335 2.630 8.128 2.45
0.03 0.003 | 0.006 0.003 | 0.002 0.007 | 0.03
862 Ta 16.55  2.275 | 7.893  6.326 | 2.632  8.150 | 2.52
0.03 0.003 0.006 0.004 0.002 0.004 0.04

Table 1.4: Initial conditions for Fe-Cr-Ni forward-impact VISAR experiments. The

numbers below each line are one standard deviation uncertainties.
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Sample Buffer Window
Shot| p,  thickness|material p,  thickness| p,  thickness| wug,
(g/cm®) (mm) (g/cm®) (mm) |(g/cm®) (mm) |(km/s)
820 | 7.887  3.192 | Al2024 2.720 0.809 | 2.625 11.930 | 1.95
0.012 0.005 0.020  0.002 | 0.010  0.002 0.03
849 | 7.855  3.189 | Al6061 2.682 1.970 | 2.631 12.118 | 2.31
0.004  0.002 0.004  0.001 0.002 0.004 0.04
858 | 7.871 3.192 | Al6061 2.681 1.938 | 2.630 12.121 | 1.29
0.011 0.004 0.004 0.003 | 0.002 0.004 0.02

Table 1.5: Initial conditions for reverse impact VISAR experiments.

respectively, to account for non-normal incidence of the laser beam for these two ex-
periments and to bring them into accord with the impedance-match results discussed
below.

The forward-impact experiments are characterized by a sharp shock arrival, fol-
lowed by a flat-topped plateau region, and by broad, relatively featureless unloading.
The shape of the wave profile changes little with increasing stress. The scalloping
observed in the wave profile for experiment 812 is an artifact of data reduction that is
due to severe changes in sample reflectivity for this experiment. The reverse-impact
experiments show a slight dip in particle velocity in the plateau region because of
the arrival of the reverberation through the aluminum buffer (time ¢; in Figure 1.6).
The initial unloading point is more distinct in the reverse-impact experiments.

The measured impact velocity, together with EOS data (Table 1.2), can be used
to determine the Hugoniot state through impedance matching [Ahrens, 1987]. By

requiring the pressure to be continuous across the impact interface, the particle
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Figure 1.7: Steel-LiF interface wave profiles for forward-impact experiments. Shot
numbers are listed to the left of each wave profile. Dashed lines show the particle
velocity expected on the basis of impedance-matching calculations. The vertical lines

show the point of initial unloading. The times are arbitrary.
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Figure 1.8: Aluminum-LiF interface wave profiles for reverse-impact experiments.
Shot numbers are listed to the left of each wave profile. Dashed lines show the
particle velocity expected on the basis of impedance-matching calculations. The

vertical lines show the point of initial unloading. The times are arbitrary.
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velocity, up, is constrained by the known pressure-particle velocity relations in the

flyer and target. The shock velocity, Usg, is then determined from the material law:
Us = co + suy (1.3)

In the case of reflection from a higher- or lower-impedance boundary, the release
isentrope is approximated by using the Hugoniot itself, and the free-surface approx-
imation is made [Walsh et al., 1957]. The resulting Hugoniot states for the samples
are listed in Tables 1.6 and 1.7 together with the calculated and measured particle
velocities at the sample-window interface. In most cases, the calculated particle ve-
locities agree with the VISAR measurements within their ~2% uncertainties. The
measured particle velocities lie systematicly below the impedance-match calculations,
however.

Unloading wave velocities were determined from the initial unloading points
shown in Figures 1.7 and 1.8, using the analysis outlined below. For the SVI ex-
periments, the initial unloading point was measured directly from the interferometer
records, and the wave profiles were not analyzed in detail. For VISAR experiments
804 and 847, only the initial portions of the unloading history were recovered be-
cause of recording failures. These give well-defined initial unloading velocities but
little additional information on the unloading characteristics.

For experiments using the reverse geometry, the following expression for the initial
Lagrangian unloading velocity, Vpr,, can be obtained with reference to Figure 1.6.

123 - hl
At + z3/Usp — (25 + k1) [VPos — =/ VrLs '

Vprs = (1.4)

where z, and z are the sample and buffer thicknesses, Ugp and Vppp are the shock
and unloading wave velocities in the buffer, At= {3 - ¢; is the time between the
shock arrival at the reflector and the initial arrival of the unloading wave, h; is the

thickness of the interaction region between the precursor and shock at the rear of
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Sample Sample/Window
Shot | wu, U, p P Upc Upm
(km/s) (km/s) (g/cm®) (GPa) | (km/s) (km/s)
746 | 0.209 4.891 8.208 8.1 0.192 -
0.005  0.011 0.019 0.2 0.006

747 | 0.170 4.834  8.119 6.5 0.156 -
0.003 0.011 0.013 0.1 0.004

749 | 0.239 4936  8.257 9.3 0.221 -
0.004 0.012 0.011 0.1 0.005

771 | 0.288  5.010  8.298 11.3 | 0.412 -
0.012  0.021 0.024 0.5 0.022

802 | 0.575 5.437 8.810 24.6 0.814 0.758
0.008 0.016  0.013 0.4 0.011

804 | 0.970 6.025  9.385 46.0 | 1.357  1.220
0.060 0.090  0.086 3.6 0.082

809 | 1.183 6.342  9.630 58.7 | 1.644  1.611
0.024 0.038  0.035 1.5 0.032

812 | 1.458 6.753  9.983 77.1 | 2017 1991
0.022 0.037 0.041 1.6 0.030

813 | 0.597 5470  8.831 25.7 | 0.847  0.831
0.008 0.016 0.013 0.4 0.010

847 | 1.447 6.736  10.050 76.9 | 2.005 -
0.015 0.027 0.022 1.1 0.020

862 | 1.485 6.793 10.102 79.6 | 2.056  2.054
0.021  0.035  0.030 1.6 0.029

Table 1.6: Forward-impact impedance-match solutions for Fe-Cr-Ni alloy.
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Sample Buffer Buffer/Window
Shot| wu, U, P p Up Us p Upe Upm
(km/s) (km/s) (GPa) (g/cm®)|(km/s) (km/s) (g/cm®)|(km/s) (km/s)
820 | 0.604 5.477 26.1 8.863 | 1.344 7.132 3.519 | 1.376 1.370
0.010 0.039 0.6 0.021 | 0.021 0.026 0.026 | 0.022
8491 0.718 5.649 31.8 8.998 | 1.558 7.474 3.406 | 1.615 1.570
0.013 0.024 0.8 0.020 | 0.018 0.069 0.015 | 0.027
858 | 0.390 5.160 15.8 8.514 | 0.900 6.554 3.108 | 0.919 0.914
0.006 0.015 03 0.015 | 0.013 0.058 0.009 | 0.013

Table 1.7: Reverse-impact impedance-match solutions. uy. is the calculated interface

particle velocity, and upn, is the measured interface particle velocity.

the sample:
hl -z (VPos"‘USs)
* VPos + USs ’

where hy = 0 if Uss > Vpos. The elastic precursor velocity was taken to be 5.76

(1.5)

+ 0.02 km/s from the results of ultrasonic compressional velocity measurements
[Ledbetter et al., 1980]. The shock velocities in the flyer and sample are determined
from impedance matching (Tables 1.6 and 1.7). The unloading velocity in the buffer
is obtained from the reverberation arrival time:

2.’1}1,
V; =
PLy =TT

(1.6)

which makes use of the experimental observation that release waves and reshocks in
aluminum travel with the same velocity [Lipkin and Asay, 1977]. In addition, the
slight change in stress state (~3%) caused by the reverberation is neglected, and it
is assumed that the material can support passage of multiple elastic waves. Elastic

wave velocities in aluminum are fully discussed in the next chapter. Lagrangian and
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Shot At hi | %37 Vprs Vps

(us) (mm) (km/s) (km/s) (km/s)
820 0.927 0.083 11.08 7.78  6.92

0.009 0.013 - 0.20 0.18
849 0.848 0.034 11.32 8.32 1.26
0.004 0.009 - 0.14 0.12
858 0910 0.178  9.62 717 6.63
0.004 0.007 - 0.12 0.11

Table 1.8: Initial Lagrangian and Eulerian unloading wave velocities in Fe-Cr-Ni
from reverse-impact experiments and the parameters used in obtaining them. A

nominal +1.5% uncertainty has been assumed for the buffer velocity.

Eulerian wave velocities are related through:

Vpr = ;/Z-Vp, (1.7)

o
The parameters used to solve Equation 1.4 and the resulting Lagrangian and Eulerian
velocities are listed in Table 1.8. Layer thicknesses are listed in Table 1.5, and shock
velocities and densities are listed in Table 1.7.

Interpretation of the forward-impact experiments is complicated by the wave
interaction that occurs in the sample interior. In this case (Figure 1.5), the velocity

is expressed as:

a—hy—ho
ty~ ho/V — (25 + k1) [Urg = b
where z is the flyer thickness, Uy is the velocity of the initial loading wave (shock

Vprs = (1.8)

or precursor) in the flyer, and hy, is given by

hy = z4 (‘_/O_L___U_Sf_) , (1.9)
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and hy = 0if Ugy > Vys. For symmetric impact (flyer material = sample material), a
= zs + z, and b = 0. For a non-symmetric impact, a = z, and b = (25— h;)/Vpyy,
where Vpp ;s is the Lagrangian unloading velocity in the flyer. The arrival time #2 is

given by either

Ty
ty = Atsg + 1.10
2 SR+ 37 (1.10)
or
ty = Atpp + == (1.11)
2 PR VPO‘,’ i

where Atgg is the time difference between the shock and release arrivals and Atpp
is the time difference between the elastic precursor and release arrivals.
The interaction region hy is defined by the point where the forward-traveling and

backward-traveling rarefactions intersect:

Vple(l 1) (1 1) (1 1)]
hy = + tz(o——— ) +th|———]|. (112
2 2 s Very Uiy *\Vprs Uss ! Uiy  Vpry ( )

The average velocity in the interaction region, V}, was taken to be the bulk La-

grangian velocity at the interaction-region pressure. The bulk velocity is appro-
priate because of the large pressure change in the interaction region and the low
yield strength of 304 steel. Estimates of the bulk wave velocity were obtained from
Hugoniot slope calculations described below and agree with measured bulk velocities
discussed below.

Equations 1.8 and 1.12 form a coupled set that are solved in an iterative man-
ner. The parameters used in the solution together with the Eulerian and Lagrangian
unloading velocities are listed in Table 1.9. The interaction region, hy, typically
extends about 1/4 of the distance into the sample for these experiments. Neglect of
the interaction region would produce about a 5% decrease in the measured velocity
on average. For the flyer plates, compressional unloading velocities were estimated
by extrapolating trends based on available data for Ta [Brown and Shaner, 1984;
Asay et al., 1986] and PMMA [Barker and Hollenbach, 1970; Schuler and Nunziato,
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1974] together with ambient-pressure ultrasonic data. For Ta, the following relation-
ship between Eulerian unloading velocity (in km/s) and shock pressure (in GPa) was

used [Duffy and Ahrens, 1992a):
Vp = 1.4298 — 0.02631n P 4 0.0205In® P. (1.13)

In the case of PMMA, a quadratic relation between Lagrangian unloading velocity

and the particle velocity was used:
Vpr = 2.86 + 4.04u,, + 0.42u2. (1.14)

Velocities obtained using the two types of experimental geometries are in good agree-
ment, suggesting that our corrections for the interaction region are adequate. Veloc-

ities obtained using the SVI and the VISAR are also consistent with each other.

1.4 Discussion

1.4.1 Sound Velocities

For an elastic-plastic solid, the initial unloading velocity corresponds to the compres-
sional sound velocity. [Zel’dovich and Razier, 1967], while for a liquid it corresponds
to the bulk velocity. The initial velocities we have measured lie significantly above
expected bulk velocities, consistent with the expectation that Fe-Cr-Ni remains solid
over the pressure range investigated. The measured Hugoniot compressional and
bulk velocities are shown as a function of pressure in Figure 1.9 and listed in Ta-
ble 1.10. Bulk wave velocities were obtained from detailed analysis of the unloading
profiles discussed in Section 1.4.2. The measured velocities are also compared with
third-order finite-strain extrapolations of ultrasonic data in the figure. The compres-
sional and bulk velocities are in very good agreement with ultrasonic extrapolations
throughout the pressure range of this study. The Hugoniot states become increas-

ingly hotter than those along the isotherm. Temperature calculations indicate that
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Table 1.9: Initial Lagrangian and Eulerian unloading wave velocities in Fe-Cr-Ni
from forward-impact experiments and the parameters used in obtaining them. A
nominal 0.1 km/s uncertainty has been assumed for the interaction-region velocity,
Vi, and a 1% uncertainty has been assumed for the unloading wave velocities in Ta

and PMMA.
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Shot t2 hy ho \737; | 74 VpLs Vp,
(us) (mm) (mm) (km/s) (km/s) (km/s) (km/s)

746 0.618 - - 9.51 - 6.57 6.29
0.015 0.31 0.30
747 0.660 - - 8.48 - 6.44 6.22
0.014 0.29 0.28
749 1.416 - - 10.28 - 6.80 6.47
0.015 0.10 0.10
771 1.524 - - 11.53 5.1 6.77 6.38
0.015 0.12 0.12
802 1.691 0.078 1.717 - 5.5 7.80 6.98
0.006 0.006 0.008 0.09 0.08
804 1.448 - 1.486 - 6.3 9.54 7.85
0.017 0.081 0.30 0.26
809 1.437 - 1.730  6.49 6.7 9.95 8.10
0.008 0.037 0.25 0.20
812 1.350 - 1.792  7.11 7.3 10.81 8.35
0.008 0.037 0.28 0.23
813 1.459 0.054 0.943 - 5.6 8.02 7.13
0.006 0.005 0.029 0.08 0.07
847 1.354 - 1.778  7.02 1.2 10.65 8.36
0.006 0.040 0.22 0.17
862 1.489 - 24711 711 7.3 11.33 8.86

0.005 0.038 0.27 0.21
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the Hugoniot temperature at 80 GPa is 854°C [McQueen et al., 1970]. To esti-
mate the thermal effect on sound velocities we have followed the method outlined in
Duffy and Ahrens [1992a). The temperature coefficients of compressional and bulk

velocity are given by:

(%Y%)P = Yf ((0CL/OT)p[CL + @), (1.15)
(%)P = 5 (oKs/0T)p/Ks + ), (1.16)

where T is the temperature, Cf = Ks+ 4G/3 is the longitudinal modulus, Kg is the
bulk modulus, G is the shear modulus, and « is the thermal expansivity. We assume
that the temperature coefficients of the elastic moduli as well as the product aK; are
constant with pressure. Duffy and Ahrens[1992a] have shown that these assumptions
provide an upper bound to the inferred thermal effects along the Hugoniot for Al,
Cu, Ta, and Mg2SiO4. They also describe the pressure variation of (8Vp/0T)p in
Mo as discussed in Chapter 4. The temperature coefficient of the elastic moduli for
304 steel were taken from Ledbetter et al. [1975]). From Eqns. (1.15) and (1.16) we
find that (0Vp/OT)p increases from -7 x 10~% km/s/K at ambient pressure to -3.5
x 107 km/s/K at 80 GPa, while (8Vp/dT)p increases from -2.64 x 10~* to -1.21
x 10~* km/s/K over the same pressure range. The resultant thermal corrections
to the 300 K velocities are shown in the figure. The measured Hugoniot velocities
lie above the calculated values, suggesting that thermal effects may be smaller than
those inferred here.

There are several other potential reasons as to why the Hugoniot velocities show
little difference from the 300 K isotherm trends. First, errors in the ultrasonic pres-
sure derivatives or higher-order pressure effects may be biasing the extrapolated
isotherm velocities. Second, as discussed above, specimens of shock-recovered 304
steel show complex deformation histories with a martensitic y-o/ transformation

occurring along twins. The amount of martensite formed depends strongly on sam-



38

Shot Pressure (GPa) Vp (km/s) Vp (km/s) py (g/cm?) v

747 6.5 6.22 (0.28) - - 0.30 (0.04)
746 8.0 6.29 (0.30) - - 0.30 (0.04)
749 9.3 6.47 (0.10) - - 0.29 (0.01)
771 11.3 6.50 (0.13) i i 0.30 (0.02)
858 15.8 6.63 (0.11) i - 0.31 (0.01)
802 24.6 6.98 (0.08) 5.79 (0.17)  -15(33)  0.33 (0.01)
813 25.7 7.13 (0.07) 5.66 (0.17) 14 (31)  0.31 (0.01)
820 26.1 6.92 (0.18) - - 0.34 (0.02)
849 31.8 7.27 (0.12) - - 0.32 (0.02)
804 46.0 7.85 (0.26) . i 0.31 (0.03)
809 58.7 8.10 (0.20) 6.52 (0.20) 16 (12)  0.32 (0.02)
847 76.9 8.36 (0.17) - - 0.35 (0.02)
812 77.1 8.35 (0.23) 6.93 (0.35) 16 (14)  0.35 (0.03)
862 79.6 8.86 (0.21) 6.89 (0.21)  22(8)  0.30 (0.02)

Table 1.10: Measured sound velocities in Fe-Cr-Ni alloy under Hugoniot conditions.

Poisson’s ratio was calculated using bulk velocities from Eqn. 1.17 and py =17.
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Figure 1.9: Compressional (Vp) and bulk (Vg) wave velocities determined from ex-
periments on Fe-Cr-Ni alloy. Experimental uncertainties are 1-3%. Also shown are
bulk and compressional velocities estimated from the Hugoniot, using the assump-
tions that py and Poisson’s ratio are constant (dashed lines). The solid curves are
third-order finite-strain extrapolations of 1 GPa ultrasonic data [Gerlich and Hart,
1984]. The dotted curves have been corrected for thermal differences between the
Hugoniot and the isotherm, using the method outlined in the text. The numbers in

parentheses near the top are estimated shock temperatures in K at 20 GPa intervals

[McQueen et al., 1970].
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ple history, strain, and pulse duration. For short pulse durations (<2 gs), maximum
amounts of martensite are less than 10 vol.%. The martensite fraction increases with
shock pressure, reaching a maximum around 30-60 GPa and thereafter decreases be-
cause of shock-heating effects. Hardness and twin volume also reach maxima at
similar pressures. While martensite production produces no clear effects on the
equation of state, it could be responsible for slightly elevated sound velocities. The
discrepancy between Hugoniot measurements and the thermally corrected isotherm
is greatest between 45-60 GPa, where martensite fraction is at a maximum.

Finally, an incorrect value for velocity in the interaction region or an incorrect
velocity for the ancillary materials (buffer or flyer) could produce a systematic error
in the measured velocities for steel. However, the general agreement obtained using
different experimental geometries argues against this possibility.

The hydrodynamic sound velocity along the Hugoniot can be obtained by relating
the initial slope of the release adiabat to the Hugoniot through the Mie-Gruneisen
Equation [McQueen ¢t al., 1967]. This can be expressed as:

e (M CEE S S N

where Vp is the bulk sound, (0P/0p)y is the local Hugoniot slope, Py is the Hugo-
niot pressure, and ¥ is the Grineisen constant. Bulk sound velocities calculated in
this manner for 304 steel are shown in Figure 1.9, where the assumption has been
made that vp is constant. The measured bulk sound velocities are consistent with
the calculated Hugoniot trends. Also shown in the figure is the compressional veloc-
ity calculated by making the additional assumption that Poisson’s ratio is a constant
function of pressure. That this assumption overpredicts the trend of the data im-
plies that Poisson’s ratio is an increasing function of compression. The variation of

Poisson’s ratio along the Hugoniot to 80 GPa is given by (Table 1.10):

v = 0.29(0.01) + 8(2) x 107*P (1.18)
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Measured bulk sound velocities can, in conjunction with the equation of state, be
used to solve Equation 1.17 for the product py. The results of this calculation are
given in Table 1.10. The uncertainties are quite large, particularly at low pressure,
and illustrate that a substantial range of Griineisen parameters can fit the present
data. For comparison, p,4, = 17 at ambient pressure for 304 steel [McQueen et al.,
1970].

In order to extract elastic coefficients from the data of Figure 1.9, we adopt
the normalized representation of the finite-strain equations as originally applied to
compression data [Birch, 1978]. The fourth-order finite-strain equation for Vp can

be written in terms of Eulerian strain, f, and a normalized elastic modulus, My, as

[Duffy and Ahrens, 1992b]:

My =apo+anf+araf?, (1.19)
Mk = ago + a1 f + agaf?, (1.20)
where
[/ 2/3
=== -1 1.21
= (p) (121)
and
pV3
LA u— 1.22
TR (1-22)
V3
Mg=—"2__ 1.23
and the coefficients are:
aro =ClrLo (1.24)
ar1 = 3K,sCr, ~ 5CLo (1.25)
9 C 35C
ap, = 3 {KZS (C’Zo + (K{,S - 4)Kf;) + 5 0} (1.26)

ag1 = 3KosK,5 — 5K,s (1.28)
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9 K' 35K,s

where Cp, is the longitudinal modulus, K, is the adiabatic bulk modulus, and G, is
the shear modulus. The subscript o represents ambient-pressure quantities and single
and double primes represent first and second pressure derivatives, respectively. In
Figure 1.10, the Hugoniot data for steel 304 are plotted in the M -f representation. A
weighted, quadratic least-squares fit to the Hugoniot data and the ambient-pressure
elastic moduli yield the elastic coefficients along the Hugoniot (Table 1.11). The
first pressure derivatives along the Hugoniot are comparable to 1 GPa ultrasonic
data over the 5-80 GPa pressure interval. In addition, we are able to resolve second
pressure derivatives for this material (Table 1.11). In order to assess thermal effects,
constant-pressure thermal corrections were made using the pressure-dependent values
of a, (0Vp/0T)p, and (0VB/OT)p dciscussed previously. The corrected values are
indicated in the figure. Corrections tend to parallel the trend of the uncorrected

data, so the elastic properties for the thermally corrected data differ only slightly.

1.4.2 Constitutive Model

As seen in Figure 1.7, the elastic precursor was recorded in two experiments (802
and 813). The precursor manifests itself not as a sharp jump, but as a ramp increase
in velocity with a distinct shoulder. The magnitude of the Hugoniot elastic limit
(HEL) was determined from the measured particle velocity of the elastic wave at the
shoulder, using:

s+ 2
OHEL = (Z 4 2w)upm, (1.30)

where o g gy is the elastic limit stress, upm is the measured interface particle velocity,
and Zs and Z,, are the impedances of the sample and window given by the product
of density and elastic sound velocity. The measured particle velocities were 0.011 £

0.05 km/s, and the corresponding HEL stress was 0.35 £ 0.12 GPa. The yield stress
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Modulus Hugoniot  Ultrasonics
Cro (GPa) 262 (2) 261.3
K, (GPa) 158 (1) 158.2
G, (GPa) 78 (2) 77.4
Cro 7.9 (0.5) 7.90
K, 6.4 (1.0) 5.57
Gb 1.1 (0.8) 1.75

Cr (GPa~1) -0.16 (0.06)
K? (GPa~1) -0.17 (0.08)

" (GPa~!) 0.0 (0.08)

Table 1.11: Comparison of elastic properties of Fe-Cr-Ni alloy under Hugoniot con-

ditions (5-80 GPa) with ultrasonic measurements (0-1 GPa). Numbers in paren-

theses are one standard deviation uncertainties. The ultrasonic data is from Ger-

lich and Hart [1984].
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Figure 1.10: Normalized longitudinal (M) and bulk (Mg) moduli along the Hugo-
niot as a function of Eulerian strain, f. Error bars represent Hugoniot data points.
Values corrected to a 300 K isotherm at constant pressure are shown as solid circles.
Solid squares are ambient-pressure values from ultrasonic measurements. The curves
are fourth-order fits to the combined Hugoniot data and ambient-pressure ultrasonic

data.
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Y, can be obtained from:

Y, = %—:—-2;'{)205131,, (1.31)

where v is Poisson’s ratio. The value of Y, obtained from these experiments is 0.21
&+ 0.07 GPa, which is consistent with values of 0.2 and 0.34 GPa reported previously
using other techniques [Jones and Graham, 1971; Morris, 1982].

The velocity of the elastic precursor was calculated to be 5.72 £ 0.1 km/s and 5.76
+ 0.1 km/s for the two experiments. This was determined by using the measured time
difference between the precursor shoulder and the shock arrival, together with the
shock velocity determined from the impedance-match solution. This is in excellent
agreement with the ultrasonic value of 5.76 % 0.03 km/s discussed above.

In order to better understand the measured wave profiles, numerical simulations
were carried out using the one-dimensional Lagrangian finite difference wavecode
WONDY [Kipp and Lawrence, 1982]. This wavecode solves equations for conser-
vation of mass, momentum, and energy together with a constitutive law. Relevant
geometric- and material-property data are input for each material layer in a partic-
ular experiment. A full description of the code including the governing equations for
the constitutive laws is given in Chapter 3.

The simplest material law for solids that retain their strength is the elastic-
perfectly plastic (EPP) model. In this model, the material behaves elastically until
it yields at a stress of 2/3Y, after which it flows irreversibly, maintaining a constant
offset from the hydrostat. Upon unloading, the material again behaves elastically un-
til it reaches a stress of 2/3Y, below the Hugoniot, after which further decompression
is plastic and also parallels the hydrostat.

Wavecode simulations of the experimental particle velocity histories were first per-
formed by treating each material layer as EPP except for the foam layer for which the
foam model of [Grady and Furnish 1988] was used. The material parameters required

are the density, Hugoniot EOS parameters, Griineisen constant, Poisson’s ratio, and
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the yield stress (Table 1.2). Figure 1.11 compares a representative measured parti-
cle velocity history with a simulation using the EPP model. The difference in peak
velocity level is within the combined uncertainties of the flyer plate velocity and the
VISAR measurement. The experimental data show significant deviations from the
EPP model. Specifically, no sharp transition from elastic to plastic behavior is evi-
dent, but there is rather a gradual transition. This type of deviation is seen in wave
profile data for other metals such as aluminum [Lawrence and Asay, 1979; Steinberg
et al., 1980] and can be attributed to the Bauschinger effect.

In an attempt to obtain a better description of the high-strain-rate dynamic re-
sponse of 304 steel, we broadened our constitutive model to include the possibility for
both a Bauschinger effect and strain rate dependent stress relaxation. The Bausch-
inger effect, or anisotropic strain hardening, is a consequence of the micromechanics
of the deformation process and can be described as a hysteresis in the stress-strain
curve. The yield stress upon loading and unloading differs and the clear distinction
between elastic and plastic behavior is blurred by this effect. The Bauschinger effect
is implemented into the code using a multi-element kinematic model which requires
a set of normalized weighting factors, a; and a set of elemental yield stresses Y; [Her-
rmann, 1974]. A more complete description of this effect, including a representative
stress-strain diagram, is included in Chapter 3.

The possibility for strain-rate dependent stress relaxation was also included in the
model. In this phenomenon, the deviatoric stresses temporarily exceed their equilib-
rium value and relax back to steady state at a rate controlled by a time constant. The
viscoplastic response is incorporated into the wavecode using a Maxwellian relaxation

function, g, of the form:

— (1.32)

where o' is the stress deviator, a;q is the equilibrium stress deviator, G is the shear

modulus, and 7 is the effective material relaxation time. The bulk modulus is com-
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Figure 1.11: Comparison of measured wave profile (shot 813) with a wavecode sim-
ulation that assumes an elastic-perfectly plastic rheology. The circles show the ex-

perimental data, and the solid lines are the numerical simulations. The times are

arbitrary.
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puted from the isentropic derivative of pressure with density. The shear modulus, in
turn, is calculated using Kg and a user-supplied value of Poisson’s ratio. The stress

deviators, together with the pressure, determine the axial stress, o:
o=P+0, (1.33)

where the pressure is determined using the Hugoniot EOS and the Mie-Gruneisen
equation. The complete constitutive equation is described in Chapter 3 as well as in
Kipp and Lawrence [1982].

The measured wave profiles were fit in an iterative fashion by adjusting the pa-
rameters of the Bauschinger model and the relaxation time constant. The LiF win-
dows were treated as elastic-perfectly plastic throughout the calculations as were the
Ta flyer plates. Lexan was treated as a hydrodynamic (strengthless) solid for those
experiments in which it was used as a backing. In simulating the reverse-impact
experiments, the material response of aluminum 6061 is important. Deviations for
EPP behavior are well documented in aluminum [Herrmann, 1974; Steinberg et al.,
1980; Asay and Chhabildas, 1981; Asay, 1985]. The model used here was taken from
Lawrence and Asay [1979] and incorporates anisotropic strain hardening in addition
to the parameters of Table 1.2.

The model arrived at for describing the dynamic response of 304 steel is compared
to wave-profile measurements for selected forward- and reverse-impact experments in
Figures 1.12 and 1.13. Significant improvements over the EPP model were achieved
by incorporation of both the Bauschinger effect and strain-rate dependent stress
relaxation. Inclusion of stress relaxation improved the fit to the data at late times
in the unloading history. A time constant of 15 ns was found to give the best fit
to the unloading profiles. The incorporation of stress relaxation broadens the shock
front to a much greater extent than was experimentally observed for the forward-
impact experiments. Viscoplastic response, therefore, is an important feature of the

unloading, not the loading, behavior of Fe-Cr-Ni. The broadening of the shock front
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a; Y; (GPa)
0.4 0.20
02 035
0.1 0.50
0.1 0.65
0.2 1.25

Table 1.12: Parameters of Bauschinger model for Fe-Cr-Ni alloy.

is also partially caused by the inclusion of artificial viscosity terms, widening the
shock front over several zones for computational stability. The Bauschinger effect
is responsible for smoothing the transition from elastic to plastic unloading. The
Bauschinger model parameters are listed in Table 1.12.

It should be mentioned that the model derived here is based solely on the present
shock data, and therefore its validity outside the range of the current experiments
is uncertain. We have found that it is possible to represent the response over this
range of conditions with a single, simple model whose main features are consistent
with the observed behavior of many other metals [Steinberg et al., 1980].

Release adiabats were calculated for the forward-impact experiments using a cen-
tered, simple-wave analysis [Grady, 1977]. The initial unloading point was first iden-
tified and connected to the Hugoniot state, using the EOS of the sample and window.
The stress state at the sample-window interface was calculated from the non-linear

stress-particle velocity relationship for the window (Table 1.2):

Ow = PoCollw + posu,z,,, (1.34)

where o, and u, are the stress and particle velocity at the interface. The La-
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Figure 1.12: Comparison of measured wave profiles with wavecode simulations for
several forward-impact experiments. The circles show the experimental data, and the
solid lines are numerical simulations. The length of the experimental data records
is determined by the arrival time of edge effects or of the shock front at the window

free surface. Shot numbers are listed above each profile. The times are arbitrary.
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Figure 1.13: Comparison of measured wave profiles with wavecode simulations for
several reverse-impact experiments. The circles show experimental data, and the
solid lines are numerical simulations. The length of the experimental data records
is determined by the arrival time of edge effects or of the shock front at the window

free surface. Shot numbers are listed above each profile. The times are arbitrary.
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grangian wave speed as a function of particle velocity, c(u), was then estimated from
release wave arrival times and the trave] time of the shock (symmetric impact) or the
travel time of the shock and release (non-symmetric impact) through the flyer. An
approximate correction was made for the effect of wave interactions near the window,
based on the explicit analysis of the preceding section. The wave profiles were then
corrected from interface to in-material conditions using the incremental expressions

[Asay et al., 1980]:

du, = %(duw + dow/poc(us)) | (1.35)

1
dos = 5 (dow + poc(us)duy), (1.36)

where g, and u; are the in-material stress and particle velocity, respectively. Once

the in-material properties are in hand, the conservation equations can be applied:

dos = poc(us)dus (1.37)

dn = dus/c(us), (1.38)

to determine the stress-strain paths. Here the strain, 7 is defined as:

n=1-po/p. (1.39)

A plot of Lagrangian wave speed, c(u,), versus strain is shown in Figure 1.14. A
gradual transition from elastic to plastic unloading behavior is evident. This again
reflects the continual transition from elastic to plastic deformation of the Bausch-
inger model and further emphasizes the deviation of real material behavior from the
elastic-perfectly plastic model. The Lagrangian bulk velocity at the Hugoniot state

is estimated by extrapolating the linear plastic velocity trend to Hugoniot conditions
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[Asay and Chhabildas, 1981]. The Eulerian bulk velocities are then obtained from
Eqn. 1.7 (Table 1.10)

The calculated release adiabats are shown in Figure 1.15. Also shown are release
adiabats extracted from the WONDY fits to the data. The wavecode uses the Mie-
Griineisen equation and the assumption that py = const, where v is the Griineisen
constant. The release adiabats are initially steeper than the Hugoniot, reflecting the
initial elastic response, but gradually become less steep. This is also illustrated in
Figure 1.16 where the stress differences between the Hugoniot and the release curves
are plotted against density. A positive stress difference means that the release curves
lie below the Hugoniot.

According to Figures 1.15 and 1.16, the calculated release curve is less steep
than the Mie-Griineisen prediction at low densities for the higher-stress experiments.
There are two possible causes for this. First, the centered, simple-wave analysis
strictly applies only to rate independent materials for which wave speed is constant
at a given u. The computer simulations require some rate dependence to fit the
profiles at late times. Second, the higher stress experiments used Ta impactors, and
the dispersion of the unloading wave iiirough Ta has been neglected. This will lead
to increasingly underestimated unloading wave speeds and hence calculation of a
shallower release curve than actually occurs. In Figure 1.16 the stress difference is
initially negative for the WONDY results because of the effect of deviatoric stresses.
The uncertainty in the Hugoniot states determined from impedance matching was
+0.4 to 1.6 GPa for these experiments.

Returning to Figure 1.14, the release wave speeds can be used to estimate the
shear stress increase upon unloading [Asey and Chhabildas, 1981]. The stress state

in the shocked state can be written:

c=P+ %T, (1.40)

where 7 is the shear stress. The shear stress at the Hugoniot state is designated
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Figure 1.14: Lagrangian wave speed in Fe-Cr-Ni alloy as a function of strain deter-
mined from the centered, simple-wave analysis. The dashed lines are extrapolations
of the bulk sound velocity to the Hugoniot state. The dotted curve is the Lagrangian
bulk sound speed-strain relationship along the principal isentrope from extrapolation

of ultrasonic data.
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Figure 1.15: Release adiabats from Fe-Cr-Ni alloy at 3 different stress levels. Dotted
lines are calculated from simple-wave analysis. The dashed lines are inferred from
wavecode simulations using Mie-Griineisen theory. The solid line is the principal

Hugoniot.
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Figure 1.16: Stress difference between the Hugoniot and release adiabat as a function
of density. A positive stress difference indicates that the release curve lies below the
Hugoniot. oy is the Hugoniot stress and op is the stress along the release adiabat.

The dashed curves are taken from WONDY fits to the wave profiles.
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7o. For an EPP solid, this is equal to the maximum shear strength 7., which is also
equal to Y,/2. In real materials, 7, can be either above or below 7. if hardening or
softening has taken place. Upon unloading, 7 decreases from 7, to a minimum value
of -7; at the point p at which reverse yielding occurs. Differentiation of the above

equation with respect to engineering strain, 7, yields

do _ i_Pi 4dr

(1.41)

&~ a3y
which upon integration over strain from the Hugoniot state (state o) to the reverse
yield point (state p) gives the following expression for the sum of the shear stress at
the Hugoniot state and the shear strength maximum at reverse yielding:

3 Mp
To 4 To = Zp,,/n (V3 ~ V) dn, (1.42)

(]

Asay and Chhabildas [1981] have shown that the difference 7, - 7. can be obtained
from reloading experiments, and hence the components 7, and 7. can be determined.
Since no reloading experiments were performed in the present study, only the sum
can be determined. 7, + 7 is the shear stress change upon unloading. For the EPP
model, the shear stress change is 27.. The Lagrangian wave velocities required in the
above equation were taken from the data of Figure 1.14. Point p is determined to be
the strain at which the linear trend of the bulk velocities diverges from the measured
wave speeds. A sharp transition from elastic to plastic loading is not evident in the
present data. Asay and Chhabildas [1981] discuss in detail the assumptions that are
necessary in applying this technique. The shear stress changes for stainless steel 304
determined using the data of Figure 1.14 are shown in Figure 1.17. The shear stress
change increases in a linear fashion to 59 GPa. This implies significant variation
from the elastic-perfectly plastic model for which the shear stress change is constant.

The stress dependence of 7, + 7. can be written as:

To + 7c = 0.149 + 0.0180, (1.43)
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Figure 1.17: Shear stress change upon unloading as a function of stress. The dashed

line is a least-squares fit to the data.
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where o is expressed in GPa.

The increase in 7, + 7. for 304 steel is similar to that observed in copper, where the
shear stress change upon unloading increases from its ambient value 0.08 GPa to 1.5
GPa at 93 GPa [Chhabildas and Asay, 1982]. Asay and Kerley [1987] summarize data
that also show shear strength increases in 2024 Al, 6061 Al, pure Al, Ta, Be, and W.
For the aluminum data, a maximum in shear strength followed by a gradual decline is
observed to occur. This is believed to be due to the shock-induced temperature rise.
No strength maximum can be unequivocally identified for 304 steel over the range of
the present data. The strength determinations near 80 GPa are divergent because
of the large differences in elastic sound velocity inferred from the two experiments

near this pressure.

1.5 Summary

Shock compression of Fe-Cr-Ni alloy (304 stainless steel) has been carried out to
80 GPa. Wave profiles were measured using interferometric techniques, and these
provided information on elastic wave velocities and high-strain-rate constitutive re-
sponse.

Measured bulk and compressional wave velocities are similar to third-order finite-
strain extrapolations of ultrasonic data. Bulk wave velocities are consistent with a
constant py = 17, and compressional velocities required an increase in Poisson’s
ratio with compression. Thermal effects on the sound velocities are less than 2%,
implying that the temperature coefficients of Vp and Vp decrease in magnitude by
more than 50% between 0 and 80 GPa. Comparison of Hugoniot data and ultrasonic
extrapolations is complicated by the formation of small fractions (< 10 vol.%) of
o-martensite at high pressure.

A method was developed for extracting elastic coeflicients from measured Hugo-

niot velocities by using a normalized modulus - strain formalism. The present data
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yield first pressure derivatives of compressional, bulk and shear moduli in agreement
with ultrasonic determinations to 1 GPa. Second pressure derivatives along the Hugo-
niot were also constrained: (02CL/8P?%)yg = -0.16 (0.06) GPa~! and (02K s/8P?)yg
= -0.17 (0.08) GPa~!. These terms cannot be resolved from current ultrasonic data,
but the values that result from truncation of the finite-strain expressions at third
order in strain (the last term on the RHS of equations 1.19 and 1.20 are set to zero)
are (02C/0P?)s = -0.12 GPa~! and (8°Ks/0P?)s = -0.08 GPa™1.

The Hugoniot elastic limit stress for 304 steel was found to be 0.35 GPa, implying
a yield stress of 0.21 GPa. Computer simulations of measured wave profiles indicate
substantial deviations from elastic perfectly-plastic response. The wave profiles were
successfully reproduced by a constitutive model including anisotropic strain harden-
ing (Bauschinger effect) and strain-rate-dependent stress relaxation with an effective
time constant of 15 ns.

A centered wave analysis was used to extract stress-strain histories from a subset
of the experiments. Calculated release adiabats are initially steeper than the Hugo-
niot because of elastic response. The release adiabats show deviations from wavecode
predictions that use the Mie-Grineisen equation. The yield strength of 304 steel was
found to increase by at least a factor of 5 up to 80 GPa. Material strength is a small

(2-3%) but not negligible contributor to the total stress between 25 and 80 GPa.



Chapter 2

Elasticity of the Outer and Inner Core
From Shock Wave Data

2.1 Introduction

Understanding the Earth’s core requires detailed knowledge of the properties of iron
and iron alloys at conditions of ultra-high pressure and temperature. Shock wave
equation of state (EOS), temperature, and sound velocity measurements on iron and
iron alloys have placed important constraints on this region of the Earth. While con-
siderable work has focused on the properties of pure iron and possible light contami-
nants, the presence of other transition metals, particularly nickel, is also expected in
the core on the basis of cosmochemical considerations [Brett, 1976]. Both shock wave
equation of state and static experiments have shown that alloying iron with modest
amounts of nickel increases the density of the alloy only slightly relative to pure iron
[McQueen and Marsh, 1966; Mao et al., 1990]. According to Mao et al. [1990], at
300 K and 330 GPa, the density of Fe alloyed with 20% Ni is about 2% greater than
the density of pure iron. Static-density measurements on Fe also allow the inner core

to contain some fraction of lighter material (e.g, Si, S, O, or H), up to 50% of the

70
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amount of light material found in the outer core [Jephcoat and Olson, 1987]. Sound
velocity measurements under Hugoniot conditions have shown that the properties
of e-Fe are broadly consistent with seismologically determined velocities in the core
[Brown and McQueen, 1986]. In this study, we evaluate new sound velocity data on
an Fe-Cr-Ni alloy shock-compressed to 80 GPa (Chapter 1) as well as existing sound
velocity data for Fe in order to draw constraints on the properties of the Earth’s core
from a comparison of laboratory and seismic data. In particular, we emphasize the
effect of Ni on the elastic properties of Fe alloys. We also utilize new data on the
effect of temperature on compressional sound velocity at high pressure (Chapter 4)
to better constrain thermal effects at ultra-high pressure.

An isotropic elastic solid can be characterized by its density, p, and two elastic
moduli, the bulk modulus, Kg, and the rigidity or shear modulus, G. The compres-

sional, bulk, and elastic wave velocities are then given by:

pVE =Cr =K +4/3G, (2.1)
pV3 =K, (2.2)
pVE =G, (2.3)

where C', is known as the longitudinal modulus. For a liquid, the rigidity is zero, and
sound waves propagate only with the bulk velocity. The elastic properties and density
of the inner and outer core are reasonably well constrained from a variety of seismic
data (see Masters and Shearer [1990] for a recent summary). That the Earth’s core is
composed largely of iron has long been inferred on the basis of comparisons of seismic
densities with shock wave data as well as cosmochemical and other considerations.
Al’tshuler et al. [1960] pioneered sound velocity measurements under shock com-
pression using lateral relaxation and overtaking wave techniques. Currently, two
techniques are commonly used to obtain sound velocities at ultra-high pressure.

These are the VISAR [Barker and Hollenbach, 1972] and the optical-analyzer tech-
nique [McQueen et al., 1982]. A discussion of the relative merits of both methods is
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contained in Duffy and Ahrens [1992b]. Compressional sound velocities in Fe have
been measured to 243 GPa and bulk velocities to 400 GPa [Al’tshuler et al., 1960;
Al’tshuler et al., 1971; Barker and Hollenbach, 1974; Brown and McQueen, 1986;
Wang, 1988]. In Chapter 1, compressional and bulk sound velocities in Fe-Cr-Ni al-
loy were reported to 80 GPa. Melting of Fe along the Hugoniot has been identified at
243 + 2 GPa by the change in initial unloading velocity from compressional to bulk
[Brown and McQueen, 1986). In addition, a solid-solid phase change under Hugoniot
conditions was identified on the basis of a change in compressional velocity at 200
+ 2 GPa, and this was interpreted as a transformation from e-iron (hcp) to ~-iron
(fcc) [Brown and McQueen, 1986]. It has been proposed more recently that this
second high-pressure phase of iron is a body-centered cubic phase (&) [Ross et al.,
1990], and we will refer to this phase as (7)-Fe. At 13 GPa, iron undergoes an
extensively studied solid-solid phase transition from the a-phase (bcc) to the e-phase
[Barker and Hollenbach, 1974]. No phase changes were found in the Fe-Cr-Ni (fcc)
alloy up to 80 GPa (Chapter 1), although small quantities (<10%) of a-martensite
(bcc) may form along twin planes at high pressure [Murr, 1981]. This appears to
have little effect on the elastic properties of Fe-Cr-Ni.

2.2 Compressional Velocities in Fe and Fe Alloys and the
Inner Core

We first discuss the variation of compressional velocity along the Hugoniot in Fe and
Fe-Cr-Ni to assess the effect of possible alloying components, in particular, Ni, on
inner core seismic properties. Hugoniot compressional sound velocities in Fe-Cr-Ni
alloy are shown as a function of density in Figure 2.1. Also shown are measured
Hugoniot Vp values for Fe from several different studies. Compressional velocities
in the Fe-Cr-Ni alloy are up to 8% faster than those in e-Fe over the density range
investigated in the alloy. Both data sets can be fit by linear velocity-density rela-
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tionships over large ranges of density. The Fe-Cr-Ni data extend to a strain of 0.22,
where the strain, 7, is defined as 1 - p,/p. For e-Fe, velocities are linear in den-
sity over its entire stability range along the Hugoniot (n = 0.08-0.34). The pressure
stability field of the +(?)-Fe phase is restricted (n = 0.34-0.36), but these data also
suggest a linear velocity-density trend. A linear relationship between sound veloc-
ity and density was first noted by Birch [1961] and is now known as Birch’s Law.
Hugoniot bulk and compressional sound velocity measurements have recently been
shown to satisfy Birch’s Law over large ranges in strain for a variety of solid and
shock-melted metals and alkali halides [Shaner et al, 1988; Boness and Brown, 1990a;
Duffy and Ahrens, 1992b]. Compressional velocity-density relationships for Fe and
Fe-Cr-Ni from least-squares fits to the data are given by:

Vp=-287+1.12 (Fe— Cr— Ni), (2.4)
Vp=-273+1.04p (e—Fe), (2.5)
Vp=-0.86+0.86p (v(?) — Fe). (2.6)

The alloy data define a slightly steeper slope than the e-Fe data, in keeping with
the observation that velocity-density slopes are decreasing functions of atomic mass
[Birch, 1961; Shaner et al., 1988; Duffy and Ahrens, 1992b].

A simple mixing model was used to estimate velocities in Fe-Cr-Ni from its com-
ponents, where we have assumed that the alloy is a solid solution of Cr and Ni in
iron. Both compressional velocities and densities were computed by averaging end-
member properties as a function of pressure and using atomic fractions as weights.
Compressional velocities and densities in Cr and Ni at high pressure were estimated
from finite-strain extrapolations of ultrasonic data [Guinan and Steinberg, 1974];
thus, thermal effects (and the effect of crystal structure) are neglected in the above
comparison. For Cr, the P derivatives of the elastic moduli were estimated from

systematic relationships [Guinan and Steinberg, 1974]. K' was estimated to be 4.89
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Figure 2.1: Compressional velocity as a function of density for Fe, Ni, Cr, and
Fe-Cr-Ni. The velocities for Fe and Fe-Cr-Ni are under Hugoniot conditions, while
those for Ni and Cr are extrapolated properties along a 300 K isotherm. Symbols
show Hugoniot measurements for Fe-Cr-Ni and Fe. Solid lines are least-squares fits
to the data and are dashed where extrapolated. Separate fits were performed for
both the solid Hugoniot phases of Fe, stable above 13 GPa. The dot-dashed curve is
the predicted velocity in the alloy on the basis of a weighted average of its component
properties. The line with error bars labeled IC shows the range of inner core compres-
sional velocities from PREM. Dotted lines are third-order finite-strain extrapolations

of low-pressure ultrasonic data for Cr and Ni under isothermal conditions.
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from the relationship that K' ~ 4s -1, where s is the slope of the Hugoniot relation
in shock velocity-particle velocity coordinates. The pressure derivative of the shear
modulus of Cr was estimated to be 1.4, using an approximate expression relating
this quantity and the acoustic Griineisen parameter. The resultant velocity-density
relationship for Fe-Cr-Ni (dot-dashed line) is shown in the Figure. The mixing model
predicts the measured velocities to within 3%. The acceptable agreement, given the
level of approximation, suggests that it is possible to decouple the effects of Cr and
Ni on Vp in the alloy. According to the Figure, Fe-Cr-Ni is up to 8% faster than
e-Fe at a given density (up to ~10.1 g/cm3), largely because of high velocities in Cr.
The effect of 8 wt.% Ni, on the other hand, would be to produce a slight decrease
(< 1% at 10.1 g/cm3) in Vp relative to e-Fe at a given density.

Extrapolation of linear velocity-density trends in Fe to inner core densities reveals
that compressional velocities in e-Fe and «(?)-Fe are 3% and 8% lower than inner
core velocities from Earth model PREM [Dziewonski and Anderson, 1981]. The
representative uncertainties for the inner core seismic velocities are from bounds
obtained by Stark et al. [1986]. The core is believed to contain about 4 wt. % Ni
based on cosmochemical considerations [Brett, 1976]. As can be seen in Figure 2.1,
the effect of alloying Fe with ~ 4% Ni is to produce a slight compressional velocity
decrease at constant density at inner core conditions. The velocity excess in the inner
core therefore cannot be explained by the presence of Ni. Other transition metals
such as Cr could possibly account for the velocity difference but they are expected
to be found in only very small (< 0.1%, [Brett, 1976]) quantities in the core. The
presence of 3-7 wt.% S or other light element in the inner core has been proposed on
the basis of density data [Jephcoat and Olson, 1987]. Such a component may also be
necessary to satisfy the compressional velocities in the core.

The effect of inner core temperature is assessed in Figure 2.2. This figure com-

pares inner core compressional velocities from PREM with those in the two solid
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Material Po Co s Yo Ref.

(g/cm®) (km/s)
Fe-Cr-Ni  7.87 458 149 22 McQueen et al. [1970]

Fe 7.85 396 1.58 -  Brown and McQueen [1986]

Ni 8.87 460 144 20 Marsh [1980]

Cr 7.12 5.17 143 1.2 McQueen et al. [1970]
FeS, 4.91 534 145 1.56 Ahrens and Jeanloz [1987]
FeO 5.5 3.73 1.59 1.8 Jeanloz and Ahrens [1980]

Table 2.1: Hugoniot equation of state properties for Fe, Cr, Ni and Fe alloys.

phases of iron, taking into account the effects of Ni content and temperature. Ve-
locities in Fe and Fe-Cr-Ni at inner core pressures were calculated using the linear
velocity-density trends discussed above and the known Hugoniot pressure-density
relations for these materials (Table 2.1). In order to account for thermal effects, we
have assumed that the temperature coeflicient of compressional velocity, (0Vp/dT) p,
is -0.1 m/s/K. This is significantly less than the zero-pressure value of (8Vp/dT)p
= -0.6 m/s/K for bec iron [Leese and Lord, 1968]. Our value is based on compari-
son of Hugoniot Vp measurements and finite-strain extrapolations of ultrasonic data
at 300 K for Al, Cu, Mo, Ta, W, and Mg,SiOy4, which lead to the conclusion that
(0Vp/OT)p decreases strongly in magnitude with pressure [Duffy and Ahrens, 1992a;
see also Chapter 4]. At pressures above 100 GPa, values of (0Vp/9T)p of -0.1 £ 0.1
m/s/K have been found for the materials studied to date.

The temperature of the inner core is also uncertain. A number of recent estimates
of the temperature at the inner core-outer core boundary are shown in Table 2.2 and

span a considerable range. We have used 6000 K and 7500 K as representing bounds
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Figure 2.2: Compressional sound velocities in the inner core from Earth model PREM
(dotted line) together with estimates from Hugoniot and ultrasonic sound velocity
data. Dashed and dot-dashed lines show calculated compressional velocities in Fe-Ni
for assumed inner core temperatures of 6000 K and 7500 K. Upper curves are for
e-Fe containing 4 wt.% Ni, and the lower curves are for 4-Fe also containing 4 wt.%

Ni. The solid curve shows extrapolated Hugoniot velocities in Fe-Cr-Ni alloy.
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Study T (K)

Stacey [1977) 4168

Brown and Shankland [1981] 3359
Anderson [1986] 6210 £ 400
Williams et al. [1987) 7600 £ 500
Ross et al. [1990] 6200 + 500

Boness and Brown [1990b] 5800 %+ 500

Table 2.2: Some recent estimates of the Earth’s inner core-outer core boundary

temperature.

on inner core temperatures given the latest estimates (Table 2.2). We also assume
that the inner core is isothermal. Temperatures achieved along the iron Hugoniot
were taken from the calculations of Brown and McQueen [1986] which did not include
a phase-tfansition energy term but did include an electronic contribution to the
specific heat. Velocities were corrected using the temperature difference between the
Hugoniot and inner core and the velocity-temperature scaling coefficient discussed
above. The resultant thermal corrections are 1 and 2.5% for the upper (7500 K) and
lower (6000 K) bounds on the inner core temperature.

To account for the effect of Ni content on Vp, we have used our previous decompo-
sition of the effects of Fe, Cr, and Ni on velocities in Fe-Cr-Ni. We first extrapolated
Ni ultrasonic data to inner core pressures (at 300 K) and corrected the data to in-
ner core temperatures using the (9Vp/0T)p value above. We then averaged the Fe
and Ni velocities together with atomic-fraction weights. The effect of including a
cosmochemically plausible 4 wt.% Ni in e-Fe is to produce a slight (<1%) decrease

in Vp, while the same amount of Ni combined with +(?)-Fe produces a slight (<1%)
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increase in Vp. The combined effects of temperature and Ni content on Vp in Fe
under inner core conditions is shown in Figure 2.2. At a given pressure, the ve-
locities in the Fe-Ni alloys are 1-2.5% greater under inner core conditions than Fe
velocities under Hugoniot conditions. Thermally corrected velocities in v(?)-Fe+4
wt.% Ni are 5.5-7% below PREM values, and those in e-Fe+4 wt.%Ni are 1-2.5%
below PREM values. It appears that an inner core composed solely of e-Fe is in good
agreement with seismic data, but compressional velocities in v(?)-Fe are too low for
it to be the sole component of the inner core. This conclusion was reached earlier by
Brown and McQueen [1986] on the sole basis of Fe Hugoniot data. We have shown
that this conclusion also holds when thermal effects and Ni content are taken into
account. It is interesting to note that compressional velocities for both iron phases
lie below seismic values. It is therefore plausible that the inner core could contain a
high-velocity, low-density fraction. The lack of high-pressure compressional velocity
data on phases such as FeO and FeS preclude bounds on such a fraction from being

drawn at present.

2.3 Bulk Velocities in Fe and Fe Alloys

We now turn attention to bulk sound velocities in Fe and Fe-Cr-Ni and a comparison
with seismic values in the outer and inner core. Before discussing our new data for
Fe-Cr-Ni alloy, a summary of available iron data will be presented as interpretation of
these data is ambiguous at present. Bulk sound velocities in Fe were first presented
by Al’tshuler et al. [1960] at pressures between 42 and 348 GPa. Subsequently,
Brown and McQueen [1986] reported bulk sound velocities from the Hugoniot melt-
ing point, which they determined to be at 243 4+ 2 GPa, to 400 GPa. Hugoniot Vp
values for Fe are plotted against density in Figure 2.3. While the Al’tshuler et al.
results represented a pioneering experimental advance, the accuracy of these meas-

urements has been called into question [Brown and McQueen, 1986]. A comparison
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of experimental results at similar densities (see also Figure 2.1) shows that the meas-
urements of Al’tshuler et al. and Brown and McQueen generally differ by 1-3%. Part
of this difference may be attributable to the EOS used for Fe. Anderson [1990] rean-
alyzed the Brown and McQueen data using a liquid-state EOS for Fe and computed
sound velocities that were shifted downward by 1-2% (Figure 2.3) and are in bet-
ter agreement with the results of Al’tshuler et al. [1960]. As a general conclusion,
we find only small differences in sound velocities at similar pressures reported by
Al’tshuler et al. [1960] and Brown and McQueen [1986). ‘

As discussed in Chapter 1, thermodynamic arguments incorporating the Mie-
Griineisen equation can be used to derive a relationship between the Griineisen pa-
rameter and the bulk sound velocity (Eqn. 1.17) which depends upon the local slope
of the Hugoniot. We have used this eqn., together with EOS data for Fe, Cr, and
Ni (Table 2.1), to compute Hugoniot bulk sound velocities (Fig. 2.3). In doing so,
we have assumed that the product of the density and the Griineisen parameter, pv,
is constant with pressure. This assumption, which is commonly used in analyses of
shock data, is supported by studies of porous materials [McQueen et al., 1970] and
available bulk sound velocity data in metals [Duffy and Ahrens 1992b]. For Cr and
Ni, ambient-pressure values of py were used in the calculation (Table 2.1). For Fe,
Brown and McQueen [1986] found a nearly constant value of py = 19.7 & 0.7 from
their measured bulk sound velocities between 260 and 400 GPa and the EOS of iron.
This value was used to compute the curve for Fe shown in the figure. Anderson [1990]
has pointed out that Brown and McQueen used an EOS (Table 2.1) appropriate only
for solid iron. Anderson’s reanalysis using a liquid-state EOS implies the following
p-~y relationship for liquid Fe:

Po 1.17
N =28 =) (2.7)

where p, = 7.037 g/cm? is the ambient-pressure density of liquid iron at its melting

point.
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Figure 2.3: Bulk velocity as a function of density for Fe-Cr-Ni and its components.
Solid symbols are the present data for Fe-Cr-Ni through which a linear fit is drawn
(solid curve). Solid curves for Cr, Fe, and Ni are from Hugoniot calculations and
are discussed in detail in the text. Data for Fe are shown by open symbols. Also
included (starred symbols) are Anderson’s [1990] reinterpretation of the three highest
pressure data of Brown and McQueen [1986]. The open box shows the estimated
bulk sound velocity in e-Fe at ambient conditions from the static-compression data
of Mao et al. [1990]. The vertical bar at p = 12.3 g/cm3 is the Hugoniot melting
boundary for Fe. The dashed curve shows a linear least-squares fit to the iron
data of Al’tshuler et al. [1960] and Anderson [1990]. Outer (O.C.) and inner (1.C.)
core values are from Earth model PREM. The dash-dot curve shows velocities and
densities in Fe-Cr-Ni estimated from a weighted average of its components using

atomic fractions as weights.
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Velocity-density relationships computed using Eqn. 1.17 and a constant py gen-
erally show a concave upward slope but can be nearly linear over large ranges in
density. There are two notable features of the calculated bulk velocities in Fe shown
in the Figure. First, the velocities exhibit significant non-linearity over the density
range of the outer core. The outer core, however, exhibits a linear velocity-density
trend over a 23% variation in density. It may be difficult to reconcile the calculated
Vg-p trajectory in Fe with a homogeneous outer core. Moreover, measured values of
Vp and Vg along the Hugoniot nearly always display linear velocity-density trends
over the experimental data ranges [Shaner et al., 1988; Boness and Brown, 1990a;
Duffy and Ahrens, 1992b]. The second point is that calculated bulk sound velocities
in Fe using this relationship are 4-10% slower than measured in the solid phase by
Al’tshuler et al. [1960]. One difficulty may be that changes in physical properties
across the melt boundary are not being properly accounted for. We further note
that the data of Al’tshuler et al. [1960], together with Anderson’s results (that is,
incorporating both solid- and liquid-phase data) define a linear velocity-density trend

throughout the experimental data range:
Vp = —5.45 + 1.20p. (2.8)

This relationship is shown as the dashed line in Figure 2.3. In determining this
result, we have included an estimate of the ambient-pressure bulk sound speed for
e-Fe using p, = 8.30 + 0.01 g/cm? and K, = 165 * 4 GPa from room-temperature
static-compression data to 300 GPa, giving Vp=4.46 km/s [Mao et al., 1990]. The
Al'tshuler datum at 54.2 GPa (Vp = 6.70 km/s) was excluded from the fit. In
summary, available bulk sound velocity data for Fe can be interpreted in one of
two ways, either as a linear velocity-density relationship (Eqn. 2.8) or as a non-
linear relationship for which py = const. These two relationships predict bulk sound
velocities that differ by as much as 6% in the solid-phase portion of the Fe Hugoniot.

Bulk sound velocities in Fe-Cr-Ni alloy (Chapter 1) are also shown in Figure
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2.3. A weighted least-squares fit to these data yields Vg = -4.64 + 1.16p. Fe-Cr-Ni
data have a slightly lower slope (by 3%) than the Fe relationship discussed above
(Eqn. 2.8). As was done above for Vp, estimated values for Vg in the alloy were
computed by combining densities and bulk velocities in Fe, Cr, and Ni at a given
pressure, using atomic fractions as weights. For Cr and Ni, the Hugoniot-slope
calculations were used to estimate the bulk velocities in these materials. For Fe,
the linear velocity-density relationship described above was used. The results are
shown in Figure 2.3 (dot-dashed curve) and agree well with measured values. As
with compressional velocities, bulk velocities in Fe-Cr-Ni are greater than those in
Fe throughout the experimental data range. The linear velocity-density relationship
for Fe-Cr-Ni yields bulk velocities 6-10% greater than those for Fe up to 10.1 g/cm?.
We again infer that the higher velocities in Fe-Cr-Ni are a consequence of the incor-
poration of Cr. Addition of ~4 wt.% Ni to Fe is therefore expected to produce only a
small (< 1%) decrease in Vp. Hugoniot velocities in Fe based on Eqn. 2.8 lie 13-25%
below outer core velocities in PREM at constant density, presumably reflecting the
effects of both temperature and alloying in the outer core. However, at constant
pressure, Hugoniot Fe velocities are just 4% below PREM values. This is illustrated
in Figure 2.4 which shows the variation of bulk sound velocities in Fe and Fe alloys as
a function of pressure. By analogy with our results for Vp, we expect that constant-
pressure thermal corrections to Vg will be small (~3% or less) The temperature
difference between Hugoniot and core conditions is calculated to be smaller for the
outer core than for the inner core. Bulk velocities in FeS; and FeO are estimated
using the EOS properties listed in Table 2.1. On the basis of current data, the effect
of incorporation of both S and O will be to increase the bulk sound velocity relative
to pure Fe. If these materials are incorporated into the core, they must be compen-
sated by some material with a lower bulk sound velocity. This study has shown that

the effect of Ni on Vp will be very small and that therefore Ni is not likely to be a
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significant compensatory material. Recent static-compression data on iron hydride
of approximate composition FeHg 94 have shown that this material is stable at 300
K to at least 62 GPa and have provided the first estimates of the elastic properties
and densities for the material [Badding et al., 1991]. While it is not known if FeH
is stable under core conditions, it has been proposed as a potential light element on
cosmochemical grounds [Jeanloz, 1990]. Estimated bulk velocities in FeH based on
the properties derived from the static experiments are shown in Figure 2.4 as the
dotted curve. Velocities in FeH at 300 K are predicted to be slightly less than those
in Fe over the outer core pressure range. The incorporation of FeH into the outer
core would therefore not produce a large change in bulk velocity and could partially
cbmpensate for the effects of S and O on Vp. In the inner core, calculated velocities
in Fe are 1-4% below velocities in PREM when viewed either at constant pressure
or at constant density. Both compressional and bulk velocities in Fe are therefore in

reasonably good agreement with inner core values.

2.4 Shear Velocities and Poisson’s Ratio in Fe and Fe alloys

Constraints on shear velocities in Fe and Fe alloys at high pressures and temperatures
can potentially provide strong constraints on the state of the Earth’s inner core.
Shear velocities in the inner core appear to be anomalously low. Masters and Shearer
[1990] have determined the shear velocity in the inner core to be 3.45 + 0.1 km/s
on the basis of free oscillation data. For comparison, the shear velocities in bec iron
and Fe-Cr-Ni at ambient conditions are 3.23 and 3.13 km/s, respectively. Normally,
velocities at high pressure are significantly greater than ambient-pressure values (see
Chapter 1 and Chapter 4). Possible explanations for the low values in the core
include partial melting [Loper and Fearn, 1983], second-order pressure effects on the
shear modulus [Falzone and Stacey, 1980], and the effect of high temperature. As a

consequence of the low shear velocity, Poisson’s ratio, v, is large in the inner core. In
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Figure 2.4: Bulk sound velocity in Fe and Fe alloys as a function of pressure. Symbols
show Hugoniot measurements. The dashed curves are calculated sound velocities for
Fe and Fe alloys, based on EOS data and a constant py . The dotted curve shows
estimated 300 K velocities for FeHg g4 based on the elastic properties and density
for this material determined by the static-compression data of Badding et al. [1991].
Solid curves show inner (I.C.) and outer core (O.C.) values from PREM.
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Earth model PREM, for which the shear velocity is 3.50-3.66 km/s, Poisson’s ratio is
0.44. At ambient conditions, Poisson’s ratio is 0.29 for both bcc iron and Fe-Cr-Ni.
For a liquid, Poisson’s ratio is 0.5. Thus, v values in the inner core are 50% greater
than ambient-pressure values and are close to liquid values.

In order to provide constraints on the variation of Vs with pressure and tem-
perature, we have calculated Hugoniot shear velocities for Fe and Fe-Cr-Ni. Shear
velocities cannot be directly measured under Hugoniot conditions. Instead, we have
combined measured compressional velocities (Figure 2.1) with the inferred variation

of the bulk velocity (Figure 2.3), using the relation:
2 3 2 2
VS = Z (VP - VB) 3 (29)

Similarly, Poisson’s ratio can be calculated from Vp and Vg:

3 (V3/v3)

The variation of Vs and v along the Hugoniot for Fe and Fe-Cr-Ni are shown in
Figures 2.5 and 2.6. In these figures, the bulk sound velocity has been determined
from Hugoniot-slope calculations (Eqn 1.17), which utilize solid EOS data (Table 2.1)
and a constant value for the product py. For Fe-Cr-Ni, the ambient-pressure value
of py = 17.1 has been used [McQueen et al., 1970]. High-pressure values from
bulk sound velocity measurements are consistent with this, but have large (> 25%)
uncertainties (Chapter 1). For Fe, the high-pressure liquid-state value of py = 19.7
*+ 0.7 has been assumed [Brown and McQueen, 1986].

At pressures up to 80 GPa, shear velocities and Poisson’s ratios in Fe and Fe-Cr-Ni
are similar, and both increase with increasing pressure. In this region, shock-heating
effects are small, and the data largely reflect the pressure dependence of these quan-
tities. For comparison, we have shown in each figure the pressure variation predicted

from Eulerian third-order finite-strain extrapolation of low-pressure ultrasonic data,
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Figure 2.5: Calculated Hugoniot shear velocities for Fe and Fe-Cr-Ni. The solid
and open symbols are obtained by combining measured compressional velocities and
Hugoniot-slope calculations for Vp, using a constant py. The solid line shows the
pressure dependence of Vg from extrapolation of low-pressure isothermal ultrasonic
data for Fe-Cr-Ni. The dashed curve shows the variation of Vg in Fe from a com-
bination of the linear compressional velocity-density trend and the variation of Vg

inferred by Brown and McQueen [1986]. Inner core values from free-oscillation data

are shown by the box.
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Figure 2.6: Calculated Poisson’s ratio along the Hugoniot for Fe and Fe-Cr-Ni from
measured Vp values and inferred Vp trends. The bulk sound velocities are computed
as described in the previous figure. The solid curve shows finite-strain extrapolation
of ultrasonic data for Fe-Cr-Ni. The dotted curves are bounds on v for Fe-Cr-Ni

computed using the expressions of Falzone and Stacey [1980].
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for Fe-Cr-Ni [Gerlich and Hart, 1984]. Vs and v for both Fe and Fe-Cr-Ni are similar
to ultrasonic trends over this pressure interval. Falzone and Stacey [1980] proposed
that higher-order pressure effects reduce the rigidity at high pressures and developed
expressions for the pressure variation of the Voigt and Reuss bounds of the shear
modulus for fcc metals. Application to Fe-Cr-Ni leads to the bounds on Poisson’s
ratio shown in Figure 2.6. Experimental data for the alloy to 80 GPa are consis-
tent with the lower bound, which is similar to ultrasonic trends not including the
second-order effects.

At higher pressures, shear velocities in Fe begin to decrease, tending towards 0 at
the 243 GPa melting point. This produces a concomitant large increase in Poisson’s
ratio with pressure. One possible explanation for this behavior is that it reflects the
effect of increasing temperature on Vg. It is shown in Chapter 4 that the temperature
coefficient of compressional velocity, (0Vp/0T)p, can be constrained at high pressure
by comparing measured Hugoniot velocities with 300 K velocities calculated from
extrapolation of ultrasonic data. We have performed a similar analysis to determine
the value of (0Vs/0T)p required to explain the results of Figure 2.5. To accomplish
this, we must know or estimate the elastic moduli and their pressure derivatives for |
the high-pressure phases of Fe. For e-Fe, the density, bulk modulus, and pressure
derivative were taken from the results of 300 K static-compression experiments to
300 GPa [Mao et al., 1990]. The shear modulus, G, and its pressure derivative, G,
have not been measured for this material. Since the pressure dependence of Vi in
Fe-Cr-Ni and Fe is similar up to ~50 GPa (Figure 2.5), we have assumed that G and
G' are the same for these materials. Temperatures along the Hugoniot were taken
from the calculations of Brown and McQueen [1986]). The temperature coefficient of

the shear modulus is given by:

8T ), "~ 300 — Ty’ (2.11)

where I refers to the 300 K isotherm and H refers to the Hugoniot. Using the data

(3Vs) _Vs1 —Vsg
P
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of Figure 2.5, we find (0Vs/0T)p = -0.3 £ 0.1 m/s/K for e-Fe between 100 and 200
GPa. Applying the same analysis to the v(?)-Fe data above 200 GPa, we obtain
(0Vs/0T)p = -0.5 = 0.05 m/s/K. These results compare with ambient-pressure
values of (0Vs/0T)p for bee Fe and Fe-Cr-Ni of -0.3 and -0.6 m/s/K, respectively,
[Leese and Lord, 1968; Ledbetter et al., 1975]. Therefore, in order for temperature to
account for the variation of Vg shown in Fig. 2.5, the temperature coefficient of Vg
at P > 100 GPa must be comparable to ambient-pressure values for Fe and Fe alloys.
In contrast, Hugoniot compressional velocities for Al, Cu, W, Ta, Mo, and Mg,SiO4
indicate that (0Vp/0T)p decreases strongly in magnitude with pressure (Chapter
4). We find that (0Vp/0T)p = -0.1 & 0.1 m/s/K for these materials above 100 GPa.
Thus, the temperature coefficient of Vg required by the Fe data is inconsistent with
trends for (0Vp/0T)p from a number of materials.

Shear velocities calculated using Eqn 2.9 are sensitive to the details of the inferred
variation of the bulk sound velocity. Previously, it was shown that bulk velocity
data for Fe could be fit with either a linear or a non-linear velocity-density trend.
The above analysis for Vg utilized the non-linear trend derived from the data of
Brown and McQueen [1986). The data of Al’tshuler et al. [1960] and the analysis of
Anderson [1990] allow a linear bulk velocity-density trend to be constructed for Fe
which differs from the previous relationship by < 6%. The use of this relationship
(Eqn. 2.9) produces a markedly different variation of shear velocity with pressure in
Fe . This variation is shown in Figure 2.7. In this case, the shear velocities in e-Fe
are nearly constant with pressure at Vg = 3.6 + 0.2 km/s. The shear velocities in
v(?)-Fe are lower (Vs = 2.6 + 0.1 km/s) and may decrease with pressure. The lack
of variation of Vg with pressure in e-Fe strongly contrasts with the increase in Vg
apparent in the Fe-Cr-Ni data up to 80 GPa.

A second possible explanation, therefore, for the low shear velocities in Fe at

high pressure is a very weak pressure dependence of G. Many hcp metals possess
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Figure 2.7: Calculated shear velocities along the Hugoniot for Fe and Fe-Cr-Ni,
assuming linear velocity-density relationships for Vp and Vp in Fe. The solid symbols
and solid curve are for Fe-Cr-Ni and are computed as described in Figure 2.5. The
open symbols are calculated Fe velocities using measured compressional velocities
and the linear Vp-p relations of Eqn 2.8. The dashed curve shows the calculated
variation of Vs in Fe, using Eqns. 2.5, 2.6, and 2.8 together with the EOS for solid
Fe. The dotted curves show calculated shear velocities in Fe at 300 K using various
values of the pressure derivative of the shear modulus. Inner core velocities from free

oscillation data are shown by the box.
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low (< 1.0) shear modulus pressure derivatives [Guinan and Steinberg, 1974]. Jean-
loz and Wenk [1988] argue that Ti is an appropriate elastic analog for e-Fe because
in addition to having the same crystal structure, the c/a ratios and ratios of lin-
ear compressibilities at zero pressure are identical for these materials. The pressure
derivative of G for Ti is 0.48 [Guinan and Steinberg, 1974]. Assuming Vs is 3.4 km/s
at ambient conditions, we have computed the expected variation of Vs with pressure
at 300 K for different values of G, and these are shown in Figure 2.7. These results
show that a value of G' ~ 1 provides an upper bound for values of Vg along the
Hugoniot. The effective shear modulus pressure derivative for e-Fe, reflecting both
the effects of pressure and temperature, is less than 1.0.

Regardless of the form chosen for Vp, the data for Fe suggest that shear velocities
in e-Fe at P > 100 GPa are comparable to inner core values. This could be due to a
strong temperature coefficient of the shear velocity, but we feel that it is more likely
due to a weak dependence of the rigidity on pressure. Shear velocities in 7(?)-Fe are

~2.5 km/s and lie well below inner core values.

2.5 Summary

Hugoniot compressional sound velocities in Fe and Fe-Cr-Ni define linear velocity-
density trends (Birch’s Law) over the entire data range for these materials. Velocities
in the alloy are up to 8% faster than those in Fe for densities up to 10.1 g/cm®. Com-
pressional velocities in Fe-Cr-Ni can be approximately (~3%) modeled by averaging
endmember properties and using atomic fractions as weights. This analysis leads to
the conclusion that it is the presence of ~19% Cr that is responsible for the higher
compressional velocities in the alloy.

Compressional velocities in Fe and Fe-Ni have been estimated under inner core

conditions (P=329-364 GPa, T=6000-7500 K) from observed velocity-density trends,

a linear mixing model that accounts for the effects of Ni, and a temperature coeflicient
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of velocity, (0Vp/0T)p, equal to -0.1 m/s/K. At a given pressure, velocities in e-Fe
alloyed with 4 wt.% Ni are 1-2.5% below PREM values under inner core conditions.
Velocities in 7(?)-Fe alloyed with 4 wt.% Ni are 5.5-7% below PREM values. The
effect of Ni is to produce a very slight (< 1%) decrease in Vp for e-Fe and an increase
for 4(?)-Fe. Thermal corrections at constant pressure from Hugoniot to inner core
conditions are estimated to range from 1-2.5% for upper (7500 K) and lower (6000
K) bounds on inner core temperature. These results suggest that the properties of
e-Fe plus ~4 wt.% Ni are consistent with seismic values for Vp in the inner core.
The properties of y(?)-Fe lie well below inner core velocities even when the effects of
alloying with Ni and thermal effects are accounted for. Qur conclusions are similar to
those of Brown and McQueen [1986] from a consideration of Fe sound velocity data.
We have shown that these conclusions remain valid when the effects of Ni content
and thermal corrections are taken into account. The present results cannot exclude
the presence of a light, high-Vp component in the inner core, but no bounds on such
a component can be drawn because of the lack of high-pressure Vp data for such
materials.

The variation of bulk sound velocity with density in Fe is ambiguous given current
shock wave data. Two possible Vp-p relationships are outlined. A simple linear
relationship between velocity and density (Vg = -5.45 + 1.20p) is consistent with
some Vp data for solid and liquid Fe [Al’tshuler et al., 1960; Anderson, 1990]. Such
a relationship for Vg has also been found to hold for Fe-Cr-Nji (VB = -4.64 + 1.16p)

at densities between 7.9 and 10.1 g/cm?

. The Vp-p slopes for these materials are
16-20% greater than those observed in the Earth’s outer core (Vg = -1.84 + 1.00p).
The second possible Vp-p relationship is non-linear over the outer core density range
and is constrained by the liquid-iron data of Brown and McQueen [1986]. It is based
on the thermodynamic relationship between the Griineisen parameter and the bulk

sound velocity and uses a constant py = 19.7 + 0.7 [Brown and McQueen, 1986).
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These two relationships yield bulk sound velocities in Fe that differ by < 6% at
densities up to 13.4 g/cm3.

Bulk sound velocities in Fe-Cr-Ni can also be modeled using a weighted average of
endmember properties with atomic fractions as weights. The effect of incorporating
~4 wt.% Ni in Fe is estimated to decrease Vg by less than 1%. For both the inner
and outer core, Hugoniot bulk velocities in Fe are up to 4% below PREM values at
a given pressure. When viewed at constant density, Fe velocities are 13-25% below
outer core values but remain within 4% of inner core values. This is consistent with a
nearly pure iron inner core and an outer core with a significant impurity content. At
constant pressure, bulk velocities in Fe are similar to outer core values, implying that
the light element in the outer core must have only a small effect on Vp. Calculated
velocities for FeO and FeS; are significantly faster than those in Fe, while those in
FeH are slightly slower than Fe velocities. This suggests that the presence of H in
the outer core could at least partially compensate for increases in bulk velocity that
would result from incorporation of S and O.

Constraints on shear velocities and Poisson’s ratio in Fe and Fe-Cr-Ni were drawn
by comparing measured compressional velocities with inferred bulk velocity trends.
Shear velocities in Fe-Cr-Ni increase up to 80 GPa in a manner consistent with
the extrapolation of ultrasonic data. At P = 150-200 GPa, shear velocities in -
Fe are ~3.6 km/s. For «(?)-Fe, the shear velocity is ~2.5 km/s at P = 200-243
GPa. However, the variation of Vg with pressure in Fe is strongly dependent on
the form of the Vp-p relationship. Two possible shear velocity-pressure relationships
consistent with current data are outlined. The behavior of Vs can be explained by
either a strong temperature dependence or a weak pressure dependence of the shear
modulus. The values of (0Vs/8T)p required to explain data for e-Fe and (?)-Fe are
-0.3 £ 0.1 m/s/K and -0.5 + 0.05 m/s/K, respectively. These values are considered

to be implausible because they contradict compressional velocity data for a number
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of materials which indicate that (8Vp/9T)p > -0.2 m/s/K for pressures exceeding
100 GPa. The second alternative is that the effective pressure derivative of G along
the Hugoniot is small, between 0.5 and 1.0. This is consistent with ultrasonic data
for other hcp metals such as Ti. The data for Fe-Cr-Ni require a much stronger
pressure dependence of G (G' & 1.5-2). Both analyses for Vs lead to the conclusion
that at high P (> 100 GPa) shear velocities in Fe are low (< 4.0 km/s) and Poisson’s
ratio values are greater than 0.35. The shear velocity of the inner core is 3.45 +
0.1 km/s and is comparable to e-Fe values at P > 100 GPa. This provides further
support for e-Fe as the stable of phase of Fe in the inner core and implies that partial

melting is not required to explain the shear properties of the inner core.



Chapter 3

Elasticity, Equation of State, and
Constitutive Behavior of
Shock-Compressed Polycrystalline

Magnesium Oxide

3.1 Introduction

Magnesium oxide (MgQO) is a material of geological importance because of its po-
tential role as a lower mantle component. Its exceptional stability from ambient
conditions to pressures above 100 GPa under both dynamic and static loading also
makes it an attractive and significant material for study. In this work, we have mea-
sured the equation of state (EOS), compressional wave velocities, and wave profiles
on nearly fully dense polycrystalline MgO under shock wave compression. Results for
ceramic MgO, or magnesia, will be compared with a variety of other data, including
Hugoniot and ultrasonic data for crystalline MgO (periclase).

The comparison of shock wave data with static or ultrasonic data is important

103
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for a number of geophysical applications. Shock wave-derived isotherms are relied
upon to create pressure scales for diamond anvil and other static high-pressure ex-
periments. Comparison of sound velocities and densities under shock conditions with
those measured or extrapolated under static conditions allows the effects of pressure
and temperature on these properties to be determined. There are a number of po-
tential reasons as to why shock and ultrasonic data may not be comparable. These
include shock-induced fabric, material strength, thermal heterogeneities, and ther-
modynamic disequilibrium [Grady, 1977]. To understand fully the potential role of
these factors, the shock-compression process must be understood in great detail.

Compositional models of the Earth’s interior rely on comparison of laboratory
determinations of elastic wave velocity and density with seismic data. Shock wave
measurements offer a means to assess the accuracy of sound velocities extrapolated
to mantle conditions from high-precision but low-pressure ultrasonic data. In this
work, we also use equation of state data and temperature measurements to infer
thermal expansivities at ultra-high pressure. Knowledge of thermal expansivities at
high pressure and temperature is essential to test for changes in bulk composition
between the upper and lower mantle.

The equations of state of both single-crystal and porous polycrystalline MgO
have been studied extensively using shock techniques. However, no data on low-
porosity polycrystalline MgO have been available previously. The only existent wave
profile data on this material are several profiles for single-crystal MgO between 4.8
and 11.2 GPa reported by Grady [1977]. It has long been recognized that the dy-
namic deformation of single-crystal and polycrystalline ceramics can differ greatly
[Ahrens et al., 1968]. Therefore, it is of interest to study the loading and release
behavior of polycrystalline MgO to provide an improved basis for understanding the
different response of single crystals and polycrystals to shock deformation.

Wave profile measurements have yielded extensive information on the high-strain-
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rate deformation of metals, but much less information is available for ceramics. In
general, single crystals exhibit at least partial loss of strength, but polycrystals retain
most or all of their material strength. Most work to date has focused on high-strength
ceramics that have more obvious engineering applications. We will address the ques-
tion of whether the dynamic behavior of MgQ, a relatively low-strength ceramic, can
be described by employing concepts that have proven useful for metals. The study of
ceramics is particularly relevant, as these materials are less well characterized than

metals and exhibit a wide range of response to high-strain-rate deformation.

3.2 Experimental Method
3.2.1 Samples

Low-porosity polycrystalline magnesium oxide (MgQ) samples were obtained com-
mercially (Cercom Inc., Vista, CA) in the form of 1.25” diameter hot-pressed disks.
The manufacturer’s specifications indicated that the density was within 1% of crystal
density and chemical purity was greater than 99.5%. The latter was confirmed by
electron microprobe analysis which revealed a small amount of CaO (~0.3%) and the
presence of no other impurities at detectable levels. Bulk densities were measured
by weighing the ~10 g samples in air with a sensitive microbalance to + 10™* g.
Crystal densities were determined through the Archimedean immersion technique.
The average crystal density of the samples was found via the Archimedean method
to be 3.571 + 0.004 g/cm3, and the average bulk density obtained by weighing and
measuring the samples was 3.562 + 0.006 g/cm3, both of which are within better
than 1% of the standard x-ray density (3.584 g/cm?) of this material. Examina-
tion of thin sections by optical microscopy revealed a structure of colorless, roughly
equant grains with approximate dimensions of 5 pm. No porosity could be detected
optically. Sample flatness variations were less than 0.01 mm.

Ultrasonic sound velocity measurements were performed on a representative sam-
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ple in the direction of hot-pressing (and shock wave propagation) by Dr. Sally M.
Rigden at Australian National University. Measurements between 30 and 70 MHz
revealed little dispersion in velocity (£ 0.005 km/s) and a compressional wave ve-
locity of 9.81 + 0.02 km/s when corrected for a transducer bond thickness of 0.3 p.
This is 1.1% greater than the the Voigt-Reuss-Hill (VRH) average for a single crystal
of this material reported by Jackson and Niesler [1982].

3.2.2 Experiments

Equation of State Experiments

A series of equation of state (EOS) experiments were conducted on MgO specimens
using both a propellant and a light gas gun. A 40-mm bore propellant gun was used to
launch ~100-g projectiles to velocities up to 2.5 km/s. A two-stage light gas gun was
used to accelerate ~20-g projectiles to 6.5 km/s. In both cases, projectiles consisted
of a metallic flyer plate encased in a lexan body. Projectile velocity was measured
to ~1% on the 40-mm gun and to ~0.1% on the light gas gun by recording x-ray
shadowgraphs immediately prior to impact. A He-Ne laser-intervalometer system
provided a redundant back-up velocity measurement for the propellant gun.

The MgO targets were mounted on driver plates of pure tantalum or aluminum
2024 and placed in an evacuated (~100 mm Hg) sample chamber. Two pairs of
flat mirrors were mounted in a linear array on the rear surface of the target and
driver. An inclined wedge was mounted in line in the center of the target. An
expendable turning mirror directed light from a 10-kV Xenon flash lamp onto the
rear of the target and reflected light was directed to a continuous writing streak
camera. Shock wave velocities were measured by recording the destruction times of
the mirrors by the oncoming shock front and by the change in extinction angle of the
inclined wedge. Uncertainties are primarily caused by uncertainties in interpreting

changes in optical density on the film and uncertainties in timing that are due to tilt.
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The thermodynamic state behind the shock front was determined by application of
the Rankine-Hugoniot conservation equations. Details regarding the experimental
apparatus and data analysis techniques can be found in Ahrens and Gregson [1964];

Jones et al. [1966]; Ahrens et al. [1971]; and Ahrens [1987].

Wave Profile Measurements

In addition to the equation of state experiments, a series of wave profile measure-
ments were undertaken using shock wave velocimetry. Wave profile measurements
yield a continuous record of the particle velocity at a sample interface during both
the loading and unloading cycles of the experiment. The measurement technique
used for recording particle velocity histories was the velocity interferometer system
for any reflector (VISAR) [Barker and Hollenbach, 1972]. In this technique, 200-300
mW of light from an Ar* ion laser is focused onto the diffusely reflecting rear surface
of the sample under test. Target motion induces a Doppler shift in the reflected laser
light, which produces time-dependent light-intensity changes (interference fringes)
in a wide-angle Michelson interferometer. The interference fringes are detected and
recorded using four photomultiplier tubes and a pair of two-channel digital oscillo-
scopes. The relationship between surface velocity and the number of fringes recorded

is given by [Barker and Hollenbach, 1972; Barker and Schuler, 1974):
u(t — 7/2) = kF(t), (3.1)

where u is the particle velocity, t is the time, 7 is the lag time of the interferometer,
k is the velocity-per-fringe constant, and F(t) is the number of fringes recorded up to
time ¢. The fringe constant k can range from ~100 m/s/fringe to over 1 km/s/fringe
and is controlled in part by inserting variable lengths of fused silica bars in one arm
of the interferometer.

Figure 3.1 shows an example of a velocity profile and one of the fringe records

from which the profile was derived. Rapid light-intensity changes associated with the
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arrival of the elastic precursor and the shock front are evident as are several fringes
produced during the unloading of the specimen. The shock arrival in all the present
experiments produced a burst of fringes at too high a frequency to be tracked by
the ~250 MHz recording system. The change in interface velocity at this point can
be determined reliably from the known impact velocity, an estimate or knowledge of
the EOS of the target and flyer, and the signal-intensity levels before and after the
velocity jump [Barker and Hollenbach, 1972; Barker, 1988b].

The VISAR we have constructed is similar to that originally described by Barker
and Hollenbach [1972] except that we have incorporated the push-pull modification
and data reduction algorithm of Hemsing [1979] and the polarization-randomization
scheme of Asay and Barker [1974]. A detailed description of VISAR construction
and operation can be found in the appendix as well as in Crump and Stanton [1988].

Two types of impact geometries were used in the present experiments. The first
type, known as the reverse-impact geometry, is illustrated in Figure 3.2. In this
arrangerhent, the material under study is inserted in the projectile and is used to
impact a thin (1-2 mm) aluminum buffer with an LiF window epoxied to it. The
VISAR monitors the interface between the window and the buffer. An array of
electrical shorting pins is used as part of a capacitor-discharge circuit to trigger
recording instrumentation and to measure impact planarity. The sample is backed
by a low-density foam layer which serves to introduce an unloading wave into the
specimen. All wave profile measurements in this study were conducted on the 40-mm
bore propellant gun.

A Lagrangian wave propagation diagram for the reverse-impact experiments is
shown in Figure 3.3. At impact (t=0), an elastic precursor and a shock wave are
propagated through the sample, and a shock is propagated through the buffer. It
is assumed here that the impact stress is sufficient to overdrive the precursor in

aluminum but not sufficient to overdrive the precursor in MgO. At time tj, the
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Figure 3.1: Velocity profile for MgO and one of the four interferograms from which
the profile was derived. The lower portion of the figure shows light-intensity changes
(fringes) recorded by a photomultiplier tube. Increasing light intensity produces a

negative voltage. Light-intensity changes correlate with velocity changes shown in

the top figure.
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Figure 3.2: Experimental set up for reverse-impact experiments on polycrystalline

MgO.
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shock reaches the buffer-window interface and is recorded by the VISAR. The slight
impedance contrast between LiF and aluminum causes a weak rarefaction to propa-
gate through the aluminum which returns to the reflecting surface at time tz. The
elastic precursor traveling through the sample eventually reaches the sample-foam
interface, reflects from it, and interacts with the oncoming shock wave. The shock
wave also reflects from the foam interface and produces a rarefaction fan which fur-
ther unloads the material from the high-pressure state. The unloading of the sample
is recorded as a decrease in particle velocity beginning at time t3.

The reverse-impact arrangement is well suited for measuring the unloading prop-
erties of the sample and in particular, the initial unloading wave velocity. The
particle velocity jump recorded at ?1, in conjunction with EOS information for the
buffer material, provides indirect information on the EOS of the sample. A summary
of the impact parameters for these experiments is given in Table 3.1.

In order to obtain more direct information on the compressive properties of the
samples, a second series of experiments called forward-impact experiments were con-
ducted. The experimental arrangement for these experiments is shown in Figure 3.4.
The flyer plate impacts the sample to which a thin aluminum buffer has been epox-
ied. Sample-buffer and buffer-window epoxy layers were ~10 mm thick in both these
and the reverse experiments. For all but one of the experiments, the flyer and sample
were the same material, so symmetric impact conditions applied. The VISAR again
monitors the buffer-window interface. The impact parameters for these experiments
are listed in Table 3.2.

A Lagrangian distance-time diagram illustrating the propagation and interaction
of the waves of interest is shown in Figure 3.5. Symmetric impact causes an elastic
precursor followed by a slower plastic shock to travel through both the flyer and the
sample. The impedance contrast between the sample and buffer causes a partial

unloading wave (dashed lines) to travel back through the sample. The precursor and
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Figure 3.3: Lagrangian distance-time diagram for a representative reverse-impact
experiment. Vp, is the elastic precursor velocity, Ug is shock velocity, Vp is the com-
pressional sound velocity, ¢1-t3 correspond to wave-arrival times. h; is the distance
to the point where the reflected precursor and direct shock interact. The subscript

b refers to the buffer and s refers to the sample (MgO).
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Sample Buffer Window
Shot Po thickness Po thickness Po thickness ugp
(g/cm®)  (mm) |(g/em®) (mm) |(g/cm®) (mm) | (km/s)
844 | 3.557 4.026 2.663 0.976 2.633 12.128 2.001
0.004 0.004 0.004 0.002 0.005 0.005 0.021
848 | 3.561 4.025 2.681 1.955 2.631 12.133 1.432
0.002 0.002 0.004 0.002 0.001 0.003 0.010
851 3.569 3.032 2.681 1.962 2.630 12.138 2.366
0.008 0.006 0.003 0.002 0.001 0.002 0.035
853 | 3.558 3.030 2.684 1.887 2.629 8.128 1.612
0.007 0.002 0.003 0.002 0.004 0.003 0.019
854 | 3.568 4.018 2.687 1.880 2.626 12.142 1.020
0.003 0.002 0.005 0.003 0.001 0.002 0.009
856 | 3.570 4.025 2.685 1.953 2.628 12.131 2.165
0.004 0.004 0.006 0.004 0.001 0.002 0.020
860 | 3.573 6.398 16.614 2.785 2.634 12.142 2.445
0.001 0.002 0.016 0.002 0.002 0.003 0.036

Table 3.1: Initial parameters for reverse-impact experiments. All windows are LiF

and all buffers are Al 6061 except for shot 860, which used a Ta buffer.
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Figure 3.4: Experimental arrangement for forward-impact experiments on polycrys-

talline MgO.
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Flyer Sample Buffer
Shot Po thickness Po thickness Po thickness ugp

(g/en®)  (mm) |(gf/em®) (mm) |(g/em®) (mm) |(km/s)
857 | 3.563 3.024 3.561 4.030 2.683 1.944 1.520
0.004 0.002 0.004 0.004 0.003 0.002 0.020
859 | 3.563 3.026 3.564 4.023 2.679 1.942 2.432
0.004 0.003 0.002 0.002 0.003 0.002 0.030
861 3.558 3.030 3.551 4.025 2.684 1.980 1.015
0.004 0.002 0.006 0.002 0.003 0.002 0.008
864 | 3.836 3.217 3.566 3.780 2.687 1.946 2471
0.012 0.010 0.005 0.004 0.004 0.003 0.032

Table 3.2: Initial parameters for forward-impact experiments. The flyers were all
MgO except for shot 864, which had an Al;O3 flyer. The buffers were Al 6061 and

the windows for these experiments were LiF (2.63 g/cm?3, 8 mm thick).
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shock travel through the buffer and reach the buffer-window interface at times t;
and t3. The small (~3%) impedance contrast between the buffer and window has
been neglected in this analysis. The elastic precursor in the flyer eventually reaches
the back surface and reflects from it. It interacts with the oncoming shock wave
at position h; and later interacts with the buffer-sample reflection at position hs.
It reaches the buffer-window surface at time ¢3 and produces a decrease in particle
velocity which is recorded by the VISAR. Subsequently, the unloading fan from the
shock front arrives and further reduces the particle velocity. The thickness of the
window free surface is chosen such that the shock front reaches the window free
surface after the experimental time of interest.

The forward-impact experiments have the disadvantage that the unloading por-
tion of the waveform is significantly affected by wave interactions generated at the
sample-buffer interface. These wave interactions are eliminated in the reverse geom-
etry which allows for a more direct determination of the unloading wave speed. The
peak stréss attainable in the reverse-impact experiments using an Al buffer is limited
to ~27 GPa with the present propellant gun. Higher stresses were achieved by using
a Ta buffer in one experiment (shot 860), but in this case the impedance contrast

between the buffer and window is large and can no longer be neglected.

3.3 Results

The Hugoniot states determined from the equation of state experiments conducted
on polycrystalline MgO are listed in Table 3.3. The measured shock and flyer plate
velocities were combined with impedance-matching techniques [Ahrens, 1987] and the
Rankine-Hugoniot conservation equations to constrain the shock velocity, particle
velocity, stress, and density of the shdck-compressed state. The equation of state
parameters for the flyer and driver plates used in this process are listed in Table

3.4. The elastic precursor is evidently weak in amplitude and could be resolved
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Figure 3.5: Lagrangian distance-time diagram for a representative forward-impact
experiment. The symbols are the same as for the previous figure. In addition, kg is
the thickness of the buffer-sample interaction region, and V* is the average velocity

in the interaction region. The subscript f refers to flyer properties.
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Shot Flyer/Driver wug, Po Up Us o p Vpo
(km/s) (g/cm®) (km/s) (km/s) (GPa) (g/cm®) (km/s)

233 Ta 4.876 3.566 3.367 11.042 132.6 5.130 -
(0.003) (0.012) (0.012) (0.073) (0.8) (0.027)

840 Ta 1.291  3.552 0.893 7.96 253 4.001 -
(0.011) (0.010) (0.008) (0.11) (0.3) (0.015)

841 Ta 2.521 3.561 1.742 9.01 559 4.415 -

(0.030) (0.006) (0.023) (0.13) (0.9) (0.025)
843 Mg/ 1.713  3.566 0513 7.53 13.8 3.827  9.77
Al2024  (0.017) (0.012) (0.010) (0.12) (0.2) (0.016) (0.12)

Table 3.3: Results of equation of state experiments for polycrystalline MgO. p is the
density, u, is the particle velocity, Us is the shock velocity, o is the stress, Vp, is the

elastic precursor velocity, and the subscript o represents ambient-pressure conditions.

only in one experiment (shot 843) from which a precursor velocity of 9.77 £ 0.12
km/s was obtained. This agrees with the ultrasonically measured ambient-pressure
longitudinal sound velocity of 9.81 + 0.02 km/s discussed previously. The results of
the equation of state experiments are presented in the shock velocity-particle velocity
and pressure-density planes in Figures 3.6 and Figure 3.7.

The loading and unloading wave profile measurements are shown in Figures 3.8,
3.9, and 3.10. Figure 3.8 shows the buffer-window particle velocities measured in
the reverse-impact experiments using Al 6061 buffers. The arrival of the aluminum
elastic precursor was recorded in the lowest-pressure experiment (shot 854). The
sharp increase in particle velocity near t = 0.8 usec is the arrival of the shock front

(t1). This is followed by a plateau region where the particle velocity is nearly con-
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Material Po Co s Yo Vo Y, Refs.
(g/cm®) (km/s) (GPa)

MgO 3.56 6.77 127 1.52 0.18 1.25 a
0.01 0.07 0.04

Al6061 2.683 5.349 1.338 2.10 03¢ 0.3 b
0.003 0.056  0.020

Ta 16.65 3.293 1307 1.60 0.34 0.75 c
0.03 0.005 0.025

LiF 2.64 5.15 135 1.63 0.22 0.2 b
0.02 0.03 0.01

Mg AZ31B - 1.775 452 1.26 1.43 0.30 - b
0.01 0.05 0.02

Al O3 3.83 6.91 144 127 024 538 b
0.01 0.08 0.04

Table 3.4: Equation of state standards for MgO experiments. Numbers in parenthe-
ses represent one standard deviation uncertainties. ¢, and s are Hugoniot equation
of state constants, v, is the Griineisen parameter, v, is Poisson’s ratio, and Y, is the

yield strength. The references are: a, this study; b, Marsh [1980]; c, Mitchell and Nel-

lis [1981a).
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Figure 3.6: The relationship between shock velocity and particle velocity for MgO.
Open symbols are data for single-crystal MgO [Marsh, 1980; Vassiliou and Ahrens,
1981]. Solid circles are data of this study for low-porosity polycrystalline MgO from
equation of state experiments. The solid triangies are inferred from wave profile
measurements. The solid square labeled Vp shows the measured zero-pressure longi-
tudinal sound velocity for the present samples. The solid square near the intercept
of the polycrystalline Hugoniot is the bulk sound velocity from ultrasonic data. The
solid curve is a least-squares fit to the polycrystalline data, and the dashed curve is
a fit to the single-crystal data. Uncertainties for single-crystal MgO are not shown.

For the data of this study, the uncertainties are smaller than the symbol if not shown.
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Figure 3.7: Stress-density states achieved in shock compression of MgO. Open sym-
bols are data for single-crystal and porous MgO [Al’tshuler et al., 1965; Marsh, 1980;
Vassiliou and Ahrens, 1981]. Solid circles are data of this study for low-porosity poly-
crystalline MgO from equation of state experiments. The highest-pressure datum of
Table 3.3 is not shown in this figure (but see Figure 3.24). The solid triangles are
inferred from wave profile measurements. The ambient density of MgO is shown by
the solid box. The static isotherm is from Jackson and Niesler [1982]. Uncertainties
for single-crystal and porous MgO are not shown. For the data of this study, the

uncertainties are smaller than the symbol if not shown.



128

(swro /3) Ajisusq
18 4 ey Ty 6'€ A€

ULI9Y3}0SI d1jels
cuo/3 g
0 g®0/3 0

Apnjg SIYL v e

o i 1 1 1 1 1 1 1 1

o1

o
o

o
(+p)
(edH) ssaalg

o
¥

09



129

stant. Some variations in particle velocity are evident in this region, particularly for
shot 851. This may reflect differential motion of grains, material reorganization, or
heterogeneous faulting and has been observed previously in velocity profile measure-
ments on ceramics [Kipp and Grady, 1989]. We chose to use aluminum buffers in
part to smooth out such irregularities. The arrival of the unloading waves produces
a decrease in particle velocity (¢3), which is initially steep, then becomes shallow and
finally steepens again somewhat. The final particle velocity level of the experiment
is dependent on the properties of the foam-backing layer of the flyer.

The results of shot 844 are not included in this figure because extraneous non-
systematic light-intensity changes beginning near the time of the shock arrival ob-
scured much of the wave profile. By masking the rear surface of the window except
near the center, this problem was avoided on subsequent shots. The end of each wave
profile is normally determined by the arrival of the shock front at the window free
surface which results in a catastrophic loss of signal intensity. The reverse-impact
experiment using the Ta buffer (shot 860) is plotted separately in Figure 3.9.

The forward-impact velocity histories show more complex structure (Figure 3.10).
The initial arrival is the elastic precursor (¢; in Figure 3.5) or Hugoniot elastic limit
(HEL) wave. The amplitude of this wave is a measure of the largest elastic stress
that can be supported by the buffer under compressive loading. This is followed
by the plastic shock front (t2) and the plateau region. Velocity variations in the
plateau region are generally smaller for these experiments, probably because the
longer propagation distance smooths out any heterogeneities. The shape of the
unloading wave profile (¢3) is similar to the reverse experiments, but the initial
release is not as sharply defined in these experiments.

In order to further constrain the EOS of polycrystalline MgO, the reverse-impact
VISAR experiments were used to determine shock and particle velocity states. This

was accomplished by combining the measured interface and impact velocities with



130

Figure 3.8: Interface particle velocity histories for reverse-impact experiments using
Al 6061 buffers. Experiment (shot) numbers are listed to the left of each profile. The
times t;-t3 correspond to those shown in the x-t diagram of Figure 3.3. Times along

the x axis are arbitrary and have been shifted so that the traces are aligned.
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Figure 3.9: Interface particle velocity history for the reverse-impact experiment using
a Ta buffer (experiment 860). The times ¢; and ¢3 correspond to those shown in the

x-t diagram of Figure 3.3. The time is relative to an arbitrary trigger time.
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Figure 3.10: Interface particle velocity histories for forward-impact experiments.
Experiment (shot) numbers are listed to the left of each profile. The times ¢;-t3
correspond to those shown in the x-t diagram of Figure 3.5. Times along the x
axis are arbitrary and have been shifted so that the traces are aligned. The elastic

precursor is labeled HEL, which stands for Hugoniot elastic limit.
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the known EOS of the sample and window in an impedance-matching procedure
[Grady and Furnish, 1988]. Direct measurement of shock velocities is not possible in
these VISAR experiments, as the impact time is not recorded. The shock velocity
may still be recovered to £3% by using the measured shock and interface velocities
together with the EOS of the buffer and an approximation for the unloading adiabat
[Ahrens, 1987].

Particle velocities measured by the VISAR at the buffer-window interface, upm,
are listed in Table 3.5. The precision of +1% is based on the uncertainty in the
VISAR fringe constant (see appendix), and the standard deviation of the velocity
variations in the plateau region is generally less than this. By requiring that the
stresses be equal on either side of the buffer-window interface, the following equation

can be written:
Pob(cob + Sb(zupl - upm))(2upl - upm) = Pow(cow + Swupm)upm- (3.2)

In the above equation, up; is the particle velocity at the sample-buffer interface and
the subscripts b and w refer to the buffer and window, respectively. The EOS con-
stants, ¢, and s, and the initial densities, p,, are listed in Table 3.4. The above
equation was derived using the Rankine-Hugoniot momentum conservation expres-
sion:

o = poUsuy, (3.3)
where o is the axial stress and u, is the particle velocity. The shock velocity, Us, is

given by the shock wave equation of state:
US =cp+ SUp. (3.4)

In deriving Eqn. 3.2, the release curve of the buffer has been approximated by
using the reflected Hugoniot [see Ahrens, 1987]. This point is illustrated in the

pressure-particle velocity diagram of Figure 3.11. The measured particle velocity,
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Upm, together with the known equations of state of LiF and Al 6061 define the
intersection point (up1) of the LiF and "reflected” Al 6061 Hugoniots. Also shown is
the derived Hugoniot of MgO (Eqn. 3.6) centered at the flyer plate velocity.

Using up; from Eqn. 3.2, the shock velocity in the sample, Ugs, is determined

from the continuity of stress across the sample-buffer interface:

PosUss(usp — up1) = popUssupl, (3.5)

where the subscript s refers to sample properties, and uy, is the flyer plate velocity.

The results of the impedance-match calculation are listed in Table 3.5 and plotted
in Figures 3.6 and 3.7. Although the shock velocities are constrained to only +3%
by this method, the results are generally consistent with the higher-precision EOS
experiments discussed earlier. Shock wave data for many materials can be fit with a
linear relationship between shock and particle velocity (Eqn. 3.4). Fitting the VISAR

and EOS measurements to such a relationship yields:
Us = 6.77(0.08) + 1.27(0.04)u,, (3.6)

where the numbers in parentheses are one standard deviation uncertainties. A com-
plete discussion of the equation of state of polycrystalline MgO and a comparison
with single-crystal data will be deferred to the next section.

Initial unloading wave velocities were also determined from the reverse-impact
experiments. For an elastic-plastic material, the initial unloading velocity is the
compressional sound velocity, Vp, and for a fluid it is the bulk velocity, Vg [Zel’do-
vich and Razier, 1967]. The method for determining the unloading velocities can
be seen with reference to Figure 3.3 and is also discussed in Chapter 1. The time
difference, At, between the unloading wave arrival, t3, and the shock arrival ¢ is
read from the wave profiles. The shock arrival time is taken to be the location of the
initial jump in particle velocity, and the unloading wave arrival is the first persistent

decrease in up. This time difference can be determined typically to ~3 ns and is
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Figure 3.11: Stress-particle velocity diagram illustrating impedance match for re-
verse-impact experiments. upm is the measured interface velocity, up; is the particle

velocity at the sample-buffer interface, uy, is the flyer plate velocity.
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Sample Buffer VISAR
Shot Up U, o p Up U, p Upm
(km/s) (km/s) (GPa) (g/cm®) | (km/s) (km/s) (g/cm®) | (km/s)
844 | 0.813 7.58 21.9 3.984 1.187 6.93 3.213 1.206
0.026 0.27 1.0 0.023 0.015 0.06 0.012 0.013
848 | 0.560 7.62 15.2 3.843 0.871 6.51 3.095 0.889
0.015 0.24 0.6 0.013 0.011 0.06 0.009 0.009
851 | 0.959 7.95 27.2 4.058 1.406 7.23 3.328 1.431
0.040 0.35 1.6 0.035 0.018 0.07 0.013 0.014
853 | 0.655 7.29 17.0 3.909 0.956 6.62 3.136 0.976
0.023 0.28 0.9 0.021 0.012 0.06 0.009 0.010
854 | 0.396 7.30 104 3.772 0.623 6.18 2.988 0.638
0.012 0.25 0.5 0.010 0.007 0.06 0.007 0.006
856 | 0.898 747 23.9 4.058 1.267 7.04 3.274 1.291
0.026 0.24 1.0 0.025 0.016 0.07 0.013 0.013
860 | 1.699 8.69 52.8 4.441 0.745  4.266 20.13 1.159
0.039 0.26 2.0 0.041 0.014 0.034 0.09 0.012

Table 3.5: Impedance-match solutions for reverse-impact experiments.
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listed in Table 3.6. The Lagrangian unloading velocity is given by:

zs—hy

Vor = : , 3.7
PL= At ¥ 2/Usy — (25 + 1)/ (VPo) — 25/ VpLs 3.7

where Vpy and Vppy are the Lagrangian sound velocities in the sample and buffer,
zs and z; are the sample and buffer thicknesses, Ugy is the buffer shock velocity, and -
Vp, is the elastic precursor velocity. h; is defined by the point of intersection of the
elastic wave reflected from the rear surface of the flyer and the oncoming shock wave:

xs(VPo - USs)

hy = ,
! (VPo + USs)

(3.8)

where Ug, is the sample shock velocity. For the precursor velocity, Vp,, we used the
ultrasonically determined P-wave velocity at ambient pressure. Shock states in the
buffer and sample were determined from the particle velocity at the buffer-sample
interface, up1, obtained from the impedance match and the Hugoniot EOS relations
for polycrystalline MgO (Eqn. 3.6) and Al 6061 (Table 3.4).

Compressional velocities in the buffer were determined experimentally from the
time difference between the shock arrival, ¢, and the arrival of the reverberation
through the buffer, t2 (Figure 3.3) using:

2z
ta—t1’

Vpry = (3.9)

Lagrangian velocities were converted to Eulerian velocities, Vpb, by multiplying by
the ratio of densities, pop/pp- Eulerian velocities in Al 6061 are shown in Figure 3.12.
Also shown in the figure are aluminum unloading velocities determined in reverse-
impact experiments using Fe-Cr-Ni flyers (Chapter 1). The results obtained in our
work are consistent with the earlier data of Asay and Chhabildas [1981] for this
material. The variation of Vp with Hugoniot pressure in Al 6061 can be described

by the following relationship (solid line in Figure 3.12):

Vp = 1.8796 4 0.0303In P + 0.01771n® P, (3.10)
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Figure 3.12: Compressional wave velocities measured in type 6061 aluminum. The
data point labeled 2024 is for aluminum alloy 2024. The filled box is the zero-pressure
ultrasonic velocity for Al 6061. The solid curve is a fit to all the data. The dashed

curve is a third-order finite-strain extrapolation of ultrasonic data [Thomas, 1968]

for pure Al at 300 K.
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shot At Ve, hy  Vpr  Vp
(ps) (km/s) (mm) (km/s) (km/s)
844 0.697 852 046 1251 11.23
0.008 0.13 002 039  0.35
848 0.677 815 053 1147  10.61
0.003 0.2 002 024  0.22
851 0.456 866 031 1334 1174
0.003 013 002 035 031
853 0.480 833 039 1190 10.90
0.002 012 002 027  0.25
854 0.707 7.60 059 10.76  10.18
0.003 009 002 022 021
856 0.654 859 044 1241 1104
0.003 0.3 002 024  0.22

Table 3.6: Compressional wave velocities in MgO and the parameters used to obtain

them.

where Vp is expressed in km/s and P is expressed in GPa.

The Eulerian and Lagrangian unloading velocities in MgO are listed in Table 3.6,
and the Eulerian velocities are shown in Figure 3.13. The uncertainties in the veloc-
ities were determined through error propagation of the uncertainties in each of the
quantities in Eqn 3.7 and are 2-3%. A nominal uncertainty of 1.5% was assigned

to the buffer sound velocity. These results will be compared to ultrasonic and other

shock wave data in the next section.
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Figure 3.13: Compressional wave velocities in MgO. The solid symbols with error
bars are for polycrystalline MgO, and the open circles are for single-crystal MgO
shocked along [100]. The solid curves are the third-order finite-strain extrapolation
of ultrasonic data at 300 K for Vp and Vp. The dashed curve shows the expected
effect of temperature along the Hugoniot for Vp. The dotted curve shows that

expected variation of velocity along [100] from ultrasonic data [Jackson and Niesler,

1982].
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3.4 Discussion
3.4.1 Equation of state of MgO

While single-crystal and porous polycrystalline MgO have been studied extensively
using shock techniques, the present study represents the first EOS determination for
low-porosity (<1%) polycrystalline MgO. The present results are generally consistent
with the single-crystal data as shown in Figures 3.6 and 3.7. A least-squares fit to
the single-crystal data listed in Marsh [1980] yields:

Us = 6.61(0.05) + 1.36(0.02)uy, (3.11)

The intercept of the Us-u, relation should correspond to the bulk sound velocity for
a material undergoing no high-pressure phase change. For MgO, the bulk velocity
from high-precision ultrasonic data [Jackson and Niesler, 1982] is 6.73 km/s, which
is 1.9% above the Ug-u, intercept. If only data for u, > 1.1 km/s is used in the fit,

the single-crystal EOS then becomes:
Ug = 6.74(0.07) + 1.32(0.03)u,, (3.12)

which agrees well with the ultrasonic bulk velocity. The data at up, < 1.5 km/s are
sparse and rather scattered, probably because it is more difficult to make reliable
measurements in the two-wave region. The data in this region may also be affected
by stress relaxation in the shock front [Grady, 1977; Jeanloz, 1989a).

The EOS for polycrystalline MgO is:

Us = 6.77(0.08) + 1.27(0.04)uy

This is also in good agreement with the ultrasonic data and is close to the Hugo-
niot EOS for single-crystal MgO for up, > 1.1 km/s. Stress relaxation in the single-

crystal material exhibits itself in wave profile measurements as a strong decrease in
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up behind the precursor [Grady, 1977]. No such such effect is seen in the wave profiles
for polycrystalline MgO transmitted through the Al buffer (Figure 3.10). The slope
of the Hugoniot relation is related to the pressure derivative of the bulk modulus,
K¢ through:

Klg=14s—1, (3.13)

This relation yields K!¢ = 4.1 & 0.2 for polycrystalline MgO, which is in excellent
agreement with the ultrasonic data (Table 3.7). In contrast, the single-crystal relation
using all the data yields K] g = 4.4 £ 0.1, which is greater than the ultrasonic value
of 4.13 £ 0.09.

Although the polycrystalline results are entirely consistent with ultrasonic data,
there is some evidence that the Hugoniot states are slightly stiffer than the static
isotherm derived from ultrasonic data for densities below 4.0 gm/cm? (Table 3.7).
This is especially true of the higher-precision streak camera measurements. The
single-crystal data, in contrast, lie closer to the static isotherm. The static isotherm
was constructed using parameters for Jackson and Niesler [1982] and the Birch-

Murnaghan equation. Ultrasonic and Hugoniot data for MgO are listed in Table 3.7.

3.4.2 Compressional Wave Velocities

Laterally averaged seismic velocities in the Earth’s mantle and core are known to
better than 1% (Lay et al., 1990). Comparison of these data with laboratory phase
equilibria and elasticity measurements provides the most detailed constraints on the
composition of the Earth’s interior. There are few direct measurements of elasticity
at significantly elevated pressure (> 3 GPa), however. Most such comparisons rely
on extrapolation of elasticity data to both high temperature and pressure. For exam-
ple, Duffy and Anderson [1989] used third-order finite-strain theory and ultrasonic
data to constrain mineralogical models of the upper mantle. Results showed that

the seismic velocity gradient in the transition region is too steep to be explained by
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Property Value Ref.
po (g/cm?) 3.584 £ 0.001 a
K,s (GPa) 162.5 &+ 0.2 a
0K,s/0P 4.13 £ 0.09 a
0K,s/0T (GPa/K) -0.016 £ 0.003 b
K,r (GPa) 160.1 £03  a
OK,r/8P 415401  a
G, (GPa) 1308 £ 02  a
0G, /0P 25 £0.1 a
8G,/0T (GPa/K) -0.024 £ 0.004 b
"o 152+ 002 b
q 1.0 d
co (km/s) 6.77 + 0.08 c
S 1.27 £ 0.04 c

Table 3.7: Thermodynamic, elastic, and Hugoniot properties of MgO. The references
are: a, Jackson and Niesler [1982]; b, Sumino and Anderson [1984]; ¢, this study; d,

assumed.
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compression of a homogeneous material and that an olivine content of 40% by vol-
ume is required to explain the seismic velocity discontinuity at 400 km. Questions
have been raised about the accuracy of finite-strain extrapolations. For example,
structural changes occurring at high pressure can affect elasticity and will not be
reflected in the ultrasonic data.

In the case of MgQO, high-precision ultrasonic measurements have been performed
on single crystals to 3 GPa [Jackson and Niesler, 1982], which constrain the av-
eraged elastic moduli to 0.1% and their pressure derivatives to ~4% (Table 3.7).
Compressional sound velocities were calculated to 30 GPa using these data and the
finite-strain equations for Vp (Chapter 1). The results are shown in Figure 3.13 along
with the measured Hugoniot compressional velocities between 10 and 27 GPa. The

Hugoniot axial stresses were converted to mean pressures, P, using:

oy tVionnr

=0 -3 (3.14)

where Vs is the shear wave velocity and og gy is the Hugoniot elastic limit stress.
The HEL stress for polycrystalline MgO is 1.25 & 0.25 GPa as discussed below. The
difference between the axial and mean stress is computed to be 0.6 GPa or 2-6% of
the axial stress in these experiments. For single-crystal MgO [100], the HEL stress
is 2.5 GPa [Grady, 1977], and the stress difference is 1.3 GPa.

The Hugoniot compressional velocity measurements agree with the ultrasonic
extrapolations within their experimental precision (2-3%). This therefore supports
the use of finite-strain theory for this material over pressures nearly a factor of 10
greater than the experimental data. The 10-27 GPa pressure range corresponds to
depths between 300 and 750 km in the Earth’s interior and includes the transition
region.

As discussed in Chapter 1, Hugoniot measurements can be inverted to constrain
elastic moduli and their pressure derivatives along the Hugoniot. In the region where

thermal effects along the Hugoniot are small, these should be comparable to ultra-
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sonic determinations. By combining the present Hugoniot data with the ambient-
pressure compressional velocity, the following elastic parameters are obtained: Cp,
= 335 + 1 GPa and C,/ = 7.0 £+ 0.4. The ultrasonically determined parameters
are: Cp, = 336.9 £+ 0.3 GPa and Cr,/ = 7.4 £ 0.2 This again demonstrates the
consistency of the Hugoniot measurements with the ultrasonic data.

Comparison of Hugoniot data with 300 K extrapolations of ultrasonic data can
be potentially biased because of thermal effects on the Hugoniot. Between 10 and
27 GPa, the continuum Hugoniot temperatures in MgO are calculated to lie between
320 and 408 K. This calculation assumes that the specific heat and the product of
density and Griineisen parameter are constant with pressure, and the calculation was
carried out using the procedure described by McQueen et al. [1970]. By using the
ambient-pressure value of the temperature coefficients of compressional velocity for
MgO ((8Vp/dT)p = -0.5 m/s/K), the 300 K velocities can be adjusted to correspond
to Hugoniot temperatures as shown in Figure 3.13. The thermal effect on the velocity
is very small, less than 1% at the highest pressure.

Unloading wave velocities have been previously measured in other minerals, both
single crystals and polycrystals. Initial velocities in polycrystalline quartz, feldspar,
and calcite all propagate at wave speeds close to the estimated bulk sound velocity
at stresses of 22-36 GPa in quartz, 25-46 GPa in feldspar, and < 5 GPa in calcite
[Grady, 1980]. Available data on unloading wave velocities in quartz are summarized
in Figure 3.14. In the low- and high-pressure phase regimes, the initial unloading
velocities are consistent with expected 300 K compressional velocities in quartz and
stishovite, respectively. The 300 K velocities are based on elastic moduli and pres-
sure derivatives in Sumino and Anderson, [1984]. For stishovite shock-induced from
quartz, a pressure derivative of the shear modulus of 1.8 has been assumed on the
basis of systematics which show that G' varies inversely with the ratio of K /G for

many mineral groups [Duffy and Anderson, 1989]. In the mixed-phase regime, the
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velocities are intermediate and suggest a largely bulk response [Grady, 1980].

For polycrystalline Al,O3, initial unloading velocities at stresses near 9 GPa (P
~ 5 GPa) were reported by Munson and Lawrence [1979]. These velocities are 1-3%
above finite-strain extrapolations of ultrasonic data for this material Sumino and An-
derson [1984]. Bless and Ahrens [1976] reported sound velocities in alumina between
20-40 GPa that are intermediate between the compressional and bulk sound veloci-
ties of the finite-strain extrapolations. Barker and Hollenbach [1970] found that the
unloading wave speed in single-crystal Al,O3 (Z-cut) at a stress of 11.7 GPa (P =
5.8 GPa) was consistent with ultrasonic extrapolations at this pressure. These data
are shown in Figure 3.15. Velocities in the elastic region are consistent with ultra-
sonic data to within ~2%. Beyond the Hugoniot elastic limit, the initial response
is quasi-elastic but approaches the ultrasonic compressional velocity with increasing
stress.

Grady [1977) reported three VISAR wave profile measurements on single-crystal
MgO shocked along [100] between 4.8 and 11.2 GPa (P = 3.5 - 9.9 GPa). The
initial unloading velocities are 4-6% below the extrapolated sound velocity in this
direction at high pressure. Single-crystal MgO is believed to collapse to the hydrostat
upon shock compression above the HEL. The unloading wave velocities indicate
that material strength has recovered nearly completely in the ~500 ns time interval
between shock and release arrivals.

This summary illustrates the wide variety of initial unloading behavior that can
be exhibited by minerals. Initial unloading velocities at similar stresses in metals,
for which the elastic-plastic model is well established, are generally consistent with
ultrasonic compressional velocities [Duffy and Ahrens, 1992a]. The above mineral
data cover a range of deformation regimes. Data both above and below the HEL are
reported as are data for both single crystals and polycrystals. A model of heteroge-

neous deformation such as that of Grady [1980] can at least qualitatively explain the
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Figure 3.14: Initial unloading wave velocities in Si02 from Hugoniot data on single
crystals, polycrystals, and fused silica. The solid and dashed curves are estimated
300 K compressional velocities in stishovite and quartz, based on ultrasonic data.
Boundaries for the low- (LPP), mixed-, and high- (HPP) pressure phases are indi-
cated at the bottom of the figure. Hugoniot pressures have not been converted to

mean pressures.
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Figure 3.15: Initial unloading wave velocities in Al;03 from Hugoniot data on single
and polycrystals. The solid curves are estimated 300 K compressional velocities
based on ultrasonic data [Sumino and Anderson, 1984]. The HEL for alumina is
indicated by the vertical bar [Munson and Lawrence, 1979]. Hugoniot pressures have

been converted to mean pressures using the method discussed in the text.
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observed features. Large, local temperature gradients can be created and persist in
materials such as CaCQOj3 and SiO3 because of phase transitions which add significant
amounts of thermal energy and their low thermal diffusivities. Local temperatures
that are a significant fraction of or in excess of the melt temperature can be main-
tained, and these regions apparently dominate the dynamic response of the material.
Dynamic yielding of strong solids such as alumina (cggr = 9.1 GPa) and single-
crystal MgO (oggr = 2.5 GPa) also cause a loss of strength which partially recovers
before passage of the unloading wave [Bless and Ahrens, 1976; Grady, 1977). The
recovery may be related to the larger thermal diffusivities in these materials which
lead to faster thermal equilibration [Grady 1980]. Polycrystalline MgO, on the other
hand, appears to unload in an almost purely elastic fashion. This may be controlled
in part by the low initial yield strength (1.25 £ 0.25 GPa) which is more characteris-
tic of a metal. More evidence for elastic-plastic behavior in MgO will be presented in
the detailed analysis of the wave profiles in the next section. The distinction between
the dynamic response of polycrystalline and single-crystal MgO was also apparent

in the comparison of the Hugoniot relations discussed above.

3.4.3 Constitutive Behavior

Numerical simulations of the particle velocity histories were carried out using the one-
dimensional finite difference wavecode WONDY [Kipp and Lawrence, 1982]. This
program solves finite difference analogs for the equations of conservation of mass,
momentum, and energy together with an appropriate constitutive law. For simulat-
ing plate-impact experiments, a rectilinear geometry with free boundary conditions
is used. Descriptions of each material layer are entered into the code. These include
the thickness, velocity, and the mesh dimension as well as material parameters such
as the density, Hugoniot relation, Griineisen parameter, and any constants required

by the constitutive law. Criteria for fracture of layers and boundaries are also in-
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cluded. Discontinuities in presure, velocity, and density associated with shock fronts
are treated by the method of artificial viscosity. In general, the stress, o, consists of

a pressure (volumetric) term and a deviatoric term, o':
c=P+d (3.15)

where both stresses and pressures are taken to be positive in compression. The

volumetric portion is described by the Mie-Gruneisen equation:

P=Py+ %(E ~ Ep), (3.16)

where V is the volume, E is the energy, v is the Griineisen parameter, and the

subscript H refers to the reference state. The reference state is taken to be the

Hugoniot:
2
PoCs7
Py =—""2— 1
== (3.17)
Prn
Ey = , 3.18
" 2, (3.18)
where 7 is given by:
n=1~po/p. (3.19)

The Griineisen parameter is modeled in the following way:

pY = PoYo- (3.20)

The bulk sound velocity is given by:

oP
VE=|=—

and the compressional sound velocity is:

1—v
Vi=3 (1 = V) V2, (3.22)

where Poisson’s ratio, v, is user-supplied, and in conjunction with Vg, also determines

the shear modulus, G.
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The stress deviators are obtained from a relation of the form:
60'/3t = 2G(0¢/ Bt — g), (3.23)

where € is the engineering strain, t is time, and g is a relaxation function, which is zero
for rate-independent behavior. The von Mises yield condition is used to determine
whether plastic flow occurs. The yield stress can be zero, infinite, constant, or
variable.

A simple description for solids with strength is the elastic-perfectly plastic model
in which the yield strength is held constant (see Figure 3.19). Such a material
behaves elastically until its yield point, after which it deforms plastically parallel
to the Hugoniot, maintaining a constant offset of 2/3Y, from the hydrostat. Upon
unloading, the material again behaves elastically until it reaches a state of stress of
2/3Y, below the hydrostat, after which it decompresses irreversibly to zero stress.

The yield strength, Y,, of a material can be determined from the amplitude of

the Hugoniot elastic limit (HEL) wave (assuming a von Mises yield condition):
Y, = 2Véoger/VE. (3.24)

The HEL amplitude of polycrystalline MgO was not directly measured in these ex-
periments, but the compressive-wave structure was recorded at the buffer-window
interface in the forward-impact experiments. The measured HELs were not entirely
consistent for the four shots fired (Figure 3.10). For the two lower stress experiments
(857 and 861), the HEL consisted of a relatively sharp jump to a velocity of 30-40
m/s, followed by a slower ramp to ~80 m/s before arrival of the main shock. The
apparent elastic precursor velocity based on the time separation of the precursor and
main shock arrivals was 9.5-9.6 km/s for these two experiments, although the veloc-
ity was not well resolved because of wave interactions generated at the buffer-sample
interface. For the higher-stress experiments (859 and 864), the elastic precursor does

not exhibit a jump but a long ramp increase in velocity. The toe of this ramp implies
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a precursor velocity of ~12 km/s well above the longitudinal sound velocity of 9.81
km/s. Nonetheless, the amplitudes of the precursors are quite similar in all four wave
profiles.

We modeled the amplitudes of the elastic precursor waves using WONDY sim-
ulations and an elastic-perfectly plastic material model for both MgO and Al 6061.
The model parameters are listed in Table 3.4. The results of simulations for two of
the four forward-impact experiments are shown in Figure 3.16. The yield strength
of Al 6061 was fixed at 0.3 GPa [Asay and Lipkin, 1978]. The yield strength of
polycrystalline MgO was varied between 0.5 and 2.5 GPa and the predicted com-
pressive waveforms are shown in the figure. For yield stresses above about 1.5 GPa,
significant secondary structure is evident as a consequence of the onset of plastic
deformation in the Al buffer. That is, the elastic wave stress transmitted from MgO
to the buffer exceeds its ability to support elastic stresses, and a two-wave structure
with both elastic and plastic components propagates through the buffer. No such
secondary structure is observed in the measured wave profiles. For yield stresses in
MgO below 1.0 GPa, the predicted amplitude of the HEL waves lies well below the
experimentally observed value. Yield stresses in the range of 1.0-1.5 GPa yield HEL
amplitudes that are reasonably consistent (10 m/s) with the experimentally mea-
sured values. We therefore adopt Y, = 1.25 £ 0.25 GPa as representing the possible
range of compressive yield strengths of polycrystalline MgO. This implies a Hugoniot
elastic limit of 1.6 + 0.3 GPa. The HEL of single crystal MgO shocked along {100]
was found to be 2.5 GPa for 3.3 mm-thick samples at peak stresses between 4.8 and
11.2 GPa [Grady, 1977). Ahrens [1966] observed elastic wave amplitudes of 3.5-8.9
GPa in [001] MgO shocked to peak stresses between 16.6 and 42.3 GPa. Ahrens
[1966] further noted that precursor amplitude decreases with propagation distance.
This, together with the peak-stress dependence of the HEL, and Grady’s [1977] ob-

servation of a decrease in particle velocity behind the precursor, are all evidence of
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stress-relaxation phenomena taking place. There is no clear evidence of stress relax-
ation in the polycrystalline MgO wave profiles, but any such effects could be masked
during passage through the buffer. The precursor amplitude in the polycrystalline
material is significantly less than single crystal values. This has been observed before
in other materials, notably AloO3 [Graham and Brooks, 1971; Mashimo et al., 1988]
and is a reflection of different yielding processes in single and polycrystals.

The dynamic response of ceramics has long been of interest because of the en-
gineering and geological importance of these materials. Alumina has received the
most extensive study. EOS and stress history measurements [Ahrens et al., 1968;
Mashimo et al., 1988] generally support an elastic-plastic model for this material
with partial loss of shear strength. Specular velocity interferometer wave profile
measurements in the elastic regime can be modeled using Maxwellian stress relax-
ation with a yield strength of 5.8 GPa and a relaxation time constant of 70 ns [Mun-
son and Lawrence, 1979]. VISAR wave profile measurements have been reported
in other high-strength ceramics (SiC, B4C, Ti02, ZrO2) by Kipp and Grady [1989)].
Of these, only SiC can be modeled with a relatively simple material model. This
was a modified elastic-plastic model that incorporates anisotropic strain hardening
(Bauschinger effect). The other materials all exhibit anomalous dispersion upon both
loading and unloading that implies significant deviation from elastic-plastic behavior.

In order to assess whether an elastic-plastic model is an appropriate description
of the dynamic response of magnesia, numerical simulations of the experiments were
undertaken, utilizing an elastic-perfectly plastic (EPP) model for MgO. Al 6061
and LiF were also modeled as EPP with the parameters listed in Table 3.4. The
foam model of Grady and Furnish [1988] was used to describe the flyer-backing
material. The predicted particle velocity histories are compared to measured values
for a representative reverse-impact experiment in Figures 3.17 and 3.18. The yield

strength of MgO was assumed to be 1.25 GPa in the first simulation and 2.5 GPa
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Figure 3.16: Comparison of compressive-wave structure transmitted through the alu-
minum buffer with wavecode simulations for two of the forward-impact experiments.
The dotted curves are the experimental data with shot numbers listed to the left of
each record. The solid lines show WONDY simulations using different values for the
yield strength of polycrystalline MgO. Starting from the lowest amplitude profile,
the computed profiles correspond to yield strengths of 0.5, 1.25, and 2.5 GPa as

indicated next to each curve.
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in the second simulation. The EPP model with Y, =1.25 GPa does a poor job of
matching the observed wave profile. While the initial elastic release is well modeled,
the bulk of the unloading history arrives much too late in the simulation. This
indicates that the unloading behavior of MgO is not significantly dispersive.

Much better agreement between calculation and experiment is obtained when the
initial yield strength is 2.5 GPa (Figure 3.18). This figure shows that the EPP model
is generally appropriate for describing the dynamic response of MgO. A detailed
comparison of measured and calculated wave profiles indicates that these are some
important deviation from the model, however. The initial yield strength is a factor
of 2 larger than that inferred from the HEL amplitudes. This implies that MgO
undergoes significant strain hardening.

The EPP model also predicts four distinct wave arrivals. The first arrival is due to
the reflection of the MgO elastic precursor from the foam backing which propagates
back through MgO and the aluminum buffer as an elastic wave. This arrival (time 3
in Figure 3.3) is in good agreement with the measured initial unloading which is very
sharp (elastic). The second wave arrival also originates from the MgO precursor,
but upon encountering the Al buffer, the elastic wave splits into elastic and bulk
components, creating the second distinct arrival. In the experimental profile, only a
single arrival is evident. This is due to the well-known Bauschinger effect in aluminum
that blurs the distinction between elastic and plastic unloading waves in this material
(Lawrence and Asay, 1979). The latter two predicted arrivals are due to reflection of
the shock wave from the foam backing, which breaks into separate elastic and plastic
components in traversing the MgO flyer and then propagates with a plastic wave
velocity through the buffer. The experimental data instead show diffuse unloading
here with no clear wave separation. There is no distinct arrival of the bulk wave in
MgO at the buffer-window interface.

We attempted to improve our dynamic-response model by incorporating modifi-



165

Figure 3.17: Comparison of calculated and measured particle velocity histories at the
aluminum-LiF interface for experiment 848. The dotted curve is the experimental
profile, and the solid line is the numerical simulation. MgO, Al, and LiF are treated
as elastic-perfectly plastic. The yield strength of MgO is 1.25 GPa. The experimental

profile was shifted in time to line up with the calculation.
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Figure 3.18: Comparison of calculated and measured particle velocity histories at the
aluminum-LiF interface for experiment 848. An elastic-perfectly plastic constitutive

mode] has been assumed for MgO with ¥, = 2.5 GPa.
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cations to the elastic-perfectly plastic model that have been successfully applied to
metals. In particular, we included the possibility for a Bauschinger effect and strain-
rate-dependent stress relaxation. In the Bauschinger effect, the yield stresses upon
loading and unloading differ. In addition, significant non-linearity in the unloading
path is introduced such that the distinction between elastic and plastic unloading
becomes blurred [Moss and Glenn, 1984]. This behavior can be a consequence of mi-
cromechanical aspects of deformation, including dislocation interaction, slip bands,
and twinning. Flow-stress anisotropy is implemented into the wavecode using a
multielement kinematical model [Herrmann, 1974] in which the equilibrium stress
deviator, o, is given by:

o, =) aio}, (3.25)
where the a; are normalized weighting factors. Each elemental stress deviator, o7, is

subject to a von Mises yield condition:
of? < (2/3%;)? (3.26)

A representative stress-strain path for a material exhibiting the Bauschinger effect
is compared to the ideal response in Figure 3.19.

Strain-rate dependence is also treated through the deviatoric stress. The stress
deviator is obtained by relaxation from some instantaneous value to an equilibrium
value, using the relaxation function in Eqn. 3.23. The relaxation function has the

form:
o' —o!
g= <,
Gt,

where t, is a characteristic material relaxation time. A schematic stress-strain dia-

(3.27)

gram for a stress-relaxing solid is also shown in Figure 3.19.

The unloading wave profiles measured at the buffer-window interface are strongly
affected by the properties of the buffer material and only indirectly represent the
properties of MgO. The model that describes the buffer material is therefore of
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Figure 3.19: Idealized stress-strain diagrams illustrating elastic-perfectly plastic re-
sponse, strain-rate-dependent stress relaxation, and the Bauschinger effect. The
dotted curve in each panel is the hydrostat. In the bottom two panels, the elas-

tic-perfectly plastic response is shown as a dashed curve.
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MgO Al 6061
Model 1 Model 2
ai Y;(GPa) a; Y;(GPa) a; Y;(GPa)
0.10 2.95 0.7 1.5 0.581 0.169
0.20 3.0 0.12 4.0 0.190 0.350
0.20 3.1 0.10 8.0 0.078  0.472
0.35 3.2 0.08 12.0 0.052  0.977
0.09 3.5 - - 0.063  1.649
0.06 4.1 - - 0.036 2.589

Table 3.8: Parameters of Bauschinger models for MgO and Al 6061.

great importance. We adopted an elastic-plastic model for Al 6061 which included
a Bauschinger effect. The required parameters were adapted from the work of
Lawrence and Asay [1979] and are listed in Table 3.8.

Starting with the elastic-perfectly plastic model, the wave profiles were fit in
an iterative fashion by adjusting the parameters of the Bauschinger model and the
relaxation time constant. The parameters derived are therefore particular to these
wave profiles only. The first point to note is that very little rate dependence is
required in fitting the profiles. A time constant of 5 ns was found to improve the fit
slightly for approximately the final 20% of the unloading history. The Bauschinger
effect, on the other hand, is very significant in MgO.

We were unable to fit all of the data with a single model. The reason for this
can be seen with reference to Figures 3.10 and 3.8. The reverse-impact experiments
exhibit significantly stronger and sharper initial release behavior that the forward ex-

periments. The forward-impact experiments involved a propagation distance through
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MgO of about 7 mm, while in the reverse experiments the MgO propagation distance
was 3-4 mm. This may indicate that the wave profiles are not steady. There is further
indication of non-steady wave propagation in comparing reverse-impact experiments
at similar stresses in nominally 3-4 mm thick targets (cf: 853 and 848; 851 and 856).
The unloading profiles appear to be diffusing with increasing propagation distance.
Two other factors should be noted. First, the lowest-amplitude reverse-impact ex-
periments (854) differs from the other reverse experiments in that it has a weak and
diffuse elastic release. It is more similar to the forward-impact wave profiles. In
the forward-impact experiments, the two highest-stress experiments (859 and 864)
show nearly featureless unloading, particularly shot 864. These points illustrate that
the shape of the profile in MgO is dependent both on peak stress and propagation
distance.

Our modeling procedure converged on two models for MgO. Model 1 fits the
forward-impact experiments and the lowest-amplitude reverse experiment. The Bausch-
inger parameters for this model are listed in Table 3.8 and the model predictions are
compared to representative experimental data in Figure 3.20. The agreement be-
tween data and calculation is good for the unloading portions of the waveform. The
rise time of the shock front is longer in the model calculations than in the experi-
mental data because of the necessity of smearing the shock front over several zones
in the calculations arising from the use of artificial viscosity.

The reverse-impact experiments were fit using model 2 (Table 3.8) and are dis-
played in Figure 3.21. This model reproduces the strong elastic release observed in
these experiments. The primary difference between the model and the experimental
records is that the model predicts a second elastic release originating from the reflec-
tion of the shock wave at the foam-flyer interface. In fact, the release at this point
is quasi-elastic and highly dispersive.

Together, these two models show that the unloading response of polycrystalline



174

Figure 3.20: Comparison of numerical simulations of forward-impact experiments
using model 1 with experimental data. The solid symbols are the experimental
data, and the light solid line is the computed interface particle velocity history. Shot
numbers are listed next to each profile. The timing is arbitrary and has been selected
to offset the profiles. The experimental profile for shot 859 has been scaled by a factor
of 1.05 to bring its amplitude into agreement with the calculated profile.
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Figure 3.21: Comparison of numerical simulations of reverse-impact experiments
with experimental data. The solid symbols are the experimental data, and the light
solid line is the computed interface particle velocity history. Shot numbers are listed
next to each profile. Shot 854 was simulated using model 1 and the remaining two
profiles were simulated using model 2. The timing is arbitrary and has been selected

to offset the profiles.
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MgO can be accurately described using a modified elastic-plastic model that utilizes
concepts that have been successfully applied to metals. Previously Kipp and Grady
[1989] demonstrated that measured wave profiles in SiC could be fit by an elastic-
plastic model incorporating the Bauschinger effect, but other materials (B4C, ZrO,,
TiBrz) were too dispersive to be fit with the elastic-plastic model. Alumina also
appears to exhibit elastic-plastic behavior [Ahrens et al., 1968], but this has not yet
been confirmed on the basis of detailed wave profile measurements above the elastic
limit.

The wavecode computes the velocity, density, energy, and axial stress at each
time step for each zone in the problem. Once the interface velocity histories are
successfully modeled, the behavior of other variables of interest can be extracted from
the simulations. Figures 3.22 and 3.23 show representative stress-strain histories at
the center of the MgO samples for the forward- and reverse-impact experiments.

Here the strain is defined as:

The Bauschinger effect is responsible for the smoothing of the transition from elastic
to plastic strain upon both loading and unloading. This effect is much more pro-
nounced in the forward-impact model (model 1). The higher-stress reverse-impact
experiments (848 and 851) retain a clear transition from elastic to plastic unloading.
The densities determined by the wavecode are about 1% less than those determined
by impedance matching. The stresses computed by WONDY are consistent with the
impedance-match determinations within their uncertainties. However, the WONDY
determinations are greater by 0.4-0.8 GPa because of the inclusion of the deviatoric
stresses.

There are several lines of evidence which suggest that polycrystalline MgO retains
its strength when shock-compressed in the 10-37 GPa range. First, the pressure-

. volume states measured in the EQS experiments lie 0.5-1.5 GPa above the hydrostat



179

Figure 3.22: Stress-strain histories derived from numerical simulations of for-
ward-impact particle velocity histories in Figure 3.20. The dashed curve is the static

isotherm derived from the data of Table 3.7.
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Figure 3.23: Stress-strain histories derived from numerical simulations of re-
verse-impact particle velocity histories in Figure 3.21. The dashed curve is the static

isotherm derived from the data of Table 3.7.
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(Figure 3.7). The numerical simulations of the unloading wave profiles yields stress-
strain states that lie 2.5-3.7 GPa above the hydrostat for both models. In addition,
the initial unloading is sharp and agrees well with the expected compressional sound
velocity from ultrasonic data.

According to the model of Grady [1977], single-crystal periclase collapses to the
hydrostat and exhibits a loss of shear strength when shock-compressed. The later
unloading wave structure implies that material strength has recovered nearly com-
pletely. In contrast, polycrystalline MgO maintains significant (1.0 & 0.5) strength
when shock-compressed. Upon unloading, material strength has apparently further
increased to 3.1 £ 0.6 GPa. Significant differences in the strength properties of sin-
gle crystals and polycrystals have also been observed in Al;O3 [Graham and Brooks,
1971].

3.4.4 Thermal Expansivity of MgO

As discussed previously, the single-crystal Hugoniot for MgO is coincident with the
static isotherm derived from ultrasonic data at low pressure, supporting the notion
of at least partial loss of strength for the single-crystal material under dynamic com-
pression. At higher pressures, the Hugoniot and static isotherm diverge (Figure 3.24)
because of thermal effects as material strength becomes small at high temperature
(Asay, 1985 and Chapter 4). This interpretation for MgO is strongly supported by
the work of Jackson and Niesler [1982] who demonstrated that Hugoniot data to 120
GPa are consistent with ultrasonic elasticity measurements to 3 GPa when the ultra-
sonic data is extrapolated using the Birch-Murnaghan equation, and thermal correc-
tions are applied to the shock data using Mie-Griineisen theory. In contrast, diamond
anvil cell static-compression data for MgO [Mao and Bell, 1979] to 94 GPa show
significant discrepancies with an isotherm derived from shock data. These static-

compression data are also inconsistent with the ultrasonic data and may be biased
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because of non-hydrostatic stresses in the diamond anvil cell. Vassiliou and Ahrens
[1981] extended Hugoniot equation of state measurements on single-crystal MgO to
200 GPa and demonstrated that when reduced to isothermal conditions, these data
are consistent with the ultrasonic parameters of Jackson and Niesler [1982]. Further-
more, these data show no evidence for a phase transition in MgO along its Hugoniot
to these pressures.

More recently, Svendsen and Ahrens [1987] reported the results of four tempera-
ture measurements on shocked single-crystal MgO between 174 and 203 GPa. These
data support the earlier conclusion of Vassiliou and Ahrens regarding the absence of
phase changes up to this pressure as the measured temperatures are consistent with
continuum calculations that do not include a phase-transition energy term. Further-
more, comparison of measured temperature trends with an inferred melting curve for
MgO based on a Lindemann melting criterion indicates that the equilibrium melting
boundary for MgO occurs at a Hugoniot pressure of 265 GPa, significantly above the
range of the temperature measurements [Svendsen and Ahrens, 1987]. The partial
release states measured by Vassiliou and Ahrens [1981] as well as that obtained from
a Hugoniot pressure of 133 GPa in this study further support the absence of a phase
change in that the release points imply unloading adiabats which are less steep than
the Hugoniot (Figure 3.24). The consistency of the 133 GPa Hugoniot datum and its
release point for polycrystalline MgO with single-crystal data suggest that differences
between the single-crystal and polycrystal Hugoniot may become very small at high
pressure.

Shock and static data are normally compared by inferring a thermal-pressure off-
set to be applied to the shock data at constant density using Mie-Griineisen theory
and by making an assumption about the volume dependence of the Griineisen param-
eter. One could also apply a thermal correction at constant pressure. This approach

is not usually adopted because the temperatures and thermal expansivities are not
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Figure 3.24: Pressure-density Hugoniot data for magnesium oxide. The solid cir-
cles are the data of this study for low-porosity polycrystalline MgO. Open symbols
show single-crystal and higher-porosity polycrystalline data [Al’tshuler et al., 1965;
Marsh, 1980; Vassiliou and Ahrens, 1981]. Partial release points are indicated by
crosses and are tied to the corresponding Hugoniot point with straight lines. The
solid curve is the single-crystal Hugoniot, and the dashed line is the static isotherm
derived from ultrasonic data [Jackson and Niesler, 1982]. The boxed region shows the
range of pressures for which temperatures have been measured in shock-compressed
single-crystal MgO [Svendsen and Ahrens, 1987].. This is the range of pressures over

which the thermal expansivity has been determined.
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Pressure PH Piso Ty a
(GPa) (g/cm3) (g/cm?) K 108K —1
174.0 £ 2.5 5.371 £0.047 5.542 + 0.032 3081 £ 120 11.3 4+ 3.8
181.1 £ 2.7 5.412 + 0.048 5.592 4+ 0.033 3071 £ 130 11.8 +3.9
187.9 £+ 2.8 5.450 £+ 0.049 5.640 + 0.034 3281 £+ 375 11.5 4 3.9
203.1 £3.0 5.530 £0.052 5.743 £ 0.037 3663 + 395 11.2 £ 3.6

Table 3.9: Thermal expansion coefficient of MgO at high pressure from comparison

of the Hugoniot and static-compression curves.

independently known. In the case of MgO, however, knowledge of the Hugoniot and
the ultrasonically derived 300 K isotherm together with the measured shock temper-
atures allows the thermal expansivity to be constrained between 174 and 203 GPa.
As before, the static isotherm is constructed from the data of Jackson and Niesler
[1982] using the Birch-Murnaghan equation. This approach is supported both by
Mie-Grineisen theory to 200 GPa and by the compressional sound velocities to 27
GPa presented earlier. Average thermal expansivities, @ were calculated using:

a =

In(pz/pm)
—TH ~ 300" (3.29)

where py is the 300 K density at a given pressure, and py and Ty are the cor-
responding density and temperature along the Hugoniot. The calculated thermal
expansivities for MgO are listed in Table 3.9.

The value of thermal expansivity under lower mantle conditions is important in
assessing whether the lower mantle differs in composition from the upper mantle
[Jackson, 1983; Knittle et al., 1986; Chopelas and Boehler, 1989] and hence has
implications for theories of the formation and evolution of the Earth. Anderson et al.

[1990] have proposed the following relationship for the density dependence of the
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thermal expansivity:

a/ae = (p/po) "7, (3.30)
where the subscript o refers to ambient-pressure quantities and é7 is given by:
1 OKr

The basis for this relation is a data set of measured and calculated thermal expan-
sivities compiled by Chopelas and Boehler [1989] for which é7 was found to vary
between 5 and 7. These values are broadly consistent with ér values from elasticity
measurements [Anderson et al., 1990].

The present data represent the highest pressures and temperatures for which the
thermal expansivity has been yet determined and therefore offers a sensitive test for
models of thermal expansion. Using a high-T value of a, = 53.5 x 107¢ K~! for
MgO [Anderson and Suzuki, 1983], these data can be fit to Equation 3.30 using é7
= 3.7 + 0.8 [Figure 3.25]. Also shown in the figure is the range of ér values for
MgO inferred by Chopelas [1990] from spectroscopic measurements to 20 GPa at 300
K for which é7 = 6.5 + 0.5 was obtained. The significantly lower slope found here
implies that 67 has a temperature dependence and possibly a pressure dependence as
well. The value of 87 from high-T elasticity measurements (4.7 to 5.1) [Isaak et al.,
1989] lies just outside the uncertainty range of the present data. As discussed by
Anderson and Chopelas [1992], the common assumption used in shock wave analysis
that py = const requires that 87 = Kip. Svendsen and Ahrens [1987] have shown that
py = const is in fact consistent with their shock temperature measurements. Since
K’ decreases with pressure, then a pressure dependence is implied for ér as well.
Anderson and Chopelas [1992] determined the pressure dependence of ér for MgO
at 2000 K largely from a theoretical analysis and have proposed that ér decreases
from 4.5 to about 3 at pressures corresponding to the top and bottom of the mantle.
They find that the average value of 87 is slightly less than four over this range, which

is in excellent agreement with the shock-compression results reported here.
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Figure 3.25: Plot of In(a/a,) versus In(p/po) for MgO. The solid symbols represent
the present data and are fit by the solid curve with slope -3.7. The dashed curves
show the room-temperature results of Chopelas [1990] to 10% compression which
defines a slope of -6.5 + 0.5. The dotted curve shows the slope expected on the basis

of high-temperature elasticity measurements.
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In Figure 3.26, several estimates for the pressure dependence of the thermal
expansivity in the Earth’s mantle are compared with the shock wave determinations.
The results of Stacey [1977) and Anderson [1987] are derived from a combination
of seismological data and estimated thermodynamic properties under lower mantle

conditions through closure of the identity:

o= fgl;—lfi (3.32)

Anderson [1987] also estimated that (0lna/d1n p)r = -2.6 £ 0.5 locally in the lower
mantle. This is lower than any of the estimates shown in Figure 3.25 and is consistent
with a pressure dependence of §p. The result of Chopelas and Boehler [1989] was
derived from expansivity systematics discussed above. The expansivity data for MgO
lie at higher pressure and temperature than found in the lower mantle. Nevertheless
the data are consistent with trends defined by the Earth models in the deep lower
mantle. Together these results imply thermal expansivities above ~10 x 106 K-1
at the base of the lower mantle.

We now turn to a discussion of the implications of our thermal expansion results
for the composition and possible layering of the Earth’s mantle. Magnesium silicate
perovskite (Mg, Fe)SiO3 and magnesiowustite (Mg,Fe)O are taken to represent the
bulk of lower mantle material. Pressure-density relations for these materials were
calculated along a 300 K adiabat using the Birch-Murnaghan equation and the pa-
rameters listed in Table 3.10. An iron fraction of 12 mol.% was used, but the effect
of Fe on the bulk modulus and its pressure derivative were assumed to be negli-
gible. Next, thermal effects along an adiabat initially at 2000 K were calculated
using thermal expansivities from Eqn. 3.30 with é7 = 3.8. Thus, we are assuming
that the a-p relation for perovskite is the same as for magnesiowustite. The results
are compared with the P-p relation of the lower mantle from Earth model PREM
[Dziewonski and Anderson, 1981] in Figure 3.27. It is clear from the figure that

the properties of silicate perovskite alone are consistent with lower mantle densities.
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Figure 3.26: Estimated thermal expansivities for the Earth’s lower mantle. The shock
data for MgO are indicated by the solid symbols. The solid and chained curves are
estimated lower mantle expansivities from seismological data and estimated thermo-
dynamic properties of the lower mantle from Stacey [1977] and Anderson [1987). The
dashed curve is the estimate of Chopelas and Boehler [1989] from thermal expansion

systematics. The present data are in accord with extrapolated trends from the Earth

models.
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Property (Mg,Fe)O (Mg, Fe)SiO3

po (g/cm3) 3.8782 4.238*
K,r (GPa) 160.1° 246.4¢
K'r 4.13b 3.94
a (K-1) 535x10°% 40 x 10~

ot 3.88 3.8t

Table 3.10: Parameters used in constructing high-temperature P-p curves for per-
ovskite and magnesiowustite. The difference between the adiabatic and isothermal
bulk moduli is neglected for perovskite. The references are: a, xpe = 0.12 Jean-
loz and Knittle [1989]; b, Jackson and Niesler [1982]; ¢, Yeganeh-Haeri et al. [1989);
d,Knittle and Jeanloz [1987); e, Suzuki [1975]; f, Knittle et al. [1986]; g, This study;

h, assumed.

This implies that the lower mantle is enriched in Si relative to upper mantle com-
positions. An Mg/Si ratio close to upper mantle values would be allowed if the Fe
content of the lower mantle were greater than 0.12. Since upper mantle samples
have iron contents of 0.12 or less, this also implies a difference in average composi-
tion between the upper and lower mantle. Upper and lower mantle composition can
be reconciled if the temperature in the lower mantle is less than 2000 K, but this
is inconsistent with most temperature estimates for the region [Jeanloz and Morris,
1986]. Varying ér within the range allowed by the shock data does not significantly
affect this conclusion (Figure 3.27).

That the upper and lower mantle must differ in bulk composition is the same
conclusion reached by Jeanloz and Knittle [1989] in a parallel analysis which used

anharmonic theory to account for thermal effects at elevated pressures. The present
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Figure 3.27: Pressure-density relations for perovskite and magnesiowustite compared
with Earth model PREM [Dziewonski and Anderson, 1981]. The solid and dashed
curves are P-p relations for perovskite and magnesiowustite, respectively, for a 2000
K adiabat. The iron content for both materials is 0.12 mole fraction. Error bars
at selected points for magnesiowustite illustrate the effect of varying é7 within the

range determined from MgO shock data. Earth model PREM is shown by the chained

curve.
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results provide empirical support at high pressure for the anharmonic corrections
used by those authors. Chopelas and Boehler [1989] reached the opposite conclusion
- that the upper and lower mantle are uniform in composition — also on the basis
of a similar analysis. The difference is entirely related to the density dependence of
the thermal expansivity for which they used é7 = 5.5 £ 0.5. As discussed above,
this appears to underestimate thermal expansivities at high pressure by a factor of
2 because of the neglect of the pressure and/or temperature dependence of é7 which
is apparent in the Hugoniot data.

A number of potentially important factors have been neglected in the foregoing
discussion including the effects of element partitioning and other possible lower man-
tle constituents. The potential significance of these and other factors has been dis-
cussed recently by both Jeanloz and Knittle [1989] and Chopelas and Boehler [1989).
Two issues deserve special mention. If the zero-pressure, high-temperature thermal
expansion coefficient for silicate perovskite is significantly less (< 30 x 1078 K=1)than
what we have used (Table 3.10), then an upper mantle composition might still be
reconciled with lower mantle data for é7 = 3.8. Second, the thermal expansion data
presented here apply only to MgO. It is possible that the a-p relationship for per-
ovskite could be much different. It has been shown, however, that the expansivities

calculated using this relationship are consistent with lower mantle values.

3.5 Summary

Equation of state and wave profile measurements (VISAR) have been performed on
low-porosity (<1%) polycrystalline MgO for the first time. The equation of state

has been determined over the range 10-133 GPa and is given by the relation:

Us = 6.77(0.08) + 1.27(0.04)u,
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This equation yields K,s = 163 £ 3 GPa and K!g = 4.1 &+ 0.2, which are in
excellent agreement with ultrasonic values of Ko = 162.5 + 0.1 GPa and K¢ =
4.13 £+ 0.09. This equation of state is similar to that of single-crystal MgO and
slight differences can be related to different levels of material-strength retention in
single-crystal and polycrystalline material. The high-precision streak camera EOS
data for polycrystalline MgO at p < 4.0 g/cm? lie ~1 GPa above the MgO static
isotherm.

Compressional sound velocities were measured between 10 and 27 GPa using
the VISAR technique and a reverse-impact experimental arrangement. The sound
velocities were measured to 2-3% precision and are in good agreement with third-
order finite-strain extrapolation of Jackson and Niesler’s ultrasonic data to 3 GPa.
Thermal differences between the Hugoniot and a 300 K adiabat are negligible at
these pressures. These results support the use of finite-strain extrapolations for
Vp at upper mantle pressures, at least for close-packed solids such as MgO. It is
also consistent with shock EOS data for MgO to 220 GPa, which agree with the
static isotherm of Jackson and Niesler [1982] when reduced to an isotherm. The
longitudinal modulus and pressure derivative derived from a combination of shock
data and the zero-pressure compressional sound velocity are: Cp, = Kos + 4/3G =
335 + 1 GPa and Cr,/ = 7.0 & 0.4, which are also in good agreement with ultrasonic
determinations.

Unloading wave velocities in MgO stand in contrast to those recorded for other
minerals (SiO2, Al;O3, and single-crystal MgO) which indicate a bulk or quasi-elastic
response at stresses equal to a few times the Hugoniot elastic limit. The non-elastic
response of these materials is related to phase transitions or heterogeneous dynamic
yielding, neither of which occurs in polycrystalline MgO.

The unloading wave profiles recorded in reverse-impact experiments generally

show a very sharp, elastic release that extends over ~0.2 km/s. The forward-impact



199

experiments exhibit a more dispersive and weaker elastic response. This is thought
to be a consequence of the longer propagation distance in the forward experiments
and is evidence for non-steady wave propagation. The HEL stress was determined
by modeling the observed particle velocity histories using an elastic-perfectly plastic
model and the WONDY wavecode. The HEL of polycrystalline MgO was found to
1.6 + 0.3 GPa, and the compressive strength is 1.25 & 0.25 GPa. For comparison,
single-crystal MgO possesses an HEL amplitude of 2.5-8.9 GPa.

Wavecode simulations of the particle velocity histories were performed to as-
sess whether a modified elastic-plastic model could accurately describe the dynamic
unloading of MgO. Elastic-perfectly plastic models were found to satisfy the reverse-
impact profiles approximately, but required a yield strength of 2.5 GPa, significantly
greater than determined from the HEL amplitude. Models incorporating a Bausch-
inger effect and strain-rate-dependent stress relaxation with a time constant of 5
ns agreed well with the measured particle velocity histories. Separate Bauschinger
models were arrived at for the forward- and reverse-impact experiments because of
the different nature of the waveforms observed under these two conditions. Over-
all, MgO can be described by elastic-plastic material models which employ concepts
originally derived to describe the dynamic response of metals. In this sense, MgO
is similar to Al;O3 [Ahrens et al., 1968] and SiC [Kipp and Grady, 1989] but differs
from B4C, TiBry, and ZrO; [Kipp and Grady, 1989].

There are several lines of evidence suggesting polycrystalline MgO maintains its
strength under shock compression. First, the EOS data tend to lie above the static
isotherm, as discussed previously. Second, the initial unloading wave velocity cor-
responds to extrapolations of ultrasonically measured compressional wave speeds.
Third, the initial portion of the unloading wave, particularly for the reverse experi-
ments, is very sharp and non-dispersive, and can be fit by wavecode models having a

yield strength of 2.5 GPa. Finally, stress-volume trajectories inferred from successful
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wavecode models yield unloading adiabat slopes that are significantly steeper than
the Hugoniot for both the forward and reverse-impact experiments.

It has been shown that ultrasonic and Hugoniot density and compressional sound
velocity data are entirely consistent for MgO. Comparison of shock and static data
together with Hugoniot temperatures measured by Svendsen and Ahrens [1987] can
be used to constrain the volumetric thermal expansivity of MgO at P = 174-203
GPa and T = 3100-3600 K. It was found that o = 12 & 4 x 1075 K~! under these
conditions and can be fit by: (a/a,) = (po/p)®r with é7 = 3.7 £ 0.8. This is much
less than the 300 K value of é7 = 6.5 & 0.5 for MgO [Chopelas, 1990]. It is also less
than the high-temperature value of é7=4.7 from 1800 K elasticity data [Isaak et al.,
1989]. These results imply that « ranges from 10-30 x 107% K~ for lower mantle
materials under lower mantle conditions and favor mantle models in which the lower

mantle is enriched in Si and/or Fe relative to the upper mantle.



Chapter 4

Sound Velocity, Equation of State, and
Constitutive Behavior of
Shock-Compressed Molybdenum at
1400°C

4.1 Introduction

The effects of pressure and temperature on the elastic properties of metals and min-
erals must be understood in order to interpret the observed seismic structure of
the Earth properly. Elastic wave velocities are the best-resolved properties of the
deep interior and therefore offer the best hope for constraining the composition and
state of interior regions. Shock-compression methods are uniquely capable of produc-
ing high-pressure and high-temperature states through which elastic wave velocities
can be measured. Two limitations of shock techniques are that pressure and tem-
perature cannot be varied ingependently (for non-porous samples) and that direct

measurement of temperature is difficult and currently controversial for metals. These
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difficulties are circumvented in the present study by heating samples to a precisely
known high temperature prior to impact.

In this study, we report new wave profile measurements on molybdenum shock-
compressed to between 12 and 81 GPa from a 1400°C initial state. The results pro-
vide insight into the effects of temperature on the elastic, constitutive, and equation
of state (EOS) properties of this material under shock compression. Optical velocity
interferometric techniques were pioneered by Barker and coworkers [Barker and Hol-
lenbach, 1965; Barker, 1968; Barker and Hollenbach, 1972] and can be used to probe
the detailed response of metals and minerals to shock wave compression. In this
study, for the first time, we have extended the range of such measurements to mate-
rials at significantly high initial temperatures.

Molybdenum (Mo) was chosen as the material for study for a number reasons.
The EOS of this material at 1400°C has been studied previously [Miller et al., 1988].
Molybdenum is used as a containment material in EOS studies of molten silicates
[Rigden et al., 1984], and therefore it is desirable to characterize its high-pressure
dynamic behavior as completely as possible. Mo is also a candidate high-pressure
standard for static diamond anvil experiments and has been shown to remain stable to
272 GPa at 300 K [Vohra and Ruoff, 1990]. Detailed understanding of thermal effects
is required in order to relate shock and static data properly. Finally, sound velocities
measured on shock-compressed Mo from room temperature reveal interesting and
complex behavior at pressures at and above 150 GPa which appear to reflect changes
in bonding character [Hizson et al.,1989; Godwal and Jeanloz, 1990].

Data obtained in this study also address questions concerning material strength
which are important issues when 'comparing shock and static data. Material strength
has been observed to decrease at high-pressure and high-temperature in aluminum
[Asay and Kerley, 1987], and many constitutive models include a thermal softening

effect [Steinberg et al., 1980]. However, there is little quantitative knowledge about
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the effect of temperature upon material strength and other constitutive properties.
The potential effects of material strength upon EOS measurements for Mo is also

addressed by the present data.

4.2 Experimental Technique

Dynamic compression of molybdenum was carried out by high-velocity plate impact.
Impactor or flyer plates were mounted in lexan projectiles and accelerated to high
velocities using a single-stage propellant gun with a 40-mm bore [Ahrens et al., 1971].
The flyer plates were made from aluminum 6061 or tantalum and were backed by a
layer of low-density polyurethane foam. The attainable range of projectile velocities
for this gun, with chemical propellant, is 0.9-2.5 km/s and is measured to +1% by
recording two x-ray shadowgraphs of the projectile in flight (10-50 usec apart) on
a single piece of film just prior to impact. A He-Ne laser-intervalometer system
provided a back-up velocity measurement.

Molybdenum samples were machined from rods of polycrystalline stock of better
than 99.95% purity (Climax Performance Materials Co.). The samples were cut into
a stepped or top-hat shape as shown in Figure 4.1 with an outer diameter of 44.5
mm and an inner diameter of 25.4 mm. The total thickness was about 5.55 mm.
The rear surface of the smaller disk was lapped to a diffusely reflecting finish using 5
pm alumina powder. Crystal densities were measured by the Archimedean method
and are consistent with the standard density of molybdenum (Table 4.1).

The sample was positioned in the vacuum chamber of the gun tank by attaching
it to a fibrous ceramic holder. A water-cooled copper coil was positioned around
the inner disk and connected to a 10-kW radio-frequency source which acted as an
induction heater. Temperatures were measured using a Pt-Pt10%Rh thermocouple
attached to the sample. Details of the sample heating procedure are contained in

Rigden et al. [1988] and Miller et al. [1988]. Important experimental parameters
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Figure 4.1: Experimental arrangement for high-temperature molybdenum experi-
ments. The molybdenum sample (a) is held by a fibrous ceramic target plate (b)
and radiatively heated to ~1400°C using copper coils (c) attached to a 10-kW ra-
dio-frequency source acting as an induction heater. Temperature is measured using
the thermocouple (d). The impactor assembly consists of an aluminum flyer plate
(e) with foam backing (f) mounted in a lexan projectile body (g). The free surface
of the hot Mo sample is monitored with single-frequency light from a 3 W Ar* laser
which is focused using the lens (j) and directed onto the target using the expendable

mirror (i). The returned diffuse light (h) is returned to the VISAR along a path

parallel to the incident beam.
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Flyer Sample
Shot | material Po thickness | p, (300 K) thickness | T, Usp
(g/cm®)  (mm) | (g/em®)  (mm) | (K) (km/s)
865 | Al6061 2.688 1.525 10.210 5.538 [ 1676 0.95

0.012 0.005 0.006 0.003 0.01
866 | Al6061 2.692 1.464 10.204 5.535 1686  1.57
0.008 0.005 0.006 0.005 0.01
867 | Al6061 2.699 1.984 10.197 5.565 1691  2.16
0.007 0.005 0.005 0.005 0.02
868 Ta 16.58 1.103 10.208 5.553 1684  2.28
0.07 0.004 0.006 0.006 0.02

Table 4.1: Initial conditions for high-temperature molybdenum experiments. p, is

the initial density, T}, is the initial temperature, and Uy, is the impact velocity.

are listed in Table 4.1.

The motion of the molybdenum free surface was monitored using a laser velocity
interferometer system (VISAR) [Barker and Hollenbach, 1972]. Light from an Art
laser is focused on the molybdenum back surface using a lens and turning mirror
which was mounted on a ceramic pedestal inside the tank (Figure 4.1). The turn-
ing mirror is protected from the high-temperature environment by a ceramic shutter
which is pneumatically retracted immediately prior to firing the gun. Alignment
techniques insure that the laser beam is centered on and normal to the Mo surface.
The diffusely reflected light, which is Doppler-shifted because of sample motion, is
collected and transformed into time-dependent light-intensity fluctuations (interfer-

ence fringes) in a wide-angle Michelson interferometer. The signals are recorded
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using photomultipliers and digital oscilloscopes. An example of a typical experimen-
tal record, and the wave profile derived from it, is shown in Chapter 3. The VISAR
we have constructed is similar to that originally described by Barker and Hollen-
bach [1972], but we have incorporated the push-pull modification of Hemsing [1979)].
The surface velocity, uy,, is related to the number of interference fringes recorded
through:

ugs(t — 7/2) = kF(t), (4.1)

where t is the time, 7 is the 1-2 ns delay time of the interferometer, F(t) is the total
number of fringes recorded up to that time, and k is the velocity-per-fringe constant,
which is controllable in part by varying the delay time of the interferometer. A fringe
constant of 225 m/s/fringe (7.5” of fused silica etalon) was used for all of the present
experiments. The relationship that determines the fringe constant is discussed in
detail in the appendix. Fringe records were converted to velocity histories using
an interactive data-reduction procedure which incorporates the velocity algorithm
of Hemsing [1983a]. A complete discussion of VISAR experimental techniques is
contained in the appendix.

Because of the high-temperature sample environment, electrical shorting pins
could not be used for triggering and tilt diagnostics. Instead, a trigger signal was
generated by the intersection of the oncoming projectile with a cw laser beam posi-
tioned 5 cm in front of the target. Because of the long time window between triggering
and data acquisition, oscilloscope sampling rates between 250-500 MS/s were used
rather than the normal sampling rate of 1 GS/s for VISAR experiments, resulting
in somewhat reduced time resolution. The sample reflectivity did not change signif-
icantly when heated to 1400°C for ~15 minutes in the < 100-um Hg air pressure
of the impact tank. Thermal radiation from the hot sample produced an ~30 mV

offset in the fringe records which was subtracted in the data-reduction process.
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4.3 Experimental Results
4.3.1 Wave Profiles

A total of four experiments were conducted on Mo samples, three of which yielded free
surface velocity profiles. In the fourth experiment, data recording failures prevented
a wave profile from being obtained but the arrival times of the shock front and the
initial unloading wave could be read directly from the partial fringe records. The
velocity profiles are shown in Figure 4.2.

The distance-time diagram of Figure 4.3 illustrates the essential features of the
observed wave profiles. Impact (t=0) generates a shock wave in the flyer and a two-
wave structure consisting of an elastic precursor followed by a slower plastic shock
in the sample. These reach the free surface and are recorded by the interferometer
at times t; and tz. The shock wave in the flyer reflects from the low-impedance
foam backing as a rarefaction fan. The reflection of the elastic precursor from the
free surface at time ¢; has been neglected. Similarly, the shock arrival at the Mo
free surface produces an unloading fan. For an elastic-plastic material, the velocity
of the head of the rarefaction fan corresponds to the compressional sound velocity
at high pressure [Zel’dovich and Razier, 1967]. This reaches the free surface at time
t3. An unloading wave traveling with the bulk velocity, Vp, is also propagated. The
interaction of the unloading waves takes the material into tension, eventually leading
to spall fracture near the free surface. This produces the characteristic increase or

pull-back in free surface velocity shown in Figure 4.2 (time t4).

4.3.2 Elastic Precursor

The structure of the elastic precursor is generally consistent for the three wave pro-
files. The precursor manifests itself as a sharp jump in velocity which then relaxes by

about 25%. Under a steady-wave assumption, the stress amplitude of the Hugoniot
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Figure 4.2: Free surface profiles measured on 1400°C molybdenum samples. The
times are arbitrary. The wave profile is characterized by an elastic precursor, a
plastic shock front, and a spall signal upon unloading. The peak shock pressures
attained in each experiment are listed to the left of the profiles. The times ¢;-14

correspond to the arrival times shown on the distance-time diagram of Figure 4.3.
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Figure 4.3: Lagrangian distance-time diagram for the 21.6 GPa experiment of the
previous figure. Impact at t=0 produces an elastic precursor and shock which propa-
gate through the sample and reach the free surface at times ¢; and t;. The reflection
of the shock at the free surface produces a rarefaction fan propagating back to the
left. In the meantime, a shock travels through the thin flyer and reflects off the
low-impedance backing layer, producing a forward-propagating rarefaction fan. The
lead characteristics of these two fans intersect at a distance h*, near the free surface.
The forward-propagating unloading wave then reaches the free surface at t3. The
interaction of the two unloading waves generates a state of tension in the sample,
eventually leading to spall at the spall plane and producing the velocity pull-back

seen in Figure 4.2.
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elastic limit (HEL) can be obtained from

V
OHEL = pL—};—oﬂi, (4.2)

where o g is the HEL stress, p, is the initial density, Vp, is the elastic precursor
velocity, uy, is the peak free surface velocity, and the factor-of-two relationship be-
tween the free surface and particle velocity has been assumed [Walsh et al., 1957].
Values for the parameters in Equation 4.2 and the HEL stresses are listed in Table
4.2. Ambient-pressure high-temperature densities were computed using the temper-
ature dependence of the volume given by Miller et al. [1988]. The elastic precursor
velocity, Vp,, is assumed to be the ambient-pressure longitudinal sound velocity at
high temperature. Good agreement between the elastic precursor velocity and the
ambient-pressure compressional wave velocity is commonly observed in metals that
have relatively low elastic limits. Stress dependence of the elastic precursor veloc-
ity has been demonstrated in high-strength materials such as quartz and sapphire
[Davison and Graham, 1979]. For Mo, the expected compressional velocity at 1.5
GPa is wifhin 1% of the zero-pressure velocity. Vp, was estimated by extrapolating
to 1676 K the linear velocity-temperature trend observed over the range 73-973 K in
the ultrasonic measurements of Dickinson and Armstrong [1967]. This yields Vp, =
6.11 £+ 0.03 km/s at 1400°C.

The HEL amplitudes range between 1.5 and 1.7 GPa and are shown as a function
of peak stress in Figure 4.4. No clear stress dependence of the HEL magnitude can
be resolved over the 12-31 GPa pressure range. It is of interest to compare the elastic
precursor structure at 1673 K with the observed structure at 300 K. Chhabildas et al.
[1990] reported a single free surface profile for Mo shocked to 12 GPa, which yielded
oggpr = 3.1 GPa. Thus, at 1673 K, the HEL amplitude of Mo is about 50% of its
room-T value. This contrasts with the observations of Asay [1974], who found that
precursor amplitude was independent of temperature up to 523 K in bismuth, which

is near the melting temperature for that material. No temperature dependence of
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Shot T, Po Vpo Ufs  OHEL Y,
(K) (g/cm®) (km/s) (km/s) (GPa) (GPa)
300 10.206 6.46 0.094 3.10 1.80
865 1676  9.950 6.11 0.057 1.73 0.94
866 1686  9.942 6.10 0.048 1.46 0.79
867 1691  9.934 6.10 0.057 1.73 0.94
868 1684  9.947 6.10 - - -

Table 4.2: Properties of the elastic precursor in molybdenum at 300 K and at 1400
K. The 300 K properties are from Chhabildas et al. [1990].

opgr was found for iron between 76 and 573 K [Rohde, 1969]. These differences
may reflect differences in the dislocation processes that are operative under dynamic
loading for different materials. There is some ambiguity in the 300 K elastic precursor
amplitude in Mo, as McQueen et al. [1970] reported cggr = 1.6 GPa for a 5-mm
thick sample and further noted measurable precursor decay over a 1 cm distance.
This value for oy g and the apparent precursor decay are quite comparable to the
present high-temperature measurements.

Assuming a von Mises yield condition, the compressive yield strength, Y,, is

related to the HEL amplitude through:

Y, = %:_2—:))“715[}513, (4.3)

where v is Poisson’s ratio. At 1400°C, Poisson’s ratio is estimated to be 0.313, again
from extrapolation of ultrasonic elasticity data to 700°C [Dickinson and Armstrong,
1967]. The resulting yield strengths are listed in Table 4.2 and are also about 50%
of the 300 K value at 12.6 GPa [Chhabildas et al., 1990].

Another interesting feature of the the elastic precursor structure is the decrease
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Figure 4.4: The Hugoniot elastic limit stress as a function of peak stress in Mo. The
solid symbols are from the present study at initial temperatures near 1400°C. The

open symbol is at 300 K initial temperature and is from Chhabildas et al. [1990].
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in free surface velocity observed behind the precursor. The minimum free surface
velocity behind the precursor is 74-88% of the peak precursor velocity and ranges
between 42-44 m/s. Elastic wave overshoot has been previously identified in other
materials such as iron [Barker and Hollenbach [1974] and is interpreted as a conse-
quence of stress relaxation behind the precursor. The 300 K free surface profile in
Mo shows no stress relaxation behind the precursor. Therefore, the effect of high
initial temperature on the compressive-wave structure of Mo is both to decrease the
magnitude of the HEL and to promote stress relaxation behind the precursor. The
results for Mo are somewhat anomalous in that reduction of velocity behind the HEL
is observed, but no dependence of HEL amplitude on the peak-driving stress can be
resolved. Both of these phenomena are generally associated with stress relaxation
in solids [Ahrens and Duvall, 1966; Graham and Brooks, 1971). It may be that the

present data are insufficient to resolve the peak-stress dependence of the HEL.

4.3.3 Hugoniot States

The VISAR measurements allow only relative time measurements since the impact
time is not recorded. An absolute time reference was therefore established from the
measured arrival time of the elastic precursor, which is assumed to travel with the
ambient-pressure, high-temperature longitudinal sound velocity in the sample. The
longitudinal sound velocity was extrapolated from the linear velocity-temperature
trend of the ultrasonic data as discussed above (Table 4.2). The absolute arrival
time of the elastic precursor wave could then be calculated using the known sample
thickness. The shock wave arrival time was taken to be the arrival time of the
midpoint of the wave between the peak HEL velocity and the peak free surface
velocity. The shock velocity, Ug, was then calculated from the sample thickness and
is listed in Table 4.3. The particle velocity, up, was calculated from the measured

free surface velocity, uf,, by accounting for the elastic-plastic interaction at the free
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surface [Grady, 1977]:

wo = Ly, 4 (VPo— VBo)onEL
d fe PoVPoVBo

: (4.4)

where Vp, and Vp, are the longitudinal and bulk sound velocities, and p, is the initial
density. The subscript o indicates ambient-pressure quantities. The resultant particle
velocities are listed in Table 4.3, and the shock states are plotted in Figure 4.5. The
present results are in excellent agreement with the Hugoniot states determined from
the streak camera experiments of Miller et al. [1988]. The combined Hugoniot data

for 1400°C Mo can be fit with the following linear shock wave equation of state:
Us = 4.78(0.02) + 1.42(0.02)u,, (4.5)

where the numbers in parentheses are one standard deviation uncertainties. This
EOS is only slightly different from that reported by Miller et al. [1988] but has
the advantage that the formal uncertainties are decreased by more than a factor of
two and extends the EOS to particle velocities as low as 0.236 km/s (and Hugoniot

pressures as low as 12 GPa).

4.3.4 Compressional Sound Velocities

A primary goal of the present experiments was to measure sound velocities at high
pressure from an initial high-temperature state. The method for doing this is similar
to that presented in Chapters 1 and 2. For each experiment, the time difference, At,
between the arrival of the unloading wave and the arrival of either the shock or elastic
precursor at the free surface is measured from the wave profile or from the fringe
records. The measured time separations are listed in Table 4.4. For experiments 865-
867, the time separation listed is between the elastic precursor and the initial release.
For experiment 868, the elastic precursor is overdriven and the time separation is

between the shock and release. With reference to Figure 4.3, it can be shown that
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Shot Up Us P p
(km/s) (km/s) (GPa) (g/cm®)
865 0.236 5.118 12.0  10.431
0.003  0.024 0.2 0.009
866 0.405 5.358 21.6  10.755
0.005  0.037 0.3 0.013
867 0.563 5.582 312  11.048
0.007  0.062 0.5 0.021
868 1.238 6.549  80.7  12.270
0.014  0.035 1.2 0.030

Table 4.3: Hugoniot states achieved in molybdenum. Results are from measured
wave profiles except for experiment 868, in which case the measured flyer velocity
and impedance matching were used to calculate the Hugoniot state. u, is the particle
velocity, Us is the shock velocity, P is the Hugoniot pressure, and p is the Hugoniot
density.
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Figure 4.5: Shock velocity - particle velocity data for Mo shocked from STP and
preheated to 1400°C. The error bars are smaller than the symbols where not shown.
The solid curve shows a weighted least-squares fit to the data at a 1400°C initial

state. The dashed curve shows the Hugoniot relationship from a 25°C initial state

[Marsh, 1980].
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the initial Lagrangian unloading velocity, Vpr, in the sample is given by:

zs - h*
 At+a,/Us — z5(1/Usg +1/Vprg) — h*[V*’

where z, and zy are the sample and flyer thicknesses, Uss and Vpp s are the shock

VrL (4.6)

velocity and the Lagrangian unloading velocity in the flyer, U; is either the shock or
precursor velocity in the sample depending on how At is measured, and V* is the
average velocity in the perturbed region, h*, which is defined by the intersection of
the unloading wave from the back of the flyer and the unloading wave from the free

surface, both of which travel with velocity Vpy through the sample:

VrL
ht = 2L
2

[2£(1/VeLs +1/Usf) + 25(1/Ver, — 1/Us)| , (4.7)
where Ug is the shock wave velocity through the sample. Behind the interaction
region, the oncoming unloading wave travels through a non-simple region of near
zero stress. Therefore, the initial bulk sound velocity, Vp,, was used as an estimate
of the average velocity, V*, in the interaction region. The intercept of the shock
velocity-particle velocity relationship (Equation 4.5) was used as the initial bulk
sound speed. Because of the large stress change in the interaction region, it could
have a potentially large effect on the measured sound velocity. The interaction region
was therefore kept as small as possible to minimize any such effects. The interaction
regions were 5-11% of the total sample thicknesses for the four shots fired (Table
4.4). The large stress drop in the interaction region could be minimized if a window
were attached to the free surface (Chapter 1). We have not developed a window-
attachment method that can easily withstand the high-temperature environment of
the present experiments.

Equations 4.6 and 4.7 form a coupled set of equations that are solved iteratively
for Vpr. Hugoniot states in the flyer materials were determined through impedance

matching [Ahrens, 1987]. The relevant EOS parameters are listed in Table 4.5.

Unloading wave velocities in Al 6061 have been determined in previous work and are
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discussed in Chapter 3. For experiment 868, the Hugoniot stress (80.7 GPa) is close
to the 83.1 GPa experiment of Asay et al. [1986] for which a Ta unloading velocity of
5.5 + 0.2 km/s was measured. This value was therefore used for Vpr; in Equations
4.6 and 4.7 for this experiment. The velocities Vpj, are based on a Lagrangian or
material reference frame rather than on a laboratory (Eulerian) coordinate system.

The Lagrangian sound velocities were converted to Eulerian velocities, Vp, using:
Po
Vp = —p—VpL, (4.8)

where p is the density in the Hugoniot state. The resultant Eulerian sound velocities
are listed in Table 4.4 and are plotted as a function of Hugoniot pressure in Figure
4.6.

For solids in the absence of dispersion, the initial unloading wave velocity corre-
sponds to the compressional sound velocity, Vp, while for liquids it corresponds to
the bulk sound velocity, Vp. If the Griineisen parameter, v, is known, the local slope
of the Hugoniot curve can be used to estimate the high-pressure bulk sound velocity
[McQueen et al., 1967; Chapter 1]. This is shown in Figure 4.6 using the previ-
ously determined EOS for hot Mo and a constant product of density and Griineisen
parameter. An estimate of the compressional sound velocity can then be made by
assuming that Poisson’s ratio, v, is constant with pressure (Figure 4.6). The mea-
sured Hugoniot velocities are reasonably consistent with the latter estimate at low
P, indicating that Mo remains in the solid state over the pressure range investigated,
consistent with the inference of Miller et al. [1988]. The measured velocities lie
significantly below trends based on third-order finite-strain extrapolations of 300 K
ultrasonic data (solid lines in Figure 4.6), which can be attributed to the effects of

temperature.
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Shot P At h* Vp Ty |(0Vp/OT)p| v
(GPa) (wec) mm (km/s) (K)  (m/s/K)

85 12.0 0373 0.55 6.30 1805 0.35 0.34
0.2 0.008 0.05 0.22 22 0.13 0.03

866 21.6 0.229 030 6.72 1915 0.24 0.33
0.3 0.003 0.03 0.12 37 0.09 0.02

867 31.2 0.285 0.59 7.07 2026 0.16 0.33
0.5 0.004 0.05 0.21 57 0.13 0.03

868 8.7 0.170 054 791 2721 0.18 0.38
1.2 0.005 0.04 0.24 186 0.11 0.03

Table 4.4: Properties of molybdenum along the ~1400°C Hugoniot. Numbers below
each quantity represent one standard deviation uncertainties. P is the Hugoniot
pressure, At is the measured time between arrival of the loading and unloading
waves, h* is the thickness of the interaction region, Vp is the compressional velocity,
Ty is the Hugoniot temperature, |{(8Vp/0T)p| is the magnitude of the temperature

coefficient of velocity, and v is Poisson’s ratio.
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Material Po Co 8 Yo Vo Y, Refs.
(g/cm®) (km/s) (GPa)

Mo (300 K) 10.21 5.136 1.220 1.52 0.293 1.8 a
0.01 0.016 0.010

Mo (1400 K)  9.95 478 142 152 0313 08  byc
0.01 0.02 0.02

Al6061 2.69 5.3499 1338 21 0.34 0.2 a
0.01 0.056  0.020
Ta 16.58 3.293 1307 16 0.34 0.8 d

0.07 0.005 0.025

Table 4.5: Equation of state and constitutive properties of materials used in molyb-
denum experiments. Numbers below each line represent one standard deviation
uncertainties. ¢, and s are the Hugoniot EOS constants, « is the Griineisen parame-

ter, and the subscript o refers to ambient-pressure quantities. The references are: a,

Marsh [1980]; b, Miller et al. [1988]; c, This Study; d, Mitchell and Nellis [1981a].



226

Figure 4.6: Compressional sound velocity in 1400°C Mo as a function of Hugoniot
pressure. Solid circles are the present experimental results. The squares and tri-
angles are the ambient-pressure compressional and bulk sound speeds at 25°C and
1400°C, respectively. The solid curves are third-order Eulerian finite-strain extrap-
olations of compressional and bulk sound velocities at 25°C, using parameters from
the ultrasonic data of Katahara et al. [1979]. The dashed curves are calculated sound
velocities based on the local slope of the Hugoniot and the assumptions that py and

v are constant.
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4.3.5 (0Vp/OT)p at High Pressure and Temperature

The primary objective of this study was to constrain the temperature coeflicient of
compressional velocity at high pressure. The approach for accomplishing this using
Hugoniot data has been discussed by Duffy and Ahrens [1992a]. Sound velocities
along the Hugoniot and a reference isotherm are compared, and temperature differ-
ences between the two curves are taken into account. The temperature coefficient of

velocity, (0Vp/0T) p, can be approximated as:
Ve =V
(8Vp/OT)p ~ ~LXL—ZPL (4.9)

where T is the temperature, and the subscripts H and I represent conditions on
the Hugoniot and isotherm, respectively. Sound velocities along the reference 300
K isotherm were computed using third-order Eulerian finite-strain theory [Sam-
mis et al., 1970 and Chapter 1] and the elastic moduli and pressure derivatives of Mo
given by Katahara et al. [1979]. The measured Hugoniot velocities and calculated
isotherm velocities are shown in Figure 4.6.

Hugoniot temperatures were calculated from the ~1400°C initial state by solv-
ing the following differential equation which holds under Hugoniot conditions [Mec-
Queen et al., 1970]:

dT | % dP
VE‘./— = —7T + (QC—V) [‘JV(VL -V)+ P] , (4.10)

where V is the specific volume and Cy is the constant volume specific heat. Values
of the Griineisen parameter and specific heat for Mo at 1400°C were taken from
Miller et al. [1988], and the difference between the isobaric and isochoric specific
heats has been neglected. Both the specific heat and the product py are assumed
constant along the Hugoniot. The resulting Hugoniot temperatures are listed in
Table 4.4.

The temperature coefficients of Vp calculated using Equation 4.9 are shown in

Figure 4.7. Within their uncertainties, the high-pressure values are consistent with



229

the ambient-pressure value of (3Vp/dT)p = -0.247 m/s/K from the ultrasonic data
of Dickinson and Armstrong [1967]. An expression for the temperature dependence

of Vp can be obtained by differentiating the expression
VE=Ci/p, (4.11)

where Cy, is the longitudinal modulus given by Cp = Ks + 4/3G, and Ky is the

adiabatic bulk modulus to obtain:

(?;Tg)p - Kze [Q%@B + a] , (4.12)

where « is the volume thermal expansivity. An estimate of the pressure dependence
of (0Vp/dT)p can be made by assuming that aKs and (9CL/0T)p are constant
functions of pressure. This has been shown to provide an upper bound on mea-
sured temperature derivatives under Hugoniot conditions for Al, Cu, Ta, and the
high-pressure phases of forsterite [Duffy and Ahrens, 1992a]. The present experi-
mental results are consistent with the trend defined by Equation 4.12 as shown in
the figure. The parameters for Mo used to solve Eqn. 4.12 are listed in Table 4.6.
Although significant experimental uncertainties prevent an unequivocal conclusion
from being drawn, the trend of the present results suggests a decrease in the mag-
nitude of (0Vp/0T)p with pressure, as has been determined from similar data for
several other materials that were shocked to sufficiently high pressures from room
temperature so that deviation of the P-wave velocity due to shock heating became
apparent [Duffy and Ahrens, 1992a). A weighted least-squares fit to the data of Fig-
ure 4.9 yields a value for the pressure-temperature cross derivative of 82Vp /0T 9P
= 0.8 x 1076 km/s/GPa/K. This value is comparable to values obtained for other
incompressible metals such as W and Ta [Duffy and Ahrens, 1992a]. The Mo data
are consistent with the trend observed by Duffy and Ahrens [1992a] that 8*Vp /0T AP
is a decreasing function of the longitudinal modulus for some six materials investi-

gated to date. The dimensionless pressure-temperature cross derivative satisfies the
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Property value Ref.
Ks 262.6 GPa a
G 119.6 GPa a
K% 4.44 a

G 1.42 a
0Ks/dT -0.016 GPa/K b
8G/dT  -0.018 GPa/K b
a 150 x 1078 K~1 a

Table 4.6: Thermoelastic parameters for Mo used in the solution of Eqn. 4.12. All
quantities are at ambient-pressure conditions. The primes indicate first pressure
derivatives. The references are: a, Katahara et al. [1979]; b, Dickinson and Arm-

strong [1967].

following relationship for Mo, Al, Cu, Ta, W, and MgSiOy:

Ks (8
aVp \OPOT

) =1.5+0.7, (4.13)
P=0

where all quantities are evaluated at ambient conditions. Values for the individual
materials are listed in Table 4.7.

Figure 4.8 compares values of (8Vp/0T)p for Mo with values for other ma-
terials determined by the analysis of Duffy and Ahrens [1992a]. The results of
Duffy and Ahrens [1992a] were obtained by comparing isotherm and Hugoniot veloc-
ities at pressures for which the shock-induced temperature rise was sufficiently high
that the temperature coeflicients could be resolved. All the materials show decreases
in the magnitude of the temperature coeflicient of velocity with increasing pressure.
Temperature coefficients for the more incompressible metals (Ta, W, Mo) decrease at

a slower rate than those for the less incompressible metals (Al, Cu) and the forsterite
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Figure 4.7: Magnitude of the temperature coefficient of compressional velocity for
Mo along the 1400°C Hugoniot. The results of this study are shown as solid circles.
The solid curve is the predicted magnitude of (0Vp/OT)p from Eqn. 4.12 using
the assumptions discussed in the text. The solid squares show room-pressure values
for molybdenum, aluminum, stainless steel 304, copper, tungsten, and tantalum

determined from high-temperature ultrasonic data [Duffy and Ahrens 1992a).
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Material (8*Vp/OPAT) (Ks/aVp)(8*Vp/OPOT)
(10 km/s/GPa/K)

Al 6.1 1.0
Cu 3.6 2.1
Mg;Si04 3.3 1.9
Mo 0.8 2.2
Ta 04 1.0
W 0.2 0.9

Table 4.7: The mixed pressure-temperature derivative of compressional velocity in
both dimensional and dimensionless forms. The data for Mo are from this study,

and other data are from Duffy and Ahrens [1992a).

high-pressure phases (Table 4.7). In Figure 4.9, the product of the ambient-pressure
bulk modulus and the temperature coefficient of velocity, K, (8Vp/0T)p, is plot-
ted as a function of P/K, the pressure divided by the bulk modulus. At ambient
pressure, this collapses much of the observed variation in (0Vp/OT)p. The only
exception is Ta which differs from the other materials by a factor of two. At high
pressure, the data vary in a similar manner when plotted in this way, implying that
a universal relationship is approximately represented here.

While the present results are consistent with the previous analysis of Duffy and
Ahrens [1992a), the method used here offers significant advantages for constraining
temperature derivatives. In these experiments, the shock temperature rise is rela-
tively small compared with the precisely known initial temperature. For example,
at 12.0 GPa, the shock temperature rise accounts for only 7% of the total temper-

ature, and at 80.7 GPa, the shock temperature component has risen to 38% of the
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Figure 4.8: Magnitude of the temperature coefficient of compressional velocity along
the Hugoniot for various metals and the high-pressure phases of forsterite. Solid

circles are results of this study. Other results are from Duffy and Ahrens [1992a].
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Figure 4.9: The product of the bulk modulus at ambient conditions and (8Vp/8T)p
plotted as a function of P/K, where K is the bulk modulus. The bulk modulus at
high pressure was determined from the local slope of the Hugoniot and the assump-
tion that the product py is constant. The Mo data are from the present study, and
other data are from Duffy and Ahrens [1992a]. The solid line is a quadratic fit using
all the data shown in the Figure.
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total temperature. Therefore, the uncertainty associated with the calculated shock
temperatures is much reduced when compared with experiments in which shock com-
pression accounts for the entire temperature rise. It should be noted, however, that
the uncertainties in the velocities themselves are the major contributor to the uncer-
tainty in the temperature derivatives. Secondly, the high initial temperature allows
comparison of shock and ultrasonic data at relatively low pressure (~10 GPa). This
significantly reduces uncertainty associated with finite-strain extrapolations of ultra-
sonic data to very high pressure. For these reasons it is felt that the present results
are much less likely to suffer from systematic biases than the previous analysis.

Hizson et al. [1989] measured sound velocities in Mo shock compressed to be-
tween 150 and 441 GPa from a 300 K initial state. They identified a solid-solid
transition at about 210 GPa and melting at about 390 GPa. On the basis of the-
oretical calculations, the solid-solid transformation is interpreted as a bcc to hep
transition caused by s — d electronic transfer. The sound velocities of Hizson et al.
are compared with our high initial-temperature results in Figure 4.10. The data
between 150 and 210 GPa are somewhat anomalous in that they imply large values
of Poisson’s ratio which decrease across this pressure interval whereas Poisson’s ratio
generally increases with both pressure and temperature. This, together with a soft-
ening of the EOS, has also been interpreted as a consequence of the s — d electronic
transfer which begins approximately above 1 Mbar [Godwal and Jeanloz, 1990].

We see no evidence of anomalous behavior in Vp up to 81 GPa from our high-
temperature initial state. The increase in Poisson’s ratio over this pressure range is
normal and will be discussed below further. The Hugoniot velocities are subparallel
to but define a shallower slope than the ultrasonic extrapolations. This is consistent
with trends observed in shock data for several other metals [Duffy and Ahrens, 1992a]
and can be attributed to thermal effects. In contrast, between 150-210 GPa, the slope

of the Hugoniot velocities is steeper than the ultrasonic trend. We also note that Vp
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Figure 4.10: Sound velocities in Mo from Hugoniot experiments of Hizson et al.
[1989] and the present study. Solid lines are third-order finite-strain extrapolations
of compressional and bulk velocity using low-pressure ultrasonic parameters. Solid
squares are ambient-pressure sound velocities at 300 K and solid triangle shows

extrapolated ambient-pressure compressional sound velocity at 1400°C.
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= 7.91 km/s at 81 GPa and 2721 K, and that at 150 GPa and approximately 2300
K, Vp is only 4% greater (8.20 km/s). This compares with an increase in Vp of 30%
between ambient pressure and 81 GPa. There thus appears to be no simple way to
join the present data smoothly with the ~150 GPa data of Hizson et al. [1989]. The
sound velocities measured by Hizson et al. may be strongly influenced by the effect of
the electronic transfer. On the basis of theoretical calculations, Godwal and Jeanloz
[1990] concluded that pressure-induced shifts in electronic structure begin around
100 GPa. The possibility of a second solid-solid phase change at pressures between
81 and 150 GPa must also be considered. It should be noted that under room-
temperature static compression no solid-solid phase change is observed in Mo to at
least 272 GPa [Vohra and Ruoff, 1990].

Temperature derivatives derived from the data of Hizson et al. are compared
with the present results in Figure 4.11. These were obtained by comparing the
measured velocities with extrapolations of ultrasonic data (Figure 4.10) and using
temperatures calculated by McQueen et al. [1970]. The data from a 300 K initial
state yield temperature derivatives that are large compared with the trend of the
present data and decrease rapidly over the 150-210 GPa range. For the three data
points between 150 and 157 GPa, the inferred T derivatives are also large relative
to the ambient-pressure temperature coefficient of Mo. If structural changes at high
pressure due to electronic transfers are occurring, this would potentially bias any
comparison of Hugoniot and ultrasonic data.

The anomalous nature of the Mo sound velocities above 150 GPa is also illustrated
when plotted as a function of density (Figure 4.12). Duffy and Ahrens [1992b] have
shown that compressional sound velocity data for a variety of metals approximately
satisfy Birch’s Law over broad pressure intervals. That is, velocity is a linear function
of density with a slope that depends upon the material’s atomic weight. As noted

by Duffy and Ahrens [1992b], in contrast to the other materials examined, velocities
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Figure 4.11: Temperature coefficients of compressional velocity determined from the
present study and from the 300 K initial state data of Hizson et al. [1989]. The
solid square shows the ambient-pressure value from ultrasonic data. The solid curve
shows the expected trend based on Equation 4.12 and the assumptions discussed

previously.
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in Mo between 150-210 GPa are linear in p but do not extrapolate to the ambient-
pressure compressional velocity. In contrast, the high-temperature sound velocities
between 0 and 81 GPa define an approximately linear trend which is consistent
with the ambient-pressure velocity and with the trend of the ultrasonic data. This
serves to further emphasize the apparent importance of structural changes in Mo at
pressures above 81 GPa but below the 210 GPa phase-transition pressure.
Poisson’s ratio, v, can be computed by combining measured compressional ve-
locities with bulk velocities constrained by the Hugoniot slope and the assumption
that py = const [McQueen et al., 1967; Ahrens, 1987; see also Chapter 1]. Poisson’s
ratio values for Mo are listed in Table 4.6. The ambient-pressure 1400°C value of v
from extrapolation of ultrasonic data is 0.313, as discussed previously. These data
suggest that Poisson’s ratio increases along the Hugoniot over this pressure range.

Similar increases in v have been observed for other metals under Hugoniot conditions

[Duffy and Ahrens, 1992b).

4.3.6 Spall Strength

The interaction of unloading waves depicted in Figure 4.3 leads to the development
of tensile stresses within the specimen which can be sufficiently strong to lead to
dynamic fracture or spall. The characteristic signature of spall is an increase or

”

"pull-back” in free surface velocity as seen in Figure 4.2. From the amplitude of

the pull-back signal, an estimate of the spall strength, the maximum tensile stress
the material can support, can be obtained. For an elastic-plastic material, the spall

strength, S, can be obtained from [Romanchenko and Stepanov, 1980]:
S==S5f+AS, (4.14)
where Sy, is the amplitude of the tensile-stress pulse recorded at the free surface:

Sfs = poVpAuy, (4.15)
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Figure 4.12: Compressional velocities in Mo as a function of density. The solid square
’ shows compressional and bulk sound velocities under ambient conditions [Dickin-
son and Armstrong, 1967]. The solid triangle shows the 1400°C, ambient-pressure
compressional velocity. Solid line shows finite-strain extrapolations of low-P ultra-
sonic data. Dashed lines are linear fits to data between 0-81 GPa, 150-210 GPa, and
210-390 GPa. The data between 150-210 GPa show a distinctly different slope from
the finite-strain trend and from the 0-81 GPa data.
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where Augy, is the pull-back amplitude measured from the peak free surface velocity
to the velocity minimum. The term AS accounts for the attenuation of the spall

signal in propagating from the spall plane:
) 1
As =558 (i -)s (4.16)

where 7 is the pull-back pulse duration, and é is the distance to the spall plane
which we have assumed is close to A*. The resulting spall strengths for Mo be-
tween 12 and 31 GPa are shown in Figure 4.13. Near 12 GPa, the spall strength
of high-temperature Mo is 2.4 GPa, only slightly different from the value of 2.31
GPa reported for room-temperature Mo [Chhabildas et al., 1990]. Thus, in con-
trast to the compressive yield strength, the spall or tensile strength appears to be
only weakly dependent on temperature for this material. The room-temperature
and high-temperature experiments differ in the location of the spall plane, however.
In the present experiments, the spall plane was maintained near the free surface
whereas the spall plane was in the middle of the sample for the room-T experiment
of Chhabildas et al. [1990]. The spall strengths shown in Figure 4.13 tend to increase
with increasing peak stress. This has also been observed in other materials such as

uranium [Grady, 1986).

4.3.7 Additional Compressive-Wave Features

The compressive waveforms for the three free surface profiles are displayed in Figure
4.14. In order to better understand the waveforms, computer simulations of the
experiments were undertaken using the one-dimensional finite-difference wavecode
WONDY [Kipp and Lawrence 1982] which is described in Chapter 1. Both Mo and
Al6061 are modeled as elastic-perfectly plastic materials with the parameters listed
in Table 4.5. The results of the simulations are shown in Figure 4.14 and are in
very good agreement with the experimental profiles. The elastic precursors in the

simulations are highly dispersive because of the artificial viscosity term included for
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Figure 4.13: Spall strength of Mo as a function of peak stress. Solid symbols are
present high-temperature results. Open symbol is room-temperature result of Chha-

bildas et al. [1990].
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numerical stability. The main feature to note is that the rise time of the plastic shock
front is significantly greater at low pressure and is on the order of 50 ns for the 12
GPa experiment.

The agreement obtained in Figure 4.14 suggests that wavecode calculations can
reasonably simulate the shock structure observed in such experiments. EOS experi-
ments on high-temperature molten silicates encapsulated in Mo have yielded impor-
tant insights into magma petrogenesis [Rigden et al., 1988; Miller et al., 1991]. We
have performed additional wavecode simulations in order to investigate the expected
shock structure in such experiments. The computer simulations consisted of Al im-
pactors traveling at 1 and 2.5 km/s impacting a 0.76-mm Mo driver plate behind
which was a 3.3-mm thick layer of molten komatiite followed by a 2.0-mm thick Mo
cap. The lateral dimensions were assumed to be sufficiently large that they could be
safely neglected over the time scale of the experiment. Molten komatiite was treated
as a hydrodynamic fluid with the EOS parameters determined by Miller et al. [1991].

The compressive waveforms from the simulations are shown in Figure 4.15 as
well as waveforms from identical simulations in which the Mo-silicate sandwich is
replaced by a single layer of Mo of equal thickness. For the 2.5 km/s simulation, the
compressive waveforms with and without the komatiite layer are similar. At 1 km/s,
significant additional structure is introduced into the waveform because of reflections
at the silicate/Mo interface which significantly broaden the shock front. These results
suggest that EOS experiments on molten silicates using streak camera detection may
be ambiguous at low shock pressures (~10 GPa) because of the long rise time of the
plastic wave front and the additional structure that arises due to wave interactions.
This may in part explain inconsistencies observed in streak camera records from
low-pressure molten-silicate experiments [Miller et al., 1991].

Comparison of shock- and static-compression data is useful for a variety of pur-

poses, including establishing a reliable pressure scale for diamond anvil cell experi-
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Figure 4.14: Comparison of measured compressive waveforms with finite-difference
simulations. The solid lines show the measured waveforms and the dashed lines are

computer simulations using the WONDY code. The timing is arbitrary.



252

1.2

1 1 1 [ 1 A 1

1.0

0.9

Q

" (s/

S x © o
- o o o
wy) £3100[9\ 90eJang 9aag

S
o

Time (us)



253

Figure 4.15: Calculated free surface velocity profiles for molten-silicate experiments
based on computer simulations. The solid curves show calculated compressive-wave
structure for a komatiite sample encapsulated by Mo and impacted with an Al 6061
flyer at 2.5 km/s (left) and 1.0 km/s (right). The dashed curves show the same
simulations except that the komatiite layer has been replaced by a single thickness of
Mo. At low impact velocities, the komatiite experiments show significant additional

structure that is due to wave interactions in the Mo cap.
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ments. Such comparisons may be hampered by the effects of material strength. Ma-
terial strength has been observed to decrease at high shock pressure in aluminum,
presumably because of thermal effects [Asay and Kerley, 1987]. However, there is lit-
tle quantitative information on thermal softening of material strength under dynamic
compression. The yield strengths determined previously (Table 4.2) are plotted as
a function of initial temperature in Figure 4.16. In the constitutive model of Stein-
berg et al. [1980], thermal effects are approximated by assuming that the ratio Y/G
is constant, where G is the shear modulus. In fact, according to Figure 4.16, the
yield strength of Mo decreases at a faster rate than the shear modulus. A better rep-
resentation is that the yield strength is the following linear function of homologous

temperature:

Y, = 2.016(1 — T/Twm), (4.17)

where Ty, is the melting temperature. This is similar to the relationship of Hage-
man and Walsh [1970] in which the yield strength depends on the ratio of internal
energy to the melt energy. The above relationship was obtained by using the 300 K
yield strength at 12.6 GPa and requiring that Y, = 0 at the 2890 K melting point
[Robie et al., 1978]. This relationship predicts a yield strength at 1676 K within
about 10% of the measured value for a 12 GPa peak stress.

4.4 Summary

Wave profile measurements have been carried out on molybdenum preheated to
~1400°C in order to investigate its high-temperature constitutive, equation of state,
and elastic properties under shock compression. We are able to quantify the thermal
softening of Mo due to the effects of temperature for the first time. The Hugoniot
elastic limit stress ranges from 1.5-1.7 GPa between 12 and 31 GPa at 1400°C, which
is significantly below the 25°C value of 3.1 GPa. The high initial temperatures also

induce stress relaxation behind the elastic precursor which manifests itself as a 14-



256

Figure 4.16: Yield strength of molybdenum as a function of initial temperature. 300

K value is from [Chhabildas et al. [1990].
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36% reduction in free surface velocity behind the precursor. The compressive yield
strength is also strongly temperature-sensitive, decreasing from its room-T value of
1.8 GPa to values between 0.79-0.94 GPa at ~1400°C. The yield strength decreases
approximately linearly with the homologous temperature. In contrast, spall-strength
measurements near 12 GPa suggest that this quantity is only weakly temperature-
sensitive in Mo. The 12 GPa spall strength of Mo at 1400°C is 2.4 GPa which differs
only slightly from the room-temperature value of 2.3 GPa at a similar pressure.
Equation of state measurements on 1400°C Mo (initial density, 9.95 g/cm?)
are in excellent agreement with the results of earlier streak camera experiments
[Miller et al., 1988]. The shock wave equation of state obtained from a combination

of all data is:

U, = 4.78(0.02) + 1.42(0.02)u,,

which covers a range in pressure from 12-96 GPa.

Measured compressive waveforms in Mo are in good agreement with one-dimen-
sional finite-difference wavecode (WONDY) simulations of the experiments. Simula-
tions of high-temperature experiments on molten silicates contained in Mo capsules
were also carried out. The principal conclusion regarding molten-silicate experiments
is that at low pressures (~10 GPa), the shock front transmitted through the Mo cap
has a long rise time (> 50 ns) and contains significant secondary structure due to
internal wave interactions. This suggests that EOS measurements on molten silicates
at low shock pressures (< 10 GPa) using streak camera methods may not be reliable.

Compressional sound velocities were measured over the range 12-81 GPa. In
combination with 300 K isotherm velocities from ultrasonic data and the calculated
temperature rise due to shock compression, these data constrain the temperature
coefficient of compressional velocity. Resultant values of (0Vp/0T')p are consistent

with ambient-pressure values of this quantity from ultrasonic data and also suggest
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that (0Vp/OT)p decreases in magnitude with pressure. The pressure dependence of
(0Vp/OT)p is comparable to the previously determined behavior of Al, Cu, W, Ta,
and Mg,SiO4. However, the present values of (0Vp/0T)p are believed to be more
reliable because the ultrasonic data are extrapolated over a smaller range and the
temperatures are more precisely known. Velocity trends to 81 GPa are inconsistent
with measured velocities between 150 and 190 GPa from a 300 K initial state re-
ported by Hizson et al. [1989]. This is interpreted as a consequence of high-pressure
structural changes in Mo caused by electronic transfers. No evidence of anomalous

structural effects are observed up to 81 GPa in the high-temperature data.



Appendix A

Shock Wave Interferometry

Two types of velocity-sensitive interferometers were used in the present work: the
specular velocity interferometer (SVI) and the velocity interferometer system for any
reflector (VISAR). These two devices, although related, are useful under different ex-
perimental situations and have different experimental requirements. In this section,
a description of the theory, construction, and operation of these interferometers for
shock wave studies is given.

Interferometers for use in shock wave studies have undergone several modifica-
tions. The original interferometer (known as the normal displacement interferometer
or NDI) was a displacement interferometer in which a specularly reflecting target
served as one leg of a Michelson interferometer [Barker and Hollenbach, 1965]. A sub-
sequent modification turned this device into a differential displacement or velocity-
sensitive interferometer known as the specular velocity interferometer (SVI) [Barker,
1968]. Finally, development of the VISAR extended the applicability of interferom-
etry to diffuse reflectors (that is, spatially incoherent sources) as well as provided
increased precision [Barker and Hollenbach, 1972]. The VISAR has subsequently
been used widely in shock wave studies with relatively minor modifications to the

original design [Barker, 1983].

260
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Optical interferometry provides a means to record the time-resolved motion of a
position on a sample surface by recording the Doppler shift induced in reflected laser
light by that surface’s motion. Measurements can be made either at a free surface
or through a transparent window epoxied to the test specimen. frequently wishes
to measure a wave profile that is as close as possible to that propagating through
the interior of the sample. In such cases, it is desirable to view the surface through
a window that matches the shock impedance of the sample as closely as possible.
This produces a waveform that is minimally perturbed by wave interactions arising
at the sample-window interface. In contrast, free-surface velocity measurements of
necessity record waveforms that are simultaneously affected by the compressive and
release characteristics of the material being studied. The use of a window necessi-
tates changes in the optical set-up (discussed below) and the stress-induced change
in the window’s refractive index must be accounted for in the data-reduction process.
Wise and Chhabildas [1986)] discuss various window materials and the stress ranges
over which they are calibrated and have been successfully used in shock interferom-

etry.

A.1 Specular Velocity Interferometer

A number of preliminary experiments were conducted using a specular velocity in-
terferometer (SVI) modeled after the device of Barker [1968]. This is a modified
Michelson interferometer which records the Doppler shift induced in laser light re-
flected from a specular-reflecting target surface. A schematic diagram of the SVI is
shown in Figure A.1l. In a normal Michelson interferometer, interference is produced
by recombining light that has been split and reflected from two separate mirrors. In
the SVI, however, the target reflecting surface acts as both mirrors of a Michelson in-
terferometer, but the mirrors are separated in time rather than space [Barker, 1968].

This is accomplished by dividing the light with a beam splitter and routing a portion
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of it around a delay leg that delays it by 1-2 nsec. Therefore, at any given time, the
SVI combines light reflected from the target with a reference beam which consists
of light reflected a short time earlier from the target. During periods of constant
velocity, both beams will have the same Doppler shift, and signal intensity will not
vary. However, during periods of acceleration, the two recombined beams will have
different Doppler shifts and signal intensity will vary. It can be shown that the fringe
count is proportional to surface velocity through the following relationship [Barker,
1968]:

u(t —7/2) = A F(t)/(27), (A.1)

where u is the surface velocity, t is the time, 7 is the delay time of the interferometer,
Ao is the laser wavelength (612.3 nm).

Figure A.1 shows how the SVI is incorporated into a plate-impact experiment.
The details of the sample assembly are shown in Figure 1.3. The target is polished
to a specular finish, and a window is epoxied to it. The purpose of the window is
to provide a wave profile that is only minimally affected by unloading (or reloading)
at the material interface. The sample-window assembly is then impacted by a high-
speed flyer plate as shown in the Figures A.1 and 1.3. The rear-surface motion of
the target is monitored by illuminating it with a long coherence length 1.5 mW
He-Ne laser (Spectra-Physics 117A). The light is focused onto the target using an
expendable 30-mm diameter, 75-mm focal length lens mounted inside the tank. An
expendable mirror directs the laser light onto the back of the target. The reflected
light is returned at a slight angle to the incident beam and separated by a mirror.
A portion of the light is split away by a beam splitter and directed to a beam-
intensity-monitoring photomultiplier tube (Burle 7764). The rest of the light is split
again by a second beam splitter. A portion of this light is delayed by 1-2 nsec by
passing it around a delay leg using a 60-mm right-angle prism (Rolyn Optics Co.).

Upon recombination at the third beam splitter, interference fringes are generated and
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Figure A.1: Schematic illustration of the specular velocity interferometer (SVI).
The abbreviations are: M, mirror (25.4-mm diameter, laser line coating); L, lens
(plano-convex, 30-mm diameter, 75-mm f.1.); BS, beam splitter (10-mm cube with
broadband dielectric coating); F, neutral-density filter (0.001-0.1% transmission);
PMT, photomultiplier tube (Burle 7764).
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detected using a second photomultiplier tube. The data is recorded photographically
on Tektronix 485 analog oscilloscopes as well as with a LeCroy (model 8081) 100 MHz
transient digitizer.

The primary limitation of the SVI is that the sample must retain a mirror finish
throughout the duration of the experiment. This is because in a long path differ-
ence interferometer the spatial coherence of the reflected light must be maintained.
However, strong shocks have a tendency to destroy a mirror finish, resulting in a
catastrophic loss of returned signal intensity and fringe contrast. In the present
work, this interferometer was used with stainless steel 304 targets to pressures be-
tween 6.5 and 11.3 GPa. This is comparable to the maximum pressures achieved by
other workers using this device [Barker, 1968; Barker and Hollenbach, 1970; Mun-
son and Lawrence, 1979]. In order to obtain wave profiles at higher pressures, it
is necessary to make use of an interferometer for diffuse reflectors. The VISAR,
described below, is one such interferometer. The SVI is also strongly sensitive to

misalignment due to impact-induced tilt.

A2 VISAR
A.2.1 Theory

In order to extend the useful range of interferometry, Barker and Hollenbach [1972]
developed the VISAR which can be used with diffuse reflectors and has several ad-
vantages over the SVI device. The VISAR works by introducing a ~1-2 ns delay
between the two beams of the interferometer through the use of fused silica delay
bars in one leg. At the same time, the mirror positions are adjusted so that the two
end mirrors appear to be coincident from the point of view of the detector. This
technique, known as field-widening, extends the use of interferometry to spatially
incoherent sources while at the same time maintaining the time delay which is nec-

essary to record velocity information. Since the VISAR collects only a small portion
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of the diffusely scattered light from the specimen, it is largely insensitive to tilting
of the reflector.

A schematic of the VISAR set-up is shown in Figure A.2. A brief summary of the
essential features is given here, and a description of the details of the optical compo-
nents and their arrangement is contained in Section A.2.2. The VISAR constructed
for the present work is similar to that originally described by Barker and Hollenbach
[1972]. We have, in addition, incorporated the push-pull modification of Hemsing
[1979]. As shown in the figure, incident laser light is focused on the sample, and
the returned light is recollimated by the collection lens L1. The telescope is used to
reduce the beam diameter to a more workable size. Next, the light travels through a
depolarizer, immediately followed by a polarizing prism that insures proper orienta-
tion of the polarization components of the light. Specifically, the effect of any rotation
of the polarization vector of the reflected light that is due to optical activity in the
window is removed by randomizing the polarization of the light before it reaches
the polarizer. The polarizing prism is oriented such that the p- and s-components
(parallel and perpendicular to the plane of incidence, respectively) of the beam are
equal. The beam splitter, together with mirrors m3 and m4 are the place where
the essential splitting, delay, and recombination tasks are performed. The amount
of fused silica etalon (up to 7.5” for our VISAR) necessary to introduce the desired
delay (< 2 ns) is placed in the right-hand leg. Mirror m3 is then translated so that
the apparent distance to each mirror from the perspective of the detector is the
same. Upon recombination of the beams at the beam splitter, interference fringes
are generated and directed toward the four photomultipliers.

The A/8 plate in the delay leg introduces a 90° phase shift between the s- and
p-polarized components of the returned light. Separate recording of the p- and
s-components has several advantages. First, it can be shown that ambiguities in

the sign of the acceleration are removed by this process [Barker and Hollenbach,



267

Figure A.2: Schematic illustration of the velocity interferometer system for any re-
flector (VISAR). The abbreviations are: M, mirror; L, lens; S, polarization scrambler;
P, Glan-Thomson polarizing prism; BS, beam splitter; PZT, piezoelectric translator;
PBS, polarizing beam splitter cube; F, laser-line filter; PMT, photomultiplier tube.
The sample and mirror M1 are contained within the evacuated impact chamber.
Light enters and exits the chamber through a 3/4”-thick plexiglass port (not shown)
between L1 and M1.
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1972]. When the sign of the acceleration reverses, the leading polarization component
reverses as well. Furthermore, the loss of velocity resolution near fringe peaks and
troughs is eliminated since when one component is near an inflection point, the
other is near its midpoint, where velocity resolution is maximized. These features
are taken into account in the arctangent velocity algorithm discussed below. The
interference patterns traveling to the left and right of the beam splitter are 180° out-
of-phase because of phase shifts upon reflection. These are recorded separately and
subtracted from each other to cancel non-interfering stray light and to double the
signal levels. This is known as the push-pull VISAR modification [Hemsing, 1979].
The relai;ionship between the reflector velocity, u, and the fringe count, F', is

given by [Barker and Hollenbach, 1972]:
u(t—71/2) =kF(1), (A.2)

where k is the fringe constant, which is given by [Barker and Schuler, 1974]:

k= Ao
T 21(14 Av/ve)(1 + 6)’

where the incident laser wavelength, A\, = 514.5 nm, (1 + 6) is a correction term

(A.3)

related to dispersion in the fused silica etalons, and (1 + Av/y,) is a correction
term that accounts for the change in the refractive index of the shock-compressed
window material [Barker and Hollenbach, 1970]. For the latter term, v, is the fre-
quency shift the scattered light would have if no window were present, and Av
represents the correction for strain-induced changes in the window refractive index.
For LiF, the correction term is 1.281 + 0.009 and has been calibrated up to 115
GPa [Wise and Chhabildas, 1986]. The correction was determined by comparing
particle velocities measured using the VISAR with calculated values using the EOS
of LiF and the impactor material and the independently measured impact velocity.

The EOS for LiF used by Wise and Chhabildas for this calculation is the same as

that given in Table 1.2. The correction term can be used to compute the stress
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dependence of the window refractive index using;:

n=—p—no—(—&—1) (1+SA—V), (A.4)
Po Vo

where n is the refractive index, p is the density, and the subscript o refers to
ambient-pressure quantities. In the case of a free-surface velocity measurement,
the correction term is, of course, zero. The dispersion term has been determined by
Barker and Schuler [1974] to be 1.0339 at A=514.5 nm.

The delay time 7 is determined from:
h 1
‘rzz—(n——>, (A5)

where h is the etalon thickness, n is the etalon refractive index, and ¢ is the speed
of light. The effect of the fused silica beam splitter and crystal quartz A/8 plate
must be accounted for in computing the delay time, but the effect of non-normal
incidence through the components is neglected. The refractive index of fused sil-
ica was measured differentially by measuring the required back-off distances using
different thicknesses of etalon. It was found that n = 1.468 £ 0.003 for our etalon
material which is 0.4 % greater than the value reported by Malitson [1965] at this
wavelength. The relationship between etalon refractive index and back-off distance
is [Zwick and Shepard, 1971]:

z = h(1—1/n), (A.6)

where z is the back-off distance or the distance the mirror must be translated in
order to equalize the two legs of the interferometer. The back-off distances were
determined by satisfying the zero defocusing condition [Zwick and Shepard, 1971]
and the resulting refractive index values are listed in Table A.1.

The error in the fringe constant from the errors in all the above quantities is
estimated to be +£1% when the maximum amount of fused silica is used. This is

comparable to the uncertainty level in other VISARs [Barker, 1988b]. The present
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Etalon Length Back-off Distance n

(mm) (mm)

189.92 60.50 1.467
177.09 56.49 1.468
164.87 52.48 1.467
152.04 48.46 1.468
139.70 44.45 1.467
126.54 40.46 1.470
114.30 36.37 1.467
101.50 32.39 1.468
88.42 28.19 1.468
75.59 24.21 1.471
63.37 20.14 1.466

Table A.1: Refractive index of fused silica etalon determined from measuring back-off

distance required for various lengths of fused silica.
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interferometer can accommodate between 0 and 7.5” of fused silica etalon material.
When these thicknesses are inserted in Eqn. A.5 and the resulting 7 value is used in
A.3, the resulting fringe constants range between 0.176 and 1.796 km/s/fringe when
an LiF window is used. For free-surface measurements, the limits on the range of
possible fringe constants are larger by a factor of 1.281. Since the fringe count can
be determined to about +0.02 [Barker, 1988b], the minimum velocity that can be
resolved by our VISAR is ~4 m/s.

A.2.2 Optical Layout

In this section a discussion of the VISAR optical system is presented. All VISAR
optical surfaces are flat to A/20 except for the critical interferometer mirrors (m3
and m4) which are flat to A/40. Multilayer antireflection coatings are applied to all
lenses, beam splitters, and etalons.

The VISAR components (with the exception of the laser and associated beam-
steering optics) are mounted on a 2’ x 6’ optical table next to the Caltech 40-mm
propellant gun. The table is decoupled from floor vibrations by placing it upon
vibration-damping pads. A 3 Watt Ar* ion laser (Lexel 5000-3) is the input light
source. A temperature-controlled etalon assembly provides single-frequency output
of greater than 1 Watt at 514.5 nm. Typical VISAR experiments using steel or
aluminum reflectors required 100-300 mW of laser power. The laser is mounted on a
vibration-isolated steel H-beam next to the VISAR. A polarization rotator attached
to the laser output allows the polarization vector of the laser beam to be rotated
through 360°.

Laser light enters the vacuum tank of the 40-mm gun through a series of three
mirrors (not shown is Fig. 1.2) and passes through a 1/4” hole drilled at 45° through
mirror m2. Collimating lens L1 focuses the incident light on the back of the target

and recollimates the return beam. This lens is mounted on a translation stage which
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is rigidly attached to the 40-mm gun tank. The lens itself is a 51-mm diameter
achromatic doublet with a focal length of 245 mm. An expendable mirror (ml)
inside the tank directs the incident beam onto the target. Alignment techniques
insure that the beam strikes the center of the target at near-normal incidence. The
spot size of the focused laser beam at the sample-window interface is about 0.1 mm.
The returned diffuse light is directed out of the tank by ml and recollimated using
L1. A 3-inch diameter mirror (m2) with a 3-mm hole separates the returned light
from the incident beam. A reversed laser beam expander (Special Optics 50-71SP-
8.4-514.5, 71-mm input aperture, 10-mm output aperture, expansion factor 0.119)
reduces the diameter of the beam to about 1 em. The light entering the telescope
must be well collimated or a constant diameter reduced beam is not achievable. It
has been observed that optical activity in shock-compressed window materials can
cause rotation of the polarization vector of returned light [Asay and Barker, 1974].
Since this light must be passed through a polarizer for proper orientation of VISAR
signals, this can result in rapid random beam intensity fluctuations. To overcome
this, a cemented quartz polarization scrambler (Karl Lambrecht Corp. SQWC25,
1.5° angle) is inserted after the telescope. The light then passes through a Glan-
Thompson prism polarizer (Karl Lambrecht Corp. MGT25A12, 12-mm aperture)
which equalizes the p- and s-components of the scattered light.

The beam then impinges on a beam splitter (Newport Corp, 51-mm diameter)
mounted at an angle of about 5° to the incident beam. The dielectric coating of the
beam splitter is chosen to give approximately 50% reflection and 50% transmission
for both the s- and p-components at near-normal incidence. Half the light is directed
toward mirror m4 which is mounted on an adjustable mirror mount (Lansing Corp.
AOD 10.253) with sensitive micrometer threads for fine adjustment of the interference
pattern. The remainder of the light passes through the beam splitter and strikes

mirror m3, which has coarse angular adjustment and is mounted on a translation
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stage (Unislide Corp.). A zero-order \/8 plate (Continental Optical Corp., 25.4-mm
diameter) is mounted immediately in front of m3 and a 45° phase shift between the
s- and p-components upon both incidence and reflection, resulting in a 90° total
phase shift. Up to 7.5” of fused silica etalon material (Continental Optical Corp,
1.5” diameter, lengths of 47, 2”7, 17, and 0.5”) can be inserted in this leg of the
interferometer to provide variable delay time. Upon insertion of the etalon material,
m3 is translated by the required amount as discussed in the previous section. The
light is recombined at a different portion of the beam splitter, and interference fringes
are generated. Angular adjustments on the mirrors and beam splitter allow the two
beams to be exactly superimposed. A piezoelectric translator (Lansing Research
21.937) is attached to m4, and when driven at high voltage continuously changes
the path between the beam splitter and m4, resulting in a slowly (~ 1 khz) varying
fringe pattern which is of use during alignment.

180° out-of-phase interference patterns are generated to the left and right of
the beam splitter. These are directed towards the photomultiplier tubes (pmts) by
beam-folding mirrors. Lenses L2 and L3 are used to focus the light onto the pmt
photocathodes. The pmts are carefully positioned so as to be equidistant from the
lenses on equal optical axes so that intensity changes affect all tubes in an identical
manner. The tubes are mounted in isolated housings to protect them from stray
electromagnetic fields. Ground-glass diffusing plates are used to insure that the
pmt photocathodes are uniformly illuminated. Polarizing beam splitter cubes (Karl
Lambrecht Corp.) separate the p- and s-components of the beam, sending them
to separate photomultipliers. Narrow-bandwidth (1 nm) interference filters (Janos
Technology F3611-514) are mounted in front of each photomultiplier to filter out
extraneous light generated during the experiment. This has the additional benefit of

allowing operation of the system with the room lights on.
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A.2.3 VISAR Electronics

A diagram of the VISAR system electronics components is shown in Figure A.3.
Velocity-induced intensity fluctuations are detected by photomultiplier tubes (Burle
7764) and then amplified (Comlinear CLC-100, 500 MHz bandwidth, gain of 10 )
before being stored using digitizing oscilloscopes. While in principle the VISAR
frequency response is limited only by the delay time, 7, in practice the response of
the detectors limits the overall frequency response. We used a photomultiplier tube
circuit design with an estimated frequency response of 500 MHz [Crump and Stanton,
1988]. The arrival of the shock wave at the reflecting surface frequently produces a
burst of fringes at a frequency too high to be detected. When this occurs, the velocity
profile becomes ambiguous by an integral number of fringes. However, the number
of fringes lost can usually be estimated from the measured impact velocity, and an
accurate wave profile is obtained by adding this to the fringe fraction necessitated
by the intensity levels before and after the jump. The necessity of adding velocity
jumps at the shock arrival could be avoided only at low-stress levels (~10 GPa) in
dispersive materials (e.g., granite).

Measurement of the tilt between the flyer and sample at impact is important
for timing and diagnostics in VISAR experiments. Tilt is typically measured by
recording the closure time of electrical shorting pins (Dynasen Corp. ca-1038). The
pins are small electrical switches in which two conductors are separated by a small
air gap (0.635 £ 0.012 mm) which is closed mechanically by impact of the flyer plate
onto the electrically conducting front surface or cap (0.051 £ 0.003 mm thick) of the
pin. In order to take advantage of faster digital-storage oscilloscopes, construction
was undertaken of a new high-speed pulse circuit for recording shorting pin closure
with nanosecond precision. Four pins were set into small holes drilled 90° apart on
a 1.125”-diameter circle. The target diameter is 1.25”. The pins are set flush with

the impact surface, and equal-thickness (~ 0.01”) steel shims are epoxied to each
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Figure A.3: Block diagram showing principal VISAR electronics components. The
abbreviations are the following: PZT, piezoelectric translator; PMTs, photomulti-

plier tubes; P.S.,; power supply.
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pin. The purpose of the shims is to protect the pins from pretriggering. A schematic
diagram of the circuit used for recording pin-closure times is shown in Figure A.4.
The closure of each pin produces a different-sized voltage step because of the different
resistor values in each branch of the circuit. A 50-(2 resistor connected in series with
each pin suppresses reflections in the coaxial line between the pin and the circuit.
This allows the circuit to be placed outside the impact chamber without significant
deterioration of the frequency response and greatly simplifies target fabrication while
preventing damage to the circuit from repeated impacts. The pulse rise time for
this circuit is typically 3-5 ns and the time between successive pin closures can be
determined routinely to £ 2 ns.

A pin-closure record from a typical experiment is shown in Figure A.5. The
calculated center-impact time is indicated by the arrow in the figure. From these
data, the tilt angle at impact was calculated to be 4.3 milliradians using the analysis
of [Mitchell and Nellis, 1981b} and assuming no distortion of the impactor.

A limitation of VISAR experiments is that it is difficult to establish absolute
timing for the experiment. For experiments in which the elastic precursor is not
overdriven, the arrival time of the elastic precursor together with the known ambient-
pressure compressional sound velocity can be used to establish absolute times (see
Chapter 4). In principle, however, shock wave velocities could be directly measured
by recording both the impact time and the arrival time of the shock front at the in-
terface being monitored by the VISAR. Preliminary attempts to do this were carried
out, but the precision of the resulting shock velocities was somewhat poor (+5%).
The difficulty lies in accurately relating the shorting pin and VISAR signals. For
the VISAR, the quantities that must be measured are: the optical transit time from
the reflecting surface to the pmt photocathode, the electron transit time through
the pmt, the rise time of the pmt and amplifier circuits, and all cable delays. For

the shorting-pin circuit, the required parameters are the wave transit times through



279

Figure A.4: Circuit diagram of high-speed switch-closure circuit for impact tilt mea-
surement. The circuit is a simple capacitor-discharge circuit utilizing a 90 V battery.

The tilt pins are shown as open switches that are connected to the remotely located

circuit with coaxial lines.
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Figure A.5: Example of a typical experimental tilt pin closure record. Closure times
of the 4 pins, each of which produces a different voltage step, are indicated. The
arrow labeled CI shows the calculated center-impact time. The time scale is arbitrary.

The data sampling rate for this experiment was 500 MS/s.
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the shim, cap, and air gap of the pins, the rise time of the tilt circuit, cable delays,
and the correction of measured times at the periphery of the sample to the sample
center. In practice, most of these quantities can be determined to within a few ns.
Uncertainties in the wave transit times through the pin components can introduce
uncertainties of 10s of ns which limit the precision of the shock velocity measure-
ment. Improvements to this system could be achieved by the use of higher-quality
shorting pins or more precise measurement of their dimensions before each exper-
iment. Some improvement could also be made by using the impact pin signal to
generate an optical signal that could be recorded by the photomultiplier tubes. This
would guarantee that the impact and VISAR signals travel along identical paths
from the pmts onward and would eliminate the tedious necessity of measuring rise
times, cable lengths, etc. A fast optical fiducial would also simplify the process of
properly aligning fringe records recorded on different oscilloscopes. At present, sharp
waveform features such as the shock or elastic precursor arrival are used to determine
time shifts for the traces. Some discussion of optical fiducial systems is contained in

Hemsing [1983b] and Crump and Stanton [1988].

A.2.4 Data Reduction

Photomultiplier tube voltages are amplified and then recorded using digital oscillo-
scopes (see Figure A.3). Two types of digitizing oscilloscopes were used: 2 channel
HP54111D oscilloscopes with a maximum sampling rate of 1 GS/s and a 4-channel
Gould 4074 with a sampling rate of 250 MS/s. The four PMT outputs are recorded
on both types of oscilloscopes but at different vertical sensitivities. The reason for
this is that sample reflectivity can change abruptly when the shock front reaches
the reflector, resulting either in much larger or much smaller ( by up to a factor of
5) signal amplitudes than expected. The stored oscilloscope records are transferred

to a computer for further analysis. Some of the oscilloscopes record for 8 usec or
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more, although the region of interest lasts only 2-3 usec. The next step in the data-
reduction process, therefore, is to window the data using the FORTRAN program
SHRINK [Barker, 1988a). This reduces the experimental data to about 1000-3000
digitized points. Velocity histories are then extracted from the interferometer records
using a modified version of the program VISARS88 [Barker, 1988b]. This program
was modified in several ways for use with a four-detector VISAR. Most importantly,
the algorithm of Hemsing [1983b] was substituted for the velocity calculation. The
velocity is determined using the equation:

s (P22 )

where d1(t) and d2(t) are the signal intensities of the two data channels, ¢ is the
phase angle between the two channels, about 90°, v, is the initial random phase at ¢
= 0, and k is the fringe constant in velocity per degree. This data reduction method
is insensitive to signal-intensity fluctuations and is therefore more appropriate for a
push-pull VISAR for which the beam intensity is not explicitly monitored. Other
modifications allow for software subtraction of two 180° out-of-phase oscilloscope
traces and plotting of a Lissajous figure, which simplifies correction of data defects

and determination of the actual phase angle of the experiment.

A.3 Impactor and Sample Preparation

Preparation of specular targets for the SVI was a tedious and time-consuming pro-
cess, requiring many hours of labor for each target. The stainless steel 304 targets
used in these experiments were initially lapped by hand on glass plates using a series
of successively finer alumina powders. The smallest grit size used was 5 p. The tar-
get was then polished using a polishing cloth mounted on a glass plate and 3 and 1
¢ alumina powders. Cleanliness must be carefully maintained as the introduction of

only a few large particles is sufficient to cause deep scratches that require relapping
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to remove. Samples must be carefully cleaned before changing powder size. It is
also important to maintain target flatness at each stage in the operation, or it will
not be possible to obtain a final specular surface. The quality of the final specular
surface is judged by reflecting a laser beam off the surface and verifying that there
is no significant degradation of the reflected beam. A few specular targets were pur-
chased commercially (Spawr Optical Co, Corona, CA) and these performed quite
satisfactorily.

Diffuse reflectors for use in VISAR experiments are much simpler to prepare.
Steel, molybdenum, and aluminum reflectors were prepared by lapping on glass plates
with alumina powder. The finest grit size used was 3 or 5 p. The targets were lapped
at a particular grit until all large scratches are removed, and a uniform surface was
obtained across the entire specimen. Care must be taken to insure that both the
part and the glass plate below are lapped uniformly. Thin (1-2 mm) aluminum
buffer plates must be lapped with particular care, as it is challenging to maintain
flatness tolerances on suéh pieces. The quality of the diffuse surface is checked by
observing reflected laser light and insuring that the reflected beam is of uniform
intensity with no central bright region. Windows were epoxied to the reflecting
surface with 910 adhesive and epoxy-layer thicknesses of 10-20 p were achieved.
Epoxy thicknesses were determined by comparing the total thickness of the epoxied
composite with the previously measured thicknesses of the individual components.
Thicknesses were measured to £0.00005” at 12-16 locations on each material using
a standard micrometer.

Other techniques for obtaining diffuse reflectors were also attempted with varying
degrees of success. In one experiment, a small piece of aluminum foil was sandwiched
between 2 layers of NaCl and impacted. Although the shock arrival was well recorded
in this experiment, a subsequent loss of intensity caused the unloading history to be

lost. This may have been due either to loss of reflectivity of the Al foil or to loss of
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transparency in the NaCl window.

A few reflectors were prepared by lapping LiF windows and vapor-depositing
aluminum on the lapped surface. The windows were lapped using 17.5 p alumina
powder in a mineral oil slurry. Care must be taken as LiF is easily scratched. The
quality of the lapped surface before coating is most easily observed by passing a
laser beam through the diffuse surface in a darkened room and verifying that there
is no central bright spot. A double thickness of aluminum coating is then applied
to a nominal thickness of 0.25 - 0.5 . In practice, these windows turned out to be
very good reflectors, requiring laser power of only 10-20 mW for sufficient signal.
However, the reflectivity generally deteriorates strongly after shock arrival, resulting
in weak fringe amplitudes.

In order to generate controlled unloading, the flyer plates used in VISAR experi-
ments are frequently backed by a low-impedance material. Backing the flyer directly
with the lexan projectile material produces a partial unloading whose magnitude
depends on the impedance contrast between the flyer and lexan. More complete
unloading is attained by backing the flyer with 40 1b/ft® polyurethane foam (Gen-
eral Plastics Manufacturing Co.). This foam is light, rigid, and easily machined and
thus both supports the flyer plate during its acceleration and also allows for more
complete unloading of the sample to be recorded. The thickness of the foam layer
is typically 3 mm and is chosen such that reflection from the foam-lexan interface

arrive well after the experimental time of interest.
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