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Abstract 

The equations considered in this rarer are line&r 

differe,rtial equations in one and two indefendent variables. 

The froblem at hand is to s~udy solutions of bound~ry value 

rroblems for these equations in their derendence on a sffiall 

rarameter E. • Srecifically, the equations are of the form 

(A) E N¢ + M¢> = 0 

where M., 1'J are linea:(' difi'erential exrressions, ~nd ~ > 0 

is a small rarameter; the order n of N is greater 

than the order m of M . 

It is found, in cer-c,ain cases, that the solution of a 

boundary value rroblem for (A) , say d;> (.P, <=-- ) tends non 

uniformly to a function u(P) satisfying the 11 reduced 

e(_j_uationn M ep = 0, and even assumes the original bounci.ary 

values on certain rortions of the boundary of tbe region in 

question. 

When the regions of non uniform convergence are located, 

an asymrtotic exransion in terms of sfecific functions of~ , 

for E small, is obtained. 

Section two deals with a class of ordinary aifferenti.al 

equations, while sections three and four deal with :rartial 

differential eq_uations. In rarticular, it arrears from the 

results of section four, th~t methods used in this rarer sDould 

carry over to the non-linear Navier-Stokes equa~ions of 

which the Oseen equations of the last section are a li~earized 

ari:-roximation. This is being investiga"ted at rresent. 
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CeTtain of the boundary value problems for differential 

equations occurring in mathematical physics are custornc:.rily 

nsimplified 1i by neglecting some of the higher ord.er deriva­

tives appearing in the equations. (One of the for emost ex­

amples is Prandtl I s Hboundary layern _theory .. ) In those cases 

in which any justification of this procedure is attemrted, 

physical arguments are frequently useda One of the rn.s.in 

difficulties involved in surplying any_ rigorous rroofs of 

convergence, or uniformity of approximation of the solutions 

of these simplified problems to those of the full rroblem, 

lies in the present lack of a representation of these 

solutions, even granting their existence. We shall endeavor 

to throw a little more light on ceTtain of these problems by 

using firstly a heuris tic argument, and then proving the 

validity of the results of these arguments in certain cases. 

Thus we consider a special class of boundary value 

problems for equations of the form 

1.1) 

with suitable boundary conditions, where N<p, Mcp, are linear 

differential expressions involving one or more inderendent 

variables. N is in general taken to be of a higher order 

than M. We shall limit ourselves to the case of constant 

coefficients, alth9ugh this restriction is for convenience 

only, the method being general. In this way we try to minimize 

the difficulties involved in dealing with the actual equation 
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1.1) and attempt to isolate those properties of the 

solution to 1.1), namely cp (P, E ) , which cause difficulty 

as E ➔ o. Several of these difficulties are aprarent 

immediately. 

a.) Mis of lo·v-.ier order than N, and. hence the solu­

tion of the equation Tuief>= 0 cc:.nnot, in general, satisfy as 

many boundary conditions as can that of the full eQuation. 

Thus we expect to obtain a region of non-uniform convergence 

of cp (P, E ) toa limit asE-'> O,P--;> the boundary, pro-

vided such a limit exists. Such regions have been called 

nboundary layersn and we adopt this terminology. 

b.) Let us call the eq_uation IvI q) = O, the reduced 

equation. In the case of partial differential e¼uations it 

may happen that the reduced equation has no properly posed 

boundary value problem for the region given for the full 

equation. In other words, "what is the proper boundary value 

problem to pose for Ml/)= 0 in order to expect convergence 

of ¢ (P,E) to the solution of this :problem?n 
E" ➔ o 

We could add considerably to this list, but can only 

give ;an answer to such questions in certain simple cases. 

As a first step, we consider the boundary layer terms. By 

using existence theorems, or physical arguments, we must first 

decide which boundary conditions we must drop to pose a proper 

problem for the reducedequation. This is fairly simple for 

equations of lower orders. Then following Prandtl's ideas, 

we "blow upn the region R in which the solution to 1.1) 

• =E~t is desired, by making a change of variable such as x , 
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let E➔ O, and by suitably choosing ~ , v1e obtain a new 

equation, in general simpler than the original9 Again for 

low order equations, this "simple~ equation suggests the 

form of the non-uniformly converging terms in the solution 

of 1.1). In the cases considered, this procedure gives 

rise to an asympto:tic expansion for <\) (P, ~ ) , for suffic­

iently small E • 

With no claim to originality, we call problems of the 

afore mentioned type t?singular perturbation problemsrr for 

differential ec'iuations. It is to be noted, however, that 

the singular nature of the problem derends not only on the 

loss of certain highest derivati~es, but on the given region 

in which the solution is to be obtained. Thus, for example, 

the solution of the first boundary value problem for 

(p + c¢ - 2a<p = 0 in the upper half plane tends xx yy y 
uniformly, as t: ➔ 0, to the solution of the first boundary 

value problem for 4 xx - 2a 4> y = 0 with the same boundary 

values and region. 

Another term which has avpeared in the literature re­

lating to singular perturbation problems is nsub-character­

istics", or the characteristics of the reduced equation. 

As will be shown, these sub-characteristics play a major role 

in obtaining an asymptotic development of the solutions of 

our singular eq_uations. 

In conclusion, we ref er to ( 1] , ( "-1 , l 3] , for 

other results in singular perturbation problems. 
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In Section Two, we shall consider a problem in ordinary 

differential equations, but, for simplicity, shall restrict 

ourselves to illustrating the method by means of an examr:-le. 

The object of this section will be to develop a tec:C.w.viiq_ue 

which can be generalized to linear partial differential 

equations of the same formQ The results obtained, for the 

most part, have already been obtained by Wasow [1] by 

other methods. 

Section Three deals with the first boundary value 

proble~ for the equation 

1.2) (p XX -r E ~ yy - 2a <:p y = 0 

£, and a> o, and are constant. This changes form from 

elliptic to parabolic as E➔ O. The methods used in Section 

Two enable us to obtain an asymptotic expansion for the 

solution of 1.2), exhibiting the boundary layer terms. 

Finally, in Section Four, we consider a system of 

partial differential eQuations, and find that in this 

case also, the heuristic approach gives the essential terms 

of the solution with no difficulty. 



5 

Section~ c (n) (n-1) The eq uation ~ y + ~1 y + . .. + ~~ y = O 

We consider nov1 the equation 

2 .l) E yCn) + c<, yCn-1) + •. -. + cx"' Y = 0 

in the interval (0,1) with boundary conditions of t he form 

2 .2) y 0, . .:) (o) = li i = 1, r, n > >,,, 1> ~ 2> ... , . . . 
y ("Z:-.:.) (1) = m. 

J. 
i = r + 1, • • • n, n > 'C :i > ... 

(K) stands for cl I(~ y 
dJi}< • 

E> 0 is a small constant, for simrlicity we assume the . 

O(._ to be constant, o!. l. 4 o. Assume also that the s olution 

to o( l yCn-1) + • • • + ex"' y= 0 yf;:Jq (o) - 1 - i 

i = ~, •.•Jr y 
~

, \ 
{1) = mi .i = r + 1, ... n 

is unique. 

The reduced equation, o( 1Y(n-l) + ••. + oil'\ y = O will 

be referred to as My= 0 in the sequel. 

This, and similar problems have been solved by Wasow [1] 

under fairly general conditions, and he gives sufficient con­

ditions for the existence of a limit as E➔ o, and at t he same 

time derives a representation formula which exhibits the form 

of the boundary layer terms. Unfortunately, his formul ae 

are not quite suitable for calculation purposes, E.nd do not 

suggest any method for obtaining a com:i;lete asymrtotic ex­

pansion of the solution to such equations as 2.1) .. 

As a rreliminary to the equation discussed in Sec. 3 , 

we investigate the solution to 2.1) by a heuristic argument, 

and then establish the validity of the results of this 

argument. In this way, we arrive at the complete asymrtot ic 
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exransion, and also obtain a method which lends itself to a 

natural generalization to partial differential e4uations. 

In the following, the heuristic results will be rroven 

by an example, and the general results stated. 

2.3) E y"' + a y" + b y' + c y = 0 

2.4) 

VJe may 

y(O) = o( ' 

yr (o) = f3 

as well assume 

y(l) = '( 

a>O since X1 

in (0,1) 

= 1 - X changes the 

sign of the second term of 2.3). In lemma 2.1) we sr.iall 

prove that the solution to 2.1) satisfying 2.2) tends to 

a finite limit as ~ ➔ 0 .provided r :::? 1 if o<. 1 > o, or 

r :!:. n - l ifc<1 <. o. Assume that the solution of 2.3), 2.4), 

tends to a bounded solution as E - o. Then if y(x, E ) is 

the desired solution, we would like to know where to 

expect the region of non-uniform convergence, since the 

reduced equation can only satisfy two arbitrary boundary 

c>- t ) conditions. Let us put x = ~ in 2.3 • We get 
>,. .. 2' . + a E y + bE " y + C ~ 3 ~ y = 0 

where the dot stands for differentiation with resrect tot, 

and >-. > O. 

If now we let f ➔ 0, we must distinguish several cases. 

a) 0 .::: >-. < l in which case 2.5) tends formally 

2.5 r) to a •• 0 y = 

b) A> 1, and we get y = 0 

c) A 
... .. 

= 1, giving Y + a y = 0 

This gives us a certain amount of information about y(x, E ); 
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putting x = €).. t we exrect 

a,) ~ ) lim y(E. t, E = .Ai + Bit if 0 '- >- ~ 1 
E.'~o 

2.5' t) 
y(~~t, ) + C2t 2 }.. > b') lirn E = A2 + B2t .... 1 J. .l 

~..,.o 

Ct) lim y( E. t, E- ) = A3 + B3t + C3e-at 
E- ➔ o 

11.lternately, let us consider the indicial equation r elative 

to 2.3). This is 

2.6) E z3 + a z2 + b z + c = 0 

Whence* we infer that for E sufficiently small, there are 

no multirle roots , ~nd that one of the roots, say Z3, tends 

to o0 as E- ➔ 0 in such a way that t za--, -a as E ➔ 0, while 

z1, z2 tend to finite limits. 

Comparing this with ct) above we find that substit­

uting x = E t in 2. 3), and letting E ➔ 0 gives us the 

exponential term which must be associated with the non­

uniform convergence. In fact this substitution is directly 

rela.ted to the Puiseaux ,rolygon construction for determining 

a system of linearly independent solutions of such an eQuation 

Again, from ct), if the limit on the left exists, then 

we . ex:rect B3 = O, and y(x, E ) = Aa (x, E ) + C3 (x, E. ) 
-ax 
e E 

for E small, 

where lim A3( 
t-70 

E- t, E ) = .A3 

lim C3( E t, <= ) = C3. 
E ➔ o 

If we further assume A3(x, E- ) ' C3 (x, E ) to have a series 

develo:i;:ment in powers of E , then we are led to consider 

* See Arpendix 1. 
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an expression such as 
- 8,X 

2. 7) y (x, 6) = U 0 (x) +c U1 (x) + . . . + e-c-{ h 0 (x) + E hi (x) + ··· ~ 

Moreover, if 2.7) is correct, (and we do not make any ~recise 

statements about the equality), we see tr...at the non-uniformity 

occurs near x = Oo This, in fact, is the case. If, on the 

other hand a<O, we would find the boundary layer near x = 1. 

Since we are not certain that our series 2.7) is 

convergent, let us take a finite series, and add a correction 

term 
- a.x 

2.8) y(x,c) = u 0 (x) + E U1 (x) + ... + E-,,u-r--(x) + e-(c'- { h 0 (x) 
. . 

+ E hi (x) ~ ... +Jh1 (x) J + v (x,e). 

Substitut_e this into 2. 3) and collect terms ·. Formally 
-ax 

equating each .. coefficient of Ev e--z-, and of Ev, to zero, 

we get 

a) Lho = aho t - bho = 0 

b) 
II b 

~ 
C Lhi = 2 ho - - ho a a 

I/ b I C Ill 

c) Lh2 = 2 hi hi - - hi ho - a a 

h" b I C (I/ 

2.9) d) Lh = 2 hq-1 - - h - h q q-1 a a q-1 q-2 

e) 
,.,e. I 

0 Mu 0 
:::: auo + bu0 + CU0 = 

f) '" k 1, 2, M1½c ::: -uk-1 = ••• , p 
:p+l ,., -ax 

g) E V
111 + Mv a-

(bh~ ch = -E U - E: •e E + , p q 
" "I 

) 2~h + h q-1 
+ E- h "' 

d, q q 

The boundary conditions become 

a) y(O) =:O{::: U 0 (0) + c U1 (0) 

+ E: hi ( 0) + 

.,,,, 
+ . . • + E- r UP ( 0) + ho ( 0) 

.•• + cqh (0) + v(O,E) 
. q 
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2.10) b) 
I f ,-, I 

= u 0 ( 0) + t U1. ( 0) + . .. . + ~ .::- u "" ( 0) 
.!:' 

yt (0) = p 
+ h 0 

1 

( 0) + E- hi 
1 

( 0) + .. ., + E6 h 
1 

(0) 
. q , 

+ V ( 0, E ) - a ( h 0 ( 0) + E h 1 ( 0) 
E-

+ ..... + E-qhq(O)) 

c) y(l) = ~ = u 0 (l) + E u1(l) + .... + E PuTI(l) 
J:' 

+ e-t (h0 (1) +E h1(l) + •.• +E qhq (1)) 

+ V (1, c ) 

Now in order that 2. 8) be an asymptotic ex:ransion, 'Ne require 

Iv (x, E- )I = 0 \ E p+l) .and q 2 p + 1. Then for a bounded 

solution as f➔ O, from 2.lOb) we infer h 0 (0) = O. But 

then 2.9a) gives h 0 (x) = O. In the general case of equation 

2.1), by the same procedure, we find that for p, q > n, 

we must have h 0 = h1 = ..• = h~,-, (x) = o. 

2.11) 

Next the terms in 2.10) which are independent of E give 

U 0 ( 0) = cJ.. 

U 0 

1 ( 0) - a hi ( 0) = /3 

Uo (1) = 'f 

Using 2.9) we see that 2.11) determine u 0 (x) and h1(x) 

uniquely.Cl) Namely 

2.12) Mu0 = 0 

U
0 

( 0) = «( , U 0 • ( 1) = '( 

which is the reduced equation, and we have had to drop the 

highest order derivative at x = O in order to get the 

boundary condition for 2.1~). If a <. o, the or:rosite end 

point relays the same role. This is general; for equation 

we obtain the boundary conditions for the reduced 

(1) We assume the solution to 2.12) to be unique. 
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equation by drorring y(A,)(O) = 1, from the set 8.f) . 

(hence the condition r 2. 1 for C\i > 0) . 

2.13) 
I 

2.hi(O) = u 0 (0) -f 

The coefficients of c:'< in 2.10) yield 

uk(O) + hk(O) = 0 

2.14) u{(o) + h: (0) = ahk+l (0) 

k;:;: 1, 2, .•• p 

u1/1) = 0 

since we require ui(x), hi(x) to be inderendent of E • 

Furthermore, to have .a solvable system of equations 2. 9), 

we must take q = r+l. Then from 2.14) and 2.9) using 

:2.12) and 2.13) we see that u 0 , hi are determined; this 

determines u 1 , which in turn.gives h 2 and so on. 

The 

2.15) c 

2.16) 

correction term satisfies 
,,, r+ 1 { ,,, -~ 

(b 
I 

V + ~v = -E U + E hp+l + C h p :i:+l 
I:"",. , ,, - h II/ 

+ h;+l )3 - ~an , 1 
PT :p 

v ( 0, E: ) = - E :p+ l hr+ l ( 0) 

, ( ) :p+ 1 / ( ) 
V O, E = - E . h:p+ l 0 

v(l, E) = -E p~l { ex:r;(-i) E. ""'.(r+l) l(ho(l) +E: h:i.(1) 

+ • • • + E: :p+l hr+l (l)J\ 

Thus we have v(x,c ) = c p+l v1(x,'E) and we s:O.all 

show, in general, that ( vi(x,<=-) \ ~ M1 indei;endent of E , 

where M1 is a constant. Thus y(x,f )~u0 (x) uniformly 

in O <- J ~ x ~ 1, and we may take .3 = 0 if \ 1 +- 0 • 
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This gives us the desired 2..syrn:rtotic ex:ransion since 

:r:- is arbitrary, although, derending on the orders of the 

derivatives given in the boundary conciitions, there is an 

integer r 0 , 0 ~ Po:!:, n, so that the ex:i;:-ansion 2. 8) remains 

finite only for p ~ Po• 

SUIIllliari2ing, ~e take the indicial equation relative to 

2.5 1 c) which is z 3 + az 2 = o· , the non trivial root is 

.z = -a. If a> O, the boundary layer term is at x = o, 
a< O, the boundary layer term is at x = 1. 

2.17) 

Taking a> ,O, for example, we then let 

y(x, E ) = u 0 (x) +E ui(x) + • • • + E Pu (x) 
p 

+ -a~x (ho (x) + h ( ) + + P, ( ) "' (: J. X • • • E • n X p 

+ ~ p+l v (x, e ) 

where ~ 1 is the highest order derivative appearing in the 

boundary conditions at x = o. (We have relabelled the 

h.'s for convenience). Then we must show {v(x,~ )l f: ]h, 
l. 

independent of E , and take p ~ n to ensure the validity of 

2.17) (n = 3 in our example, and we need only~~ 1). The 

same statements hold for equation 2.1). 

For the equation 

Ey(n) +CX.i Y(m) + 

Y
(..\i) 

2.18) 
( "C i') 

y 

••• 

(0) 

(1) 

= 0 in (0,1) 

- 1. 
J. 

·n ID the indicial equation becomes z + d. i z = 0 and the 

exponents carrying the boundary layer terms are then - m 
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_1_ 

values of (- c( 1 ) 'rl-m • For those with negative real rart, 

there is a boundary layer term at the origin, and for those 

with real part rositive the bound&ry l&yer terms are at 

x = 1. For convergence as E➔ o, we must have at le&st 

as many boundary conditions at each end roint as there are 
...L. 

values of (- o( 1 )"-rn with positive, (negative) real parts. 

Then we use equation 2.17) with extra terms added, one set 
I 

for each boundary layer term, and :powers of E: n=-rn instead 

of E •• A special case arises when n - m = 2k. It is 
..L 

then possible to have two values of (- D(' 1 ) n-,n which are 

pure imaginary. An investigation of sufficient conditions 

for the existence of a limit as E ➔ 0 yields the saffie 

results as given by Wasow and hence we refer to [11 . (l) 

Note that no where in the above have we required. the 

o<. i to be constant. In fact we need only the condition 
~ 

cJ. 1 ( x) =t=- 0 in ( 0, 1) , .and o( i ( x) £ C ( x) in ( 0., 1) to 

obtain the com~lete asymptotic expansion for 2.1). In those · 

cases in which o( 1, (x) has a zero in ( 0, 1), we have a so­

called turning :point, arid very little work seems to ha.ve 

been done in general for this type of equation. Wasow ( 41 

and others have treated srecial cases in which the coeffic­

ients are analytic functions. At present, we leave this 

problem aside, although in sfecial cases the above method 

(1) It is not our purpose to rerroduce Wasow 1 s results 
but merely to give the method, illustrating by examrles. 
For completeness, we give the indevendent proof of the bounded­
ness of the correction term is 2.8). 
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yields the correct exf2.nsions. 

Finally, we turn to our Lemma, and rr ove the existence 

of a bounded solution to 2.1) as E-'> o, which, in con­

junction with 2.8) - i2.16) esta.blishes the existence of a 

limit. 

Theorem 2 . .2 

Let y(x, E ) denote the solution to 

€ Y(n) + a< 1 
yCn-1) + . . . + o< n Y = f (x, E- ) 

2.19) 

Where 

y (}-..-) (0) = 1. 
J. 

( E: ) i = 1, • • • r n>~,, . . . . . 
y ('t",) (1) = m. 

J. 
( ~ ) i = r+l, ... n n >-c:-,> . . . . 

a) My = d-. iY (n-1) + ... + o( y = 0 n 
y ( ~~) (0) = l. ( E ) 

J. 
i = , a • • 0 r 

( "C"c: ) (1) =m.(E-) i = r+l, n y . . . 
1 

~ y( x,c) unique 

b) f ( x, E ) E C ( O) ( x) in ( 0, 1) , and bounded 

independent of E • 

c) , lmi(f )\ are bounded inderendent 

of E: 

d) r 2. I 1, ~ :i. > 0 

Then I y(x, E- )\ is bounded, inde:r:-endent of E , for all E 

sufficiently small, and the solution to 2.19) with f = 1. = 
J. 

m. = O is zero uniquely. 
l. 

Proof: 

Let us form a system of equations from 2.19) 

y = ~ 1, y ' = ~ 2, • • • y (n-1) = 'tn 

Then 2.19) becomes 

2.20) g_L = (! + B)} + -c (x, f ) 
dx 
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where ~ , -c are column vectors, and \IZ"l\ ~ m.,:; a constant, 
.L 

inderendent of~ . In fact, the following results are valid 

for an arbitrary matrix A whose characteristic roots ri..B.ve 

negative real parts, or .z.ero real part with no elementary 

divisors. 

Now define P •::a· lim eAt. We can interrret A, P 

geometrically in the follov.Jing way. 

Let t__ be the vector space s:ranned by ( ) :i.., . . . 't n) 

and consider A as a transformation of L into L . 
Then if AL - { ~ I \ = Ari l 

N •::r• { 1\A ! = 0 ~ 
we have: Pis the :rrojection of L onto N through AL, and 

it is a simple matter to verify that N and AL are com:r;lementary. 

By direct calculation we find 

2.21) p = I + A 
Cl( I 

and the reduced eq_uation is 

2.22) Q2L 
dx where 'r) t L. 

Then we shall prove 

2.23) lime (~~B)x = ePBx P for O < x ~ 1. 
E➔ O 

The characteristic roots off+ Bare given by 

I .,._ r - c! + B) l = o 
or 

t A n + d.. i ,\ n-1 + • . • + d. n = 0 

All the roots of this equation are distinct , U....'1less cl,_ n = 0, 

in which case f + B has no elementary divisors. Hence :- + B 

is equivalent to a diagonal matrix · 
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]. 

where ~ i = ~ i ( E ) . 

For definiteness, let = - ..:i_i_ +er- (E ) 
E n 

= C"" i ( f ) i = 1, n - 1 

Then 0-. ( E) tend to finite limits as E ➔ O. 
J. 

(A+ B)x Thus e , is eQuivalent to 

• • which tends to a finite 

limit as E....,,. o/ and so the solution to the initial v a.lue 

rroblem 

d's = Vi + B) } , ~(o) = '.to is given by 
dx E= 

) (x) = e ~ + B)x '! o, where 

U't (x)II - ~ ~ e~ + B)x{I (( ). o (I ~ M.2 if II 't ol( is 

bounded. 

On the other hand, let us, solve this same initia l value 

~roblem by obtaining its asymrtotic exransion ur to terms of 

order E n. Then the correction term v (x, E- ) satisfies 

2.24) E v(n) + Mv = f n+l k(u~f-<.) , hi(uJ, e- cl; l( , € ) 

v ( I.J ) ( 0) = E n+ l m 11 

Where k is a linear function of its arguments which is 

bounded in x and E , and m are bounded as E ➔ O. Form­
" 

ing a system from 2.~4) we get 

'fl-

do­
dx = (A + B)o- + E J (x, E ) 

' 
i;r- (0) = EO"'o where UQ""oll 

HJ II 
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The solution is given by 

c,(x) =f.e½+B)xro +S:e ({+B) (x-u)J(u,E )du 

and · hence 

II a- (x) 11 since II e ~ + B)x IJ is bour1ded 

independent of€ and x for bounded x ~ o. 
Thus from the fact that the initial values &re P s O , 

we have established 

lim e ~ + B)x} 
0 

= ePBx P f 
0 

f...,,0 
Since this is true for every bounded} 

lime C¾ + B)x = e PBx p 
{-; 0 • 

Returning to 2.19), vve note that 

for x > o. 

0 , we have 

y1(x, ~ ) = Sx e Ct+ B) (x - u) -c- (u, ~ ) du solves the 
0 

inhomogeneous equation with zero initial conditions. 

Then let y(x, €) = Yi(x, E ) + Y2(x, E- ) 

and we have E Y2(n) + My2 = 0 

Y
., ( ki.) " (0) = li ( E ) 

( -c,) 
Y2 (1) =-mi ( E), E,ni ( E ) bounded . 

.ii.lso l\ Y1.(x, E- )U is bounded in (0,1) for all E , and we 

show \ y 2 ( x, ~ ) I bounded as E- ➔ o. 

The problem for Yz(x, e ) can be stated as follows: 

d f' 
dx ; where at x = o, t lies in a linear 

manifold S 0 of dimension~ 0 , and at x = 1 lies in S1 of 

dimension .4 1, so that .,.& 0 + ,,& 1 = n. 

By hyrothesis, ( ePB PS 0 ) r\ S1 consists of one roint, 

and hence, using 2 .25), for all 0 (;; , <. € 0 we have 



17 

Vi+ B) 
(e ~ s0 ) n S1 consists of one point i.e., it tend s 

to a unique limit as E ➔ 0 . Thus for E- <E O , \\ HxJ E- ) ~ 

~ M"' for x > 0 , .and since r 2 1 there is at least 

one comronent } k , k ~ O , which is given .at x = 0 . 

Then fk is bounded uniformly in (0,1) and hence so is 

11 = y(x,i:;:) . Thus y(x,"") tends uniforrr.ly to a 

limit in (0.::: S,;; x ~ 1) , .and we may let <l = 0 
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Sec. 3 The First Boundary Value Problem fo~ t he 

Equation ¢ xx + E- cp - 2a cp = 0 a yy y 

In ths following section, R will denote a finitely 

connected (l), bounded o;-en region in the x, y rlane, whose 

boundary S has a :parametric rerresentation of class c00
u,). 

The term ttcharacteristics II will be reserved for the che.racter­

istics of the reduced equation (j) xx - 2a cp y = o, n2.mely, 

the lines y = constant. Sis that portion of S which has 

a characteristic tangent, S~ is the subset of S from which 

we enter Ras y decreases. We assume, further, that any 

straight line passing through R cuts Sin a finite number 

of points only, or coincides with a portion of S with a 

finite number of extra, isola.ted crossings. 
-

Thus ,Q.. will ~J.. 

denote _that portion of S which coincides with the character­

istic y = yi, while SK will denote a segment of S between 

two successive arcs (points) s. 
We wish to study the solution to the equation 

3 .1) ¢> xx+ E ~ yy - 2a 9) Y = 0 in R 

3 . 2) 'P ( P) = 4> 0 on S 

where cp O ( ,& ) , .6 = arc length on S, is of class 

on each of the arcs of S., s .. e, and nan are 
J.. l. 

positive constants. 

We shall prove 

Theorem 3.1: 

The solution to 3.1) with boundary conditions 3.2) 
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has an asym:i;::totic exi:-ansion of the form 
.~ • ~, 

3.3) 't' (P,E) = u(P) +f~p-~(';t.:-'o-)~hi(P) *E v(P,E ), 

J > O arbitrary, for E sufficiently small, 1Nhere \ E& v (P, i:; )\ 

is bounded uniformly in R + S inde:i;::endent of c for every 

<J) o, and u(P) satisfies the reduced equation in R &..nd 

tends to <p on s s"' The terms -2a (y. - y)h. (P) 
0 - • exp ~ T J. 

- J. 

are the boundary layer terms, which tend to zero in Ras 

E-'> o, but remain finite on certain arcs of s. 

Before giving the rroof of this theorem, let us aprly 

our heuristic argument, and show how the boundary layer 

terms are obtained. As a first step, we consider the 

reduced equation 

3. 4) cp xx - 2a cp Y = 0 in R 

3 • 5) cp ( P) = cp O on S - S 11, • 

Let us denote this solution by u(P). This is a well 

determined function in R, but is determined on s~, and 

hence it is near S'i< that we expect to locate the boundary 

layer terms. Consider a neighborhood of one of the arcs 

of S ~ , say 81~ given by y = y .._ . 

Let y 1< y = c:~ , substitute in 3 .1) and we get 

3. 6) <= cp xx + cp !ln + 2a ct>, • = O 

Defining 

lim (/) (x, E~ , t- ) •= • 

G ➔ o 
cP' (x, 1 ) , we have 

+ 2a ct>" = o, or . '7 

c:t>..,.(x, '1 ) = A(x) + B(x) exp(-2a1) 

Hence we expect, for small~, 
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3.7) cp (P, ~ ) = A(x,y, E ) + B(x,y, E- ) exr (-~)) near 

s,~ where lim g (x, ... 'Y/ ) = 2a 11 • 
~➔ o '" I 

In fact, to obtain the first terms in an asymrtotic 

exransion for small E , we are led to try an ex~ression of 

the form 

3.8) ep (P, E ) = u(P) + e -giP) h(P) + E- u-(P, E ) • 

It apfears that this procedure should give the boundary 

layer terms, and hence the asymrtotic exransion for -che 

solutions of linear differential equations of the form 

<2 N lF> + M <P = O, :i;:-rovided the order of N is at most one 

higher than that of Min -any one variable. 

The procedure to be followed is very simple. We obtain 

(? (P, E ) = u(P) + 4-' (P, E ) + € u-(P, E ) where u(P) is the 

solution of the reduced equation, l() (P, E ) embodies the 

boundary layer terms, and E~is.the correction term. If we 

ca~ obtain a bound for Iv-I , indefendent of E for~ small, 

then we have the desired expansion. Note that if N cp , M <p, 

have constant coefficients, then under the above conditions, 

the boundary layer terms turn out to be exponentials in 

general. 

Lemma 3.1 (Principle of the Maximum) 

Let u(P) be of class b2 (P) in R, and uxx + uyy +Aux+ 

Buy+ Cu= Din R, where A, B, Care continuous in R. 

Then if C $ - S < O, ID I ~ -m, in R, we have 

2 in R + S frovided u is continuous in R + S, 

and I u I is bounded on S [ ~-] 
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(Note: Here, and in the sequel, mi. will denote a 

positive constant, inde~endent of E • If a bound is a 

function of E: , we denote it by -m.: ( E ) • ) 

In .r:-articular, if D == o, then u (P) cannot have a 

rositive maximum or a negative minimum in R. 

Thus for 3 .1), set ting .p = u- (K - e I-'- x) where K, p­

are constants, we have 
f4 )( 

Lr XX + E t.J" yy - 2 ~ I.)",._ e 
K - e 14 )1 

= 0 

and since R is bounded, we can choose K, 14 so that 

> 0 in R + S 

Hence we infer that for 3.1) we have 

\4:>(P)\ 

Lemma 3,2 

for 

Let GR (P,Q) denote the classical Green's function 

3.1) in R. 

a) 

b) 

c) 

Then we have 

0 ~ G ~ (P, Q) 

Ri <;;. R2 ~ GRi ~ GR2 7 

p E R ~ ~G~(P,Q) exists and is 
c)V) 

continuous on S, where 

normal derivative. ( bJ 

i ·=. the inn.er o 11 

d) The Green's function for the upper half plane 

is 
2

i( ¾= { K0 ( ~) - K0 ( aJ) l where 

K0 ( ~) is Bessel's function of the second kind 

with imaginary argument, and 

r~ = (x 

r2 = (x 

~ ) 2 + 1 (y - ~ ) 2 
E 

} ) 2 + ¼ (y + ~ ) 2 
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Let 6_Ui -fiui = 0 (i = 1, 2) inJ:J, a bounded or en 

domain in the X - y plane, where O < o 1 ~ f1.:: f 2 ~ 6 2 <..c:0, 

in J) ; ui = Cf' 0 on S, the boundary of SJ , and cf> 0 > o; 

then ui 2 0 in $J and ui ? u2 in JJ. . 

Proof: 

Hence 

0 2 2 
( Ll-::• + 0 ) • 

t>X'- o ~._ 

ui ? 0 from lemma 3.1). 

c::. (u1 • u2) - f1. (ui - u2) = (f1 - f 2) u2 in J$ 

.and u1 - u2 = 0 on s. 

U1 • U2 = ss G~ (P,Q) (f2 - f1.) ·u2(Q)dQ ::Z O in 
cf) 

i:J + S since f 2 ) f 1. 

G.,s (P,Q) is the Green's function for 6U - f1u = 0 in~ . 

Lemma 3.4: 

Let K1 , K2 be the Green's functions for e:.u - f1u = o, 

~u - f 2 u = 0 respectively, in~, using the notation of 

lemma 3.3). Then 

Ki = log 1 + '(' i' and 
r 

C;:.. ~. • f. '( . = f. log l 
i i i i r 

e:. (11 -'f2) - f1(i' 1 -'i"2) 

in S '( 1. - 't 2 = 0 on S 
) 

and hence, since the same integral equation used in lemma 3.3 

is valid [6] we have 

'f 1 • 't 2 '.2 0 in SJ 

or 

0 ~ K2 _< K i· n C\ 1 ol:I • 
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We obtain here a bound on the Green's function for 

equation 3.1) for points in R nears. 

First we transform 3 .1) into A u - A 2 u = 0 in Bi, 

by means of the classical change of independent and derend­

end variables, where Riis the new region corresponding to 

R. Next, select any :i;:oint P1 on S1 , and construct a circle, 

exterior to R1, but tangent to Si at Pi. Now v:e mar the 

interior of this circle into the lower half :rlane in such 

a way that Pi goes into the origin, and the centre of the 

circle goes into the point at oo. Let J be the Jacobian 

of this transformation, which maps R1 into R2 , a bounded 

domain in the u:rper half plane, whose boundary S2 is tan­

gent to the real axisat the origin. Then A u - 1' 2 .Ju = 0 

in R2. By construction, there exist constants J 1, J 2, such 

that 

0 ~ t 1 ~ J ~ cS 2 < "° in R2 + S2. 

Hence by lemma 3.4), there exists a constant~ such that 

0 < 

have the 

Ki 

K2 

min J, so that the Qreen 1 s functions 
R2+S2 

for AU - ,\ 2 Ju = 0 

for~ u - t-' 2 u = 0 in R2 

property 

0 ~ Ki ~ K2. 

Then from lemma 3.2), we have 
-
K < 2 -

where the right 

t~ { Ko (,-q z:--r() ) - Ko ( ~ I =r - rl ) 

hand side is the Green's function for the 

u:pper half plane for the equation t::. u - p- 2 u = o. Finally, 

, 



transforlliing back to the original variables, we ojt~in the 

desired bound , v,hich -ce:1ds to a limit &s E➔ O. 

We now proceed in a fUrely formal manner to examine 

equation 3 . 8 ) . Let us rut 

3 • 9) cp ( P, c:: ) = U ( P) +. e - g E( p) h ( P) + f- V ( P, c: ) 

where E arrears only where exrlici tly exhibited, and sub­

sti t ute iDto 3.1) . This y ields 
_g.02 -_g 

3.10) E-~ e 6 h(P) g::i/ (P) + e ~ C~hgxx - 2hxgx + hgy 2 + 2a hgyJ 
-_g 

+ e €- (h + hg - 2h g - 2ah ) + u - 2au xx yy y y y -_gxx y 
+ E ( ()" + E LJ - 2a (.) + u + e G h ) = 0 0 

xx YY Y YY YY 

If this equation is to remain valid for all E , sufficiently 

small,. then since we are requiring h, g, u~ to be inderendent 

of E: , we must have 

a) hgx 2 = 0 

b) hgxx 2h g + hg 2 + 2a hg = 0 
XX y y 

c) hxx + hg 2h g - 2a hy = 0 yy y y 
d) uxx 2auy = 0 

-_g_ 
e) l u- = -u _(: G hyy. yy 

If we can pose rroper boundary value problems for this 

system a) ... e) in such a way that I trl !£. "711, CE:-) 1· n R + S 

then we have the desired result. 

Equations a), b) give 

gy(gy + 2a) = o; gx = o. 
The condition gy = 0~ g= 0 essentially, which leads to 

the reduced equation, so we take 

3.11) g = 2a(y . - y) 
J. 

, 
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which is rrecisely the form suggested by 3.6). The remain­

ing equations become 

c) hxx + ~a h = 0 
y 

d) u - 2a u = 0 xx y -.tlil 
e) Lv = -u - e E hyy• yy 

In order to investigate the boundary value rroblems 

associated with c), d) and e), let us first construct one 

boundary layer term, and the corresronding solution to 3.1) 

associated with it. Thus we consider 

3.12) = 0 in R y cp xx + E- cp YY - 2a 4) 

q:> (P) = {'P O on sk 

o on S - Sk where Skis one of the arcs 
-g_{g}_ 

~ 

of s. Setting ¢(P,E- ) :;;: e e h(P) + Ec..>-(P, E- ), we get 

from 3.10) 

3.13) 

In order that 

hxx + 2a h = 0 
-.ilil 

Lv- = -e '= hyy 

-_g__fil 
e '= h(P) =ct> 0 (P) on sk, 

independent of E , we must take 

3.14) g (P) :;;: 0 

h(P) = crp O (P) 

Hence 3.11) gives yi:;;: yk, where y = yk is the equation 

of sk. Then taking h(P) = 0 on the remainder of S - (S - S~), 

we find h(P) ::: 0 for y > yk, and h(P) is uniquely determined 

in R, and is of class e ~ (P) in R + s exce:r:t at a finite 

number of points of s [7] • The boundary conditions of 

3.12) being satisfied for y .2 Yk, we take 0-(P, <=- ) = O for 
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y:z Yk, and tr (P, e:- ) =-1 e-g ~P) h(P) on S for y , Y1c· 
(; 

Now g(P) = 2a(yk - y), and so on S for ye::. Yk, we have 

g (P) 2 o' > 0,1 Hence on s, I tr/ = 0(1) for E- small. 

Writing tr = a- 1 + r..r 2 where 

Lu- 1 = 0 in R 

LT i = , e -_g_ h on s -~ ~ 
(: 

LLT 2 = -tltl Iyy in R -e t:: 

U- 2 = 0 on S 

we have [tri l s mi by lemma 3.1). 

In order to establish the boundedness of U- 2, we 

proceed as follows. 

Lemma 3.5 

!t..r2(P, €; ) l ~ mi ( E:- ) in R + S. 

Proof: From 3.12) and lemma 3.1) 

/ct:>(P, €- ) \ ~ mi in R + s. 
\ h(P) \ ~ m~ in R + s [7 J 

Hence 

+ / cf:> (P, E- ) ( ~ m1 + m2 = ID3 

Take Pin R, Qin R close to S, so that the minimum 

distance from Q to the boundary, J>(Q,S) ~ J . Then GR (P,Q) 
G ce (P ._Q_)_ being the Green's function for 3.1) in R, we have .P(Q,S) ~ mi 

for J sufficiently small. This follows from lemma 3.2). 

Now the only possible discontinuities of h(P) in R + S occur 

on s, and these at a junction of one of the arcs s. with one 
J.. 

of the .arcs of Si [7 J . Since there are but a finite 

number of such points, we may as well assume only one, since 
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vve can write h(P) as a sum of such func•cions. .LD order to 

examine this discontinuity, we assume the :r;oint in question 

to be at the origin, and let N0 be a neighborhood of the 

origin contained in R. Then we can construct a local rep-

resentation of b(P) in No ex..'libi ting the discontinuity 

explicitly. Thus let h(P) = b:i. + h2 where 

h2(P) is of class C2 (P) in R + s 
bi (P) is of class C2 (P) in R + s - No 

hi + 2a h1 = 0 in No 
xx y 

hi = 0 on y = 0 -b~x<O = L/J (x) on , 
y = 0 , O< x"'~ 

where 41 (O)to, and lll< (x) • is of class 

C4 (x) , o ~ x,,,;: J . 

Then 

hi(P) = in l'J 0 

where are constants. By explicit construction, 

we see that oY is Lebesque integrable in N0 , 

d-f? i 
y ay is 

J ?}°R i 
continuous in the closure of W0 , and :) y (y ~) is 

Lebesque integrable in N0 • Hence y J 2 h, is Lebesque 
7y2 

integrable in N0 , and thus we have GR PO . f(Q,S) h 
f ;/Y Q,S 

is Lebesque integrable in R. 

We now show that 
-g (Q) 

v 2 ( P, E: ) = SR S GR ( P, Q) e E . hyy (Q) d Q 

Consider any subregion R' , completely contained in R, 

with GR 1 (P,Q) as the corresponding Green's function. 
-g(P) 

Then the solution to Lv = - e c- h 
YY 

in 

v = 0 on S' 
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is _given by 

v-' = SR, SGR, (P,Q) e -g~C.2 hyy(c;JdQ 

Thus for the sequence R r c. R rt c ... c.. R, we have 

0 ~ GR' ~ GR t r ~ • • • ~ GR 

Hence each GR'"') (P,Q) e -giQ) hyy(Q) is bounded by the 

integrable function GR(P,Q) e-g~O)h ( Q) and hence yy 
( ) -_g_{Ql ( ) ( ) -_g_{Ql ( ·) GR,"') P, Q e E- ~y Q --;. GR P, Q e E hyy Q 

a.e. as R(n)_, R, and more over 

1 . ,. G -~ r G -_g_ h im J Rt I'\\ e 7 hyy = .l R e f YY. 

To show f. 6 IJ' 2 bounded inderendent of E , vve set 

U- 2 = U-3 + If 4 where U- 3 = 5 R-N S, LT 4 = S r-T 5 
0 0 

Then IU-3\~ m1 by lemma 3.1). 

Finally 

( <;: S' er 4 ( P, E- )\ = \ E 8 SN 
O 
S e -~ hyy ( Q) GR ( P, Q) d Q l 5 m 1 

by the discussion following lemma 3.4). 

Thus (f:. 0\r (P, E; ) ( is bounded inderend_ent of€ in R + S, 

and we have constructed one boundary layer term. In an 

obvious way, the solution to 

L Cf)= 0 in R 

4 = llP o on s• 
o on s - s-» 

is a finite sum of such boundary layer terms plus a similar 

correction term, namely 

~ (P, E- ) = ~ e-gi:}P) h. (P) +~i.r (P, E ) • 
~ l. . 

where 

[ fo] 
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The proof of the main theorem now follo1ivs i::nmecliately ; 

we have 

3 .15) L cf:> = 0 in R 

<IP = c(> o on S. 

Then cf> (P, € ) =u(P) + 1:" e -g,· (P) h. (P) + fv-(P, E: ) 
' € J.. 

where 

3.16) " - 2au = 0 in R ~ xx y 

u = 4> 0 on S - S"'" 

3.17) h. + 2ah1 = 0 in R 
• 1 xx y 
hi = j cp o - u ( P) _ on Si c S " 

\ O on S - (S - ff') for Y t Yk 

3.18) l i.r 
_a-. = -u - r: e .b.-'- h. in R yy _. 

J..yy i. 

u- = <P -u-Z-e -_g_.- , 
6 n on s 

E 

and by const!uction, l o-t ~ m1 on Sand by an analogous 

procedure, we find [ E: S- o- ( s mi in R + S. 

To obtain more terms of the asymrtotic exi:ansion, vie 

t .ake 

q:>(P, € ) = u~P) +~u1(P) + ... + E.,,_ u~ (P) 

-g .: (P) 
+re E {h. + 
. ~ l.o 

+Er1-l lT' 

E h. + •.. + f ,\ h. (P)) 
l.1 ir ~ 

(P, E ) 

and we find, as above, that l~ to-(P,<=)! ➔ 0 as E ➔ 0 for 

every J' > 0 and every Pr R. 

It is probably true that we may take d = O in this 

example, although computational difficulties have led us to 

the weaker result. - It is, however, a fairly simrle matter 

to prove lim t 8 v(P, c ) = 0 for all P in R, and every o) o. 
f➔ c.:, 
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f<, ( h ~ ><\,t-)') +~i.c,+--r). 

( € x:1._.~'- ,+-r/"' 

and using the asymptotic exransion of the Bessel function 

in the integrand, the right hand side is O (E 01 for every 

dJ 

o> o. We have so far been unable to prove the boundedness 

of the right hand side of 3.20) as f ➔ o, although it 

certainly appears to be so. 
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QSeen Flow Past a Semi-infinite Flat Plat e at Zero 

Angle of Attack, for a Viscous Incompressible Fluid. 

In this section, we study the boundary layer terms 

associated with a system of equations, and obtain an 

asymptotic expansion of the solution to a fluid flow rroblem; 

it turns out that the exransion terminates, so we actually 

obtain the exact solution to the equations. 

It has been shown [81 that there is a decomr,osition 

of certain flow fields into longitudinal and transverse waves. 

These concerts are assumed known here, and we merely give 

the equations for, and study, the mathematical problem at 

hand. 

Let the plate coincide with the x-axis, 0 ~ x c:: "'° and let 

u, ~ be the perturbation velocities of the flow field, where 

we have u = 1.1"= 0 at upstream infinity. Then we have q = (u,v), 
➔ + q-r , a longitudinal plus a transverse wave where 

4.1) u u 
X 

= I) 0. u 

u vx =V~ V for the transversal waves 

ux + V y = 0 
➔ 

4.2) f1. = grad Cf' 

~¢:::; 0 for the longitudinal waves. 
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v = coefficient of viscosity, assumed small; 

i{= free stream velocity= constant. 
v 

We set 'U.. = c . The boundary conditions are the 

following: 

U:::: U 0 on the plate 

V :::: 0 

u = v = 0 at upstream infinity. 

It turns out to be simpler to make a transformation of 

coordinates before proceeding with the investigation of 

the boundary layer. (l) The plate is actually a limiting 

case of a body of finite thickness, and the bou:adary con­

dition u = u0 on the plate actually means u ·= u 0 on y = o+, 

y = o-, or both sides of the plate. 

Let us map the x-y plane, cut a.long the i:-osi tive 

x-axis, into the upper half of thew-plane, by the trans­

formation ~ =x + ~ y = w2 = ( 1 + L ~ ) 2
• This nunfolds n the 

plate into a single boundary, namely, the real axis of the 

w-plane. 

Then equations 4.1), 4.2) become 

4.4) E~u - 21u-s + a.~u"= O 

E: c. v - 2} v1 + 2~ v"l = 0 for the transverse waves 

! UT - 'I'} U.~ + ~ v, + ~ V ! :::: 0 

4.5) l, = grad cp 
for the longitudinal waves 

with the boundary conditions 

(1) Proceeding in rectangular co-ordinates, we are led to 
parabolic co-ord.ina-ces in .a natural way. 
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4.6) u = Uo on >] = 0 

V = 0 on ?-] = 0 

u = V = 0 when Y) = "° 
Note: we take 1 .2 0 • 

(As ;-reviously + a 2 ) • 

.An examination of 4.4) shows that in letting 

we lose one derivative with resrect to~ , and one in 5 

The boundary conci.itions in ! a.re the same for t.he reciuced 

equation as for the system 4.4), 4.5) and hence the~e is 

no boun.dary layer term at } = - ooas E ➔ 0 • On the 

other hand, if E = 0 we have potential flow, and the 

solution is merely u = v = 0. Hence we exrect to find 

the boundary layer terms for small values of Y) Secting 

1 = (i~ , substituting in 4 .4) , 4.5) and exrand.ing about 

E = O , we obtain 

2~ 

2 's 

V ,r = 0 

4.8) 

we have, then 

= 

u! + 2 (f"' Ua-

vr + 2 a- Vu-

= 

= 

0 

0 for the transverse 
wave 

for the longitudinal wave. 

= 0 and thus ♦ 
V = 0 • 

u .. is clearly independent of '!' , and ~ence 

u • = u 0 when rJ" = 0 or 

4.9) u• = U 0 ei-fc:. IJ"" • 



This is the Hclassical ·ooundo.ry lc;.yer 11 solut.ion. 

(note: we use ~ inst.ead of ~ since t r1 e co­

efficients are variaole, and vanish on 

the boundary of the region). 

Proceeding as in Sec. 3, we try, instead of 4 . 9) , 
I 

the function \CP)J~ for t he boundary 

layer term, where 

lim ~ ( 1", urr ) = er 2 • 
"-:>o ~ 

The solution of the reduced equation here is iaentically 

zero. Hence we try 

4.10) u(P,E) = U (o\ (P) + u (.1)-e1-fcij 
... . t: 

+ u (.2\ e 
-r 

-:i.. J (- (: 

+ JE u (3) + 
T 

J~ u (4) 
L. + E: (U ,- + u'-) 

v (P, E ) v lo) (P) + i V (.z)e -.l. + V 
(3) = <: 

T T 

+ V ~(4) l ,Jc + ~ (VT + vi. ) 

where u l0)(p), v co) (P) are included mer ely for comr-- leteness 

of argument, since they are both identically zero ( t :ne 

solution to the reduced equation). We inclu6e the exronential 

terms since we intend to equate terms of like order of E1ag-

ni tude, for E small, and look for an exr ansion in terms of 

J E: rather than E: • 

Substituting 4.10) into 4.4), 4.5) a.nd equc.ting to 

zero, terms of the same magnitude, -v-1: e Effl~ive at t he follov: ing 

system. 

a) 

b) 

= 0 

0 



c) 

d) 

e) 

f) 

g) 

h) 

i) 

j) 

k) 

m) 

n) 

3 u (1) 
T)' 

l u c:i.) 
J; Tl) 

o5 

"11 
( :i.) u;~ = 0 

+ ~ u ( 2) 
Tl) + r u ( 2 ) ,., 

+ ) 
(.2 ) + V 

(2 ) = V ,-, 
1 T 

1'I 
( 2 ) + j V (2.) 

UT. 
') T? 

+ '1 u ( 3 ) = 0 ,, 
+ ~ 

V ( 3) = 0 
T' 

)) u ( 3) 
'T"~ 

+ 'J V (3) 
T, 

= I.::. V (4) 
'- = 0 

Bt VTl + 2 '7 \Lr, = 
'I\ u 

T'~ 

A V '-

+ u (2) = .,.. 

0 

+ ~ V (2.) 
.,.1 

+ '7 
( 3 } v,. s 

= 0 

where we hav e already us ed t he s olut ion t. o 

condition g = 0 on Y/ = 0 

0 

--

= 

a ) 

g .? O in YI 2 0 , g =f: O • 

This turns out to be g (P) = ~- 2 
• 

0 

0 

- ~ up) 
T 

wi t.h the 

Next, we can s olve f or v_:3) and obtai n o<) v~3
) ::: cons t ant 

Then, solving for V Tl;l) , u v~' , we obta i n 

of cla ss 

u (2) .,.. 

= cp ( t) wher e 4 is an a r bitra r y fu~ction 
J;-

e ~ i n ( - ~, N) . Tnen 
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ThE: solution to c) is r.:.erely u (ll 
T 

subject to tne condition that cp 2 (0) = u 0 - cons ·cdnt~ I-c 

arrears that there is no unicity of solution -co -chi3 ; roblem, 

but we snall snow later tl'1at if we use symmetry c;_ rgurn ents, 

we still obtain the Sa.me asymvtotic ex:ransion wha-c ever func­

tion of class {; 2 vve take. For the moment, le-c us be guided 

by simrlicity, and choose ~ 2(l~) a u 0 , as t his simrlifies 

eq_uu.tion 

Now the 

Uo = Uo + 

4.11) 0 

and at 

4.12) 0 

0 

Taking 

k) . l 

bou11ciary conditions on the flate, from 

Jfa. ( u (_2) + u (3\ + u (4) ) + (: (UT + 
T T I. 

= J f: (v (2) + (::) + V (4) ) + E (VT V -r T &.. 

,, = oa we have u = V = 0 , or 

= (u (21 + u (4) ) + J €: (U + u ) -r " T '-

= (v (3) + V (4) ) + J, (V '- + VT ) 
T '-

V ( 3\ 
T 

~ K , a co.nstant, we have then 

V (4) 
'-

= 

= 

= 

K at )J=c0 

K V (2) on ~ = 0 
-r 

K Uo ¢, (0) 

Jx "j 

4.6) &re 

p 
u '- ) 

+ v'- ) 

Hence V (4) ,. = K Uo 

J.1 

} <p (0) + 

c:r2+ ~ 2) 

\ ~ 
~2+ ~ 2 

Vihere A is 
an c.rbit:;r2.ry 
cons 'c2.i1 t:;. 

(1) If we use dimensional arguments, we find th~-c u 1 

must be homogeneous of degree zero, s.nd hence a co~1.stant.. 
Accerting ·che validity of this argument, many of the 
subsequent comrutations are simflified. 
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·rr we require v to be finite in~ neigh~orhood of the 

origin, both. as } , 1 tend to zero, a:::-1d for E: s r.:c:...11, v;e 

irius t take X = 0 , K = 0 

0 ) V ( 2) 
-r 

. From 

= U 0 ! €f>(0) 

.Ju t2 + ~ z 

we get 

and hence 

and c.gc:.in boundedness a.t the origin gives ¢ (0) = 1 . Thus 

we have so far 

Now 

and 

Thus 

o.S 

u (3) = 
'T 

bu 4 
L. 

(2) u 
T 

= 

tp4(t?) 

= 0 

V 4 

"' 
= 

using the boundary conditions on 

u (3) 
T 

u (2) 
T 

above We 

u (4) 
L. 

+ u ( 4) = 0 
'-

+ u (3) .,. + u ( 4) 

" 
obtain 

= 
,J~t (12 + ~ 2) 

u (3) - - >.. 
T 

at ~ = "° 
= 0 on 

where 

u , we have 

~ = 0 

A is a constant 

Since we are only interested in the sum of these terms, 

the ambiguity is only sur:erficial, and we may as well ta}:e 

)\ = O . Hence 
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= = 

,Jjc (f~ + ~ 2) 

. , u (3\ 
T 

= 0 . 

We now have the e~uations k), ... n) with iero right hand 

sides, and homogeneous boundary conditions. 

Hence = u 
L. 

=V T = V L.. = 0 

The a:rrearance of non unique solutions to these equE .. tions is 

courled with the vanishing of the coefficients of the reduced 

equation on the boundary of the region. But for ~his comr­

lication, we should have a rarticula.r case of Levinsor1 1 s [ 3] 

equation. However, this shows that the boundary plays a 

major role in the determination of the form of the bound&ry 

layer t,erms, and instead of continuous dependence on the 

bound.&ry curves, we get a discont,inuous jurn:r comra.raDle -co 

the transition from a non-characteristic to a char~c-ceristic 

boundary for first order linear rartial differential eq_uations. 

In our case, the boundary coincides with one of the char­

acteristics of the reduced eq_uation, and this comi-licat,es the 

rroblem considerably. It also necessi-catas i:;he introduction 

of ,J E instead of rovvers of E alone, vvhich suffices in 

Levinsonts case. 

Collecting our results, we h&ve 

4.13) u =: 

V = ~ 
fi { e 
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Let us consider now the a l ternate choices for u<~ 
T 

instead of Uo • Vve flcl.Ve 

u u.) 
i 

= ¢ 2 (y) , and from syrnn:ietry, this must be ,:..n even 

function of y We have also required the solut::._o:-1s of 

a), n) to be of class c2 so that using ·,' ( ... \ (0) = . . . , '-' T 

we h.:;.ve u (.1.) 
T = Uo + y2 <P 3 (y) 

= Uo + ~ 2 ~ 2 ¢4 ( t? ) 

Hence the difference between G.ny at.her adrriissitle 

function u (1) 
,- 2..nd Uo is of the form i 2 ~ 2 cp 4(s 1 ) 

Uo 

. 
This leads to l' 2 '] z ~k ? <p4(?ry ) = 0 ( E ) c,.nd heDce , 

,Jc 

can be rut into the correction terff,s E (U.,:. + u '- ) • ':i::nus 

we are led t.o a unique asymrtotic exransion. 

One further remark should be made. It is mere coincidence 

t.hat the first t.erm in the exransion for u is ;recisely t.he 

nclassical boundary layer solution11 • Thus for the finite 

flc.t :rlate, we can no lo~1ger conclude that the bouncio.ry la.yer 

terrns are inderend.ent of ~ (4.7) . On the stre~gth of the 

0 bove, we offer the following conjecture: Prcmd.tl I s boundary 

layer solution is not necessarily 1:;he firs-c term of' a.:.1y 

asymrtotic exransion, but in general is only an a:r:croxirn&tion 

to the first term of such an exransion. 

This is borne out in investigations now under 1Nay on the 

Oseen flow ~ast a finite flat rlate. 

, 



A,:;r eno. ix I 

0 E: o • • -

If ~ 1 "f= O, the matrix =A+ BE 

-ol.., -cJ. 

hc1.s :no elemen-cary c.ivi s ors for o ~ E ~ E O , f or E 0 

sufficiently small; moreover, for 

characteristic roots ar e all distinct. 

Proof:- The first statement follows by direct comruta tion. 

surrose next that there is a double root of 

\ £" + B }-. I j = 0 , say '?-- = >-i :i. , for some r articular 

value of ~ in ( 0, E 0) • 

1.1) \ 'I) + J l.\ 11-1 Then since i " °" " + ... + ol.,, = 0 , 

the resultant of 1.1) .and its derivative must va:iish . 

0 

1 . . 2) 
R = 

c{... 0 

Assume moreover, that ot...,=J= o. 
Subtracting n times row n + i from i 

i = 1, ~, ... n-1 , we obtain 

0 

= 0 
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R = 

The determinant of order n in the lower right hand 

• • n· • d 1 (-1) n n ,...1 n corner is non vanis ing, an equa s n ~ n 

for (y_ n + 0 , and hence the leading coefficier.t of c;:; 

given by R = 0 is (-n ol. n)n -2n-l n . 
If R = 0 for more than a finite number of values of ~ 

as E: ➔ 0, it must vanish identically, since R is a 

:polynomial of degree n-1 in E . Hence if >-. = >-.. 1. is 

a double root for arbitrarily srr.all E. , it must be so for 

all 0 • 

On the other hand, ~ .1. satisfies 

1.3) E ~ II + d. 1. },_ 11-1 + • • • + ol. n = 0 

1.4) 
1\-1 

o( l n el\ + • • • + = 0 

rfultiply 1.3) by n 
' 

1.4) by >.. and subtract. 

This gives 

1.5) p, independent of~ 

so that every double root is fixed inde1=·endent of E 

Th~s 1.1) can be written 

1. 6) p 1< ( >,. ) Q 'rl -1< ( ~ ) = 0 
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vihere P,_ ( ~ ) contc:.in s all the 1imltirle roots, a:::-1a is tnu s 
.I.\. 

inder:endent of ~ This implies 

or c) (' = 0 , vJhence from 1.1) , >,., n = 0 &sld A = 0 
'?) t 

But o{ n t- 0 so t hat there &re n o r·oots ind. e:r;-enci.en t of E 

and hence no multirle roots for 0 " C; .:: E 
0 • 

For the case d n = 0 , c/ ~ 0 , simila r re sults n-k 

hold, na1nely, there are le roots 

are inderendent of E or mul tirle. 

Accend ix 2 

~ = 0, and no others 

. 
, 

A+ BE has no elementary divisors, a.nd neither has A. Thus 

we can find non singular matrices C ( E) , C -l ( E ) such 

tr.1.o. t 

A+ B~ = 1;vhere 

the ~, are the roots of 1.1) . I0oreover, C ( E ) can 

be chosen so that lim C ( E:) exists, is finite, a :::-.d n on 
~-.o 

zero. 

Proof:-

consider 
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For E: = 0 

' 
A e = D 

. so that ID I is finite &nd non .zero. 

Hence we may choose C(E ) so that C ( E- ) --, D as E ➔ 0 , 

and thus for 0 :f ~ .:::. ~ 0 , O< l C ( f ) l 400 . 
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