
Lax Pairs for the Ablowitz-Ladik System via

Orthogonal Polynomials on the Unit Circle

Thesis by

Irina Nenciu

In Partial Fulfillment of the Requirements

for the Degree of

Doctor of Philosophy

California Institute of Technology

Pasadena, California

2005

(Defended May 9, 2005)



ii

c© 2005

Irina Nenciu

All Rights Reserved



iii

Acknowledgements

I wish to express my deep gratitude to my advisor, Barry Simon, for the wealth of

opportunities he has given me – the chance to write this thesis under his supervision

being just one of many. His guidance, encouragement, and unflinching enthusiasm for

mathematics made this work possible. I also wish to thank Percy Deift for suggesting

the original problem from which all the questions answered in this thesis arose.

I would like to acknowledge all of those who contributed to my mathematical

education. Most of all, I want to thank Rowan Killip for sharing so much of his time

and knowledge with me. His friendship and support have been invaluable to me. My

thanks go also to the Caltech math department for creating such a great atmosphere

for doing research, and to the department staff, in particular Cherie Galvez, for all of

their help.

Finally, and most of all, I want to thank my family. My parents have always been

a tireless source of love and support; I dedicate this thesis to them.



iv

Abstract

We investigate the existence and properties of an integrable system related to or-

thogonal polynomials on the unit circle. We prove that the main evolution of the

system is defocusing Ablowitz-Ladik (also known as the integrable discrete nonlinear

Schrödinger equation). In particular, we give a new proof of complete integrability

for this system.

Furthermore, we use the CMV and extended CMV matrices defined in the context

of orthogonal polynomials on the unit circle by Cantero, Moral, and Velázquez, and

Simon, respectively, to construct Lax pair representations for the Ablowitz-Ladik

hierarchy in the periodic, finite, and infinite settings.
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Chapter 1

Introduction

The purpose of the work presented here is to introduce the connection between the

theory of orthogonal polynomials on the unit circle and a classical integrable system,

the defocusing Ablowitz-Ladik (AL) system. In particular, we shall use the former

to introduce the full AL hierarchy and to obtain Lax pair representations for all the

Hamiltonians of the hierarchy.

This is not the first instance when such a connection appeared and was used to

recast a system in Lax pair form. Flaschka [13] proved complete integrability for the

celebrated Toda lattice by recasting it as a Lax equation for Jacobi matrices. Later,

van Moerbeke [36], following similar work of McKean and van Moerbeke [23] on Hill’s

equation, used Jacobi matrices to define the Toda hierarchy for the periodic Toda

lattice and to find the corresponding Lax pairs.

But, as we shall explain in Section 3.1, Jacobi matrices can be viewed as a part

of the theory of orthogonal polynomials on the real line. From this perspective, our

results are complex analogues of the corresponding results on the real line, and the

approach we use to prove our main result, the Lax pair formulation of the evolution

equations for the AL hierarchy, is heavily indebted to van Moerbeke’s ideas [36].

The role of complex analogue to the theory of orthogonal polynomials on the real

line is naturally played by the theory of orthogonal polynomials on the unit circle.

So the question that started this investigation was exactly the question of finding an

analogous scheme to the one described above: Is there an integrable system related

to orthogonal polynomials on the unit circle in the same way that Toda relates to
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orthogonal polynomials on the real line?

The answer is “yes”, and the results can be summarized as follows:

Orthogonal Lax Integrable

polynomials operators systems

OPRL → Jacobi matrices ↔ Toda lattice

↑ ↑ ↑
OPUC → CMV matrices ↔ defocusing AL

(1.0.1)

The arrows here represent conceptual connections. In the rest of the introduction

we briefly introduce the different notions that appear in (1.0.1) and formalize the

connections between them, while at the same time presenting the structure of the

thesis.

As explained in Section 2.1, one of the most important impulses to the theory of

integrable systems was the discovery of solitons. This in turn led to the development

of the inverse scattering transform (IST) as an extremely powerful tool for solving

nonlinear PDEs. While we do not wish to go into any detail concerning the theory

of direct and inverse scattering (an extremely rich subject, still very much at the

center of the field), let us just say here that the IST should be thought of as a

nonlinear Fourier transform. In particular, it allows one to linearize the flow of the

corresponding nonlinear PDE, and its existence can be used as a definition of complete

integrability in the infinite-dimensional setting.

At the heart of this effort was the well-known KdV equation, followed closely by

the cubic 1-dimensional NLS (focusing and defocusing). Almost simultaneously two

discrete analogues also attracted a great deal of attention and interest. One is the

Toda lattice, certainly the simplest and most studied differential-difference equation.

In Section 2.3 we present those aspects of the very rich theory of the Toda lattice

that we are most interested in.

Another differential-difference equation which emerged in the mid-’70s is the
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Ablowitz-Ladik equation [1],[2] (also known as integrable discrete cubic NLS). It ap-

peared in the general form

−iα̇n −
(
αn+1 − 2αn + αn−1

)
+ αnβn

(
αn+1 + αn−1

)
= 0

−iβ̇n +
(
βn+1 − 2βn + βn−1

)− αnβn

(
βn+1 + βn−1

)
= 0.

In particular, taking

βn = ᾱn

for all n, one gets the space discretization of NLS. It reads:

−iα̇n = ρ2
n(αn+1 + αn−1)− 2αn, (1.0.2)

where α = {αn} ⊂ D is a sequence of complex numbers inside the unit disk and

ρ2
n = 1− |αn|2.

The analogy with the continuous NLS becomes transparent if we rewrite (1.0.2) as

−iα̇n = αn+1 − 2αn + αn−1 − |αn|2(αn+1 + αn−1).

Here, and throughout the thesis, ḟ will denote the time derivative of the function f .

Note that the condition that all the α’s be inside the unit disk D is not unreason-

able: If αn(0) ∈ D for all n, then this remains true for all time. Moreover, if, for a

certain N ∈ Z, we have αN ∈ S1 at time t = 0, then αN remains on the unit circle

for all time.

Another important observation is that there are three types of boundary condi-

tions that one can impose in (1.0.2):

• Periodic: αn+p = αn for a fixed period p ≥ 1 and all n ∈ Z;

• Finite: α−1 = αN = −1 for a fixed N ≥ 1, and we are interested in the evolution

of α0, . . . , αN−1 ∈ D;
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• Infinite: α−1 = −1, and we investigate the evolution of {αj}j≥0 ⊂ D.

We will study all of these cases, as they correspond to the same situations for orthog-

onal polynomials. The analogous conditions for the Toda lattice go under the names

“periodic,” “open,” and “closed” Toda, respectively. Also, in the finite and infinite

AL, we can choose any points on S1 as boundary conditions. The value -1 is chosen

by analogy with the theory of orthogonal polynomials on the unit circle.

Ablowitz and Ladik proved that (1.0.2) is completely integrable (in the infinite

setting) by associating it with a discrete 2×2 scattering problem:

v1,n+1 = zv1,n − σūnv2,n

v2,n+1 = z−1v2,n + unv1,n

with σ = ±1.

The AL system has been extensively studied over the past thirty years. Until

very recently, most of the results were concerned with properties of the discrete sys-

tem which are preserved in the continuous limit. More recently, algebro-geometric

solutions were also studied. See [16] and the references therein.

At the other end of our scheme (1.0.1) are the two orthogonal polynomial theories:

OPRL (for “orthogonal polynomials on the real line”) and OPUC (for “orthogonal

polynomials on the unit circle”). The basic results of these theories are sketched in

Chapter 3, with more emphasis on OPUC, since these are the results we use.

For both OPRL and OPUC the beginning of the theory is the same: Consider a

probability measure ν with the support contained in R, or µ, supported inside

S1 = {z ∈ C | |z| = 1},

respectively. Construct the orthonormal polynomials by applying the Gram-Schmidt

procedure to the monomials {xj}j≥0, x ∈ R to obtain {pj}j≥0, or, correspondingly, to

{zj}j≥0, z ∈ S1 and get {φj}j≥0. The remarkable feature of these theories is that in
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both cases the orthonormal polynomials obey recurrence relations: (3.1.1) on R

xpn(x) = an+1pn+1(x) + bn+1pn(x) + anpn−1(x)

and (3.2.6) on S1

φn+1(z) =
1

ρn

[
zφn(z)− ᾱnφ∗n(z)

]
,

where

φ∗n(z) = znφn(1/z̄).

These relations provide the connection of the orthogonal polynomial theories to Jacobi

and CMV matrices.

Jacobi matrices are real, symmetric, tri-diagonal matrices. Much of their study is

driven by the fact that they represent a generalization of the 1-dimensional discrete

Schrödinger operator. Indeed, note that, for a sequence u = {u(n)}n∈Z, the discrete

Laplacian is given by

(∆u)(n) =
(
u(n + 1)− u(n)

)− (
u(n)− u(n− 1)

)

= u(n + 1) + u(n− 1)− 2u(n).

Therefore the discrete Schrödinger operator is

(Hu)(n) = u(n + 1) + u(n− 1) + V (n)u(n)

with V = {V (n)}n∈Z being the potential (traditionally, the −2u(n) term from the

Laplacian is absorbed in the potential). In other words, if we write H in the basis of
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delta functions δj = {δj,n}n∈Z, we obtain

H =




. . . . . .

. . . V (1) 1

1 V (2) 1

1 V (3)
. . .

. . . . . .




.

This is just a doubly-infinite Jacobi matrix

J =




. . . . . .

. . . b1 a1

a1 b2 a2

a2 b3
. . .

. . . . . .




with

an = 1 and bn = V (n)

for all n ∈ Z.

We are interested in Jacobi matrices from a different perspective. For us, they

represent the link between the Toda lattice and orthogonal polynomials on the real

line. Jacobi matrices are matrix representations of the operator of multiplication by x

in L2(R, dν). While details can be found in Section 3.1, this is immediately apparent

from the reccurence relation (3.1.1).

By the same token, we are interested in a matrix representation of the opera-

tor of multiplication by z in L2(S1, dµ). Here things are more complicated than in

the real case, and the relevant details can be found in Section 3.3. Nonetheless, it

turns out that the correct matrix representation was found by Cantero, Moral, and

Velázquez [7]. In terms of the Verblunsky coefficients {αn}n≥0 which appear in the
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circle recurrence relation (3.2.6), the CMV matrix has the form (see (3.7))

C =




ᾱ0 ρ0ᾱ1 ρ0ρ1 0 0 . . .

ρ0 −α0ᾱ1 −α0ρ1 0 0 . . .

0 ρ1ᾱ2 −α1ᾱ2 ρ2ᾱ3 ρ2ρ3 . . .

0 ρ1ρ2 −α1ρ2 −α2ᾱ3 −α2ρ3 . . .

0 0 0 ρ3ᾱ4 −α3ᾱ4 . . .

. . . . . . . . . . . . . . . . . .




.

Now we easily understand the first line of our scheme (1.0.1):

OPRL → Jacobi matrices ↔ Toda lattice

The Toda evolution is equivalent to an evolution equation for Jacobi matrices in Lax

pair form:

J̇ = [J, P ]

for some antisymmetric matrix P . On the other hand, Jacobi matrices arise as matrix

representations related to the theory of orthogonal polynomials on the real line.

We can now return to our original question: To what is this line transformed if

we replace OPRL by OPUC? The answer is given by the second line in (1.0.1):

OPUC → CMV matrices ↔ defocusing AL

These are, in short, the new results of this thesis.

That CMV matrices play, on the unit circle, the role that Jacobi matrices play

on the line has already been shown, to the extent that they both are natural matrix

representations associated to the respective orthogonal polynomial theories. In fact,

the analogies run much deeper, as can be seen from [21]. In a certain sense (that can

be made rigorous), this reflects the fact that real symmetric matrices can be reduced

to Jacobi matrices, while unitary matrices can be reduced to CMV matrices.

Yet for our purposes here, the main question remains: Which integrable system
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fills the diagram? In other words, how does one find that defocusing AL is the system

in question.

In principle, one can follow exactly the ideas from the real line case: write down

abstractly the time evolution for CMV matrices, and from there deduce the evolution

equation obeyed by the Verblunsky coefficients. It will turn out to be the defocusing

Ablowitz-Ladik evolution.

In fact, such a mathematical picture is only very clear in hindsight. The road that

we followed was slightly more complicated, but it also provided more information. As

explained above, one can impose different boundary conditions to the AL equation;

in particular, we can consider the case of periodic coefficients. Equally well, one can

investigate the theory of OPUC with periodic Verblunsky coefficients. In the course

of this investigation, Simon found that the space of Verblunsky coefficients naturally

decomposed into tori that were also level sets of certain functions. This behavior is

typical of integrable systems, as explained in Section 2.2.

This led Nenciu and Simon to the results presented in Chapter 4. More precisely,

we found a symplectic form on the space Dp of Verblunsky coefficients, and proved

that a certain set of functions Poisson commute. Moreover, Simon [29] proved that

these functions are independent almost everywhere (in the sense of Section 2.2). So we

found a completely integrable system naturally associated to OPUC. But what is the

evolution equation of the coefficients under the first Hamiltonian in the hierarchy? A

simple computation revealed that it is exactly defocusing AL with periodic boundary

conditions.

Having found this, the next natural question was whether this connection between

Ablowitz-Ladik and OPUC can be used to provide a Lax pair formulation for the

evolution equation. This turns out to work, even though it is necessary to change

the Hamiltonians that are being considered. In Chapter 5 we introduce the new

Hamiltonians, and prove the main result: the Lax pairs for the whole AL hierarchy.

All of this is done in the periodic setting. A few relatively simple observations further

allow us to deduce the analogous statements for the other two types of boundary

conditions: finite and infinite. We achieve this in Chapter 6. And, as scheme (1.0.1)
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claims, the Lax operators are indeed the CMV matrices associated to the coefficients

which obey the AL evolution.

There are only a few aspects of (1.0.1) left to clarify, and they refer to the meaning

of the vertical arrows. We proceed from left to right. If the measure µ on the circle

is invariant with respect to complex conjugation, then it can naturally be mapped

into a measure on the interval [−2, 2], as in (3.6.1). This correspondence between

measures translates into relations between the orthogonal polynomials and between

the recurrence coefficients (see (3.6.2)). A particularly short proof of the Geronimus

relations (3.6.2) was given by Killip and Nenciu [20], and in the process shows how

to recover the associated Jacobi matrix from the CMV matrix. This is presented in

Section 3.6.

As for the integrable systems side of the picture, Section 6.3 shows how the Toda

lattice is part of the AL hierarchy. The “translation” of the Toda flow to Verblunsky

coefficients has appeared previously in the literature under the name Schur flow,

but the connection with the defocusing AL hierarchy is new. The details of this

correspondence can be found in Section 6.3.

The organization of the thesis follows the summary given above. Chapter 2

presents background information on integrable systems. As the subject is huge, we

give only the minimum information required to make sense of our claims. The Toda

lattice is also given some attention, not only as the technically simplest case of a com-

pletely integrable differential-difference equation, but also since it plays an important

role in the mathematical picture that we are presenting.

Chapter 3 sketches the basics of the theory of orthogonal polynomials. While

OPRL are briefly introduced in Section 3.1, OPUC are given more space and atten-

tion, and most of the relevant facts are proven. The last section of the chapter gives

details about the connection between OPRL and OPUC.

From here on, we focus on the task at hand. Chapter 4 introduces the relevant

symplectic structure in the periodic setting, and gives a first proof of complete in-

tegrability. Still in the periodic case, Chapter 5 contains the main theorem about

Lax pairs for the defocusing AL hierarchy. In particular, complete integrability is
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recovered as an easy corollary.

The last chapter, Chapter 6, completes the answer to the big, initial question,

by finding Lax pair representations involving the CMV matrix for the finite and

infinite defocusing AL hierarchy. Moreover, Section 6.3 shows how to recover the

Toda evolution from the second AL Hamiltonian.
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Chapter 2

Completely Integrable Systems

2.1 Brief History

The mathematical modeling of a great variety of nonlinear phenomena arising in

physics leads to certain nonlinear equations. It is quite remarkable that many of

these equations are integrable. While the notion of integrability cannot be easily and

universally defined, one can think of an infinite-dimensional system as being integrable

if there exists a change of variables which linearizes the flow. What makes (nonlinear)

integrable systems fascinating is the fact that they exhibit a richer phenomenology

than linear systems, while still being approachable to mathematical investigation. In

particular, many of them have solitons, that is, localized solutions with particle-like

behavior.

The fascinating new world of solitons and integrable behavior was discovered by

Kruskal and Zabursky, who were trying to explain the curious numerical results of

Fermi, Pasta, and Ulam [12]. They were thus led to study the Korteweg-de Vries

equation, and discovered that the localized traveling-wave solutions of KdV had an

unexpected behavior: After interaction, these waves regained their initial amplitude

and velocity, the only effect of the interaction being a phase-shift. This particle-like

behavior led them to call these waves “solitons.”

The next challenge was to search for additional conservation laws believed to

be responsible for the stability properties of solitons. This led Gardner, Greene,

Kruskal, and Miura [14] to the connection between KdV and the time-independent
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Schrödinger scattering problem: Let KdV describe the propagation of a water wave

and suppose that this wave is frozen at a given instant in time. By bombarding

this wave with quantum particles, one can reconstruct its shape from knowledge of

how these particles scatter. In other words, the scattering data provide an alternative

description of the wave at a given time. The time evolution of the water wave satisfies

KdV, which is a nonlinear equation. The above alternative description of the shape

of the wave would be useful if the evolution of the scattering data were linear. This

is indeed the case, and hence this highly nontrivial change of variables provides a

linearization of the KdV equation.

The essence of this discovery was soon grasped by Lax, who in [22] introduced the

so-called Lax pair formulation of KdV. Following Lax’s formulation, Zakharov and

Shabat [37] solved the nonlinear Schrödinger equation. Immediately following this,

many of the well-known nonlinear PDEs were rewritten in Lax pair form. Besides

allowing one to do inverse scattering, they are also isospectral deformations, and

provide a qualitative, geometric understanding of the evolution. This is the aspect of

Lax pairs that we show in the next section. All the results given in this chapter are

classical, and the study of Lax pairs has evolved very much from this stage. But even

only these very simple considerations show that they are an interesting and powerful

tool in integrable systems.

2.2 General Results

In this section we wish to introduce some of the basics of the theory of finite-

dimensional integrable systems. We will follow the excellent presentation of Deift [9].

For more details see also [5].

We begin by introducing the notion of a Hamiltonian system.

Definition 2.1. Let M be a (2n)-dimensional manifold. Assume that there exists a

2-form ω on M which is

• nondegenerate: ω(u, v) = 0 for all v ∈ TmM impliesu = 0;
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• closed: dω = 0.

In this case, the pair (M, ω) is called a symplectic manifold, and ω a symplectic form.

The simplest example of a symplectic manifold is M = R2n with the standard

2-form

ω =
n∑

j=1

dxj ∧ dyj .

On a symplectic manifold (M,ω), we consider Hamiltonians, that is, smooth,

real-valued functions H : M → R. Fix m ∈ M. Then

dHm : TmM → R

is a linear functional. Since ω is nondegenerate, there exists a unique vector XH(m) ∈
TmM so that

dHm(v) = ω(XH(m), v), v ∈ TmM.

So every Hamiltonian H gives rise to a so-called Hamiltonian vector field XH on M.

Example 2.2. In the case (R2n, ω =
∑n

j=1 dxj ∧ dyj), let

v =
n∑

j=1

(
aj

∂

∂xj

+ bj
∂

∂yj

)
≡


a

b




and

v′ =
n∑

j=1

(
a′j

∂

∂xj

+ b′j
∂

∂yj

)
≡


a′

b′




be tangent vectors. Then

ω(v′, v) =





a′

b′


 , J


a

b









14

where (·, ·) is the usual inner product in R2n and

J =


 0 I

−I 0


 .

If

H : R2n → R

is a Hamiltonian, then

dH(v) =
n∑

j=1

(
∂H

∂xj

aj +
∂H

∂yj

bj

)

=





Hx

Hy


 ,


a

b







=


XH , J


a

b





 ,

with

XH = J t


Hx

Hy


 =


 Hy

−Hx


 .

An evolution equation is called Hamiltonian if it is given by a Hamiltonian vector

field:

ṁ = XH(m).

Note that in (R2n, ω =
∑n

j=1 dxj ∧ dyj) this just recovers the classical notion of a

Hamiltonian system:

ẋ =
∂H

∂y

ẏ = −∂H

∂x

Definition 2.3. In the general case, let H and K be two Hamiltonians. We define
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the Poisson bracket of H and K as

{H,K} = ω(XH , XK).

Then note that a Hamiltonian equation can be rewritten as

K̇ = XH(K) = dK(XH) = {K,H},

where K̇ is the derivative of K in the direction of XH . Henceforth, we will express

Hamiltonian equations as

K̇ = {K, H}.

Let H, K, and L be three Hamiltonians on (M,ω). Then

dω(XH , XK , XL)

is proportional to

{{H,K}, L}+ {{K, L}, H}+ {{L,H}, K}.

So while nondegeneracy of ω allows us to correctly define Hamiltonian vector fields,

closedness of ω implies that the corresponding Poisson bracket obeys the Jacobi iden-

tity,

{{H, K}, L}+ {{K,L}, H}+ {{L,H}, K} = 0. (2.2.1)
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In particular, (2.2.1) implies

[XH , XK ](L) = XH(XK(L))−XK(XH(L))

= XH({L, K})−XK({L,H})
= {{L,K}, H} − {{L, H}, K}
= −{{K,L}, H} − {{L,H}, K}
= {{H, K}, L}
= X{K,H}(L).

So we can conclude that the commutator of two Hamiltonian vector fields is also a

Hamiltonian vector field,

[XH , XK ] = X{K,H}.

Moreover, two Hamiltonian vector fields commute if and only if the associated Hamil-

tonians Poisson commute.

The most interesting feature of Hamiltonian systems is that their flows can be

linearized using relatively few conserved quantities.

Indeed, let

ẋ = {x,H} (2.2.2)

be a Hamiltonian system on (M, ω), with the dimension of M equal to 2n.

Definition 2.4. A function

φ : M → R

that remains unchanged under the flow generated by H is called an integral of motion

(or conserved quantity).

Note that such a function obeys

φ̇ = 0 ⇐⇒ {φ,H} = 0.

Let D ⊂ M be a domain that is invariant under the flow generated by H for all
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time.

Definition 2.5. We say that the system (2.2.2) is completely integrable on D if

there exist n integrals of motion H1 = H, H2, . . . , Hn that are independent (meaning

that their derivatives dH1, . . . , dHn are independent at each point in D), and Poisson

commute:

{Hj, Hk} = 0 for all 1 ≤ j, k ≤ n.

Then the following result describes the motion of the system:

Theorem 2.6 (Liouville-Arnold-Jost). Assume that H is completely integrable on

a domain D with integrals H1 = H, H2, . . . , Hn and suppose that

N =
n⋂

j=1

H−1
j (0)

is compact and connected. Then

(a) N is an imbedded n-dimensional torus Tn.

(b) There exists an open neighborhood U ⊂ M of N which can be coordinatized as

follows: If (φ1, . . . , φn) are coordinates on the torus Tn and (x1, . . . , xn) ∈ D1,

where D1 ⊂ Rn is a domain which contains the origin, then there exists a

diffeomorphism

ψ : D1 × Tn → U

so that

(H ◦ ψ)(x1, . . . , xn, φ1, . . . , φn) = h(x1, . . . , xn)

for some function h, and ψ is symplectic, that is,

ψ∗ω =
n∑

j=1

dxj ∧ dyj.

Sketch of proof. The idea is to immerse R2n into M2n using the flows generated by

the commuting Hamiltonians. Indeed, let ψ
tj
j (m) = ψj(tj,m) be the flow induced on
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M2n by Hj, with ψj(0,m) = m. Then, fixing m0 ∈ N , the map

t = (t1, . . . , tn) 7→ Γ(t) = ψt1
1 ◦ · · · ◦ ψtn

n (m0)

takes Rn into the level set

N = {m ∈ M : Hj(m) = Hj(m0), j = 1, . . . , n}.

This is because
d

dtj
Hi(ψ

tj
j (m)) = {Hi, Hj}(ψtj

j (m)) = 0.

One can then prove that Γ is onto N , and that

Λ = {t ∈ Rn : Γ(t) = m0}

is a lattice in Rn. On the other hand, Rn/Λ is mapped diffeomorphically onto N .

Since N is compact by assumption, it follows that Λ must have n generators, and so

Rn/Λ, and consequently also N , is an n-torus.

The question now becomes how can one find a large enough number of conserved

quantities for a given system. A possible answer was given by Peter Lax [22], and it

consists of the realization that if one can recast the system in the form of a Lax pair,

then the evolution is isospectral, and so the spectrum of the Lax operator provides

invariant quantities.

Let us be more specific. A Lax pair is an evolution equation for a (traditionally)

self-adjoint operator L which has the specific form

L̇ = [P,L],

where both P and L are time-dependent, and P is anti-symmetric. Its main advantage

consists of the fact that such an evolution is isospectral.
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Indeed, let Q(t) be the solution of

dQ

dt
= −QP, Q(t = 0) = I.

Then note that, by anti-symmetry of P, we also have

dQ∗

dt
= (−QP )∗ = PQ∗.

Hence,
d

dt
(QQ∗) = −(QP )Q∗ + Q(PQ∗) = 0

and, similarly,
d

dt
(Q∗Q) = 0.

We can then conclude that Q is unitary.

Moreover, note that

d

dt
(Q∗L(0)Q) = (PQ∗)L(0)Q−Q∗L(0)(QP ) = [P, Q∗L(0)Q]

and

(Q∗L(0)Q)(t = 0) = L(0).

Thus we get

Q∗(t)L(0)Q(t) = L(t),

and so L(t) is unitarily equivalent to L(0). In particular, if λ is an eigenvalue of

L(0), then it is also an eigenvalue of L(t). In other words, the eigenvalues of the Lax

operator L represent integrals of motion.

We are more interested here in the situation when L is unitary, rather than self-

adjoint. The above proof works without change as long as P is anti-Hermitian. In

particular, we see that a unitary operator evolving according to a Lax pair remains

unitary at all time and the evolution is isospectral.

One can prove directly, by methods very similar to those above, preservation of
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unitarity. Assume

L̇ = [P,L],

with L(0) unitary, and P (t)∗ = −P (t) for any t. Then it is also true that

d

dt
L∗ = [P, L∗]

and so
d

dt
(LL∗) = [P,LL∗],

d

dt
(L∗L) = [P,L∗L]

with (LL∗)(0) = (L∗L)(0) = I. By uniqueness of the solution we see

LL∗ = L∗L = I

for all time t.

One can prove conservation of eigenvalues directly, without investigating the evo-

lution of the eigenvectors (as the method presented before actually does). Indeed,

assume that L is a unitary matrix obeying a Lax equation, and let λ ∈ S1 be an

eigenvalue of L and φ the corresponding unit eigenvector. Then

λ = (Lφ, φ)

and hence,

λ̇ = (L̇φ, φ) + (Lφ̇, φ) + (Lφ, φ̇).

Note that

(Lφ̇, φ) + (Lφ, φ̇) = (φ̇, L∗φ) + (Lφ, φ̇)

= (φ̇, λ̄φ) + (λφ, φ̇)

= λ[(φ̇, φ) + (φ, φ̇)]

= λ ˙(φ, φ)

= 0,
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as (φ, φ) ≡ 1. Here we also used the fact that L is unitary for all time, and so

L∗φ = λ̄φ always holds.

So,

λ̇ = (L̇φ, φ) = ([L, P ]φ, φ)

= (Pφ, L∗φ)− (PLφ, φ)

= (Pφ, λ̄φ)− (λPφ, φ) = 0,

as claimed.

Both situations presented above are interesting. The Toda lattice, which we

present in the next section, can be rewritten in terms of (real-)symmetric Lax matri-

ces, as we will explain. The main result of this thesis consists of finding unitary Lax

matrices for another classical integrable system, defocusing Ablowitz-Ladik.

2.3 The Toda Equation

Consider the classical mechanics problem of a 1-dimensional chain of particles with

nearest neighbor interactions. Assume that the system is uniform (contains no im-

purities) and that the mass of each particle is 1. Then the equation that governs the

evolution is
d2yn

dt2
= V ′(yn+1 − yn)− V ′(yn − yn−1), (2.3.1)

where yn denotes the displacement of the nth particle, and V is the interaction po-

tential between neighboring particles.

If V ′(r) is proportional to r, then the interaction is linear, and the solutions are

given by linear superpositions of the normal modes

y(l)
n = Cn sin

( πl

N + 1

)
cos

(
ωlt + δl

)
.

In this case there is no transfer of energy between the modes.

The general belief in the early 1950s was that if a nonlinearity is introduced, then
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energy would flow between the different modes, eventually leading to a stable state of

statistical equilibrium. Fermi, Pasta, and Ulam [12] set out to numerically investigate

this phenomenon through a computer experiment performed at Los Alamos in 1955.

What they found instead was quasiperiodic motion of the system. This phenomenon

was explained by the connection to solitons, and by the discovery by Morikazu Toda

[33] of what is now called the Toda lattice.

Before proceeding to describe this particular system, let us note that the equation

(2.3.1) can be recast as a Hamiltonian system: Set

H : R2n → R,

H(p, q) =
n∑

j=1

(
p2

j

2
+ V (qk+1 − qk)

)
.

Then the Hamiltonian system generated by H in (R2n, ω =
∑n

j=1 dxj ∧ dyj) is





ṗj = ∂H
∂qj

= V ′(qj − qj−1)− V ′(qj+1 − qj)

q̇j = − ∂H
∂pj

= −pj.

This is equivalent to (2.3.1) if we set

yk = qk.

The Toda lattice is given by setting

V (r) = e−r + r − 1.

It was introduced in 1972 by Toda, and its main interest at the time was that it had

solitons.

Complete integrability of the system was proved by Flaschka in 1974 by introduc-

ing a change of variables that allowed him to set the system in Lax pair form.
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Flaschka’s change of variables is given by





ak = 1
2
e−

qk+1−qk
2

bk = −1
2
pk .

(2.3.2)

The new variables obey the evolution equations

ḃk = −1
2
ṗk = 1

2

[
e−(qk−qk−1) − e−(qk+1−qk)

]
= 2(a2

k−1 − a2
k), (2.3.3)

with a0 = an = 0, and

ȧk = 1
4
e−

qk+1−qk
2 [−q̇k+1 + q̇k] = ak(bk − bk+1). (2.3.4)

One can also rewrite the Poisson bracket from the p, q variables

{pj, pk} = 0 {qj, qk} = 0 {pj, qk} = δj,k

into the new variables:

{bk, ak} = −1
4
ak,

{bk, ak−1} = 1
4
ak−1

for all k = 1, . . . , n, and all the other brackets are zero.

Now set J to be the Jacobi matrix with these a and b, that is,

J =




b1 a1

a1 b2 a2

a2 b3
. . .

. . . . . .




.

Flaschka’s main observation was that the system of equations (2.3.3) and (2.3.4)

is equivalent to the Lax pair

J̇ = [J, P ]
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with

P = J+ − J− =




0 a1

−a1 0 a2

−a2 0
. . .

. . . . . .




.

One can also use the Lax pairs to prove that if λ and µ are two distinct eigenvalues

of J , then

{λ, µ} = 0. (2.3.5)

This proof can be found in [13], for example, but may have been known before that.

First note that (2.3.2) implies

{bk, ak} = −1
4
ak,

{bk, ak−1} = 1
4
ak−1

for all k = 1, . . . , n, and all the other brackets are zero. (Bear in mind that we

imposed the conditions a0 = an = 0.)

Then, if φ is a unit eigenvector of J with eigenvalue λ, we get

λ = (Lφ, φ).

Differentiating with respect to bk, we have

∂λ

∂bk

=

(
∂J

∂bk

φ, φ

)
+

(
J

∂φ

∂bk

, φ

)
+

(
Jφ,

∂φ

∂bk

)

=

(
∂J

∂bk

φ, φ

)
+ 2λ

∂

∂bk

(φ, φ)

=

(
∂J

∂bk

φ, φ

)

= φ2
k

for any 1 ≤ k ≤ n, as bk appears exactly once in J , in the position (k, k). Similarly,



25

we get that
∂λ

∂aj

= 2φjφj+1

for any 1 ≤ j ≤ n− 1.

Now let µ be another eigenvalue of J , and ψ the associated unit eigenvector. Then

we have

{λ, µ} =
n−1∑

k=1

{bk, ak}
[ ∂λ

∂bk

· ∂µ

∂ak

− ∂λ

∂ak

· ∂µ

∂bk

]

+
n∑

k=2

{bk, ak−1}
[ ∂λ

∂bk

· ∂µ

∂ak−1

− ∂λ

∂ak−1

· ∂µ

∂bk

]

= 1
2

n∑

k=1

ak−1

[
φ2

kψk−1ψk − ψ2
kφk−1φk

]

− 1
2

n∑

k=1

ak

[
φ2

kψkψk+1 − ψ2
kφkφk+1

]

= 1
2

n∑

k=1

φkψk

[
Rk + Rk+1

]
,

where

Rk = ak

(
φk+1ψk − φkψk+1

)
.

Recall

Jφ = λφ.

This is the same as

akφk+1 + bkφk + akφk−1 = λφk.

If we multiply this by ψk and then subtract the expression in which we interchange

the roles of φ and ψ, we obtain

ak

(
φk+1ψk − ψk+1φk

)
+ ak−1

(
φk−1ψk − ψk−1φk

)
= (λ− µ)φkψk,

or, in terms of R,

φkψk =
1

λ− µ
(Rk −Rk−1).
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In other words, if we plug this into our expression for the Poisson bracket of the

eigenvalues, we see that

{λ, µ} =
1

2(λ− µ)

n∑

k=1

(
R2

k −R2
k−1

)
=

1

2(λ− µ)

(
R2

n −R2
0

)
= 0

as R0 = Rn = 0.

While this is a relatively easy proof, it relies heavily on the particular structure

of the Jacobi matrix J , without explaining in any way why the computations mirac-

ulously turn out to give the right answer.

A step in the direction of this explanation is the following: If we rewrite the

standard Poisson bracket from the p and q variables into the a and b variables, we

will see that, in fact,

{J,H2} = J̇ = [J, P ],

where

H2 = 1
2
Tr(J2).

Now define

Hn = 1
n
Tr(Jn)

for all n ≥ 1. Then van Moerbeke proved in [36] that

{J,Hn+1} = [J, (Jn)+ − (Jn)−].

(In fact, he considers the periodic Toda lattice, but his result implies the one claimed

here by taking one of the a’s to 0.) This implies, by the general theory, that the

eigenvalues of J are conserved by all of these flows. Putting it differently,

{λ,Hn} = 0

for any eigenvalue λ and any n ≥ 2. But since the Hn’s are essentially traces of

powers of J , it follows that this is another (more complicated) proof for (2.3.5); we
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also get

{Hn, Hm} = 0

for any n, m.

Remark 2.7. That the Hn’s are the correct Hamiltonians to consider, and the role that

the special structure of J plays, is explained by the underlying Lie algebra and by the

identification of the Poisson bracket defined here with the so-called Kostant-Kirilov

bracket. As it turns out, a similar statement is true in the Ablowitz-Ladik case,

where the Poisson bracket is the Gelfand-Dikij bracket on an appropriately chosen

Lie algebra. This is part of work in progress jointly with Rowan Killip [21].
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Chapter 3

Orthogonal Polynomials

3.1 Orthogonal Polynomials on the Real Line

In the presentation of the Toda lattice in Section 2.3 we claimed that there exists

a close connection between Jacobi matrices and orthogonal polynomials on the real

line. In this section we will present some of the very basic results of this theory.

Let ν denote a nontrivial (i.e., with infinite support) measure on R so that

∫

R
|x|n dν(x) < ∞

for all n ≥ 0. Since ν is nontrivial, the monomials

1, x, x2, . . . , xn, . . .

are linearly independent in L2(R, dν). So we can define monic orthogonal polynomials

{Pn}n≥0 and orthonormal polynomials {pn}n≥0 using the Gram-Schmidt procedure.

We get for n, m ≥ 0 that

(Pn, Pm) = γ−2
n δnm, (pn, pm) = δnm,

where

Pn(x) = xn + lower order, pn(x) = γnxn + lower order,
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γn > 0 and (·, ·) denotes the usual inner product in L2(R, dν),

(f, g) =

∫

R
f(x)g(x) dν(x).

Note that

(xf, g) =

∫

R
xf(x)g(x) dν(x) = (f, xg).

This simple observation allows one to prove the recurrence relations for orthogonal

polynomials on the real line. Indeed, for n ≥ 0, xPn(x) is a monic polynomial of

degree n + 1. Therefore,

xPn(x)− Pn+1(x)

is a polynomial of degree at most n. Moreover, for j ≤ n− 2,

(xPn, Pj) = (Pn, xPj) = 0 = (Pn+1, Pj)

since n > j + 1 = deg(xPj). Also,

(xPn, Pn−1) = (Pn, xPn−1) = (Pn, x
n) = ‖Pn‖2 > 0.

So there exist numbers ak > 0 and bk ∈ R, k ≥ 1, so that

xPn(x) = Pn+1(x) + bn+1Pn(x) + a2
nPn−1(x)

for all n ≥ 0, with a0 = 0 and

an =
‖Pn‖
‖Pn−1‖

for n ≥ 1.

This implies

γ−1
n = ‖Pn‖ =

n∏
j=1

aj .

Therefore,

pn(x) =
1

a1 · . . . · an

Pn(x)
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and the orthonormal polynomials obey the recurrence relation

xpn(x) = an+1pn+1(x) + bn+1pn(x) + anpn−1(x). (3.1.1)

In other words, the operator of multiplication by x in L2(dν) can be represented

in the basis of orthonormal polynomials by the Jacobi matrix

Jν =




b1 a1

a1 b2 a2

a2 b3
. . .

. . . . . .




.

Favard’s theorem says that, given any Jacobi matrix J , there exists a measure ν

on the real line for which

J = Jν .

In general, ν is not unique. (Contrast this with Verblunsky’s Theorem 3.5 on the unit

circle.)

3.2 Orthogonal Polynomials on the Unit Circle

In this section we present some of the basic notions and results related to the theory

of orthogonal polynomials on the unit circle. The reader interested in more details

can check Szegő’s classic book [31]. In our presentation, we follow the two-volume

treatise by Simon [28, 29]. For a shorter presentation of the subject, see [30].

Consider a probability measure µ on S1 = {z ∈ C | |z| = 1}. If µ is supported

at infinitely many points, then the monomials {zn}n≥0 are independent in L2(dµ)

and one can apply the Gram-Schmidt procedure to produce the monic orthogonal

polynomials {Φn}n≥0 and the orthonormal polynomials

φn(z) =
Φn(z)

‖Φn‖L2(dµ)

.
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For each n ≥ 0, we define the operator Rn on L2(dµ) by

(Rnf)(z) = znf(z) = znf (1/z̄).

The second equality holds since z = 1/z̄ on S1. Note that Rn is anti-unitary; moreover

R2
n = I, and if f is a polynomials of degree at most n, then so is Rnf .

For orthogonal polynomials Φn and φn, we shall use the standard (but somewhat

ambiguous) notation

Φ∗
n = RnΦn, φ∗n = Rnφn.

Recall that Φn is, up to multiplication by a constant, the unique polynomial of

degree at most n orthogonal to 1, z, . . . , zn−1. Since Rn is anti-unitary and

Rnz
j = zn−j,

we obtain that Φ∗
n is, again up to multiplicative constants, the unique polynomial of

degree less than or equal to n that is orthogonal to z, z2, . . . , zn.

Further note that Φ∗
n(0) = 1 (since Φn is monic), and

‖Φn‖2 = ‖RnΦn‖2 = ‖Φ∗
n‖2 =

∫
Φ∗

n(eiθ) dµ(eiθ), (3.2.1)

where all norms are taken in L2(dµ).

Theorem 3.1 (Szegö Recursion). For any nontrivial measure µ on S1, there exists

a sequence of complex numbers {αn}n≥0 ⊂ D so that the monic orthogonal polynomials

obey the Szegö recursion formulae

Φk+1(z) = zΦk(z)− ᾱkΦ
∗
k(z), (3.2.2)

Φ∗
k+1(z) = Φ∗

k(z)− αkzΦk(z). (3.2.3)

Moreover,

‖Φn+1‖2
L2(dµ) =

n∏
j=0

(1− |αj|2). (3.2.4)
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Proof. Since Φj is a monic polynomial of degree j, we obtain that

Φn+1(z)− zΦn(z)

is a polynomial of degree at most n. Furthermore, for 1 ≤ j ≤ n, we have

(zΦn, z
j) = (Φn, z̄zj) = (Φn, zj−1) = 0 = (Φn+1, z

j).

By the previous discussion, we see that Φn+1(z)−zΦn(z) must be a constant multiple

of Φ∗
n(z),

Φn+1(z)− zΦn(z) = −ᾱnΦ∗
n(z)

for some αn ∈ C. This is (3.2.2); equation (3.2.3) follows by applying Rn+1.

Rewrite (3.2.2) as

zΦn(z) = Φn+1(z) + ᾱnΦ∗
n(z)

and take norms. As deg(Φ∗
n) ≤ n, we will have that Φn+1 is orthogonal to Φ∗

n, and

hence,

‖Φn‖2 = ‖zΦn‖2 = ‖Φn+1‖2 + |αn|2‖Φ∗
n‖2.

But we know that ‖Φ∗
n‖2 = ‖Φn‖2, and hence,

‖Φn+1‖2 = (1− |αn|2)‖Φn‖2. (3.2.5)

Since Φj 6= 0 in L2(dµ) for all j ≥ 0, we obtain

1− |αn|2 > 0 ⇐⇒ αn ∈ D, for all n ≥ 0,

and, by iterating (3.2.5), we recover (3.2.4):

‖Φn+1‖2 =
n∏

j=0

(1− |αj|2).
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Remark 3.2. Following Simon [28, 29], we call the αn’s Verblunsky coefficients. The

choice of using −ᾱn in (3.2.2) was made so that the α’s also represent the coefficients

in the Schur algorithm for the Schur function associated to the measure µ. For more

details, see [28].

Recall

φn(z) =
Φn(z)

‖Φn‖ =
( n−1∏

j=0

ρj

)−1

Φn(z),

where

ρj =
√

1− |αj|2.

Hence,

φn+1(z) =
( n∏

j=0

ρj

)−1

Φn+1(z)

=
1

ρn

[
z
( n−1∏

j=0

ρj

)−1

Φn(z)− ᾱn

( n−1∏
j=0

ρj

)−1

Φ∗
n(z)

]

=
1

ρn

[
zφn(z)− ᾱnφ∗n(z)

]
.

Here we used the fact that ρj ∈ R for all j ≥ 0, and so

Rn

(( n−1∏
j=0

ρj

)−1

Φn

)
=

( n−1∏
j=0

ρj

)−1

RnΦn.

So the orthonormal polynomials obey the recurrence relations

φn+1(z) =
1

ρn

[
zφn(z)− ᾱnφ

∗
n(z)

]
(3.2.6)

and

φ∗n+1(z) =
1

ρn

[
φ∗n(z)− αnzφn(z)

]
. (3.2.7)
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These recursion relations for the orthonormal polynomials can be summarized as


φn(z)

φ∗n(z)


 = A(αn−1, z)


φn−1(z)

φ∗n−1(z)


 ,

where

A(αk, z) =
1

ρk


 z −ᾱk

−αkz 1


 .

We define the transfer matrix

Tn(z) = A(αn−1, z) . . . A(α0, z) (3.2.8)

for all n ≥ 1; hence, 
φn(z)

φ∗n(z)


 = Tn(z)


1

1


 .

Lemma 3.3. For each n ≥ 0, there exist polynomials An and Bn of degree n, called

Wall polynomials, so that

Tn(z) =
( n−1∏

j=0

ρj

)−1


 zB∗

n−1(z) −A∗
n−1(z)

−zAn−1(z) Bn−1(z)


 . (3.2.9)

Moreover, these polynomials obey the recurrence relations

An+1(z) = An(z) + αn+1zB
∗
n(z) (3.2.10)

Bn+1(z) = Bn(z) + αn+1zA
∗
n(z) (3.2.11)

with A0(z) = α0 and B0(z) = 1.

Proof. We proceed by induction.

For n = 0,

T1(z) =
1

ρ0


 z −ᾱ0

−α0z 1




and hence (3.2.9) holds with A0(z) = α0 and B0(z) = 1.
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Assume that (3.2.9) holds for some n ≥ 0. Then

Tn+2(z) = A(αn+1, z)Tn+1(z)

=
1

ρn+1


 z −ᾱn+1

−αn+1z 1


 · 1∏n

j=0 ρj


 zB∗

n(z) −A∗
n(z)

−zAn(z) Bn(z)




=
( n+1∏

j=0

ρj

)−1


 z(zB∗

n(z) + ᾱn+1An(z)) −(zA∗
n(z) + ᾱn+1Bn(z))

−z(αn+1zB
∗
n(z) + An(z)) αn+1zA

∗
n(z) + Bn(z)


 .

Denote

Bn+1(z) = Bn(z) + αn+1zA
∗
n(z)

and

An+1(z) = An(z) + αn+1zB
∗
n(z).

Then

B∗
n+1(z) = Rn+1Bn+1(z)

= Rn+1Bn(z) + ᾱn+1Rn+1(zA
∗
n(z))

= zRnBn(z) + ᾱn+1RnA
∗
n(z)

= zB∗
n(z) + ᾱn+1An(z)

and similarly,

A∗
n+1(z) = zA∗

n(z) + ᾱn+1Bn(z).

This proves (3.2.9), (3.2.10), and (3.2.11) for n + 1.

Further note that

A∗
n+1(z) = zA∗

n(z) + ᾱn+1Bn(z)

B∗
n+1(z) = zB∗

n(z) + ᾱn+1An(z).

Since B∗
0(z) = 1 and A∗

0(z) = ᾱ0 have degree 0, these recurrence relations also imply

that B∗
k and A∗

k are polynomials of degree exactly k, for all 0 ≤ k ≤ n + 1. This,

together with (3.2.10) and (3.2.11), implies that Ak and Bk are also polynomials of
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degree (exactly equal to) k, as claimed.

Remark 3.4. The Wall polynomials and the recurrence relations that they obey will

play a vital role in Chapter 4 in proving complete integrability for the Ablowitz-Ladik

system.

Finally, we give without proof the theorem that is the analogue on the unit circle

of Favard’s theorem from the real line:

Theorem 3.5 (Verblunsky). There exists a one-to-one correspondence between

nontrivial probability measures on the unit circle and sequences of Verblunsky co-

efficients {αn}n≥0 ⊂ D.

3.3 The CMV Matrix

Consider the operator

f(z) 7→ zf(z)

in L2(dµ). We want to represent this operator as a matrix. In order to achieve this

we first need to choose an appropriate basis in L2(dµ).

A first, natural choice would be the set of orthonormal polynomials, {φn}n≥0.

But there are several reasons why this does not represent the best choice. On the

one hand, the orthonormal polynomials form a basis in L2(dµ) if and only if the

Verblunsky coefficients are not square-summable:
∑∞

j=0 |αj|2 = ∞ (for a proof of this

statement see [28]).

On the other hand, even in the case when {φj} is a basis in L2(dµ), the matrix

that we obtain is a Hessenberg matrix:

Gkl = (φk, zφl) =





−ᾱlαk−1

∏l−1
j=k ρj, 0 ≤ k ≤ l,

ρl, k = l + 1,

0, k ≥ l + 2.
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Generically, all the entries above the main diagonal and the first subdiagonal are

nonzero, and they depend on an unbounded number of Verblunsky coefficients. Con-

sequently, this matrix representation, known as the GGT matrix, is somewhat difficult

to manipulate.

A more useful orthonormal basis was recently discovered by Cantero, Moral, and

Velázquez [7]. Indeed, they define two such bases: Applying the Gram-Schmidt

procedure to

1, z, z−1, z2, z−2, . . .

in L2(dµ) produces the orthonormal basis {χn}n≥0. Similarly, we obtain a second

orthonormal basis {xn}n≥0 from

1, z−1, z, z−2, z2, . . . .

Denote

χ(0)
n (z) =





z−k, n = 2k,

zk+1, n = 2k + 1,

and P (n) the orthonormal projection in L2(dµ) onto

H(n) =




H(−k,k), n = 2k,

H(−k,k+1), n = 2k + 1,

where H(k,l) is the subspace of Laurent polynomials spanned by zk, zk+1, . . . , zl. Then

note that

χn =
(1− P (n))χ

(0)
n

‖(1− P (n))χ
(0)
n ‖

.

Proposition 3.6. We have

χn(z) =





z−k+1φ2k−1(z), n = 2k − 1,

z−kφ∗2k(z), n = 2k,

(3.3.1)



38

and

xn(z) =





z−kφ∗2k−1(z), n = 2k − 1,

z−kφ2k(z), n = 2k.

(3.3.2)

In particular,

xn(z) = χn (1/z̄). (3.3.3)

Proof. Note that

φ2n−1(z) =
(1− P(0,2n−2))z

2n−1

‖(1− P(0,2n−2))z2n−1‖ ,

where P(k,l) is the orthogonal projection in L2(dµ) onto H(k,l). Also note that

zlP(k,m)z
−l = P(k+l,m+l).

Given these two facts, we obtain

z−k+1φ2k−1 =

[
z−k+1(1− P(0,2k−2))z

k−1
]
zk

‖[z−k+1(1− P(0,2k−2))zk−1
]
zk‖

=
(1− P(−k+1,k−1))z

k

‖(1− P(−k+1,k−1))zk‖

=
(1− P (2k−2))χ

(0)
2k−1

‖(1− P (2k−2))χ
(0)
2k−1‖

= χ2k−1,

which proves half of (3.3.1). The other part of (3.3.1), as well as (3.3.2), can be

proved by similar calculations.

Finally, (3.3.3) follows immediately from (3.3.1) and (3.3.2):

χ2k−1 (1/z̄) = z̄−(−k+1)φ2k−1 (1/z̄)

= zk−1φ2k−1 (1/z̄)

= z−k · z2k−1φ2k−1 (1/z̄)

= z−kφ∗2k−1(z)

= x2k−1(z),
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and

χ2k (1/z̄) = z̄−(−k)φ∗2k (1/z̄)

= zkφ∗2k (1/z̄)

= z−k · z2kφ∗2k (1/z̄)

= z−kφ2k(z)

= x2k(z).

The CMV matrix representation is given by

Ck,l = (χk, zχl).

for all k, l ≥ 0.

Proposition 3.7. The CMV matrix is given by

C =




ᾱ0 ρ0ᾱ1 ρ0ρ1 0 0 . . .

ρ0 −α0ᾱ1 −α0ρ1 0 0 . . .

0 ρ1ᾱ2 −α1ᾱ2 ρ2ᾱ3 ρ2ρ3 . . .

0 ρ1ρ2 −α1ρ2 −α2ᾱ3 −α2ρ3 . . .

0 0 0 ρ3ᾱ4 −α3ᾱ4 . . .

. . . . . . . . . . . . . . . . . .




.

In other words, for any j ≥ 0 even, the (generically) nonzero entries on the jth

and (j + 1)st rows of C are given by:

Cj,j−1 = ρj−1ᾱj ,

Cj,j = −αj−1ᾱj ,

Cj,j+1 = ρjᾱj+1 ,

Cj,j+2 = ρjρj+1 ,
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for the jth row, and

Cj+1,j−1 = ρj−1ρj ,

Cj+1,j = −αj−1ρj ,

Cj+1,j+1 = −αjᾱj+1 ,

Cj+1,j+2 = −αjρj+1

for the (j + 1)st row.

Remark 3.8. Note that, in the previous statement, as well as everywhere from this

point on, we consider all the indices to be greater than or equal to 0, and we set

α−1 = −1. In order to better understand how this boundary condition influences the

form of C, see Section 3.4.

Proof. Since

Ck,l = (χk, zχl),

and the χ’s can be expressed in terms of the φ’s and φ∗’s as in (3.3.1), the statement

of this proposition reduces to computing certain inner products of polynomials.

For example, for j ≥ 0,

C2j,2j+2 = (χ2j, zχ2j+2) = (z−jφ∗2j, zz−j−1φ∗2j+2)

= (φ∗2j, φ
∗
2j+2) = (φ∗2j(0), φ∗2j+2)

=
( 2j−1∏

l=0

ρl

)−1( 2j+1∏

l=0

ρl

)−1

(1, Φ∗
2j+2)

=
1

ρ2jρ2j+1

( 2j−1∏

l=0

ρl

)−2

‖Φ2j+2‖2

=
1

ρ2jρ2j+1

( 2j−1∏

l=0

ρl

)−2( 2j+1∏

l=0

ρl

)2

= ρ2jρ2j+1.

Here we used the fact that φ∗k is orthogonal to z, . . . , zk, as well as relations (3.2.1)
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and (3.2.4).

All the other expressions for the entries of C are proved in very much the same

way, and using the recurrence relations (3.2.2) and (3.2.3), together with the identities

that we used above.

There is an alternate way of describing C, which is particularly illuminating. We

will present it here without proof, mainly since proving it just means running several

arguments similar to the ones in Proposition 3.7.

For i, j ≥ 0, define

Li,j = (χi(z), zxj(z)) and Mi,j = (xi(z), χj(z)).

Set

Θk =


ᾱk ρk

ρk −αk


 .

Then

L = diag
(
Θ0, Θ2, Θ4, . . .

)
and M = diag

(
[1], Θ1, Θ3, . . .

)
, (3.3.4)

and

C = LM.

Remark 3.9. Let us note here that throughout the thesis we index rows and columns

of matrices starting with 0: for example, Ljj = ᾱj for all j ≥ 0, j even. The (infinite)

CMV matrix C is the matrix that we use in Section 6.1 to define Lax pairs for the

flows generated by the Ablowitz-Ladik Hamiltonians on the coefficients αj, j ≥ 0.

3.4 Measures with Finite Support

Throughout Sections 3.2 and 3.3 we assumed that the measure µ we were starting

with had infinite support. Assume now that µ is a probability measure on S1 with
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finite support; more precisely, let

µ =
n∑

j=1

µjδzj

be supported at n points z1, . . . , zn ∈ S1, with

n∑
j=1

µj = 1.

Then the monomials 1, z, . . . , zn−1 form a basis in L2(dµ). To these we can apply

the Gram-Schmidt procedure, and define the monic orthogonal polynomials {Φj}n−1
j=0

and the orthonormal polynomials

φj =
Φj

‖Φj‖

for 0 ≤ j ≤ n− 1.

Furthermore, we can consider zn ∈ L2(dµ) and define

Φn(z) = zn −
n−1∑
j=0

(zn, φj)φj(z).

We obtain a monic polynomial of degree n, which is equal to zero in L2(dµ), since

zn ∈ span(1, z, . . . , zn−1) = L2(dµ). In particular, this means that Φn is the unique

monic polynomial of degree n with zeroes at the mass points z1, . . . , zn of µ.

The same reasoning as in the proof of Theorem 3.1 allows us to define α0, . . . , αn−1 ∈
C so that

Φj+1(z) = zΦj(z)− ᾱjΦ
∗
j(z)

for 0 ≤ j ≤ n− 1, and

‖Φj+1‖2 = (1− |αj|2)‖Φj‖2.
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Since Φ0, . . . , Φn−1 are nonzero in L2(dµ), we again obtain

α0, . . . , αn−2 ∈ D.

But Φn = 0 in L2(dµ), and hence,

1− |αn−1|2 =
‖Φn‖2

‖Φn−1‖2
= 0

or

αn−1 ∈ S1.

If, as in the infinite case, we represent the operator of multiplication by z in the

basis considered by Cantero, Moral, and Velázquez, we obtain a finite CMV matrix

Cf = LfMf .

Note that, since |αn−1| = 1,

Θn−1 =


ᾱn−1 0

0 −αn−1




decomposes as the direct sum of two 1 × 1 matrices. Hence, if we replace Θn−1 by

the 1 × 1 matrix that is its top left entry, ᾱn−1, and discard all Θm with m ≥ n, we

find that Lf and Mf are naturally n× n block-diagonal matrices. As in the infinite

case, the finite CMV matrix Cf allows us to recast the Ablowitz-Ladik hierarchy of

equations in Lax pair form.

3.5 Periodic Verblunsky Coefficients

The theory of periodic Verblunsky coefficients was first studied by Geronimus, and,

more recently, by Peherstorfer and collaborators, and Golinskii and collaborators (for

detailed references to their work, see [29]). Simon used the analogy with Hill’s equa-
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tion to fully develop the theory for periodic Verblunsky coefficients in [29, Chapter 11].

We are interested in sequences of Verblunsky coefficients {αj}j≥0 which are peri-

odic with period p:

αj+p = αj for all j ≥ 0.

These are completely described by their first p terms, so from now on, whenever we

talk about periodic Verblunsky coefficients, we will think of finite sets {αj}p−1
j=0 ∈ Dp.

Let us first observe that in this case, besides the usual CMV matrix C, one can

also define a so-called extended CMV matrix that we shall denote by E . If the α’s

are periodic with period p even, that is, they obey αj+p = αj for all j ≥ 0, then we

can define a two-sided infinite sequence of coefficients by periodicity. The extended

CMV matrix is

E = L̃M̃,

where

L̃ =
⊕
j even

Θj and M̃ =
⊕

j odd

Θj, (3.5.1)

with Θj defined on l2(Z) by

Θj =


ᾱj ρj

ρj −αj




on the span of δj and δj+1, and identically 0 otherwise. The extended CMV ma-

trix E will play an important role in determining the Lax pairs associated with the

Hamiltonian flows of the periodic Ablowitz-Ladik system.

Another very important notion defined in [29] is the discriminant ∆(z) naturally

associated to this periodic problem. It is given by

∆(z) = z−p/2Tr(Tp(z)),

where Tp(z) is the transfer matrix defined in (3.2.8). The form of ∆ that we will use

follows from (3.2.9):

∆(z) = z−p/2M−1[Bp−1(z) + zB∗
p−1(z)], (3.5.2)
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where

M =

p−1∏
j=0

ρj

is called the modulus. We note here that a related quantity, K0 = M2, will play a

very important role for the periodic Ablowitz-Ladik system.

It will be very important for our study to link the discriminant ∆ to the extended

CMV matrix. In order to achieve this, note first that E acts boundedly on the space

of bounded sequences l∞. Moreover, if S is the p-shift

(Su)m = um+p, for u ∈ l∞,

then, by periodicity of the α’s, we see that

SE = ES.

In particular, if β ∈ S1 and we consider

Xβ = {u ∈ l∞ |Su = βu},

then E takes Xβ to itself:

E(Xβ) ⊂ Xβ.

We can therefore define

E(β) = E ¹ Xβ.

Moreover, if for 0 ≤ j ≤ p− 1 we consider δj(β) ∈ Xβ given by

(δj(β))m = βl for m = lp + j

and 0 otherwise, then {δj(β)}p−1
j=0 is a basis in Xβ and we can represent E(β) in this

basis as

E(β) = LpMp(β),
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with

Lp =




Θ0

. . .

. . .

. . .

Θp−2




and

Mp(β) =




−αp−1 ρp−1β
−1

Θ1

. . .

Θp−3

ρp−1β ᾱp−1




.

Note that we will do something very similar in Section 5.1, where we will define

a restriction of E , but considering β = 1 and the period a multiple of p (for more

details, see the explanations preceding equation (5.1.4)).

The relation between the discriminant ∆ and the extended CMV matrix E is given

by the following relation:

det(z − E(β)) =
( p−1∏

j=0

ρj

)
zp/2

[
∆(z)− (β + β−1)−1

]
(3.5.3)

for all β ∈ S1. For a proof of this statement, see Section 11.2 of [29].

Moreover:

Proposition 3.10 (Simon). Let p (the period of the coefficients) be even. Let

{αj}p−1
j=0 and {γj}p−1

j=0 be two elements of Dp. Then, the following are equivalent:

1. ∆(z; {αj}) = ∆(z; {γj}).

2.
∏

j(1−|αj|2) =
∏

j(1−|γj|2), and the eigenvalues of E(β)({αj}p−1
j=0) and E(β)({γj}p−1

j=0)

coincide for one β ∈ ∂D.

3. The eigenvalues of E(β)({αj}p−1
j=0) and E(β)({γj}p−1

j=0) are equal for all β ∈ ∂D.
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4. spec(E({αj}p−1
j=0)) = spec(E({γj}p−1

j=0)).

When these conditions hold, we say that {αj}p−1
j=0 and {γj}p−1

j=0 are isospectral.

Next, we present two examples which represented a first step in establishing the

connection between OPUC and the AL system. For the full computations which

justify our claims, see Examples 11.1.4 and 11.1.5 in [29].

Example 3.11 (Geronimus). Let α ∈ D and define αj ≡ α for all j ≥ 0.

The isospectral manifold in this case is a circle

{α = (1− ρ2)1/2eiθ : θ ∈ [0, 2π]}

if |α| 6= 0, and a point (or a zero-dimensional torus), α = 0, if |α| = 0.

Example 3.12 (Akhiezer). Consider α2j = α and α2j+1 = α′, with α, α′ ∈ D and j ≥ 0,

to be periodic Verblunsky coefficients with period p = 2. Again, the discriminant is

easily computable and

∆(eiθ) =
2

ρρ′
[cos(θ) + Re(ᾱα′)]. (3.5.4)

Let θ± ∈ [0, π) solve cos(θ±) = −Re(ᾱα′)± ρρ′. Note that |Re(ᾱα′)|+ ρρ′ ≤ 1, and

hence, there are always solutions, with 0 ≤ θ+ < θ− ≤ π. Thus, |∆(eiθ)| ≤ 2 if and

only if ±θ ∈ [θ+, θ−]. We are interested in finding the set of pairs (α, α′) ∈ D2 which

lead to a given ∆ of the form (3.5.4). This can be done explicitly, and the conclusion

is:

• There are no open gaps for |α| = |α′| = 0, and so the isospectral manifold is a

point (0-dimensional torus).

• There is exactly one open gap when α = ±α′ 6= 0, which leads to the isospectral

manifold being a circle.

• There are two open gaps if and only if the isospectral manifold is a two-

dimensional torus.
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The two examples above suggest that Dp fibers into tori, generically of real dimension

p, half of the real dimension of Dp. This was proved by Simon in [29].

3.6 The Connection Between OPUC and OPRL

Let us now consider the case where the measure dµ is symmetric with respect to

complex conjugation, or what is equivalent, where all Verblunsky coefficients are real.

It is a famous observation of Szegő (see [31, §11.5]) that the polynomials orthogonal

with respect to this measure are intimately related to the polynomials orthogonal

with respect to the measure dν on [−2, 2] defined by

∫

S1

f(z + z−1) dµ(z) =

∫ 2

−2

f(x) dν(x). (3.6.1)

The recurrence coefficients for these systems of orthogonal polynomials are related

by Geronimus relations (see [17] and [18, Section 30]):

bk+1 = (1− α2k−1)α2k − (1 + α2k−1)α2k−2

ak+1 =
{
(1− α2k−1)(1− α2

2k)(1 + α2k+1)
}1/2

.
(3.6.2)

We will now present the short proof of these formulae given by Killip and Nenciu

in [20]. As an off-shoot of our method, we also recover relations to the recurrence

coefficients for (4 − x2) dν(x) and (2 ± x)dν. The former appears in the proposition

below, the latter in the remark that follows it. These formulae also appear in [6].

Proposition 3.13. Let αk be the system of real Verblunsky coefficients associated

to a symmetric measure dµ and let L and M denote the matrices of (3.3.4). Then

LM + ML is unitarily equivalent to the direct sum of two Jacobi matrices:

J =




b1 a1 0

a1 b2
. . .

0
. . . . . .


 J̃ =




b̃1 ã1 0

ã1 b̃2
. . .

0
. . . . . .



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where ak and bk are as in (3.6.2) and

b̃k+1 = (1− α2k+1)α2k − (1 + α2k+1)α2k+2

ãk+1 =
{
(1 + α2k+1)(1− α2

2k+2)(1− α2k+3)
}1/2

.

Moreover, the spectral measure for (J, e1) is precisely the dν of (3.6.1). The spectral

measure for (J̃ , e1) is 1
2(1−α2

0)(1−α1)
(4− x2) dν(x).

Proof. Let S denote the following unitary block matrix

S = diag([1], S1, S3, . . . ) where Sk =
1√
2


−

√
1− αk

√
1 + αk

√
1 + αk

√
1− αk


 ,

which is easily seen to diagonalize M. Indeed, S†MS = diag(+1,−1, +1,−1, . . . ).

We will denote this matrix by R.

The matrix LM +ML is unitarily equivalent to A = S†(LM +ML)S = S†LSR+

RS†LS, which we will show is the direct sum of two Jacobi matrices. We begin by

showing that even-odd and odd-even entries of A vanish, from which it follows that

A is the direct sum of its even-even and odd-odd submatrices.

Left multiplication by R changes the sign of the entries in each even-numbered

row, while right multiplication by R reverses the sign of each even-numbered column.

In this way, RB + BR has the stated direct sum structure for any matrix B and

hence, in particular, for B = S†LS.

It remains only to calculate the nonzero entries of A. As S and L are both tri-

diagonal, A must be hepta-diagonal and so the direct sum of tri-diagonal matrices.

Moreover, A is symmetric (because L is) so there are only four categories of entries

to calculate: the odd/even diagonals and the odd/even off-diagonals. We begin with
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the diagonals:

A2k+1,2k+1 =
[√

1 + α2k−1

√
1− α2k−1

]

−α2k−2 0

0 α2k






√

1 + α2k−1

√
1− α2k−1




= (1− α2k−1)α2k − (1 + α2k−1)α2k−2

A2k,2k = −
[
−√1− α2k−1

√
1 + α2k−1

]

−α2k−2 0

0 α2k





−

√
1− α2k−1

√
1 + α2k−1




= (1− α2k−1)α2k−2 − (1 + α2k−1)α2k.

Note that the factor of 2 resulting from A being the sum of two terms is cancelled by

the factors of 2−1/2 coming from S and S†. The calculation of the off-diagonal terms

proceeds in a similar fashion:

A2k+1,2k+3 =
[√

1 + α2k−1

√
1− α2k−1

]

 0 0

ρ2k 0






√

1 + α2k+1

√
1− α2k+1




=
√

(1− α2k−1)(1− α2
2k)(1 + α2k+1)

A2k,2k+2 = −
[
−√1− α2k−1

√
1 + α2k−1

]

 0 0

ρ2k 0





−

√
1− α2k+1

√
1 + α2k+1




=
√

(1 + α2k−1)(1− α2
2k)(1− α2k+1).

That dν is the spectral measure for (J, e1) is an immediate consequence of the

spectral theorem, LM + ML = LM + (LM)−1, and the fact that S leaves the vector

[1, 0, . . . , 0] invariant.

Tracing back through the definitions, we find that the spectral measure for (J̃ , e1)

is equal to that for the operator f(z) 7→ (z + z−1)f(z) in L2(dµ) and the vector

f(z) =
(

1+α1

2

) 1
2 χ2(z)− (

1−α1

2

) 1
2 χ1(z) =

(
1+α1

2

) 1
2 z−1φ∗2(z)− (

1−α1

2

) 1
2 φ1(z).

From the relations (3.2.2), (3.2.3), and (3.2.4), we find ρ1φ
∗
2(z) = φ∗1(z) − α1zφ1(z),
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ρ0φ1(z) = z − α0, and ρ0φ
∗
1(z) = 1− α0z. These simplify the formula considerably:

f(z) =
z−1 − z

ρ0

√
2(1− α1)

.

The expression for the spectral measure for (J̃ , e1) now follows from the simple cal-

culation |z−1 − z|2 = 4− (z + z−1)2.

Remark 3.14. In the above proof, we conjugated LM + ML by the unitary matrix

which diagonalizes M. One may instead use the matrix diag(S0, S2, . . . ), which diag-

onalizes L. This also conjugates LM + ML to the direct sum of two Jacobi matrices.

In this way, we learn that the recurrence coefficients for 1
2(1±α0)

(2±x)dν(x) are given

by

bk+1 = ±(1∓ α2k)α2k+1 ∓ (1± α2k)α2k−1

ak+1 =
{
(1∓ α2k)(1− α2

2k+1)(1± α2k+2)
}1/2

.
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Chapter 4

The Periodic Ablowitz-Ladik
System

4.1 Commutativity of Discriminants

We begin by defining the symplectic structure. We are considering the problem of

periodic Verblunsky coefficients with period p, so we are interested in a symplectic

form on Dp, which has real dimension 2p. Let α = (α0, . . . , αp−1) ∈ Dp, and let

uj = Re αj and vj = Im αj for all 0 ≤ j ≤ p− 1. Then we define our symplectic form

by

ω =
1

2

p−1∑
j=0

1

ρ2
j

duj ∧ dvj. (4.1.1)

As all of the subsequent computations will involve only the corresponding Poisson

bracket, let us note that, for f and g functions on Dp, we have

{f, g} =
1

2

p−1∑
j=0

ρ2
j

[
∂f

∂uj

∂g

∂vj

− ∂f

∂vj

∂g

∂uj

]
(4.1.2)

= i

p−1∑
j=0

ρ2
j

[
∂f

∂ᾱj

∂g

∂αj

− ∂f

∂αj

∂g

∂ᾱj

]
, (4.1.3)

where for z = u + iv ∈ D we use the standard notation

∂

∂z
=

1

2

(
∂

∂u
− i

∂

∂v

)
and

∂

∂z̄
=

1

2

(
∂

∂u
+ i

∂

∂v

)
.
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Lemma 4.1. The 2-form defined by (4.1.1) is a symplectic form. Equivalently, the

bracket (4.1.2) obeys the Jacobi identity and is nondegenerate.

Proof. The form ω is a sum of 2-forms, each of which acts only on one of the variables

αj for 0 ≤ j ≤ p− 1. But any 2-form is closed in R2, and hence ω is closed. It is also

nondegenerate, since the function ρ−2
j is positive on Dp for each j.

The first result is

Theorem 4.2 (Nenciu–Simon). With the above Poisson bracket, we have

{∆(z), ∆(w)} = 0 (4.1.4)

for any z, w ∈ C.

In particular, one has

Corollary 4.3. The Hamiltonian flows generated by ∆(z) for z ∈ ∂D and by
∏p−1

j=0 ρj

all commute with each other and leave ∆(w) invariant.

Theorem 4.2 is proved using the expression of ∆ in terms of Wall polynomials

and the recurrence relations that they obey. More precisely, note first that, under the

flow generated by

K0 =

p−1∏
j=0

ρ2
j ,

the α’s evolve according to

{αj, K0} = iK0αj

or

αj(t) = eiK0tαj(0).

This immediately shows that

{∆(z), K0} = 0.

Since we know from (3.5.2) that

∆(z) = z−p/2K
−1/2
0 [Bp−1(z) + zB∗

p−1(z)],
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we can conclude (4.1.4) once we prove that

{Bn(z), Bn(w)} = {zB∗
n(z), wB∗

n(w)} = 0 (4.1.5)

and

{Bn(z), wB∗
n(w)}+ {zB∗

n(z), Bn(w)} = 0. (4.1.6)

Remark 4.4. We will prove these statements by induction on n. Before we begin the

actual proofs, note that such a strategy makes sense: Let us be more precise in our

notation and use

{f, g}(m) = i

m∑
j=0

ρ2
j

[
∂f

∂ᾱj

∂g

∂αj

− ∂f

∂αj

∂g

∂ᾱj

]

for the Poisson bracket on Dm+1. It is a simple observation that if f and g depend

only on α0, . . . , αn and m ≥ n, then

{f, g}(m) = {f, g}(n).

In particular, as Bn(z) is a polynomial in α0, . . . , αn, we can use in (4.1.5) and (4.1.6)

any bracket that involves “enough” α’s.

Proposition 4.5. For n ≥ 0 and z, w ∈ C, define

Fn(z, w) = −i{A∗
n(z), Bn(w)} (4.1.7)

and

Qn(z, w) = zw · zn−1 − wn−1

z − w
.

Then the following statements hold for all n ≥ 0 and z, w ∈ C:

(αn) {Bn(z), Bn(w)} = 0

(βn) {A∗
n(z), A∗

n(w)} = 0

(γn,q) For q ≥ 1,

zqFn(z, w)− wqFn(w, z) = Qq(z, w)[A∗
n(z)Bn(w)− A∗

n(w)Bn(z)]
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Remark 4.6. Note that (αn) implies (4.1.5). Indeed, if f and g are two complex-valued

functions, then

{f, g} =
1

2

p−1∑
j=0

ρ2
j

[
∂f

∂uj

∂g

∂vj

− ∂f

∂vj

∂g

∂uj

]

= {f̄ , ḡ}.

In particular,

{zB∗
n(z), wB∗

n(w)} = zn+1wn+1
{

Bn(1
z̄
), Bn( 1

w̄
)
}

= zn+1wn+1{Bn(1
z̄
), Bn( 1

w̄
)}

= 0

by (αn) applied to 1
z̄

and 1
w̄
.

Proof. For n = 0, recall that B0(z) = 1 and A∗
0(z) = ᾱ0. Since B0 is constant (as a

function of the Verblunsky coefficients), statement (α0) is immediate. (β0) is merely

stating that {α0, α0} = 0, while (γ0,q) holds since F0(z, w) = 0 and neither A∗
0 nor B0

depend on z or w.

Assume that n ≥ 1 and the statements (αn−1)–(γn−1,q) are known. Recall that

the Wall polynomials obey recurrence relations (see (3.2.10) and (3.2.11)):

Bn(z) = Bn−1(z) + αnzA
∗
n−1(z)

and

A∗
n(z) = zA∗

n−1(z) + ᾱnBn−1(z).

We will prove (αn)–(γn,q) one by one, by plugging in these recurrence relations and

using the induction hypothesis.

(αn) : We use the recurrence relation for Bn, and in the expression for the Poisson
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bracket we separate the αn-derivatives from the other α0- through αn−1-derivatives:

{Bn(z), Bn(w)} ={Bn−1(z), Bn−1(w)}+ (αnz) · (αnw){A∗
n−1(z), A∗

n−1(w)}
+ αn

[
z{A∗

n−1(z), Bn−1(w)}+ w{Bn−1(z), A∗
n−1(w)}].

Here we use the fact that all the other terms in the expansion of the right-hand side

contain factors of the type {αn, Bn−1}, {αn, A
∗
n−1}, which are zero as both A∗

n−1 and

Bn−1 depend only on αk with k ≤ n−1, or {αn, αn}. Considering the right-hand side

now, observe that the first two terms are zero by (αn−1) and (βn−1), while the third

term equals

iαn

[
zFn−1(z, w)− wFn−1(w, z)

]
= 0

by (4.1.7) and (γn−1,1).

(βn) : We prove the statement in the same way as (αn). Indeed, from the recur-

rence we get

{A∗
n(z), A∗

n(w)} =zw{A∗
n−1(z), A∗

n−1(w)}+ ᾱ2
n{Bn−1(z), Bn−1(w)}

+ ᾱn

[
z{A∗

n−1(z), Bn−1(w)}+ w{Bn−1(z), A∗
n−1(w)}],

and we use (αn−1), (βn−1), and (γn−1,1) to conclude (βn).

Before proceeding to prove the last statement, we will deduce a recurrence formula

for Fn:

Fn(z, w) = ρ2
n

[
zFn−1(z, w) + wA∗

n−1(w)Bn−1(z)
]
. (4.1.8)

Indeed, note that

Fn(z, w) = −i{A∗
n(z), Bn(w)}

= −i{ᾱn, αn}wBn−1(z)A∗
n−1(w) + zFn−1(z, w) + w|αn|2Fn−1(w, z)

= ρ2
nwA∗

n−1(w)Bn−1(z) + ρ2
nzFn−1(z, w),

where we used the recurrence formulae for A∗
n and Bn, and induction hypotheses

(αn−1), (βn−1), and (γn−1,1).
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(γn,q) : Using the recurrence formula (4.1.8), we see that

ρ−2
n

[
zqFn(z, w)− wqFn(w, z)

]
=zq+1Fn−1(z, w)− wq+1Fn−1(w, z)

+ zqwA∗
n−1(w)Bn−1(z)− wqzA∗

n−1(z)Bn−1(w).

From the induction hypothesis (γn−1,q+1), we have

zq+1Fn−1(z, w)− wq+1Fn−1(w, z) = zw
zq − wq

z − w

[
A∗

n−1(z)Bn−1(w)− A∗
n−1(w)Bn−1(z)

]
.

Plugging this into the previous formula, we get

ρ−2
n

[
zqFn(z, w)− wqFn(w, z)

]
=A∗

n−1(z)Bn−1(w)

(
zw

zq − wq

z − w
− wqz

)

− A∗
n−1(w)Bn−1(z)

(
zw

zq − wq

z − w
− zqw

)
.

Note that

zw
zq − wq

z − w
− wqz = z2w

zq−1 − wq−1

z − w
= zQq(z, w)

and

zw
zq − wq

z − w
− zqw = w2z

zq−1 − wq−1

z − w
= wQq(z, w).

So we can conclude that

ρ−2
n

[
zqFn(z, w)− wqFn(w, z)

]
= Qq(z, w)

[
zA∗

n−1(z)Bn−1(w)− wA∗
n−1(w)Bn−1(z)

]
.

It remains to treat the right-hand side. Here we use the recurrence relations (3.2.10)

and (3.2.11) to get

A∗
n(z)Bn(w)− A∗

n(w)Bn(z) = ρ2
n

[
zA∗

n−1(z)Bn−1(w)− wA∗
n−1(w)Bn−1(z)

]
.

The last two equations imply the statement of (γn,q):

zqFn(z, w)− wqFn(w, z) = Qq(z, w)[A∗
n(z)Bn(w)− A∗

n(w)Bn(z)].
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We now turn our attention to proving (4.1.6). This is also achieved by induction,

but a more involved one. First, we introduce some extra notation:

Rn(z, w) = i{B∗
n(z), Bn(w)}

Sn(z, w) = i{An(z), A∗
n(w)}

Xn(z, w) = i{B∗
n(z), A∗

n(w)}
Yn(z, w) = i{An(z), Bn(w)}

and deduce recurrence relations for these quantities. For all n ≥ 1,

Rn(z, w) = i{B∗
n(z), Bn(w)}

= i{zB∗
n−1(z) + ᾱnAn−1(z), Bn−1(w) + αnwA∗

n−1(w)}

=zRn−1(z, w) + |αn|2wSn−1(z, w) + αnzwXn−1(z, w)

+ ᾱnYn−1(z, w)− ρ2
nwAn−1(z)A∗

n−1(w),

(4.1.9)

Sn(z, w) = i{An(z), A∗
n(w)}

= i{A∗
n−1(z) + αnzB

∗
n−1(z), wA∗

n−1(w) + ᾱnBn−1(w)}

=|αn|2zRn−1(z, w) + wSn−1(z, w) + αnzwXn−1(z, w)

+ ᾱnYn−1(z, w) + ρ2
nzB∗

n−1(z)Bn−1(w),

(4.1.10)

Xn(z, w) = i{B∗
n(z), A∗

n(w)}
= i{zB∗

n−1(z) + ᾱnAn−1(z), wA∗
n−1(w) + ᾱnBn−1(w)}

=ᾱnzRn−1(z, w) + ᾱnwSn−1(z, w)

+ zwXn−1(z, w) + ᾱ2
nYn−1(z, w),

(4.1.11)
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Yn(z, w) = i{An(z), Bn(w)}
= i{An−1(z) + αnzB

∗
n−1(z), Bn−1(w) + αnwA∗

n−1(w)}

=αnzRn−1(z, w) + αnwSn−1(z, w)

+ α2
nzwXn−1(z, w) + Yn−1(z, w).

(4.1.12)

We can now state our result:

Proposition 4.7. The following statements hold for all n ≥ 0, q ∈ Z, and z, w 6= 0

(rn,q) zqRn(z, w)− wqRn(w, z) = Qq(z, w)
[
An(z)A∗

n(w)− An(w)A∗
n(z)

]

(sn,q)
zqSn(z, w)− wqSn(w, z) = −[

zqAn(z)A∗
n(w)− wqAn(w)A∗

n(z)
]

+
zq − wq

z − w

[
zB∗

n(z)Bn(w)− wB∗
n(w)Bn(z)

]

(xn,q) zqXn(z, w)− wqXn(w, z) = Qq(z, w)
[
B∗

n(z)A∗
n(w)−B∗

n(w)A∗
n(z)

]

(yn,q) zqYn(z, w)− wqYn(w, z) = Qq(z, w)
[
An(z)Bn(w)− An(w)Bn(z)

]
.

Remark 4.8. As with the previous proposition, note that relation (4.1.6), which we

set out to prove, is exactly (rn,1). As the proof will show, all the other relations in

the statement of the proposition are necessary in order to prove (rn,1) by induction

on n.

Proof. First, we deal with n = 0: Recall that B0(z) = B∗
0(z) = 1, A0(z) = α0, and

A∗
0(z) = ᾱ0. Therefore, we immediately find

R0(z, w) = X0(z, w) = Y0(z, w) = 0 and S0(z, w) = ρ2
0.

The right-hand side of relations (r0,q), (x0,q), and (y0,q) is identically equal to zero, as

B0, B∗
0 , A0, and A∗

0 are all constant (as polynomials in z).
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It remains to consider (s0,q). It follows by a simple computation that

rhs(s0,q) = −[
zq|α0|2 − wq|α0|2

]
+

zq − wq

z − w

[
z · 1− w · 1]

= zqρ2
0 − wqρ2

0 = lhs(s0,q).

Now assume that all the induction statements hold for some n, n ≥ 0. We prove

them for n+1. We use the recurrence formulae (4.1.9), (4.1.10), (4.1.11), and (4.1.12)

throughout these computations without mentioning them.

We start with relation (rn+1,q). In this case we get, using the induction hypotheses,

lhs(rn+1,q) = zqRn+1(z, w)− wqRn+1(w, z)

=lhs(rn,q+1) + αn+1zw · lhs(xn,q)

+ ᾱn+1 · lhs(yn,q) + |αn+1|2zw · lhs(sn,q−1)

− ρ2
n+1zw

[
zq−1An(z)A∗

n(w)− wq−1An(w)A∗
n(z)

]

=Qq+1(z, w)
[
An(z)A∗

n(w)− An(w)A∗
n(z)

]

+ αn+1zwQq(z, w)
[
B∗

n(z)A∗
n(w)−B∗

n(w)A∗
n(z)

]

+ ᾱn+1Qq(z, w)
[
An(z)Bn(w)− An(w)Bn(z)

]

+ |αn+1|2zw
[
zq−1An(z)A∗

n(w)− wq−1An(w)A∗
n(z)

]

− ρ2
n+1zw

[
zq−1An(z)A∗

n(w)− wq−1An(w)A∗
n(z)

]
.

Group together the terms in the last identity that contain An(z)A∗
n(w), recalling that

ρ2
n+1 = 1− |αn+1|2 and Qq+1(z, w) = zw

zq − wq

z − w
.

Doing this, we obtain that the coefficient that multiplies An(z)A∗
n(w) is

zw
zq − wq

z − w
− zwzq−1 = zw · wzq−1 − wq−1

z − w
= wQq(z, w).

Similarly, the coefficient multiplying An(w)A∗
n(z) is zQq(z, w). Plugging this into the
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identity above, we obtain

lhs(rn+1,q) = zqRn+1(z, w)− wqRn+1(w, z)

= Qq(z, w)
[
wAn(z)A∗

n(w)− zAn(w)A∗
n(z)

+ αn+1zwB∗
n(z)A∗

n(w)− αn+1zwB∗
n(w)A∗

n(z)

+ ᾱn+1An(z)Bn(w)− ᾱn+1A− n(w)Bn(z)

+ |αn+1|2zB∗
n(z)Bn(w)− |αn+1|2B∗

n(w)Bn(z)
]

= Qq(z, w)
[
An+1(z)A∗

n+1(w)− An+1(w)A∗
n+1(z)

]

= rhs(rn+1,q),

as claimed. In the last sequence of identities we have used the recurrence relations

for the Wall polynomials without giving any details.

We now turn to proving (sn,q), which requires somewhat more involved computa-

tions. From the recurrence relation (4.1.10), we get

lhs(sn+1,q) = zqSn+1(z, w)− wqSn+1(w, z)

=|αn+1|2 · lhs(rn,q+1) + αn+1zw · lhs(xn,q)

+ ᾱn+1 · lhs(yn,q) + zw · lhs(sn,q−1)

+ ρ2
n+1

[
zq+1B∗

n(z)Bn(w)− wq+1B∗
n(w)Bn(z)

]

=Qq(z, w)
[
zB∗

n(z)Bn(w)− wB∗
n(w)Bn(z)

]

− zw
[
zq−1An(z)A∗

n(w)− wq−1An(w)A∗
n(z)

]

+ αn+1zwQq(z, w)
[
B∗

n(z)A∗
n(w)−B∗

n(w)A∗
n(z)

]

+ ᾱn+1Qq(z, w)
[
An(z)Bn(w)− An(w)Bn(z)

]

+ |αn+1|2Qq+1(z, w)
[
An(z)A∗

n(w)− An(w)A∗
n(z)

]

+ ρ2
n+1

[
zq+1B∗

n(z)Bn(w)− wq+1B∗
n(w)Bn(z)

]
.

Using the recurrence relations for Bn+1 and B∗
n+1, we find that the right-hand side
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rhs(sn+1,q) equals

zq − wq

z − w

[
z2B∗

n(z)Bn(w)− w2B∗
n(w)Bn(z)

+ αnz
2wB∗

n(z)A∗
n(w)− αnzw2B∗

n(w)A∗
n(z)

+ ᾱnzAn(z)Bn(w)− ᾱnwAn(w)Bn(z)

+ |αn|2zw(A− n(z)A∗
n(w)− an(w)A∗

n(z))
]

−[
zw(zq−1An(z)A∗

n(w)− wq−1An(w)A∗
n(z))

+ αnzw(zqB∗
n(z)A∗

n(w)− wqB∗
n(w)A∗

n(z))

+ ᾱn(zqAn(z)Bn(w)− wqAn(w)Bn(z))

+ |αn|2(zq+1B∗
n(z)Bn(w)− wq+1B∗

n(w)Bn(z))
]
.

Moreover, if we group terms together according to which of the Wall polynomials

they contain, we get that rhs(sn+1,q) further equals

− zw
[
zq−1An(z)A∗

n(w)− wq−1An(w)A∗
n(z)

]

+ αn+1zw
[
B∗

n(z)A∗
n(w)

(
z · zq − wq

z − w
− zq

)−B∗
n(w)A∗

n(z)
(
w · zq − wq

z − w
− wq

)]

+ ᾱn+1

[
An(z)Bn(w)

(
z · zq − wq

z − w
− zq

)− An(w)Bn(z)
(
w · zq − wq

z − w
− wq

)]

+
[
B∗

n(z)Bn(w)
(
z2 · zq − wq

z − w
− zq+1

)−B∗
n(w)Bn(z)

(
w2 · zq − wq

z − w
− wq+1

)]

+ |αn+1|2Qq+1(z, w)
[
An(z)A∗

n(w)− An(w)A∗
n(z)

]

+ ρ2
n+1

[
zq+1B∗

n(z)Bn(w)− wq+1B∗
n(w)Bn(z)

]
.

If we also recall that

z · zq − wq

z − w
− zq = w · zq − wq

z − w
− wq = Qq(z, w),

we can immediately conclude that rhs(sn+1,q) = lhs(sn+1,q).

The proofs of (xn+1,q) and (yn+1,q) follow the same pattern, while being even easier
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than the ones above. We present them without giving too many explanations:

lhs(xn+1,q) = zqXn+1(z, w)− wqXn+1(w, z)

=ᾱn+1 · lhs(rn,q+1) + ᾱn+1zw · lhs(sn−1,q−1)

+ zw · lhs(xn,q) + ᾱ2
n+1 · lhs(yn,q)

=zwQq(z, w)
[
B∗

n(z)A∗
n(w)−B∗

n(w)A∗
n(z)

]

+ ᾱn+1Qq+1(z, w)
[
An(z)A∗

n(w)− An(w)A∗
n(z)

]

+ ᾱ2
n+1Qq(z, w)

[
An(z)Bn(w)− An(w)Bn(z)

]

+ ᾱn+1Qq(z, w)
[
zB∗

n(z)Bn(w)− wB∗
n(w)Bn(z)

]

− ᾱn+1zw
[
zq−1An(z)A∗

n(w)− wq−1An(w)A∗
n(z)

]

= Qq(z, w)
[
zwB∗

n(z)A∗
n(w)− zwB∗

n(w)A∗
n(z)

+ ᾱn+1wAn(z)A∗
n(w)− ᾱn+1zAn(w)A∗

n(z)

+ ᾱ2
n+1An(z)Bn(w)− ᾱ2

n+1An(w)Bn(z)

+ ᾱn+1zB
∗
n(z)Bn(w)− ᾱ2

n+1wB∗
n(w)Bn(z)

]

= Qq(z, w)
[
B∗

n+1(z)A∗
n+1(w)−B∗

n+1(w)A∗
n+1(z)

]

= rhs(xn+1,q)
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and

lhs(yn+1,q) = zqYn+1(z, w)− wqYn+1(w, z)

=αn+1 · lhs(rn,q+1) + αn+1zw · lhs(sn−1,q−1)

+ α2
n+1zw · lhs(xn,q) + lhs(yn,q)

=α2
n+1zwQq(z, w)

[
B∗

n(z)A∗
n(w)−B∗

n(w)A∗
n(z)

]

+ αn+1Qq+1(z, w)
[
An(z)A∗

n(w)− An(w)A∗
n(z)

]

+ Qq(z, w)
[
An(z)Bn(w)− An(w)Bn(z)

]

+ αn+1Qq(z, w)
[
zB∗

n(z)Bn(w)− wB∗
n(w)Bn(z)

]

− αn+1zw
[
zq−1An(z)A∗

n(w)− wq−1An(w)A∗
n(z)

]

= Qq(z, w)
[
α2

n+1zwB∗
n(z)A∗

n(w)− α2
n+1zwB∗

n(w)A∗
n(z)

+ αn+1wAn(z)A∗
n(w)− αn+1zAn(w)A∗

n(z)

+ An(z)Bn(w)− An(w)Bn(z)

+ αn+1zB
∗
n(z)Bn(w)− α2

n+1wB∗
n(w)Bn(z)

]

= Qq(z, w)
[
An+1(z)Bn+1(w)− An+1(w)Bn+1(z)

]

= rhs(yn+1,q),

as claimed.

4.2 Independence of the Hamiltonians

We want to discuss some issues related to the independence of the commuting Hamil-

tonians defined in the previous section. All the results that we present here have been

proved by Simon, and can be found in [29, Chapter 11].

As explained before, one of our main reasons for investigating Hamiltonian systems

related to orthogonal polynomials on the unit circle was to try to explain the existence

of so-called isospectral tori of Verblunsky coefficients, observed in Examples 3.11 and

3.12. Recall that the name “isospectral” is justified by Proposition 3.10.

In fact, more is true:
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Theorem 4.9. The isospectral manifold is a torus of dimension equal to the number

of open gaps.

Remark 4.10. Note that, if {αj}p−1
j=0 and {γj}p−1

j=0 are two isospectral sequences of

periodic Verblunsky coefficients, then they define the same discriminant ∆(z), and

hence the associated measure has the same (and so the same number of) open gaps.

Therefore, the statement of Theorem 4.9 makes sense: The number of open gaps

is constant on any given isospectral manifold.

This theorem is proved in [29] by other methods than the ones we are concerned

with here. Nonetheless, we believe this phenomenon to be the consequence of Conjec-

ture 4.13 below. The analogous statement on the real line holds, and was proved in

the continuous setting by McKean and van Moerbeke [23], and in the discrete setting

(Toda lattice) by van Moerbeke [36].

Theorem 4.11. Let p be even. Any set z1, . . . , zp of distinct points in S1 which obey

p∏
j=1

zj = 1 (4.2.1)

is a possible spectrum of some Q.

Define

Q−(z1, . . . , zp) = −max

[
Q̃(θ)

∣∣∣∣∣
∂Q̃

∂θ
= 0, Q̃(θ) < 0

]
,

where

Q̃(θ) = e−ipθ/2

p∏
j=1

(eiθ − zj).

Then the allowed moduli consistent with (z1, . . . , zp) as spectrum for Q is (0, 1
4
Q−].

In the interior, the set of {αj}p−1
j=0 with that set of eigenvalues and modulus is a p-

dimensional torus. At the end-point where the modulus is 1
4
Q−, the dimension is

strictly less than p.

We do not prove this result here, but instead refer the interested reader to [29,

Section 11.4].
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Remark 4.12. It is convenient to parameterize the (p − 1)-dimensional z’s obeying

(4.2.1) by using the fact that
∏
j∈C

zj =
∏

j /∈C

z̄j

for any C ⊂ {1, 2, . . . , p}.
Denote

Iq =
∑

{j1,...,jq}⊂{1,...,p}
zj1 · · · zjq .

Then

I0 = Ip = 1,

Ip−q = Īq

for 1 ≤ q ≤ p
2
, and so

Ip/2 is real.

Define

F : Dp → Rp

by

F(α) = (Re I1, Im I1, . . . , Re Ip/2−1, Im Ip/2−1, Ip/2,M
2).

Then F is a polynomial in {Re αj}p−1
j=0 and {Im αj}p−1

j=0, and by relation (3.5.3) for

β = 1, we have

( p−1∏
j=0

ρj

)
zp/2[∆(z)− 2] = det(z −Q) =

p∑
q=0

(−1)qIqz
q.

Note that Theorem 4.2 and its corollary prove that for any nonzero z, w ∈ C, we

have {( p−1∏
j=0

ρj

)
zp/2[∆(z)− 2],

p−1∏
j=0

ρj

}
= 0

and {( p−1∏
j=0

ρj

)
zp/2[∆(z)− 2],

( p−1∏
j=0

ρj

)
wp/2[∆(w)− 2]

}
= 0.
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In particular, this implies

{M2, Iq} = 0 and {Iq, Iq′} = 0

for any 1 ≤ q, q′ ≤ p− 1. If we also remember that

Iq = Īp−q

for all q, we obtain that

Re I1, Im I1, . . . , Re Ip/2−1, Im Ip/2−1, Ip/2,M
2

are a set of p Poisson commuting Hamiltonians on Dp. So independence of these

Hamiltonians at a point in Dp is equivalent to rank(F)=p at that point.

Conjecture 4.13. The rank of F at a point α = (α0, . . . , αp−1) ∈ Dp equals the

number of open gaps of the measure associated with the sequence of periodic Verblunsky

coefficients {αj}j≥0, αk+np = αk for any 0 ≤ k ≤ p− 1 and n ≥ 0.

Here we will prove the weaker result:

Theorem 4.14. The image of Dp under F contains an open subset of Rp.

Proof. Notice that, as αp−1 → −1, the periodized CMV matrix Q converges to a

finite CMV matrix

Cf = Cf (α0, . . . , αp−2; α−1 = αp−1 = −1),

since

Θp−1 =


ᾱp−1 ρp−1

ρp−1 −αp−1


 →


−1 0

0 1


 .
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So, in this limit,

det(Q− z) = det(Cf − z)

= Φp(z; α0, . . . , αp−2, αp−1 = −1)

= zΦp−1(z; α0, . . . αp−2) + Φ∗
p−1(z; α0, . . . , αp−2).

But then, by Theorem 2.2.13 of [28], we get that

ran
(

lim
αp−1→−1

F ¹ (M = 0)
)

is open, and hence, by continuity, for m0 small, there are points where F ¹ (M2 = m0)

has maximal rank p − 1. If we parameterize Dp so that M2 is the last coordinate,

then in these coordinates we get

dF =


d

(F ¹ (M2 = m0)
)

?

0 1


 .

Thus dF has maximal rank p at points where F ¹ (M2 = m0) has maximal rank

(p− 1). By the implicit function theorem, this means that the range ran(F) contains

an open set.

We can now use this result to prove that the Hamiltonians

Re I1, Im I1, . . . , Re Ip/2−1, Im Ip/2−1, Ip/2,M
2

are independent on a dense set of α ∈ Dp. The argument that we give here also

represents the first part in proving Theorem 4.9.

Let δ1, . . . , δp be the canonical basis in Rp and define

G : Dp → ∧p(R2p)
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by

G(α) = ∧p[dF t
α](δ1 ∧ · · · ∧ δp),

where t denotes the transpose. Then note that

dim(ran(dFα)) = p if and only if G(α) 6= 0.

But G is a vector-valued polynomial in Re(αj) and Im(αj), and so it is real-analytic.

We conclude that either G is identically zero, or else its nonzero points are dense.

Assume that G is identically zero. This is the same as saying that no point in Dp

is regular for F , and hence the range of F consists only of singular values. But Sard’s

theorem says that the set of singular values of F has measure zero. We therefore find

that in this case, the range of F is a set of measure zero in Rp, which contradicts the

result of Theorem 4.14.

Hence G cannot be identically zero, and so

dim(ran(dFα)) = p

on a dense set of α ∈ Dp, as claimed.
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Chapter 5

Lax Pairs for the Defocusing
Ablowitz-Ladik System

5.1 Lax Pairs in the Periodic Setting: Main Re-

sults

We must first define our Hamiltonians Kn. Essentially, they are traces per volume of

the powers of the extended CMV matrix E .

Consider the periodic Ablowitz-Ladik problem with period p. If p is even, then

let E be the extended CMV matrix associated to these α’s; if p is odd, think of the

sequence of Verblunsky coefficients as having period 2p and thus define the extended

CMV matrix E .

For each n ≥ 1, we define the Hamiltonians we will be working with as

Kn =
1

n

p−1∑

k=0

En
kk . (5.1.1)

For n = 0, we set

K0 =

p−1∏
j=0

ρ2
j .
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Finally, for A a doubly-infinite matrix, we set A+ as the matrix with entries

(A+)jk =





Ajk, if j < k,

1
2
Ajj, if j = k,

0, if j > k.

Our central result is:

Theorem 5.1. The Lax pairs for the nth Hamiltonian of the periodic defocusing

Ablowitz-Ladik system are given by

{E , Kn} = [E , iEn
+] (5.1.2)

and

{E , K̄n} = [E , i(En
+)∗] (5.1.3)

for all n ≥ 1.

Here we use {E , f} to denote the doubly-infinite matrix with (j, k) entry {Ejk, f};
also, En

+ denotes (En)+ .

Remark 5.2. The form of Theorem 5.1 and the main idea of the proof were inspired by

the analogous result of van Moerbeke [36] for the periodic Toda lattice. But neither

of the two results implies the other.

Moreover, in the case of the Toda lattice, the necessary calculations are very

simple due to the tri-diagonal, symmetric nature of the Jacobi matrices naturally

associated with that problem. The analogue on the circle are CMV matrices, whose

more complicated structure makes proving this result computationally much more

involved.

But we are dealing with a finite-dimensional problem, so we are interested in

finding appropriate finite-dimensional spaces to which we can restrict the operators

in (5.1.2) and (5.1.3). Also, we want to express the Hamiltonians Kn in terms of these

restrictions.
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The following lemma is an immediate consequence of the structure of E ; it can

easily be proved by induction whenever E can be defined.

Lemma 5.3. Let n ≥ 1 be an integer. Then En
j,k is identically zero as a function of

the Verblunsky coefficients if one of the following holds:

|j − k| ≥ 2n + 1

or j − k = 2n and j and k are even

or j − k = −2n and j and k are odd.

In particular, the number of entries which are not identically zero (as functions of the

α’s) on any row of En is bounded by 4n.

Recall that the definition of E depends on the parity of the period p. This explains

why we need to study the cases p even and p odd separately.

Let us first consider the case of the period p being even. We denote by X(d) the

subspace of l∞(Z)

X(d) = {u ∈ l∞(Z) | um+dp = um}

of sequences of period dp. As the Verblunsky coefficients are periodic with period p,

we find that Ej+p,k+p = Ej,k for any j, k ∈ Z, and hence En restricts to X(d) for all

n ∈ Z and d ≥ 1. Moreover, if we denote by ξ
(d)
k , k = 0, . . . , dp− 1, the l∞(Z) vector

given by

(ξ
(d)
k )j = 1 when j ≡ k (mod dp), and 0 otherwise,

we have that {ξ(d)
0 , ξ

(d)
1 , . . . , ξ

(d)
dp−1} is a basis in X(d), and

(Enξ
(d)
k )j+p = (Enξ

(d)
k )j =

∑

l∈Z
En

j,k+ldp .

Notice that this sum has only a finite number of nonzero terms for any choice of

n, j, k, p, and d.
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Let us denote by Q(d) the matrix representation of the restriction E ¹ X(d) in the

basis {ξ(d)
0 , ξ

(d)
1 , . . . , ξ

(d)
dp−1}. Then the matrix representing En ¹ X(d) in the same basis

is Qn
(d), whose entries are given by

Qn
(d),jk =

∑

l∈Z
En

j,k+ldp (5.1.4)

for 0 ≤ j, k ≤ dp− 1.

Lemma 5.4. For dp ≥ 2n + 1, we have that

1

d
Tr(Qn

(d))

is independent of d and equals Kn.

Proof.

1

d
Tr(Qn

(d)) =
1

d

dp−1∑

k=0

Qn
(d),kk .

From Lemma 5.3 we know that En
jk = 0 for |j − k| > 2n. So for dp ≥ 2n + 1 we get

Qn
(d),kk =

∑

l∈Z
En

k,k+ldp = En
kk .

From this and periodicity, we can conclude that

1

d
Tr(Qn

(d)) =
1

d

dp−1∑

k=0

En
kk =

p−1∑

k=0

En
kk = nKn

is indeed independent of d.

If p is odd, we consider the same objects as above, with the extra constraint that

dp, and hence d, must always be even. Recall that, in this case, we define E by

thinking of the Verblunsky coefficients as having period 2p. For d even, we can then

define X(d) and Q(d) as above, while always keeping in mind that we can use the

results we just proved for dp = d
2
· 2p.
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Therefore, if d is even and large enough, we have

2

d
Tr(Qn

(d)) =
2

d

dp−1∑

k=0

En
kk =

2p−1∑

k=0

En
kk .

The last observation we need to make is that, in this case, the entries of E obey

Ejk = Ek+p,j+p .

This comes from the fact that

Lj+p,k+p = Mjk

and that L and M are symmetric. Hence,

Ek+p,j+p =
∑

l∈Z
Lk+p,lMl,j+p =

∑

l∈Z
LklMlj =

∑

l∈Z
LlkMjl = Ejk ,

as claimed. A straightforward induction shows that

En
k+p,j+p = En

jk

for all n, and hence,

1

d
Tr(Qn

(d)) =
1

2

2p−1∑

k=0

En
kk =

p−1∑

k=0

En
kk = nKn

also holds for p odd, as long as dp is even and dp ≥ 2n + 1.

So we proved that, with Kn defined as in (5.1.1), we have

Kn =
1

dn
Tr(Qn

(d)) (5.1.5)

for dp even and greater than 2n + 1.

Let us note that relations (5.1.2) and (5.1.3) hold in the sense of bounded operators
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on l∞(Z). Moreover, all the matrices in these relations obey the same periodicity

conditions as E , so it makes sense to restrict (5.1.2) and (5.1.3) to X(d) for d ≥ 1. By

doing this we get

Corollary 5.5. For all d ≥ 1, with dp even, and n ≥ 1, we have

{Q(d), Kn} = [Q(d), iQn
(d),+]

and

{Q(d), K̄n} = [Q(d), i(Qn
(d),+)∗],

where we denote by Qn
(d),+ the matrix representation of (En)+ ¹ X(d) in the basis

{ξ(d)
0 , ξ

(d)
1 , . . . , ξ

(d)
dp−1}.

Note that Qn
(d),+ is not an upper triangular matrix, as it contains entries which

are generically nonzero in its lower left corner.

Let us make an observation that will explain why we cannot simply use the traces

of powers of Q(1) even if p is even, but also that we are not changing by much the

Hamiltonians we are most interested in:

Proposition 5.6. For p even and 1 ≤ n ≤ p
2
− 1, we have

Kn =
1

n
Tr(Qn

(1)),

but
2

p
Tr(Qp/2

(1) ) = Kp/2 + 2K
1/2
0 .

Proof. From formula (5.1.4) and Lemma 5.3 we see that, for n ≤ p
2
− 1,

Qn
(1),jj =

∑

l∈Z
En

j,j+lp = En
jj

for all j = 0, . . . , p− 1. This follows since, for |l| ≥ 1,

|j − (j + lp)| ≥ p ≥ 2n + 1.
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Hence, using (5.1.1),

1

n
Tr(Qn

(1)) =
1

n

p−1∑
j=0

En
jj = Kn.

If n = p
2

and j even, the formulae (5.1.4), (6.2.2), (6.2.3), and periodicity of the

Verblunsky coefficients imply that

Qn
(1),jj =

∑

l∈Z
En

j,j+lp

= En
jj + En

j,j+p

= En
jj +

p−1∏

k=0

ρk

and

Qn
(1),j+1,j+1 =

∑

l∈Z
En

j+1,j+1+lp

= En
j+1,j+1 + En

j+1,j+1−p

= En
j+1,j+1 +

p−1∏

k=0

ρk.

Therefore,

2

p
Tr(Qp/2

(1) ) =
2

p

p−1∑
j=0

En
jj +

2p

p

p−1∏

k=0

ρk = Kp/2 + 2K
1/2
0 ,

as claimed.

Remark 5.7. An easy computation shows

{αj, 2 Re(K1)} = iρ2
j(αj−1 + αj+1)

and

{αj, log(K0)} = iαj

for all 0 ≤ j ≤ p − 1. Hence (1.0.2), the periodic defocusing Ablowitz-Ladik equa-

tion, is the evolution of the Verblunsky coefficients under the flow generated by the
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Hamiltonian 2 Re(K1)− 2 log(K0).

From Theorem 5.1 and Corollary 5.5, we can immediately conclude

Corollary 5.8. The Lax pairs for the Hamiltonians Re(Kn) and Im(Kn), n ≥ 1, are

given by

{E , 2 Re(Kn)} = [E , iEn
+ + i(En

+)∗] (5.1.6)

and

{E , 2 Im(Kn)} = [E , En
+ − (En

+)∗], (5.1.7)

while the corresponding statements for Q(d), d ≥ 1 and dp even, are given by

{Q(d), 2 Re(Kn)} = [Q(d), iQn
(d),+ + i(Qn

(d),+)∗] (5.1.8)

and

{Q(d), 2 Im(Kn)} = [Q(d),Qn
(d),+ − (Qn

(d),+)∗] . (5.1.9)

In particular, relations (5.1.8) and (5.1.9), together with the observations on

isospectrality of Lax operators from Section 2.2 and (5.1.5), imply

Corollary 5.9. We have

{Kn, Re(Km)} = {Kn, Im(Km)} = 0,

and hence,

{Kn, Km} = {Kn, K̄m} = 0.

Define the doubly-infinite matrix P by

Plm = (−1)lδlm
i

2

( p−1∏

k=0

ρ2
k

)
.

Proposition 5.10. The Lax pair representation for the flow generated by K0 =
∏p−1

j=0 ρ2
j is given by

{E , K0} = [E ,P ]. (5.1.10)
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In particular, we can conclude

{K0, Kn} = {K0, K̄n} = 0, (5.1.11)

or, equivalently,

{K0, 2 Re(Kn)} = {K0, 2 Im(Kn)} = 0. (5.1.12)

Proof. The Lax pair representation (5.1.10) is verified by a straightforward computa-

tion. It is based on the fact that the flow generated by K0 rotates all the α’s by the

same angle

{αj, K0} = iK0αj ,

while

[E ,P ]j,k = Ej,k(Pk,k −Pj,j).

The Poisson commutation relations (5.1.11) and (5.1.12) follow, as in the previous

cases, by restricting the Lax pair to periodic subspaces and concluding that the flow

preserves eigenvalues, and hence traces.

From (3.5.3), Corollary 5.9, and Proposition 5.10, we immediately get that
∏p−1

j=0 ρj

and the coefficients ck of zp/2
( ∏p−1

j=0 ρj

)
[∆(z)− 2] Poisson commute. Note also that,

by (3.5.3), we see that the connection between the K’s and the c’s cannot be explicitly

written down. Hence, one cannot write simple Lax pairs in terms of E for the flows

generated by the c’s.

5.2 Proof of Theorem 5.1: Main Ideas

The main technical ingredient in the proof of Theorem 5.1 is the following:

Lemma 5.11. For all n ≥ 0 and j even, we have

∂Kn+1

∂αj

=− ᾱjᾱj+1

2ρj

En
j+1,j −

ᾱjρj+1

2ρj

En
j+2,j −

ᾱjρj−1

2ρj

En
j−1,j+1

+
ᾱjαj−1

2ρj

En
j,j+1 − ᾱj+1En

j+1,j+1 − ρj+1En
j+2,j+1

(5.2.1)
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∂Kn+1

∂ᾱj

=− αjρj+1

2ρj

En
j+2,j −

αjρj−1

2ρj

En
j−1,j+1 +

αjαj−1

2ρj

En
j,j+1

+ ρj−1En
j−1,j − αj−1En

j,j −
αjᾱj+1

2ρj

En
j+1,j

(5.2.2)

∂Kn+1

∂αj−1

=− ᾱj−1ρj−2

2ρj−1

En
j,j−2 +

ᾱj−1αj−2

2ρj−1

En
j,j−1 −

ᾱj−1ᾱj

2ρj−1

En
j−1,j

− ᾱj−1ρj

2ρj−1

En
j−1,j+1 − ᾱjEn

j,j − ρjEn
j,j+1

(5.2.3)

∂Kn+1

∂ᾱj−1

=ρj−2En
j−1,j−2 − αj−2En

j−1,j−1 −
αj−1ρj−2

2ρj−1

En
j,j−2

− αj−1ᾱj

2ρj−1

En
j−1,j −

αj−1ρj

2ρj−1

En
j−1,j+1 +

αj−1αj−2

2ρj−1

En
j,j−1 .

(5.2.4)

Remark 5.12. Note that, for any n ≥ 1 and 0 ≤ j ≤ p− 1, we have

∂K̄n

∂βj

=

(
∂Kn

∂β̄j

)

and hence one can easily find the derivatives of K̄n with respect to αj and ᾱj from

Lemma 5.11.

Proof. The proof reduces to direct computations once one notices that, by invariance

of the trace under circular permutations,

∂Kn+1

∂βj

=
1

d
Tr

(
∂Q(d)

∂βj

Qn
(d)

)
. (5.2.5)

We give here the complete proof of (5.2.1); (5.2.2) through (5.2.4) can be found

in a similar way.

Notice that, for j even, αj appears in exactly 6d entries of Q(d). So (5.2.1) follows

by periodicity and by a straightforward computation from (5.2.5):

∂Kn+1

∂αj

=
1

d

∑

k,l

∂Q(d),kl

∂αj

Qn
(d),lk

=− ᾱj

ρj

ᾱj+1En
j+1,j −

ᾱj

ρj

ρj+1En
j+2,j −

ᾱj

ρj

ρj−1En
j−1,j+1

+
ᾱj

ρj

αj−1En
j,j+1 − ᾱj+1En

j+1,j+1 − ρj+1En
j+2,j+1.
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Before we embark on the proof of the main theorem, we provide another prelimi-

nary result; while the statement is almost certainly not new, we give a proof for the

reader’s convenience.

Consider an N ×N matrix A having the following stair-shape

A =




? 0 0 · · · 0

? ? 0 · · · 0
...

...
...

. . .
...

? ? ? · · · 0

? ? ? · · · 0




,

where the stars and 0’s represent rectangular matrix blocks. Formally, that means

that for any row number i, there exists a column number j(i) so that Aij = 0 for all

j > j(i), and the function i 7→ j(i) is nondecreasing. In particular, it is also true that

for any column j, there exists a row i(j) so that Aij = 0 for i < i(j). We note in

passing that j(i) and i(j) are not equal.

We will say, somewhat informally, that another matrix Ã has the same shape as

A if Ãij = 0 whenever j > j(i) for all i.

Lemma 5.13. Let A be a matrix as above and B be an arbitrary N × N matrix.

Then

[A,B+]ij = [A,B]ij

for all (i, j) with j > j(i). This implies that, for the same indices (i, j) with j > j(i),

we have

[A,B−]ij = 0.

Remark 5.14. Note that:

• If A and B commute, then the commutators [A,B+] and [A,B−] have the same

shape as A.
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• Also, by transposing these equations, we obtain the same type of result for lower

triangle shapes.

• The same type of result holds for doubly-infinite matrices. In particular, if A
and B are two doubly-infinite, stair-shaped matrices such that the commutator

[A,B] makes sense and equals 0, then the commutators [A,B+] and [A,B−] are

themselves stair-shaped.

Proof. We proceed by direct computation: Let (i, j) be an index so that j > j(i);

equivalently, i < i(j). Then

[A,B+]ij =
∑

k

AikB+,kj −
∑

k

B+,ikAkj

=
∑

k≤j(i)<j

AikB+,kj −
∑

i<i(j)≤k

B+,ikAkj

=
∑

k

AikBkj −
∑

k

BikAkj

= [A,B]ij.

Since B− = B −B+, we get

[A,B−] = [A,B]− [A,B+]

and so the second relation is just a consequence of the first one.

We are now ready to prove Theorem 5.1.

Proof. We will first deal with relation (5.1.2) for n + 1, n ≥ 0,

{E , Kn+1} = i[E , En+1
+ ].

The left-hand side matrix has two types of entries: the ones outside the shape of a

CMV matrix, which are identically zero, and the ones inside the shape.

The entries outside the shape are dealt with immediately by applying Lemma 5.13.
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Indeed, E and En are doubly-infinite matrices, and they commute; hence, by the third

observation above, the commutator [E , En+1
+ ] has the same shape as E .

We are now left with the entries (j, k) that are inside the shape. Before we start

computing, we make a short observation. Consider the doubly-infinite matrix U given

by

Ujk = δj,k+1

for all j, k ∈ Z. In other words, U is the left-shift on l∞(Z) in the usual basis. Note

that for a doubly-infinite matrix B we have

(U∗BU)jk = Bj−1,k−1 and (UBU∗)jk = Bj+1,k+1.

Consider E = E({αj}) to be a doubly-infinite CMV matrix. We know that E =

L̃M̃ with

L̃ = diag
(
. . . , Θ0, Θ2, Θ4, . . .

)

and

M̃ = diag
(
. . . , Θ−1, Θ1, Θ3, . . .

)
.

It is easily seen that

U∗L̃({αj})tU = M̃({αj−1}) and U∗M̃({αj})tU = L̃({αj−1}),

which implies that

U∗E({αj})tU = E({αj−1})

is also a doubly-infinite CMV matrix. The same is true for

UE({αj})tU∗ = E({αj+1}).

We use the notation (5.1.2)kl for the (k, l) entry of relation (5.1.2), and similarly

for (5.1.3). Assume we know (5.1.2)kl for a fixed pair of indices (k, l). As for any {αj}
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the matrix U∗E tU is a doubly-infinite CMV matrix, we know that

{(U∗E tU)kl, Kn+1(U∗E tU)} = i[U∗E tU , (U∗E tU)n+1
+ ]kl. (5.2.6)

But

Kn+1(U∗E tU) =
1

(n + 1)d
Tr

(
(U∗(d)Qt

(d)U(d))
n+1

)

=
1

(n + 1)d
Tr

(U∗(d)(Qt
(d))

n+1U(d)

)

= Kn+1(E)

and U is a constant matrix. Therefore,

{(U∗E tU)kl, Kn+1(U∗E tU)} =
(U∗{E t, Kn+1(E)}U)

kl

= {E t
k−1,l−1, Kn+1(E)}

= {El−1,k−1, Kn+1(E)}.

(5.2.7)

On the other hand,

i[U∗E tU , (U∗E tU)n
+]kl = i

(U∗[E t, (E t)n+1
+ ]U)

kl
= i[E t, (E t)n+1

+ ]k−1,l−1

= i[E t, (En+1
− )t]k−1,l−1 = i[E , En+1

+ ]l−1,k−1.
(5.2.8)

Plugging (5.2.7) and (5.2.8) into (5.2.6), one gets relation (5.1.2)l−1,k−1:

{El−1,k−1, Kn+1} = i[E , En+1
+ ]l−1,k−1.

If instead of considering U∗E tU we consider UE tU∗, we obtain that (5.1.2)kl implies

(5.1.2)l+1,k+1. In particular, this means:

• (5.1.2)kk ⇔ (5.1.2)k+1,k+1

• (5.1.2)k,k−1 ⇔ (5.1.2)k,k+1

• (5.1.2)k+1,k−1 ⇔ (5.1.2)k,k+2
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• (5.1.2)k+1,k ⇔ (5.1.2)k+1,k+2.

So the proof of relation (5.1.2) is complete once we prove it for the indices (k, k),

(k, k − 1), (k + 1, k − 1), and (k + 1, k) with k even.

We note here that we can apply the same reasoning as above to E∗ instead of E t,

but we do not obtain anything new.

Finally, these relations are proved using Lemma 5.11. We give the computational

details in Section 5.3.

The second part of the proof deals with relation (5.1.3) for n + 1, n ≥ 0:

{E , K̄n+1} = [E , i(En+1
+ )∗].

We shall proceed in very much the same way as with (5.1.2), while incorporating the

necessary computational adjustments.

Let us first note that

(En+1
+ )∗ = ((E∗)n+1)− .

So Lemma 5.13 and the subsequent remarks apply here too and we can conclude that

[E , i(En+1
+ )∗] has the same shape as E .

Turning our attention to the entries inside the shape of E , we note that using

exactly the same reasoning as for equation (5.1.2) shows that

• (5.1.3)kk ⇔ (5.1.3)k+1,k+1

• (5.1.3)k,k−1 ⇔ (5.1.3)k,k+1

• (5.1.3)k+1,k−1 ⇔ (5.1.3)k,k+2

• (5.1.3)k+1,k ⇔ (5.1.3)k+1,k+2.

So, again, we only have to check four relations; the only difference is that, in this

case, (5.1.3)k+1,k+1, (5.1.3)k,k+1, (5.1.3)k,k+2, and (5.1.3)k+1,k+2 turn out to be com-

putationally easier to verify. We do this in Section 5.3.
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5.3 Proof of Theorem 5.1: The Full Computations

We prove relation (5.1.2) for the necessary indices.

First, let k = l be even. Then

i{Ekk, Kn+1} =
∑

j

ρ2
j

[∂(−αk−1ᾱk)

∂αj

∂Kn+1

∂ᾱj

− ∂(−αk−1ᾱk)

∂ᾱj

∂Kn+1

∂αj

]

= −ρ2
k−1ᾱk

∂Kn+1

∂ᾱk−1

+ ρ2
kαk−1

∂Kn+1

∂αk

= −ρ2
k−1ᾱk

[
ρk−2En

k−1,k−2 − αk−2En
k−1,k−1 −

αk−1ρ−2

2ρk−1

En
k,k−2

− αk−1ᾱk

2ρk−1

En
k−1,k −

αk−1ρk

2ρk−1

En
k−1,k+1 +

αk−1αk−2

2ρk−1

En
k,k−1

]

+ ρ2
kαk−1

[
− ᾱkᾱk+1

2ρk

En
k+1,k −

ᾱkρk+1

2ρk

En
k+2,k −

ᾱkρk−1

2ρk

En
k−1,k+1

+
ᾱkαk−1

2ρk

En
k,k+1 − ᾱk+1En

k+1,k+1 − ρk+1En
k+2,k+1

]
.

On the other hand,

[E , En+1
+

]
k,k

= Ek,k−1En+1
k−1,k − En+1

k,k+1Ek+1,k

= ρk−1ᾱkEn+1
k−1,k + αk−1ρkEn+1

k,k+1

= ρk−1ᾱk

[
ρk−2ρk−1En

k−1,k−2 − αk−2ρk−1En
k−1,k−1

− αk−1ᾱkEn
k−1,k − αk−1ρkEn

k−1,k+1

]

+αk−1ρk

[
ρk−1ᾱkEn

k−1,k+1 − αk−1ᾱkEn
k,k+1

+ ρkᾱk+1En
k+1,k+1 + ρkρk+1En

k+2,k+1

]
.

After a few simple manipulations, we find that i{Ekk, Kn+1}+
[E , En+1

+

]
kk

equals

αk−1ᾱk

2

[(En
k,k−2ρk−2ρk−1 − En

k,k−1αk−2ρk−1 − En
k,k+1αk−1ᾱk

)

− (
ρk−1ᾱkEn

k−1,k + ρkᾱk+1En
k+1,k + ρkρk+1En

k+2,k

)]

=
αk−1ᾱk

2

[(EnE)
kk
− (EEn

)
kk

]
= 0,

which concludes the proof of (5.1.2)kk.
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The second case we must consider is (5.1.2)k,k−1 with k even. Again, we first look

at

i{Ek,k−1, Kn+1} =
∑

j

ρ2
j

[∂(ρk−1ᾱk)

∂αj

∂Kn+1

∂ᾱj

− ∂(ρk−1ᾱk)

∂ᾱj

∂Kn+1

∂αj

]

= ρ2
k−1

[
− ᾱk−1ᾱk

2ρk−1

∂Kn+1

∂ᾱk−1

+
αk−1ᾱk

2ρk−1

∂Kn+1

∂αk−1

]
− ρk−1ρ

2
k

∂Kn+1

∂αk

=
ρk−1ᾱk

2

[
ρk−2ᾱk−1En

k−1,k−2 − αk−2ᾱk−1En
k−1,k−1

− αk−1ᾱkEn
k,k − αk−1ρkEn

k,k+1

]

−ρk−1ρk

[
ρkρk+1En

k+2,k+1 + ρkᾱk+1En
k+1,k+1 −

αk−1ᾱk

2
En

k,k+1

ρk−1ᾱk

2
En

k−1,k+1 +
ᾱkρk+1

2
En

k+2,k +
ᾱkᾱk+1

2
En

k+1,k

]
.

On the other hand,

[E , En+1
+ ]k,k−1 = −ρk−1ρkEn+1

k,k+1 +
ρk−1ᾱk

2
(En+1

k−1,k−1 − En+1
kk ).

If we write En+1 = EEn and plug the appropriate entries into the expression above,

we obtain

i{Ek,k−1, Kn+1}+ [E , En+1
+ ]k,k−1

= −ρk−1ᾱk

2

[
αk−1ρkEn

k,k+1 + ρkρk+1En
k+2,k + ρkᾱk+1En

k+1,k

+ ρk−1ᾱkEn
k−1,k − ρk−2ρk−1En

k,k−2 − ρk−1ᾱkEn
k,k−1

]

= −ρk−1ᾱk

2

[
(EEn)kk − (EnE)kk

]
= 0,

which proves (5.1.2)k,k−1.

Having done these two cases in some detail, we will just present the main steps

in the computations for (5.1.2)k+1,k−1 and (5.1.2)k+1,k. A useful observation is that,

since both sides of our identities are polynomials in the α’s and ᾱ’s, one can more

easily identify terms by keeping track of the powers of 1
2

that occur.
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The right-hand side of (5.1.2)k+1,k−1 gives us

[E , En+1
+ ]k+1,k−1 =

ρk−1ρk

2

(En+1
k−1,k−1 − En+1

k+1,k+1

)
.

So these are the terms we want to identify on the left-hand side:

i{Ek+1,k−1, Kn+1} =
∑

j

ρ2
j

[∂(ρk−1ρk)

∂αj

∂Kn+1

∂ᾱj

− ∂(ρk−1ρk)

∂ᾱj

∂Kn+1

∂αj

]

=
ρk−1ρk

2

[
− En

k−1,k−2ρk−2ᾱk−1 − En
k−1,k−1(−αk−2ᾱk−1)

+ (−αk−1ρk)En
k,k+1 − En

k−1,kρk−1ᾱk

+ (−αkᾱk+1)En
k+1,k+1 + (−αkρk+1)En

k+2,k+1

]

+
|αk−1|2

4

[
ρk−2ρkEn

k,k−2 + ᾱkρkEn
k−1,k

+ ρ2
kEn

k−1,k+1 − αk−2ρkEn
k,k−1

− ρk−2ρkEn
k,k−2 + αk−2ρkEn

k,k−1

− ᾱkρkEn
k−1,k − ρ2

kEn
k−1,k+1

]

+
|αk|2

4

[
ρk−1ρk+1En

k+2,k + ρk−1ᾱk+1En
k−1,k

+ ρ2
k−1En

k−1,k+1 − αk−1ρk−1En
k,k+1

− ρk−1ρk+1En
k+2,k − ρk−1ᾱk+1En

k+1,k

− αk−1ρk−1En
k,k+1 − ρ2

k−1En
k−1,k+1

]

=
ρk−1ρk

2

[
− (EnE)

k−1,k−1
+ En

k−1,k+1Ek+1,k−1

+
(EEn

)
k+1,k+1

− Ek+1,k−1En
k−1,k+1

]

= −[E , En+1
+ ]k+1,k−1 .

Finally, we deal with (5.1.2)k+1,k. As before, we notice that

[E , En+1
+ ]k+1,k = ρk−1ρkEn+1

k−1,k −
αk−1ρk

2

(En+1
kk − En+1

k+1,k+1

)
.
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The other side of the identity can be transformed as follows:

i{Ek+1,k, Kn+1} = −
∑

j

ρ2
j

[∂(ρkαk−1)

∂αj

∂Kn+1

∂ᾱj

− ∂(ρkαk−1)

∂ᾱj

∂Kn+1

∂αj

]

=− ρk−1ρk

[
En

k−1,k−2ρk−2ρk−1 + En
k−1,k−1(−αk−2ρk−1)

]

+
αk−1ρk

2

[
ρk−2ρk−1En

k,k−2 + ρk−1ᾱkEn
k−1,k

+ ρk−1ρkEn
k−1,k+1 − αk−2ρk−1EN

k,k−1

+ ρk−1ᾱkEn
k−1,k − αk−1ᾱkEn

k,k

+ αkᾱk+1En
k+1,k+1 + αkρk+1En

k+2,k+1

]

+
αk−1|αk|2

4

[
− ᾱk+1En

k+1,k − ρk+1En
k+2,k − ρk−1En

k−1,k+1

+ αk−1En
k,k+1 + ᾱk+1En

k+1,k + ρk+1En
k+2,k

+ ρk−1En
k−1,k+1 − αk−1En

k,k+1

]

=− ρk−1ρk

[
En

k−1,k−2Ek−2,k + En
k−1,k−1Ek−1,k

]

+
αk−1ρk

2

[
En

k,k−2Ek−2,k + 2ρk−1ᾱkEn
k−1,k

− Ek+1,k−1En
k−1,k+1 + 2ρk−1ρkEn

k−1,k+1

+ En
k,k−1Ek−1,k + En

k,kEk,k

− Ek+1,k+1En
k+1,k+1 − Ek+1,k+2En

k+2,k+1

]

= −ρk−1ρk(EnE)k−1,k +
αk−1ρk

2

[
(EnE)k,k − (EEn)k+1,k+1

]

= −[E , En+1
+ ]k+1,k .

This concludes the proof of (5.1.2)k+1,k, and hence of relation (5.1.2).

The second part of the proof deals with relation (5.1.3):

{E , K̄n+1} = [E , i(En+1
+ )∗].

We shall proceed in very much the same way as with (5.1.2), while incorporating the

necessary computational adjustments.

Again, we only have to check four relations; the only difference is that in this
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case (5.1.3)k+1,k+1, (5.1.3)k,k+1, (5.1.3)k,k+2, and (5.1.3)k+1,k+2 turn out to be compu-

tationally easier to verify.

As before, we start with the diagonal entry, (5.1.3)k+1,k+1, that we shall prove in

some detail.

We start by analyzing the left-hand side and observing that

i{Ek+1,k+1, K̄n+1} =
∑

j

ρ2
j

[∂(−αkᾱk+1)

∂αj

∂K̄n+1

∂ᾱj

− ∂(−αkᾱk+1)

∂ᾱj

∂K̄n+1

∂αj

]

= −ρ2
kᾱk+1

∂K̄n+1

∂ᾱk

+ ρ2
k+1αk

∂K̄n+1

∂αk+1

.

So by taking the complex conjugate in this relation, we get

i{Ek+1,k+1, K̄n+1} = −ρ2
kαk+1

∂Kn+1

∂αk

+ ρ2
k+1ᾱk

∂Kn+1

∂ᾱk+1

= ρkαk+1

[
ρkᾱk+1En

k+1,k+1 + ρkρk+1En
k+2,k+1

+
ᾱkᾱk+1

2
En

k+1,k +
ᾱkρk+1

2
En

k+2,k

+
ᾱkρk−1

2
En

k−1,k+1 −
αk−1ᾱk

2
En

k,k+1

]

+ᾱkρk+1

[
ρkρk+1En

k+1,k − αkρk+1En
k+1,k+1

− ρkαk+1

2
En

k+2,k −
αk+1ᾱk+2

2
En

k+1,k+2

− αk+1ρk+2

2
En

k+1,k+3 +
αkαk+1

2
En

k+2,k+1

]
.

On the other hand, we have

[E , (En+1
+ )∗]k+1,k+1 =

∑

k−1≤j≤k+2

Ek+1,j(En+1
+ )k+1,j −

∑

k≤j≤k+3

(En+1
+ )j,k+1Ej,k+1

= Ek+1,k+2En+1
k+1,k+2 − En+1

k,k+1Ek,k+1

= −ᾱkρk+1En+1
k+1,k+2 − ρkαk+1En+1

k,k+1.
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Notice that

i{Ek+1,k+1, K̄n+1} = −ρ2
kαk+1

∂Kn+1

∂αk

+ ρ2
k+1ᾱk

∂Kn+1

∂ᾱk+1

= ρkαk+1

[
(E · En)k,k+1 − ρk−1ᾱkEn

k−1,k+1 + αk−1ᾱkEn
k,k+1

+
ᾱkᾱk+1

2
En

k+1,k +
ᾱkρk+1

2
En

k+2,k

+
ᾱkρk−1

2
En

k−1,k+1 −
αk−1ᾱk

2
En

k,k+1

]

+ᾱkρk+1

[
(En · E)k+1,k+2 + αk+1ᾱk+2En

k+1,k+2 + αk+1ρk+2En
k+1,k+3

− ρkαk+1

2
En

k+2,k −
αk+1ᾱk+2

2
En

k+1,k+2

− αk+1ρk+2

2
En

k+1,k+3 +
αkαk+1

2
En

k+2,k+1

]
.

Therefore, we get that i{Ek+1,k+1, K̄n+1}+ [E , (En+1
+ )∗]k+1,k+1 equals

ᾱkαk+1

2

[
− ρk−1ρkEn

k−1,k+1 + αk−1ρkEn
k,k+1 + αkρk+1En

k+2,k+1

+ ρkᾱk+1En
k+1,k + ρk+1ᾱk+2En

k+1,k+2 + ρk+1ρk+2En
k+1,k+3

]

=
ᾱkαk+1

2

[
− (E · En)k+1,k+1 + (En · E)k+1,k+1

]
= 0,

which ends the proof of (5.1.3)k+1,k+1.

We now turn to (5.1.3)k,k+1:

[E , (En+1
+ )∗]k,k+1 = ρkρk+1En+1

k+1,k+2 +
ρkαk+1

2

(
En+1

k+1,k+1 − En+1
k,k

)
.
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The left-hand side becomes

i{Ek,k+1, K̄n+1} = i{ρkᾱk+1, K̄n+1}

=− ρkρk+1

(
En

k+1,kEk,k+2 + En
k+1,k+1Ek+1,k+2

)

−ρkαk+1

2

(
− Ek,k+2En

k+2,k + En
k+1,k+3Ek+3,k+1

− 2En
k+1,k+3ρk+1ρk+2 + En

k+1,k+2Ek+2,k+1

− 2En
k+1,k+2ρk+1ᾱk+2 − Ek,k−1En

k−1,k

− Ek,kEn
k,k + En

k+1,k+1Ek+1,k+1

)

= −ρkρk+1(EnE)k,k+1 − ρkαk+1

2

(
(EEn)k,k + (EnE)k+1,k+1

)
.

So we find what we wanted:

{Ek,k+1, K̄n+1} = i[E , (En+1
+ )∗]k,k+1.

The next entry that we analyze is (5.1.3)k,k+2. Considering the right-hand side

first, we get

[E , (En+1
+ )∗]k,k+2 =

∑
j

Ek,j · (En+1
+ )k+2,j −

∑
j

(En+1
+ )j,k · Ej,k+2

=
ρkρk+1

2

(En+1
k+2,k+2 − En+1

k,k

)
.
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If we look at the left-hand side now, we get

i{Ek,k+2, K̄n+1} = i{ρkρk+1, K̄n+1}

= ρ2
k

[
− αkρk+1

2ρk

· ∂Kn+1

∂αk

+
ᾱkρk+1

2ρk

· ∂Kn+1

∂ᾱk

]

+ ρ2
k+1

[
− αk+1ρk

2ρk+1

· ∂Kn+1

∂αk+1

+
ᾱk+1ρk

2ρk+1

· ∂Kn+1

∂ᾱk+1

]

=
ρkρk+1

2

[
αkρk+1En

k+2,k+1 + ᾱkρk−1En
k−1,k

− αk−1ᾱkEn
k,k + αk+1ᾱk+2En

k+2,k+2

+ αk+1ρk+2En
k+2,k+3 + ᾱk+1ρkEn

k+1,k

]

+
|αk|2ρk+1

4

[
ᾱk+1En

k+1,k + ρk+1En
k+2,k

+ ρk−1En
k−1,k+1 − αk−1En

k,k+1

− ᾱk+1En
k+1,k − ρk+1En

k+2,k

− ρk−1En
k−1,k+1 + αk−1En

k,k+1

]

+
|αk+1|2ρk

4

[
ρkEn

k+2,k − αkEn
k+2,k+1

+ ᾱk+2En
k+1,k+2 + ρk+2En

k+1,k+3

− ρkEn
k+2,k + αkEn

k+2,k+1

− ᾱk+2En
k+1,k+2 − ρk+2En

k+1,k+3

]

=
ρkρk+1

2

[
(EEn)k,k − Ek,k+2En

k+2,k

− (EnE)k+2,k+2 + En
k+2,kEk,k+2

]

= −[E , (En+1
+ )∗]k,k+2 ,

which immediately implies the equation (5.1.3)k,k+2.

Finally, we turn to the last relation we have to prove, equation (5.1.3)k+1,k+2. As

above, we start with the right-hand side and observe that

[E , (En
+)∗]k+1,k+2 =

ᾱkρk+1

2

(En+1
k+1,k+1 − En+1

k+2,k+2

)− ρkρk+1En+1
k,k+1.
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Considering the left-hand side now, we have

i{Ek+1,k+2, K̄n+1}

= −ρ2
kρk+1

∂Kn+1

∂αk

− ᾱkρ
2
k+1

[
− αk+1

2ρk+1

∂Kn+1

∂αk+1

+
ᾱk+1

2ρk+1

∂Kn+1

∂ᾱk+1

]

= ρkρk+1

[
ρkᾱk+1En

k+1,k+1 + ρkρk+1En
k+2,k+1

]

− ᾱkρk+1

2

[
− ρkᾱk+1En

k+1,k − ρkρk+1En
k+2,k

− ρkρk−1En
k−1,k+1 + αk−1ρkEn

k,k+1

+ αk+1ᾱk+2En
k+2,k+2 + αk+1ρk+2En

k+2,k+3

+ ᾱk+1ρkEn
k+1,k − αkᾱk+1En

k+1,k+1

]

− ᾱk|αk+1|2
4

[
ρkEn

k+2,k − αkEn
k+2,k+1

+ ᾱk+2En
k+1,k+2 + ρk+2En

k+1,k+3

− ρkEn
k+2,k − ᾱk+2En

k+1,k+2

− ρk+2En
k+1,k+3 + αkEn

k+2,k+1

]

= ρkρk+1

[
ρkᾱk+1En

k+1,k+1 + ρkρk+1En
k+2,k+1

]

− ᾱkρk+1

2

[
− (EnE)k+2,k+2 + (EEn)k+1,k+1

− 2ρk−1ρkEn
k−1,k+1 + 2αk−1ρkEn

k,k+1

]

= ρkρk+1En+1
k,k+1 −

ᾱkρk+1

2

(En+1
k+1,k+1 − En+1

k+2,k+2

)

= −[E , (En
+)∗]k+1,k+2 ,

which implies

i{Ek+1,k+2, K̄n+1} = −[E , (En
+)∗]k+1,k+2,

and hence (5.1.3)k+1,k+2 holds.
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Chapter 6

The Finite and Infinite Settings

6.1 Lax Pairs in the Finite Case

In this section we prove Lax pair representations for the finite Ablowitz-Ladik system.

We are interested in studying the system

−iα̇j = ρ2
j(αj+1 + αj−1)

for 0 ≤ j ≤ k − 2, with boundary conditions α−1 = αk−1 = −1. The idea behind

finding Lax pairs for this system is to take one of the α’s in the appropriate periodic

problem to the boundary, and identify all the objects obtained in this way. As it turns

out, they are all naturally related to both the Ablowitz-Ladik system and orthogonal

polynomials on the circle, and can be defined independently of the periodic setting.

Let us elaborate. As presented in Section 3.4, if we start with a finitely supported

measure µ on S1, the associated Verblunsky coefficients are α0, . . . , αk−2 ∈ D, αk−1 ∈
S1. The CMV matrix is, in this case, a unitary k × k matrix,

Cf = LfMf
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with

Lf =




ᾱ0 ρ0

ρ0 −α0

. . .

ᾱk−2 ρk−2

ρk−2 −αk−2




and

Mf =




1

ᾱ1 ρ1

ρ1 −α1

. . .

ᾱk−1




.

If, in addition, we restrict our attention to the case when αk−1 = −1, then we obtain

the following connection between the finite and the periodic cases:

Lemma 6.1. Let k be even and Cf as above with αk−1 = −1. Define a doubly-

infinite set of Verblunsky coefficients by periodicity: αnk+j = αj for all n ∈ Z and

0 ≤ j ≤ k − 1. Then the extended CMV matrix E associated to these α’s has the

direct sum decomposition

E =
⊕

r∈Z
Sr(Cf ), (6.1.1)

where S : l∞(Z) → l∞(Z) is the right k-shift.

In particular, the following also hold:

Q(d) =
d−1⊕
r=0

Sr(Cf ) (6.1.2)

and

Kn(E) =
1

n
Tr(Cn

f ) (6.1.3)

for all d ≥ 1 and n ≥ 1.

Proof. Relation (6.1.1) follows immediately if we observe that ρrk−1 = 0 for all r ∈ Z,
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and this implies that (see equation (3.5.1))

M̃ =
⊕

r∈Z
Sr(Mf ).

By periodicity, we always have

L̃ =
⊕

r∈Z
Sr(Lf ).

So (6.1.1) follows from the definition of Cf = LfMf . Likewise, (6.1.2) is just the

restriction of (6.1.1) to X(d). So then

Qn
(d) =

d−1⊕
r=0

Sr(Cn
f )

and, by taking the trace, we get (6.1.3).

Note also that the Poisson bracket (4.1.2) separates the α’s, and hence it naturally

restricts to the space of (α0, . . . , αk−2, αk−1 = −1) ∈ Dk−1. If two functions f and g

depend only on α0, . . . , αk−2, then

{f, g} =
1

2

k−2∑
j=0

ρ2
j

[
∂f

∂uj

∂g

∂vj

− ∂f

∂vj

∂g

∂uj

]

= i

k−2∑
j=0

ρ2
j

[
∂f

∂ᾱj

∂g

∂αj

− ∂f

∂αj

∂g

∂ᾱj

]
,

where, as before, αj = uj + ivj for all 0 ≤ j ≤ k − 2.

So the next theorem is an immediate consequence of Theorem 5.1:

Theorem 6.2. Let

Kf
n = Kn(Cf ) =

1

n
Tr(Cn

f )

for all n ≥ 1. Then the Lax pairs associated to these Hamiltonians are given by

{Cf , K
f
n} = [Cf , i(Cn

f )+]
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and

{Cf , K̄
f
n} = [Cf , i((Cn

f )+)∗]

for all n ≥ 1.

Or, in terms of real-valued flows, we have

{Cf , 2 Re(Kf
n)} = [Cf , i(Cn

f )+ + i((Cn
f )+)∗]

and

{Cf , 2 Im(Kf
n)} = [Cf , (Cn

f )+ − ((Cn
f )+)∗]

for all n ≥ 1.

As in the periodic case, since Kf
n is the trace of Cn

f , we obtain Poisson commuta-

tivity of the Hamiltonians:

Corollary 6.3. For all m,n ≥ 1, we have

{Kf
n , Re(Kf

m)} = {Kf
n , Im(Kf

m)} = 0

and

{Kf
n , Kf

m} = {Kf
n , K̄f

m} = 0.

Remark 6.4. Note that, since αk−1 ≡ −1, we get ρk−1 ≡ 0, and so K0 =
∏k−1

j=0 ρ2
j ≡ 0

on Dk−1. But if we define

Kf
0 =

k−2∏
j=0

ρ2
j ,

then

{αm, Kf
0 } = iKf

0 αm

or

{αm, log(Kf
0 )} = iαm.

But, even though Kf
0 acts on the α’s in the finite case in the same way as K0 does in

the periodic case, there exists no Lax pair representation for Kf
0 in terms of Cf . The
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reason is that

Tr{Cf , K
f
0 } = −iKf

0 (ᾱ0 − αk−2),

which is not identically zero on Dk−1, while the trace of a commutator is always zero.

6.2 Lax Pairs in the Infinite Case

Finally, we deal with the infinite defocusing Ablowitz-Ladik system. By this, we mean

that we consider the system whose first equation is

iα̇j = ρ2
j(αj+1 + αj−1)

for all j ≥ 0, with the boundary condition α−1 = 0. The idea behind constructing Lax

pairs for this system is to use the finite AL result. Since each entry in a fixed power

of the CMV matrix depends on only a bounded number of α’s, extending the finite

Lax pairs to the infinite case only requires an appropriate definition of the “infinite”

Hamiltonians K i
n for all n ≥ 1.

Let us explain these claims: Fix n0 ≥ 1 and j0,m0 ≥ 0. Consider the finite

problem with k very large (k ≥ 20(j0 + k0 + n0) is sufficient, though a much more

precise bound can be found). In this case,

Cn
j,m = (Cf )

n
j,m

for all 0 ≤ j, m ≤ j0 + 4,m0 + 4 respectively, and 1 ≤ n ≤ n0. Say we can define

a Ki
n such that its dependence on the first k α’s is the same as that of Kf

n . Then,

for 0 ≤ j, m ≤ j0 + 4,m0 + 4 respectively, we can replace “finite” by “infinite” in

(6.2)j0,m0 and (6.2)j0,m0 .

The last element we need is Ki
n, the nth Hamiltonian for the infinite problem. It

is a function defined on sequences {αj}j≥0 of numbers inside the unit disk, having a
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certain decay. The condition it must satisfy is

Ki
n({α0, α1 . . . , αk−1 = −1, 0, 0, . . . }) = Kf

n({α0, α1, . . . , αk−1 = −1}).

Given that

Kf
n(Cf ) =

1

n
Tr(Cn

f ),

a natural guess for Ki
n would be

Ki
n(C) =

1

n
“Tr”(Cn).

But recall that the CMV matrix is unitary, so it is not trace class. Nonetheless,

given the special structure of C, we can define our Hamiltonian K i
n following this

intuition as the sum of the diagonal entries of Cn. While this statement will be

rigorously proved in the following lemma, the reason why one can sum the series of

diagonal entries is that all of these entries have the same structure for shifted α’s:

They are the sum of a bounded number of “monomials.” By “monomial” we mean a

finite product of α’s and ρ’s. All the monomials that appear as terms in the diagonal

entries contain at least one α factor. Since all the α’s and ρ’s have absolute values

less than 1, and if we assume l1-decay of the sequence of coefficients, the one α factor

in each monomial will ensure convergence of the whole series.

The next lemma and its proof explore in more detail the structure of the entries

of powers of the CMV matrix and its consequences for the definition of Hamiltonians

in the infinite case.

Remark 6.5. We must observe that Theorem 4.2.14 from [28] proves that, if

{αj}j≥0 ∈ l2,

then the operator Cn − Cn
0 is trace class for all n ≥ 2, and

Tr(Cn − Cn
0 ) =

∞∑
j=0

(Cn)jj.
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Here C0 denotes the free CMV matrix, given by all Verblunsky coefficients zero. Also

in this case note that, by Cauchy-Schwarz, the series

∑
j≥0

Cjj

is absolutely convergent.

While this proves that we can define our Hamiltonians in the case of l2 decay of

the coefficients, we are also interested in knowing how a Hamiltonian depends on any

α. More precisely, in order to apply the symplectic form to a Hamiltonian which is

the sum of a series (for which we do not know uniform convergence), we will prove

that, for each n ≥ 1, there exists a constant c(n), depending only on n, such that for

any j ≥ 0 there are at most c(n) terms in the series defining K i
n which depend on

αj. Our proof is direct and fairly brutal, but it also describes the general structure of

the entries of a power of the CMV matrix. In particular, it emphasizes the repetitive

structure of CMV matrices.

Lemma 6.6. Let {αj}j≥0 ∈ l1(N) be a sequence of coefficients with αj ∈ D for all

j ≥ 0. Let C be the CMV matrix associated to these coefficients. Then the series

∑

k≥0

Cn
k,k (6.2.1)

converges absolutely for any n ≥ 1.

Moreover, for any k ≥ 0, we have that Cn
k,k depends only on αk−(2n−1), . . . , αk+2n−1,

where all the α’s with negative indices are assumed to be identically zero.

Proof. We prove these statements by making two important observations.

The first refers to the general, doubly-infinite case. Let {αj}j∈Z be a sequence of

complex numbers in D, and E be the associated extended CMV matrix. Notice that

the structure of E is such that there exist functions f e
1,d1

and f o
1,d1

defined on D3 with

Ej,k = f e
1,d1

(αj−1, αj, αj+1)
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for all j even and j − k = d1, and

Ej+1,k = f o
1,d1

(αj−1, αj, αj+1)

for all j even and (j + 1)− k = d1. Here e and o are used to denote “even” or “odd”

respectively, and −2 ≤ d1 ≤ 1.

Using this simple remark, one can prove by induction that for all n ≥ 1, there

exist functions

f e
n,dn

, f o
n,dn

: D4n−1 → C

with −2n ≤ dn ≤ 2n− 1 such that

En
j,k = f e

n,j−k(αj−(2n−1), . . . , αj+(2n−1))

for j even and −2n ≤ j − k ≤ 2n− 1,

En
j+1,k = f o

n,j−k+1(αj−(2n−1), . . . , αj+(2n−1))

for j even and −2n ≤ j + 1− k ≤ 2n− 1, and

En
l,m = 0

for all the other indices (l, m).

Moreover, for |dn| ≤ 2n − 1, each such function f
e/o
n,dn

is a sum of at most 4n

monomials, that is, products of α’s and ρ’s, and each monomial contains at least one

α factor. The only entries containing only ρ’s are the extreme ones:

En
j,j+2n = f e

n,−2n(αj−(2n−1), . . . , αj+(2n−1))

= ρjρj+1 · · · ρj+2n−1

(6.2.2)
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and

En
j+1,j−(2n−1) = f o

n,−2n(αj−(2n−1), · · · , αj+(2n−1))

= ρj−(2n−1)ρj−(2n−2) · · · ρj

(6.2.3)

for all j even.

Fix n ≥ 1. Each monomial in f
e/o
n,dn

is bounded by the absolute value of one of the

α’s involved, and there are 4n such monomial terms in each sum. Putting all of this

together, we get that, for all j even,

|En
j,j| , |En

j+1,j+1| ≤ 4n(|αj−(2n−1)|+ · · ·+ |αj+2n−1|).

The second observation we need to make in order to conclude the convergence of

the series (6.2.1) concerns what changes in all of these formulae when we introduce a

boundary condition α−1 = −1.

From the discussion above, we see that actually

Cn
j,k = En

j,k

for j, k ≥ 4n, as these entries only depend on α’s with positive indices. (As we

remarked earlier, these bounds are not optimal, but they are certainly sufficient for

our purposes.) Hence we also get

|Cn
j,j| , |Cn

j+1,j+1| ≤ 4n(|αj−(2n−1)|+ · · ·+ |αj+2n−1|)

for j ≥ 4n even. So, since the sequence of α’s is in l1, we get that, for any n ≥ 1, the

series (6.2.1) converges absolutely.

We can now define our Hamiltonians as

Ki
n = Ki

n(C) =
∞∑

k=0

Cn
k,k. (6.2.4)

By Remark 6.5, they are well-defined for {αj}j≥0 ∈ l2, and, for any fixed j ≥ 0, only
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a finite number of terms in the series depends on αj. We can therefore state our main

theorem in the infinite case:

Theorem 6.7. Let {αj}j≥0 be an l2(N) sequence of complex numbers inside the unit

disk, C the associated CMV matrix, and Ki
n the function defined by (6.2.4). Then the

Lax pairs associated to these Hamiltonians are given by

{C, Ki
n} = [C, iCn

+] (6.2.5)

and

{C, K̄ i
n} = [C, i(Cn

+)∗] (6.2.6)

for all n ≥ 1.

Or, in terms of real-valued flows, we have

{C, 2 Re(Ki
n)} = [C, iCn

+ + i(Cn
+)∗] (6.2.7)

and

{C, 2 Im(Ki
n)} = [C, Cn

+ − (Cn
+)∗] (6.2.8)

for all n ≥ 1.

Proof. For each fixed n and entry (j, l), there exists a k large enough such that all

the entries of C and Cn that appear in (6.2.5)j,l and (6.2.6)j,l are equal to the entries

of Cf and Cn
f , respectively, in the corresponding finite Lax pairs.

Moreover, since Cj,l depends on two α’s, and these appear in only finitely many

of the terms in K i
n, the Poisson brackets on the left-hand side are well-defined finite

sums and equal the corresponding Poisson brackets in the finite case.

Therefore, the results of Theorem 6.7 follow directly from Theorem 6.2 and the

observations in the proof of Lemma 6.6.
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Remark 6.8. As in the finite case, we define

K i
0 =

∞∏
j=0

ρ2
j .

Recall that

ρ2
j = 1− |αj|2 ≤ 2(1− |αj|)

and {αj}j≥0 ∈ l1(N). Therefore, K i
0 is well-defined and positive; also the following

Poisson bracket makes sense:

{αj, log(Ki
0)} = −2iαj.

But, as in the finite case, we cannot hope to find a Lax pair representation for the

flow generated by Ki
0 in terms of C. The dependence of

∑
j≥0{Cjj, K

i
0} on ᾱ0 is

nontrivial, while
∑

j≥0[C,A]jj is identically zero for any infinite matrix A for which

the commutator makes sense.

6.3 The Schur Flows and Their Relation to the

Toda Lattice

In this section we want to present another system of nonlinear differential-difference

equations

α̇n = (1− α2
n)(αn+1 − αn−1), {αj} ⊂ (−1, 1), (6.3.1)

known as the discrete modified KdV equation (see [1] and [15]) or the equation of the

Schur flows (see [11]). This system’s main interest lies in its connection to the Toda

and Volterra (or Kac-van Moerbeke) lattices.

More precisely, the Schur flows appear in the work of Ammar and Gragg [4] as an

evolution equation on the Verblunsky coefficients obtained by transferring the Toda

equation via the Geronimus relations from the a’s and b’s. As such, it is an evolution

on real α’s. One can then relax this condition and think of it as an evolution on
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complex coefficients, which preserves reality (that is, if the α’s are real at time 0,

then they remain real for all times).

As it turns out, this description applies to “half” of the Ablowitz-Ladik flows, the

ones generated by Im(Kn) for all n ≥ 1. Indeed, the evolution on the Verblunsky

coefficients under these Hamiltonians is equivalent to the Lax pairs

{C, 2 Im(Kn)} = [C, (Cn)+ − ((Cn)+)∗],

which preserve reality of the α’s. (We consider here both the finite and infinite AL.)

So it is natural to ask ourselves what are the corresponding evolutions of the a’s and

b’s.

Here we will only show that (6.3.1) is equivalent (up to a multiplicative constant)

via the Geronimus relations (3.6.2) to the Toda evolution. In other words, as the

notation suggests, we think of the α’s as real Verblunsky coefficients. Moreover, we

recover (6.3.1) as the evolution generated by −2 Im(K1) under the AL Poisson bracket

(4.1.2). In fact, in joint work with Rowan Killip [21], we prove that, in the finite case,

all the evolutions induced by Im(Kn) become, via the Geronimus relations, simple

combinations of the evolutions in the Toda hierarchy.

Let us first see what the flow generated by −2 Im(K1) is. Recall that

K1 = −
p−1∑

k=0

αkᾱk+1

and

{αj, K1} = iρ2
jαj−1,

{αj, K̄1} = iρ2
jαj+1.

Combining these two equations, we easily find

α̇j = {αj,−2 Im(K1)} = ρ2
j(αj+1 − αj−1).
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If αj(0) ∈ R for all j, then αj ∈ R for all j and for all time. Since in this case

ρ2
j = 1− |αj|2 = 1− α2

j ,

we recover exactly (6.3.1).

Recall that, as presented in Section 3.6, measures on the circle which are invari-

ant under complex conjugation correspond via (3.6.1) to measures on [−2, 2]. This

happens exactly when the Verblunsky coefficients are real, and in this case they

are related to the recurrence coefficients on the interval via the Geronimus relations

(3.6.2):

bk+1 = (1− α2k−1)α2k − (1 + α2k−1)α2k−2

a2
k+1 = (1− α2k−1)(1− α2

k)(1 + α2k+1).

Let the Verblunsky coefficients evolve according to the Schur flows (6.3.1). We

want to deduce the evolution equations for the a’s and b’s.

ḃk+1 = (1− α2k−1)α̇2k − α̇2k−1α2k − α̇2k−1α2k−2 − (1 + α2k−1α̇2k−2)

= (1− α2k−1)(1− α2
2k)(α2k+1 − α2k−1)

− (1− α2
2k−1)(α2k − α2k−2)(α2k + α2k−2)

− (1 + α2k−1)(1− α2
2k−2)(α2k−1 − α2k−3)

= (1− α2k−1)(1− α2
2k)(1 + α2k+1)

− (1− α2k−3)(1− α2
2k−2)(1 + α2k−1)

− (1− α2k−1)(1− α2
2k)(1 + α2k−1)

+ (1 + α2k−1)(1− α2
2k−2)(1− α2k−1)

− (1− α2
2k−1)(α

2
2k − α2

2k−2)

= a2
k+1 − a2

k
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and, by a similar, but somewhat tedious calculation,

2ak+1ȧk+1 = a2
k+1[bk+2 − bk+1].

So we find

ḃk+1 = a2
k+1 − a2

k

ȧk+1 =
1

2
ak+1(bk+2 − bk+1).

Let

Bk = −1

2
bk, Ak = −1

2
ak.

Then we get

Ḃk+1 = 2(A2
k −A2

k+1)

Ȧk+1 = Ak+1(Bk+1 − Bk+2),

which are exactly the equations of the Toda lattice (2.3.3) and (2.3.4) written for B
and A.
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