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ABSTRACT 

A complete eArpression for the probability distribu

tion of the zero crossing periods of filtered random noise 

is given. The first term of .this expression is evaluated 

and extended to include narrow, symmetrical spectra. The 

behavior of the frequency function about the second and 

further half-Deriods is investigated. 

Apparatus has been designed and constructed which 

gives directly the distribution function of the zeros of 

filtered random noise. Distribution functions correspond

ing to several filters are shown. Correlation between 

theoretical and .experimental distributions is good. 



I. INTRODUCTION 

In the last twenty-five years noise theory has risen 

from comparative insignificance to become an essential ele

ment in communications and control systems. Early workers 

in the field investigated noise sources; Schottky(l) reported 

the shot effect in 1918, and in 1928 NyquistC2) predicted 

and · JohnsonC3) verified the presence of thermal noise in re

sistors. Later work was concerned with the relationship be

tween noise voltage and banclwidtnC4), with determinations of 

limitations in sensitivity due to noise(5).,(6), and with 

estimates and measurements of the crest factor .-):(.,,(7) However 

advances made in the last decade have been the inost signifi

cant. The effects of noise in linear and in many non-linear 

systems have been calculated by Rice(8), MiddletonC9),(lO),(ll), 

and others(l2). Also the noise-minimization problem has been 

given detailed treatment by Wiener (l3) and his. associates (14). 

The essential basis for these enormous contributions to 

noise study has been the application of statistics and proba

bility theory. 

Although early workers were aware of' the statistical 

nature of noise, and some preliminary studies were made(7), 

it was principally through the work of Rice(l5), Franz(16), 

and Wiener(l3),(l7) that a more nearly complete statistical 

description of noise was made, and a firmer foundation for 

noise theory laid. Mathematical analyses were made of noise 

-:(-This term has now largely been dropped from the literature. 
It is used to describe the ratio of the highest peaks of a 
noise voltage to its RMS value. 
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originating in various sources , notably shot effect in 

vacuum tubes and the thermal agitation of electrons in re

sistors. Studies were made of' the noise obtained by pass

ing random noise through physical devices. Powerful meth

ods for determining the behavior of noise in non-linear 

systems were obtained. Relationships between spectra and 

correlation functions were deduced$ 

It was during a study., by Stephen o. Rice, of certain 

properties of noise having a specified s :gectral distribution, 

including topics such as the characteristics of the maxima 

and minima., energy distribution., etc., that the problem of 

the distribution of' the zeros was proposea..(15) The :problem 

is as follows~: We are given random noise with a specified 

spectrum. Denote by the random variable c:: the distance be

tween successive zero crossings of the noise, such as could 

be measured directly on an oscillograph. What is the dis

tribution. of the random variable r? 

If the noise is truly random, having a flat spectru.i.11 

out to infinite frequency, the solution. is quite easy., being 

related to the Poisson distribution. For any other spectral 

distribution a solution has not been obtained. If we choose 

a spectrum which excludes all frequencies but those in a nar

row band about f 0 , a partial solution can be obtained. The 

solution to the narrow band-pass problem is indicated briefly 

by RiceC15); treatment, in extended form, is given in the 

following sections. For such a spectrum we would intuitively 

expect a :peak in the frequency function of 7: at the value 



3 

~=-1-, the sharpness of the peak depending on the width of 
2-fo 

the band about f 0 -. This result, as will be illustrated, 

has been verified experimentally. 
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II. THEORETICAL DISCUSSION OF THE DISTRIBUTIOH OF THE ZEROS 

1. The Solution for Comnlete Randomnesso 

"Ne shall say that noise is completely random if knovr

ledge of its magnitude at a certain time yields no informa

tion, statistical or otherwise, about its value at any other 

time; this is equivalent to saying that its .(auto)correlation 

function is zero for all values of the argument other than 

zero. For such noise we may write 

where PT(n) is the probability of obtaining n zeros in time 

T, and v is the expected number of zeros per unit time. 

PT(n) will be recognized as an ordinary Poisson distribution. 

Now if we let 1' equal the time interval between successive 

zeros, and Po(,)d, the probability of obtaining a zero in 

(1'J 1'+&1) if there is one at'(::. 0 and none between O and 'C, then 

Thus 

P0 (Z)d1:: (Probability of a zero in ~, T+dr ) X 
(Probability that there is none between) 

::: -v d.. t i P~ (o) . 

(1) 

The characteristic function of Po(~) is given by 

~(t) = -J 
v-i.-t 
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and its mean and standard deviation are 

(f' == _J_ • 
,) I 

W\ ::: _L • 
-J 

Completely random noise is precisely characterized by a 

spectru.iu flat to infinity. In practice we can obtain nearly 

completely random noise from a spectrur.t1 flat to a large fre

quency .f0 and zero beyond f 0 • The correlation function yr(-c-) 

.for such spectra is given as 

For increasing .f0 , ~<~) becomes more sharply peaked about 

t-=O. A'lso, the expected nuraber of zeros can easily be cal

culated for the above spectrum; it will later be shm~m that 

v ::; f 0 • 
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2. The Solution for the General Case. 

In this section v:e shall treat random noise having a 

specified but arpitrary spectrurn. For this spectrmn con

sider c, the class of all curves having zeros at zero and 

in (1\'t'+J.~). If, inn random samples, 11ve haver curves 

which do not cross· the axis between zero and '<"' , then v,e 

are interested in finding lj_m. ~ -=- P. (1") ol t. 
Yi.-)oO 11\ 0 

We next define the following probabilities: 

p0 (Z)clt::the probability of a zero in ('<','l'+.J.t') if 
there is one at O; 

•P, (1;
11
t),:h, Jt':: the prob~bili ty of a zero in ( i-1 -t+Jt) 

and one in (ic,,, h+JJC,) if there is one 
at O, etc.; 

• • • • • • • • • • • • • • e • • o • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 

Now p0 (~)at corresponds to all curves having zeros at O and 

in ("<', t'-t-iit); therefore we must subtract from it :probabili

ties corresponding to curves crossing between O and t. The 

integral J.t s i.(lC,,t)JJ(, is the expected number of curves 
0 

ti1rough O and ( "(, Z'TcAt) which cross the axis between O and 

r, counting each crossing as a curve. Thus if we take 

we will have accounted for C1, the sub-class of curves 

crossing the axis precisely once between O and r . To ac

count for C2, the sub-class having two crossings between O 

and r, we must add are 
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counted twice in the Pl integral and twice in the P2 inte

gral. 

Extending this process, noting that members of Cn 

are cou.nted ~t times by the Pm integral, and also that 
(;\-~I! 

...L ...... 
2. \ i, 

we obtain 

.. P. (r) J t = f• ol t - Jtj<' p,J..,._,-+ .J_ 51'Jfp-z.J-v:,J.1t .. -
0 2! " 0 

~ 

(-1\" Jre.h, (2) or P~tt)J1 r ••• J1'°J,)(" r--- (x,, ... )("', ti) ~ 

""'O ~! 0 
" 

This may easily ·be checked for random events. In this 

case we have l?o=--v, P1=-v1. ••• , and 

(1) 

It now remains to obtain then ~1 ••• .t,-Q, ./::' , • . 

Exnected Number of Zeros. We must first evaluate P (1' )dt'; 

which is defined to be the probability of obtaining a zero ·in 

(~, ~+dr). This result was first obtained by Rice(l5), and 

is p_resented here in order that the method may later be 

used. Let F(x) represent our noise function. Denote 
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It has been fairly well established, through application of 

the Central Limit Theorem, that f and ~ are normally dis

tributed. (Strictly speaking we should use r"' F(Q,, ... t.1 .. ,x), 

where the a' s are randorn variables which are fixed for a 

given F. We refer the reader to Rice.) Next consider the 

set S of all ? and 11 such that 

either - rl, J,.., <?, < a 

If, inf~ space, the point (7,~) is in the sets, then 

we Vlill have an axis crossing in (.:,, JC,+oh,,). Thus if f(~i'li );; 

p (r, ~ ; " ) is the joint frequency function of ~ and n , we 

have 

Since dx is presumed small, it follows that 

~(x) ol~ 
) 

00 C 

::. Ji x 1'\ r ( o, ..t ; ~ ) & 'lll - cl~ 5 )\ p(o,i'l; ¥} &v\ r 
I) 

-c::o 

~ 

or PC¥-) - 5 \1"\ r (0,11; x) &11. 
-~ 

If we assume that F(x):O, we may compute the second

order central moments as follows:; 

L.1:: E('v/·)-= l,;..,..E('Yl .. llw.-) -
'l:'➔ a 



Thus 

and 

A 

Further, 

Thus 

9 

-:. E ( T 14) "" \,.:._ 

:: -Y,
1
(0) = 0 

I :: 
2--:;;rf 

T➔ co 

::,, 

(3) 

P(x) also represents the expected number of zeros per second. 

Determination of PnLl_,, ~ .... ~ .. ,z-) o We wish to find 

Pn (.i,, h .. . l(..,, 1:'), the probability of having zeros in ( i,, 1,~~ •• 

... (<', 't'+di) when :·"it is known there is a zero at o. Let E~. 

denote the event of a zero at Xi with positive slope, E;~ 

a zero at Xi with negative sl9De, etc. Then the probability 

we want is 

Clearly 

which is easier to evaluate. Further, 
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Consider next the set Shaving subsets 

(l) (2) (3) 

- 11 o J. 'f.o <. z'o < () - 11,. oh,,. <. $0 <. 0 - 'Ylo J.~.-' 1o .c 0 

-)\,a¥,.(. 's, <o -1,\,J\(, > §', > 0 - Vt, Ji,> r. >o 

-1'.,. J.~-a. < 11. < 0 -'\'\-..,h-....:.~ ... <o - v\.._ cl.¥2 > s.,. .> 0 

To construct the subsets we keep the 0th inequality fixed 

ai.1d vary the remaining ones in all possible ways. This re- · 

sul ts in 2 "-+' subsets in S. Each of the subsets represents 

one of the mutually exclusive ways in which P(E..,.±, • • • E--.:! £:) 

can happen. If the frequency function is given by 

then 
p ( E1.: • • • E"; t=: ) = S f as 

s 

The first term of the summation is 

Remembering that dxo, dx1, • • •dx"+' are small, we may write 

.P!Er.; •·· E:) -:. L l-,\~ J~) • · · )Y\ .. V\,···Yi" .. ' tlO;•· o,P1,.•··"1~ .. ,)~l( ••. ~t-i\".', 
olh · •• · J.Y.".-1 
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where the second n integrals in each term of the sum are the 

2~+• possible arrangements of)~ and 1: taken n~l at a time, 

and r is the total nur.o.ber of integrals having lower limits 

of (-)infinity in any term. 

We may evaluate the elements of the moment matrix as 

indicated in the preceding section. Carrying out these op

erations leads to the moment matrix A, shovm in Fig. 1. 

The matrix is of order (2n+4)(2n+4)o 

Once the moment matrix is determined we can find the 

frequency function as follows: 

(4) 

Note that Ji,).,,_ is the cofactor of ,\j._in A, and j and k in 

the latter summation run from n+3 to 2n1-4. ( ,1.- ➔ 11,:.~+z ). 
+ ~ I •r ~ 

Also P(Eo): ..!.. P(Eo) :. ...L l~)-Z.. This completes the 
Z 2~ ~o 

formal determination of P0 (~)o 

Reduction of P,ofil• It is possible to simplify fur

ther the expression for p0 ('c') .. Using (3) and (4) we obtain 

where 

and 

.J1 :: 



:i:: 1i:i'. 
-;.;· ( t _:_, )l j-• _) Q,j - y.r( ~ ,-, - XJ-1 ) a .. ::: -' ·J 

r I .rrr. 
U rrr: _C( •j :: a .. a,.J· = -J l JC 

n 
-j) ( )(,~, - ,'1-J' •/) 

n: u: TI 
0.,'J :: 0- ,,; -:; Ci • ·' :;: Ur. ' ' 

-..I" 'J 

n rr rn. I.E. O,:_j .: Cl.j" O.,:j -:: - C{J.: 

Figo l_.. The A. !11atrix., 
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It can easily be shown that 

Next let 

Substituting yields 

Using 

we have 

where :: 

Also, by Jacobi's Theorem(l8), 

= A I 

and thus 
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Using , we have 

' 

p .. (1:-) :: t ( ~ .. )~ (A,~ - (\l~ )l. ( 1-t ~ta,.,.-'~) 
~ :;~, (11- ..... - 1/·) ½ 

(5) 
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3. Solution for Narrow Band-nass Filter~ 

In this section we shall compute approximately the 

distribution of the zeros for a narrow band-pass filtero 

We shall assume that the first term of Eqo (1) adequately 

represents the frequency function, which is' equivalent to 

saying that the .probability of more than one axis crossing 

in the interval is negligibleo 

Our spectru.'11 w (f) will be given by 

W(f}:;. Wo J t",i £ f.~ f1;, j 

= c:, , elsewhere. 

It is easily shovfi~ that P0 is independent of any constant 

multiplier of the spectrum; therefore we may take w.,=l. 

Now 

If we let ex.= rrr f0 and Q.:: _h_ we get 
f6,- f.., 

Also 
1/,,, = 

..J-.' : 

I" 'Y--o "" 

0 

-

--'--
Q 

_,_ 
«. 

lfrr' { 
3Q 

3-+ _,) 
l./ Cl, 
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Note further that 

Investigation of __/2 33 and Jh., reveals that both quanti

ties are very close to zero. Therefore in their evaluation 

it is more practical to use approximate methods .. To do this 

we use the series expansions for the trigonometric terms in 

the correlation function and its derivatives., assume that 

~ << 1 ., and retain only the first few terms. Carrying 
Q 

out this procedure yields 

Substitution into (5)., using -toC<al) = Po<t'} in order that we shall 
7Tfo 

still have a distribution~ gives us 

For o1. near tur. the above expression reduces to 
2 

Note that +o ( :q:) = VI 4o ( V't2rr) . 

(6) 

In Fig$ 2 Eq. (6) is plotted for n::l and several 

values of Q·. It is seen that +0 (II)=- 2 f.3 ~ 2. -=;y-· 

Properties of fo(~) .. (n=l)o Let us next determine cer-
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tain of the statistical properties of our approximation to 

f o ( °') given in Eq. ( 6) Q The mean, of course, is rr. . z. The 

standard deviation~ is given by 

(7) 

A plot of~ versus Q is given in Figo 3Q 

For a given value of l «-¥/ there will be a certain Q 

giving a maximum value of f O (ot.). Using the following approx

imation to Eq. (6): 

fo<«) 
,r2. 

(8) 

we find by differentiation that 

TT 

Qmax. is indicated in Fig. 2 by the dotted curve. 

The nQn of the frequency fUi."lction is defined as for a 

resonance curve. It is without obvious statistical signifi

cance, but has been useful in the experimental work. We 

wish to f'ind °'• , then, such that 1 ' ( 11 I, r < ) ~ -t-., 2 I -=- 1"o ot, . 
12- . 

Solving gives 

o(, - " = 2 .L ) t ( 2 3 - I 
2. 

Thus 

::. '(r,{, - TL) 
• 2. , 

and 

= ::. .1. 39(. Q 
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Ex1~ected Number o.f Zeros. From Eq .. (3) we may calculate 

the expected number of zeros .for the narrow band-pass filter. 

,I I/ .L 
_I (-hJ2 ( 
Tr 1/,o = 2 f, I -+ 

For Q tending to infinity we obtain 2f0 , as expected. 

The expected number of zeros for noise .flat to fp, men

tioped at the close of section II-1, can now be found. For 

this spectrum 

Now 

and 

Thus 

Non-rectangular Filter Characteristic. In obtaining 

Eq. (8) for fo(°') we could have used 

(9) 

To get Eq. (9) from Eq. (5) note that .iln and .f\3., are approxi

mately equal, and that t-11,ti ~ rr. for rJ- near TI • Now if 
"2. 2 

and 
(!1 (o< ) = 

then 
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and 

Substituting yields 

For the narrow rectangular filter we have 

Substituting this value in :Eq. (8) gives Eq. (9). But sup-

pose we have 

Then 
,ll" -w. 

= 

In this way we can get the frequency function corresponding 

to any spectrum which can be represented as the sum of a 

finite number of rectangular spectra of arbitrary amplitudes 

and widths, all having the sam.e mid-band frequency. To a 

fair approximation this includes all symm.etrical spectra. 

The assumption that the frequency is near f 0 and that all 

of' the Qi'S are large is still in force. 

An equivalent Q can be defined as follows:: 

Q; . = L A,/Q,· 

I A~1Q: 
(10) 
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A filter having this Q would produce precisely the same dis

tribution of zeros as would the filter indicated by the sum

mation. 

For n=2 we have 

where 
h 

and 

Fig. 4 shows r as a function of a12 and ql2• 

The difference of two spectra represents a double band

pass filter. For example, if 

then 

where QQ. 

and "to = 

Then Qe 
'l. 

where Q ::. 

and ~ = 

..L ~ 0( 

0( t:).., 
.L S,w\_;,L 
ol ~I, 

= i I ~I - ~ ..::_ + < 't I + tl 
'2. <( 

"'" 1. I +1. - ~ < f ..::.. +'a. -1- ~ 
'2. 2. 

= o · elsewhere, 

- +t> -~ 
H+Af 

-f~ 
2. 

= Q' 
3.fl. +I 
~ 

.h 
Af 

{o -H 
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III. Tli~ MEASURmiillNT SYS'YElYI 

In the preceding section ·we saw that the first term 

of the series which presumably represents the frequency func

tion for the distribution of the zeros could be approximated, 

although with some difficulty, for the special case of a 

narrow rectangular band-pass filter. It appears that vvi th 

methods now available the remaining terms of the series can

not be evaluated, although possibly the second could be de

termined with a large-scale computer. In order to check the 

validity of' the i'irst term as an approximation to the series 

(for the narrow band-pass filter), and also to obtain an ac

tual distribution of zeros for noise of a certain known spec

trun, an electronic system has been designed and constructed 

which gives directly the distribution function of the zero

crossing periods corresponding to noise of arbitrary, known 

spectra. 

In the measurement system flat random noise is fed 

through a narrow band-pass filter. The filter output is 

clipped and differentiated, giving positive pulses for zeros 

of positive slope, and negative pulses for zeros of negative 

slope. These pulses are then inverted, clipped, and recom

bined to give a positive pulse for each zero. The positive 

pulses are used to generate a sawtooth timing waveform; this 

timing waveform has constant slope and is triggered by each 
~ 

successive pulse. Next the sawtooth wave is clipped at a 

specified voltage level corresponding to a certain rise time, 
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and all surviving peaks of the sawtooth wave are differen

tiatede The resultant pulses are then shaped and countede 

In this way we obtain a measure of all zero-crossing periods 

greater than a given value; the distribution function is 

given as an output. The central feature of this system is 

the sawtooth timing waveform which essentially changes a 

ti:ne measurement to an amplitude measurement~ 

A block diagram of the system is given in Fig., 5, to

gether with typical waveforms illustrating the operations. 

The apparatus has been sub-divided into three units, each 

of which occupies a separate chassis. 

Discussion of Circuits. The complete circuit diagrams 

corresponding to the block diagram of Fig. 5 are given on 

the following pages. Fig. 6 shows the noise source and the 

preliminary filter and amplifiers. The noise source is a 

thyratron operating in the conducting state. Its spectrum 

is flat from near zero frequency to 200 KC.. The RivIS noise 

voltage output is .05 volts to 020 volts, depending on 

the grid voltage. The next stage is a cathode follower 

which feeds ' a band-pass filter combination made up of a low·

pass and a high-pass filter separated by a second cathode 

follower. The filter passes from 15 KC to 25 KC,; its pur

pose is to remove the very high and the very low frequencies., 

A triode amplifier with gain control completes this portion 

01· the circuit. 

In Fig. 7 we have the spectrum-shaping filter and the 

output a.m~lifiers. The filters are three ca.scode brid.ged-T 
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filtersC19) v<l1ich may be used individually or in series~ 

The bridged-T has a null frequency characteristic, and when 

placed in a negative feedback loop results in high selectiv

ity9 The resultant Q is given by Q=}QLG, where QL is the Q 

of the inductance and G is the loop gain9 We may adjust QL 

by adding resistance in the inductance branch, and the mid

band frequency is varied by changing the condenser values. 

A parallel-'I' circuit was also considered, but its Q is less 

by a factor of QL/4. The value of loop gain at which oscil

lation occurs is about the same for both circuitsa 

Unfortunately the frequency characteristic of a cas

code bridged-T resembles more an inverted V than a narrow 

rectangle. However if three cascade bridged-T's are cas

caded to form a nflat-staggered-triplen(l9), a much closer 

approximation to a rectangular spectrurn can be obtained. 

The flat-staggered-triple has the three mid-band frequen-

cies displaced slightly, resulting in a characteristic having 

a reasonably flat top and shs.rply sloping sides. (See Fig o 22) 

The output circuit provides about 50 volts for input 

to Unit II. It was found necessa.ry to load the final cas

code bridged-T with a cathode follower; Miller-effect capa

citance in the 6SL7 triode ca.used oscillation in the bridged.

T circuit .. 

Fig. 8 shows the clippers; the . phase inve.rter, anc~ a 

noise-voltage meter. The signal is clipped five times anc1 

a1r\9lified twice; the diodes clip three times, and the .input 

circuit to each pentode acts as a clipper by effectively 
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shortening the grid base to about one volt. Actually fewer 

stages could have been used, since the rise time is limited by 

the integrating action of the line resistor and the diode 

capacitance. For this reason a pair of 1N34 crystal diodes 

is the i'inal clipper; their capacitance is less than that of' 

a 6H6 by a factor of four. 

The variable biasing arrangement on the i'irst pair of 

diodes is included to ensure that the zero spacings are not 

distorted; the pentodes give different slopes to the posi-

tive and negative rises of the sqµare wave, because the tra...~s

conductance varies with grid voltage. This adjustment was 

found to be quite critical in affecting the final output. 

The phase inverter is orthodox. The plate half of the 

circuit reacted violently to noise and ripple in the plate 

supply, and a well regulated povmr sup9ly was absolutely 

necessary. A higher total gain would have lessened the 

effect of noise and ripple, although at the expense of rise 

time. 

In Figo 9 we have the differentiators, clippers, mixer, 

and Unit II output circuita The two-tube mixer was thought 

necessary for isolation purposeso Matching in the output 

coaxial-cable circuit was not critical., although an attempt 

was made to match at both ends of the lineo 

The next figure, Fig., 10, shows the input circuit and 

first multivibrator of Unit IIIQ The function of the multi

vibrator is to shape the incoming pulses" The first ampli

fier inverts the positive pulses from Unit II to give the 
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negative pulses required to trigger the multivibratoro .About 

(-)5 volts is required for triggering, and output pulses are 

(-)30 vol ts. Pulse width is approximately one micro-secono .. 

The sawtooth timing waveform generator~ the clipper, 

a.Ild the differentiator· are illustrated in Fig. 11. The saw

tooth generator operates by charging a resistance-capacitance 

combination; each successive pulse discharges the condenser 

through the parallel triodes. A diode nrestorer" assures 

that each segment of the sawtooth starts at the sar:ie voltage. 

Several other sawtooth generators were tested; the next best 

was the Miller Integrator.(19) This circuit employs capaci

tive feedback around a DC amplifier, and was found to have 

superior linearity; however persistent overshoots at the 

beginning of each segment made it less satisfactory. The 

linearity deviation of the circuit shown, expressed as _devia

tion of the curve from a straight line, was less thar.1. 0 .. 5% .. 

The sawtooth generator is coupled through a cathode 

follower to the clipper., The clipping voltage level is de

termined. by the lOK :potentiometer setting, while the· voltage 

difference between the extreme settings is a function of the 

resistance paralleled with the potentiometer. The voltage 

range is adjusted by means of the 30K potentiometers; ganging 

them makes the voltage difference between clipping limits 

independent of their setting, which makes for simplified 

calibration. 

The clipper feeds a differentiator and pulse arn.pli-
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fiers .. The diode between amplifier stages removes the un

wanted transients generated during the slanting portion of 

the sawtooth wave. 

Fig. 12 gives the second multivibrator and the final 

output circuit. The second multi vib1--a tor is identical with 

the first, except that the pulse length is greater. 

The output circuit has some features of interest. Its 

function is to obtain a nurnber :proportional to the nurn.ber 

of pulses delivered to it. This is done by integrating the 

pulses through the charging of a condenser-resistor com

bination. To· measure the condenser voltage a triode 2.nd 

two voltage-regulator tubes are used. The 20K potentio

meter is set such that when no pulses are delivered the 

• meter current is zero. But when the condenser is charged., 

its voltage appears at the grid of the triode~ and a current 

unbalance results; thus we obtain a meter reading which . is 

a £'unction of the number of pulses applied to the pentode. 

Four power supplies were used in conjunction with 

the equipment described above. Three were plate supplies 

capable of delivering 200 milliamperes at 300 volts~ and the 

fourth supplied. the -105 volt bias for the multi vibra.tors., 

electronically reg-u.latE;d; the :platE: supply i'or unit I hac. 

especially heavy filtering. The -105 volt bias was taken 

from a VR-105 voltage-regulator tube. Power-supply ripple 

and noise affected markedly the performance of' the syster.i 

by appearing in the output-meter reading. 
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In O_:£'.der to illustrate the operation of the appa:i ..... atus, 

photographs of several oscilloscope traces have been in

cluded. For these traces a 20 KC signal was used. In Fig. 

13 we have the clipped signal at the 1N34 diodes~ Fig~ 14 

gives the first multivibrator output, and Fig. 15 shows the 

sawtooth timing waveformo Figo 16 shows the second multi

vibrator output. A trace of heavily filtered random noise 

is shovm in Fig. 17.. The noise is obtained by passing noise 

from the thyratron through the flat-staggered-triple filter. 

Note its resemblance to a sinusoid. 

Calibration. To interpret the output meter reading pro

perly we must know tvm things:: first, the number of zeros 

per second that the meter reading represents, and second, the 

smallest zero-crossing period being counted by the meter. 

To determine the first quantity we may by-pass the sawtooth 

wave clipping circuit and record the output meter reading as 

a function of the input frequency, using a sinusoidal in-

put .. Then twice the frequency gives the nu.mber of zeros per 

second. This curve is given in Figo 18; the values of the 

number of zeros per second have been expressed as a fraction 

of 50,000, which is the number of zeros per second corre

sponding to full-scale meter deflection. This quantity is 

later used as the distribution fLu1ction. The linear charac

ter of" this curve was useful since., with reasonable accuracy~ 

the meter reading can be plotted directly on the distribu

tion function curve. 

To determine the clipping level of the sawtooth timing 
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waveform in time units we may set the lOK potentiometer in 

the clipper at a given value and find at what input frequency 

the meter deflects. The time clipping level is then one-

half the period, or l/2f. Curves obtained in this way are 

show.a in Fig. 19 and Fig. 20. The abscissa.e are units on the 

lOK potentiometer dial (0-100), and the R-numbers indicate 

the resistance being paralleled with the potentiometero 

Figures 21, 22, and 23 show the frequency response of 

several combinations of' the bridged-T filters. In Figo 23 

resistance has been added in several steps to the inductance 

of the bridged-T. To obtain the ohmic resistance from the 

figures shown, multi1>lY by 100. Since the range of frequen

cies in the pass-band of these filters is small, a hetero

dyning unit was constructed which compared the unJ:~nown fre

quency with a fixed standard. 

Photographs of Egui_l)ment. Figures 24-28 inclusive 

show the experimental system. Fig. 24 shows all of the com

ponents; in the foreground we see Units I, II, and III, and 

in the rear left and right the power supplies are showno 

The small chassis on top of the large power supply is the 

-105 volt multivibrator supply. 

Errors and Limitations. It is difficult to assign a 

figure of accuracy to the measurements made by this syster::i.. 

An educated guess would place the figure near five per cent. 

The principal source of error was extraneous noise origina

ting in the power supplies. To eliminate this noise it 

would have been necessary to replace tvm power supplies, and 
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.Fig. 24. Complete expesimental apparatus. 

Fig. 25. Units .-I, II, and III, re.ar view .. 
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Fig. 26. Unit I~ bottom view. 

Fig. 27. Unit II., bottom view. 
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Fig. 28. Unit III, bottom view. 
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also to use batteries for plate and filament in the noise 

generato~ and the early amplifier stages. 
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IV. F.x.PF£IMENTAL RESULTS 

To obtain the distribution function corresponding to 

a given filter it is necessary only to record the output 

meter current as a function of the clipping potentiometer 

setting; entering the calibration curves with these _values 

gives the distribution function directly. The frequency 

function can be obtained from the distribution function by 

graphical differentiation. Each curve of meter current 

versus potentiometer setting was taken several times, and a 

mean used, since noise ca.used some fluctuation in the read

ings. 

It is more realistic and convenient to present the 

experimental data. on a micro-second time base than to use 

the dimensionless~ of Section II. We need, therefore, the 

theoretical distributions on a micro-second base. For a 

mid-band frequency of 20 KC we have 

(11) 

where 

and the prime indicates that the time base is in micro-se

conds. The distribution function is found by integrating 

the above expression. It is given by 

(12) 
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Note that the distribution functions given by Eq. 12 differ, 

for various Q's, only by a sea.le constant on the time base . 

. Fig. ·29 shows the distribution function obtained ex

perimentally from the flat-staggered-triple (FST) filter of 

Fig. 22, together with a theoretical distribution function 

which approximates it. The accompanying frequency functions 

are shown in Fig. 30. The asymmetry of the measured curves 

is probably due to the asyi:nmetry in the frequency response of 

the filter, notably that caused by the difference in the 

slo:ges of the sides of the characteristic. . To- correlate the 

distribution function with the spectrum we compare the equiv

alent Q: of the filter, given by Eq. 10., with the Q correspond

ing to tbe measured distribution function. Proceeding ac

cording to Eq. 10 for the case of n:2 we have, approximately, 

\ - "2"0 <. A~ <. J2.0) 

( - 4 .:,0 .<:: .:, -f. ~ SOD ) 

A-. I -:: • 2. 

h -= . 113 

Ge "' . l\•P Q, = 32.4 . 

(Note that the spectrum is proportional to the square of the 

amplitude of the frequency response.) Thus for the FST 

filter an examination of the frequency response gives us 
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an equivalent Q of 32.4.:, while the distribution function 

indicates a q:, of about 30. This degree of correspondence 

between Q's, as well as between the shapes of measured 

and predicted probability functions, is considered good 

by the author. 

The expression analogous to Eq. 8 for any n is 

Yl~TT'---to ( o( ) -=- ,. ,. 3 

12Q"'-l\Ll'.:!- -+ 11- (.,i- nJI}"'] 2 
12.Gl.,_ 2-

Thus the frequency function about two half-periods (n=2) be

haves as if its Q were halved. To check this experimentally 

a run was made with one of the inverting channels dead; this 

meant that only alternate zeros were considered. The results 

are shovm in Fig. 31. The ratio of the Q's for the curves 

shovm is very nearly two. 

The next sequence of curves, Figures 32-35 inclusive, 

shows distribution functions from a single bridged-T (BT) 

filter. The numbers in parentheses indicate the resistance 

added to the inductance arm of the bridged-To The Q indi

cated is that of the theoretical curve accompanying the 

measured one. (S~e Fig. 23 for the filter characteristics.) 

The frequency range of these filters violates the assump

tions of' our theory; we no longer have Q>>l and \ c.:-fl<<. lo 

Some agreement between theory and experiment can be obtained 

from BT (0), the sha.r:oest characteristic. Proceeding ac

cording to Eq. 10 we have, roughly, 
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This agrees fairly well with the value Q'6 =14 given by the 

distribution function. 

To illustrate more clearly that broad spectra give 

broad· frequency functions ,,.,,.e can plot values of' Q determined 

from the distribution functions against Qts estimated from 

the filter characteristics. This is shown is Fig. 36 for 

the bridged-T seqµence. 

Conclusions. Jn retrospect it is easy to suggest im

proved means of procedure, particularly with regard to the 

eqi;,d.pment. Some of the components could be eliminated, and 

others improved. The use of blocking oscillators might 

combine several of the operations. The weakest parts of the 

system were the power supplies and the final clipping circuito 

It remains to be seen whether the use of batteries for fila

ment and plate in the early stages and noise source would 

remove some of the lbw frequency extraneous noise. 

However the agreement between theory and experi~ent, 

in the regions where the theory was thought valid, was 
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satisfactory. The first term of the series for the fre

quency function, Eq. 2, appears to represent closely the 

frequency function, for narrow spectra. 

Further research along these lines would include 

broad spectra, and perhaps evaluation of the second term 

of Eq. 2. The case of noise flat to a frequency f 0 could 

be considered. Also there is the interesting problem of 

widely separated band-pass filters. Our results indicate . 

t hat two closely spaced band-pass filters act as a single 

band-pass filter. 
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