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ABSTRACT 

The performance of a transverse field electromagnetic flowmeter in 

a steady two-phase flow was investigated analytically for a disperse and· 

an annular flow regime. In both cases the flowmeter output voltage was 

found to be proportional to the mean velocity of the liquid phase. Experi­

ments in a steady air-water mixture showed good agreement with the analysis. 

An impedance void fraction meter was designed and built to conduct 

measurements. of unsteady void fractions. Short electrodes excited by 

voltages of opposite polarity were used in combination with a highly 

sensitive signal processor. The steady state calibration indicated that 

the meter was somewhat sensitive to the void fraction distribution for 

the bubbly flow regime. However, the transition to a churn turbulent 

regime greatly affected the meter steady state response. The dynamic 

capability of the void fraction meter was estimated by comparison of the 

statistical properties of the voltage fluctuations in a nominally steady 

bubbly flow with those of·a shot-noise process. The filter function 

associated with the finite volume of the electric field within the fluid 

cell could be determined from the measured autocorrelation function and 

was shown to be mainly a function of the velocity of the disperse phase. 

Also some properties of the disperse phase could be inferred from the 

statistical analysis. 

Two void fraction meters were used to measure the propagation speed 

of kinematic shocks in an air-water bubbly mixture for various void 

fractions and water flow rates. The relative velocity of the disperse 

phase calculated from these measurements decreased with an increase in the 

disperse phase concentration. However, this effect disappeared at higher 
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water flow rates and the relative velocity became independent of void 

fraction. Measurements of the propagation speed of shocks of decreasing 

strength provided a good verification of the kinematic wave theory. The 

shock thicknesses could also be determined leading to the conclusion that 

an important diffusion mechanism was responsible for arresting the 

steepening of the wave. 

Cross-correlations of the fluctuating voltage of two void fraction 

meters in a steady bubbly flow were determined. The speed measured by 

this technique was identified as the infinitesimal wave speed of the 

void fraction and not the velocity of the dispersed phase as postulated 

by some authors. The normalized cross-correlation maxima showed that 

the small amplitude void fraction disturbanceswereshort-lived structures, 

which were created and diffused on a continuous basis. The cross spectral 

density revealed that the waves present in these disturbances were non­

dispersive. 
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I. INTRODUCTION 

l .1 General Background 

Multi-phase and/or multi-component flows have been part of our 

technology for quite a long time. Chemical plants have used slurries 

and fluidized beds well before a renewed interest in these flows was 

spurred by concerns over the safety of nuclear power plants. The momen­

tum imparted to the research in this field is likely to continue with 

the emerging technology of synthetic fuels; the latter has reached the 

critical stage of being scaled up to commercial size. The success of 

its implementation will require a concerted effort toward improvements 

in the control and instrumentation of a process involving multi-phase 

flows [28]. 

The progress in instrumentation, component design and processes is 

closely linked to our understanding of the mechanics of these flows. 

Examples of devastating effects of these flows are numerous in the 

literature. For instance, cavitation erosion is responsible for the 

premature replacement of costly pump impellers [27]. Let-down valves 

in coal gasification systems may last only a few days in the adverse 

environment of coal slurries [11]. In general, it is not possible to 

eliminate these problems, but a better understanding of these flows 

combined with the proper choice of material can extend significantly 

the life of a component. Thermohydraulic instabilities associated with 

these flows have even more serious implications. They can jeopardize 

the integrity of the entire plant by causing severe mechanical 
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vibrations. They also disturb control systems and affect the heat 

transfer mechanisms. Recently, General Electric had to modify the Mark I 

nuclear reactor design because of the structural overloads created by 

the rapid condensation of vapor when forced into a pool of water (chug­

ging instability) [17]. Three Mile Island is also illustrative of the 

damage caused by a boiling crisis initiated by an improper control of 

the reactor. 

The study of these instabilities is greatly complicated by a mul­

titude of possible flow regimes. In a two-phase flow, these regimes 

cover the whole range of interface topologies. A wide variety of names 

has been used to describe these types of flow and their classification, 

although useful, remains highly subjective. For a vertical upward flow 

Hewitt [7] distinguishes five dominant patterns as illustrated in Fig. 

* l. la; the bubbly flow, the slug flow, the churn flow, the annular flow, 

and the wispy-annularflow. The mechanisms leading to the establish-

ment of a particular flow regime are complex. However, their occurrence 

is qualitatively depicted on a flow regime map as in Fig. 1.lb. The super­

ficial momentum fluxes of each phase determine an area where each flow regime is 

likely to exist. In practice, the flow regime boundaries are not 

clearly defined and more than one flow pattern can coexist in their 

vicinity. One of the difficulties in modeling a two-phase flow is due 

to the distinctive interphase and/or wall mass, momentum and energy 

transfer properties of each flow regime. Following a disturbance, a 

steady flow regime can recast itself in a succession of other regimes 

seeking an equilibrium between internal and imposed pressure drops. 

* Figures are at the end of each chapter. 
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Thermohydraulic instabilities are numerous and their description 

is summarized in a review paper by Bour~ et al. [6 ]. In addition to 

the usual system of acoustic waves, these instabilities are excited by 

a system of kinematic waves, sometimes called density or continuity 

waves because their speed is close to the convective speed of the 

fluids. Although these systems of waves are coupled, high-frequency 

instabilities are generally associated with dynamic waves while kine­

matic waves are characterized by a low frequency spectrum. Kinematic 

waves are usually more important in two-phase flow instabilities. They 

are usually considered as part of the tri 9geri'ng mechanisms 

which lead to a change in flow regimes. Self-sustained density wave 

oscillations are frequently observed in boiling systems and are exten­

sively described in Ref. [ 5 ]. 

The idea of kinematic waves was first introduced by Lighthill and 

Whitham [30,31] to analyze flood waves and traffic on highways, and by 

Kinch [26] who applied it to sedimentation processes. Subsequently, it 

was extensively used by Zuber [48] and Wallis [45] to describe the 

propagation speed of the void fraction in a two-phase disperse flow 

regime. Zuber and Staub [49] also carried out measurements of such waves 

in pipe flows of a water·-vapor system perturbed by small amplitude 

oscillation of the heating power to the test section. The experimental 

results showed good agreement with the kinematic wave formulation. 

1.2 Goals of the Research 

The measurement of both systems of waves can yield valuable 

information with which to assess the validity of various models of 
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multi-phase flows. Experimental studies on acoustic wave propagation 

are numerous, but little is known about kinematic waves. It is the 

purpose of this thesis to explore in more detail the propagation of the 

void fraction in the form of waves. 

The lack of data on kinematic waves is not due to a lack of 

interest in the topic, but rather to limited availability of instru­

ments with adequate dynamic response. Reviews of two-phase flow instru­

ments (see, for example, Hewitt [20,21] and Jones and Delhaye [25]) 

emphasize the fact that few instruments can be used for transient mea­

surement of the void fraction. For instance, the whole class of local 

probes is not adequate because of the intrinsic time averaging process 

involved in the measurement. This thesis first presents the develop­

ment and evaluation of instruments designed for this purpose. This is 

followed by a presentation of experimental results on kinematic shocks 

in an air-water bubbly system. These results are then used to estab­

lish the existence of a natural system of small amplitude waves in a 

nominally steady bubbly flow. 

1.3 Electromagnetic Flowmeter 

The first instrument we investigated was the transverse field 

electromagnetic flowmeter. Although not used during the course of our 

experimental work, we felt that this instrument had some unexplored 

potential in two-phase flow applications. Despite the experiments of 

Heineman et al. [18] and later of Hori et al. [22], it is quite 

surprising that the electromagnetic flowmeter has not been more widely 

used. In Chapter II, along with steady state data, we present some 
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theoretical considerations on the behavior of an electromagnetic flow­

meter in both bubbly and annular flow regimes. 

1.4 Impedance Void Fraction Meter 

In the past, the only accessible method to measure transient void 

fraction was the X-ray beam attenuation technique. It has been suc-

cessfully used in a wide variety of flow configurations by many 

investigators, among them Schrock et al. [41] and Zuber et al. [50]. 

In recent years, they-ray attenuation technique has become a competi­

tive substitute. Larger sources of radioactive material and improve­

ment in the detection system have increased their dynamic response. 

Time rise of the order of 20 ms is reported by Taylor et al. [44]. 

Ultrasonic detectors are still in the process of being evaluated, but 

the preliminary tests of Arave and Fickas [ 1] suggest that these may 

hold some promise. 

The impedance void fraction meter offers an alternaUve for 

transient measurements because of the simplicity of its construction. 

The potential for good dynamic response was first recognized by 

Orbeck [38] and later by Olsen [37]. However, most investigators have 

used this technique in steady two-phase flows; the exceptions,to our 

knowledge,are the work of Cimorelli and Evangelisti [ 9], Garrard and 

Ledwidge [16], and more recently of Jallouk et al. [24], who have 

attempted unsteady dynamic measurements. 

The potential dynamic capability of the impedance void fraction 

meter has prompted us to explore the use of these devices to observe 

the propagation of kinematic waves. In Chapter III we report on the 
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design of our own impedance void fraction meter and present the results 

of its steady state calibration for different water volumetric flow 

rates. 

1.5 Dynamic Calibration of the Impedance Void Fraction Meter 

The dynamic calibration of this class of void fraction meter is a 

topic which is not addressed in the literature. The statistical analy­

sis of the fluctuating output voltage of the meter in a steady bubbly 

flow will lead us in Chapter IV to an estimation of its dynamic response. 

This analysis goes beyond that of Garrard and Ledwidge [16] who con­

sidered the implications of the probe 11 noise. 11 However, their 

conclusions were too vague for any practical application. By assuming 

a specific stochastic process, some average physical properties of the 

disperse phase are correctly predicted. A better understanding of the 

dynamic operation of the meter finally pennits us to make some sugges­

tions for future improvement. 

1.6 Measurements of Kinematic Shocks 

In the first part of Chapter V the kinematic wave theory as for­

mulated by Zuber [48] is introduced. This formulation is equivalent to 

Wallis's [46] drift flux Model. However, Zuber's approach is more readily 

considered as a particular case of the general equations describing a 

bubbly two-phase flow. The properties of kinematic shocks are then used 

in a manner similar to that of Nicklin [36] to determine the relative 

velocity of the disperse phase for various flow conditions. Data on 

kinematic shock thickness are also presented. 
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1.7 Kinematic Waves in a Steady Bubbly Flow 

In Chapter VI, cross-correlation measurements of the fluctuating 

voltages in a nominally steady bubbly flow are presented. The velocity 

deduced from these measurements is reexamined in terms of the results 

obtained in Cha~t~r V. It is identified as the speed of small amplitude 

kinematic waves and not the velocity of the disperse phase, as postulated 

by Cimorelli and Evangilisti [10] and Garrard and Ledwidge [16]. It is 

also shown that these void fraction disturbances are structures having a 

short life. The kinematic waves in these disturbances are nondispersive 

at least for wavelengths that could be detected by the impedance void 

fraction meter. 
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II. TRANSVERSE FIELD ELECTROMAGNETIC FLOWMETER IN TWO-PHASE FLOW 

2. l Introduction 

There is presently considerable activity directed toward the 

development of i.n~truments to measure th.e mass or li.qutd fl ow 

rate in two-phase flows. Most of this effort is directed toward the 

investigation of the turbine flowmeter and the drag disk used in com­

bination with a densitometer. However, little attention has been devoted 

to the use of the induction flowmeter in two-phase flows. Early experi­

ments of Heineman et al. [18] and Hori et al. [22] were intended to 

promote this type of flowneter as a void fraction meter. Their motiva­

tion was based on the assumption that even in a two-phase flow, the 

induction flowmeter measures the mean velocity of the conducting phase. 

The intent of this chapter is to present a theoretical analysis of 

the transverse field electromagnetic flowmeter in a two-phase flow. The 

homogeneous and annular flow regimes are considered. An experimental 

investigation reported in Section 2.3 shows good agreement with the 

analysis. 

2.2 Theoretical Considerations 

2.2.l Principle of Operation in Single-Phase Flows 

The electromagnetic flowmeter for single phase flow applications 

has been extensively analyzed by Shercliff [42]. For an axisymmetric 

velocity profile u(r) perpendicular to a uniform D.C. magnetic field of 

intensity B, the electric potential ~ satisfies the following Poisson's 
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equation 

v2 
¢ ( r, s ) ::r B s i n e ; r u ( r) · ( 2. l) 

This equation demonstrates that the electrical potential generated by 

the fluid motion is independent of its electrical properties. However, 

for a confined flow, the formal solution of Eq. (2.1) depends on the 

electrical properties of the fluid and the boundary conditions at the 

solid containing wall of the device. Throughout this analysis, we will 

consider the case for which the impedance of the wall is much larger 

than that of the fluid in contact. Then, for insulating walls~the 

solution of Eq. (2. 1) for the geometry illustrated in Fig. 2.1 is 

b 

¢ ( b, e) = 8 ~ibn 8 J 2nr u { r) dr . 
0 

(2. 2) 

The integral in this result is precisely the volume flow rate, Q, and 

one of the special advantages of this instrument is that the result is 

insensitive to the form o'f u(r). 

The maximum voltage difference is obtained in a direction perpen-

dicular to both the fluid motion and the magnetic field 

(2. 3a) 

or alternatively, if the volumetric flow rate,Q,is expressed in terms 

of the mean velocity um of the single phase flow, 
SP 

Msp =2bB u msp • 
(2.3b) 
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The maximum output voltage measured at the wall is therefore pro­

portional to the average velocity of the fluid, and is independent of 

the electrical properties of the fluid. Similar conclusions apply when 

the fluid and the wall have the same conductivity. However, when both 

are good insulators, the detection of the voltage is limited by the rela­

tive magnitude of the fluid impedance to the indicating circuit impedance. 

2.2.2 Disperse Two·-Phase Flow without Relative Motion 

The case of a homogeneous two-phase flow with a disperse phase 

moving at the speed of the continuous phase was first considered by 

Fitremann [15]. His analysis was based on a perturbation of the current 

flux circulating within the fluid due to the presence of insulated 

spheres which are small compared to the size of the flowmeter electrodes. 

For a nonconfined flow, the interpretation of his results leads to the 

conclusion that the output voltage is smaller in a homogeneous mixture 

than in a single phase flow for identical velocity fields. Due to some 

inconsistency in his derivation and in view of Eq. (2.1), this result is 

believed to be erroneous. The case of a disperse flow in a rectangular 

channel is, however, treated correctly. The output voltage of the flow­

meter is not affected by the disperse phase. 

This result could be readily inferred by consideringthemixture as 

a fluid having some effective homogeneous properties. As long as the 

pick-up circuit impedance remains large compared to the fluid effective 

impedance, the voltage readout is not affected by a change in the elec­

trical properties of the mixture. The voltage output is therefore 

proportional to the average velocity of the homogeneous mixture, and 
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consequently to the mean velocity um of the liquid phase, 
TP 

ti.Prp = 2bB umtP. (2.4} 

When a relative velocity exists between the two phases, the argu­

ment which led us to Eq. (2.4) becomes ambiguous. For instance, it is 

not clear if the contribution to the potential caused by the disperse 

phase is due to its mere presence or rather to the motion. This makes 

quite a difference in interpreting Eq. (2.3a) when the gas and liquid 

phases are not moving at the same speed. The annular two-phase flow 

mode1 presented in Section 2.2.4 will enable us to shed some light on 

that question. 

2.2.3 Homogeneous Two-Phase Flow in an Oscillating Magnetic Field 

It was observed by Cushing [12] that when an oscillating magnetic 

field is used (as in most transverse field electromagnetic flowmeters) 

the electric potential of Eq. (2.1) is no longer independent of the 

electrical properties of the fluid. The question therefore arises as to 

whether a change in the effective electrical properties due to the 

presence of the disperse phase will affect significantly the potential 

induced by the moving mixture. 

Accounting for the charge flux density in Maxwell's equations, the 

right-hand side of Eqs. (2.1) through (2.3) are multiplied by an attenua-

tion factor X, taking the form 

[l + 
WE

0 
2 WE 

(-CJ-) E(E-1)] + i[ CJ OJ 
x = ~~--~~~~------_.;;...~ 

WE E 2 
1 + (-0-) 

CJ 

(2.5) 
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This attenuation factor is a function of the frequency w of the 

imposed magnetic field, the conductivity cr of the fluid and its dielec-

tric constant £, and the permittivity of the free space £
0

. Moreover, 

it displays a component in quadrature which is lost at the signal 

processing level whenever a demodulation circuit is used. 

Calculations of the in-phase component of the attenuation factor 

were made for an air-water bubbly mixture. The effective conductivity 

crTP and dielectric constant £TP of the two-phase homogeneous flow were 

determined from Maxwell 1s [33] formula for composite materials: 

(2.6) 

and similarly, 

8TP = £w [ 1 -
2£ + £ ) w a + a 
E:w- £a 

3cr J (2. 7) 

The subscripts w and a refer to the electric properties of the water 

and air, respectively. Substituting these expressions in Eq. (2.5), 

the attenuation factor becomes a function of the void fraction a . 

Although not valid for large concentrations of the disperse phase, 

Maxwell 1s formula was nevertheless used in the large void fraction 

region to detennine the qualitative trend of the attenuation factor. 

Figure 2.2 shows the resulting in phase component for both pure and tap 

water as a function of the void fraction. The attenuation factor is 

normalized by the value corresponding to zero void fraction. These 

results are calculated for a magnetic field oscillating at 328 Hz, 
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which is the frequency of the flowmeter used in the experiment described 

at the end of this chapter. For pure water, the presence of the dis­

perse phase has a significant effect only at large void fraction. As 

the conductivity is increased (as in the case of tap water), the effect 

does not appear until void fractions even closer to unity which could not be 

shown on Fig. 2.2. It should be emphasized that these results apply 

only when the continuous phase is water. If the continuous phase becomes 

the gas as it would at some high void fraction, not only would the 

attenuation factor tend to zero, but the high impedance of the mixture 

would prohibit any practical measurement. Moreover, the assumption of 

insulated walls used to derive Eq. (2.3) would cease to be valid. 

2.2.4 Annular Two-Phase Flow 

The interest in investigating the response of the transverse field 

electromagnetic flowmeter in an annular two-phase flow is twofold. 

First, such flows are frequently encountered in practice. As we shall 

demonstrate, the induction flowmeter turns out to be quite a useful 

instrument for this flow pattern. Secondly, the annular two-phase flow 

model will provide some insights on the way the gaseous phase contributes 

to the generation of the electric potential. 

In an annular two-phase flow, the gas flows at the center of 'the 

pipe through an approximately circular cross section surrounded by an 

annulus of liquid in contact with the wall. For the purpose of this 

analysis, the gas phase is simulated by a cylindrical insert of radius 

a, moving in the axial direction at a constant speed W. The conducting 

liquid phase flows between the wall,of the flowmeter (radius b) and the 

cylinder, both being insulated. 
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For an axisyrrmetric velocity profile with a uniform magnetic 

field perpendicular to the flow, we need to solve Eq. (2.1) for the 

geometry illustrated in Fig. 2.3. The boundary conditions are expressed 

in tenns of the continuity of the current density,j*, normal to the wall 

and the cylinder. The general expression is given by Ohm's law for a 

moving medium: 

j*• q = cr(-V¢+ 1:i(r) x B) • q ' (2.8) 
..... - - -

where g is the outward nonnal unit vector. Since the wall and the 

cylinder are insulated, the left-hand side of Eq. (2.8) is zero at the 

radii a and b. The no-slip condition of the fluid leads to 

~ = 0 with u(b) = 0 ar r=b 
(2.9) 

and 

3¢ = WB sin e with u(a) = W ar r=a 
(2.10) 

A particular solution of Eq. (2.1) as mentioned in Ref. [42] is 

¢(r,e) = f(r) sin e (2.11) 

which, when substituted into Eq. (2.1), yields 

f"(r) + l f 1 (r) - -1 f .. Bu' (2.12) 
r r2 

where the prime denotes differentiation with respect to r. This differ­

ential equation can be integrated in two ways. The classical form 

which leads to the solution of the single phase flow problem is obtained 
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by multiplying each side of Eq. (2.12) 

[ 
2 ~ b 2 b 

r f ' ( r) - rf ( r J a = r B u ( r) a -

by r2 and integrating: 
b 

2B J r u(r) dr 
a 

(2.13) 

Upon evaluation at the radii a and b, and observing from the boundary 

conditions {2.9) and (2.10) that 

f'(b) = 0 

and 
f' (a) = BW • 

Eq. (2.13) can be written as 
b 

-bf(b) + af(a) = -28 Jr u(r) dr • 

a 

(2.14) 

(2.15) 

(2.16) 

The right-hand side of this last equation is a function of the potential 

f{b) at the wall of the flowmeter and the potential f(a) at the liquid­

cylinder interface. The second integrated fonn of Eq. (2.12) will pro­

vide the means to express f{a) as a function of f(b). Equation (2.12) 

integrated differently gives 

[
f' (r) + f(rTI b = B u(r) b 

r J a a 
(2. 17) 

Again, making use of the boundary conditions of Eqs. (2.14) and (2.15), 

the following relation is obtained: 

f(a) = ~ f(b) • (2.18) 

Substituting for f(a) in Eq. (2.16), the potential difference existing 

at the wall in a direction perpendicular to both the direction of the 
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magnetic field and the liquid velocity is 
b 

2bB Ja 2nr u(r) dr 

~~ = 2 2 
n(b - a ) 

(2.19a} 

This solution of the annular two-phase flow problem exhibits some 

remarkable properties. As in the case of a single phase flow, the 

voltage difference is not sensitive to the details of the axisymmetric 

velocity profile. Furthennore, we notice that Eq. (2.19) can be writ-

ten as 

since the mean 

MTP = 2b8 um 
TP 

velocity u of the liquid 
mTP 

b 
Ia 2nr u(r) dr 

= ----:o----=---
n ( b 2 - a2) 

(2.19b) 

phase is simply 

(2.20) 

The transverse field electromagnetic flowmeter will therefore measure 

the average velocity of the liquid phase and is unaffected by the radius 

of the gas core. Consequently this type of flowmeter can be very use­

ful in two-phase annular flows. Also, Eq. (2.19) is seen to be totally 

independent of the cylinder speed. This implies that the contribution 

of the gaseous phase velocity to the potential is due to its presence 

alone and not to its motion. In a disperse two-phase flow with rela­

tive velocity of the phases, the volumetric concentration of the gas 

phase (and possibly its spatial distribution) is expected to be the 

dominating effect and not the gas flow rate. 



-18-

For a known liquid volumetric flow rate, the voltage ratio of the 

single-phase to the two-phase annularflowregimecanyieldthevalue of the 

void fraction n according to the following expression 

n = a22 = [l - M>sp] 
b ll<Prp 

(2.21) 

Such measurements are reported by Hori et al. [22] for the case of sta-

tionary and insulated cylindrical inserts of different sizes placed at 

the center of the flowmeter. Tests were conducted with mercury and 

water. The agreement between the actual void fraction and the void 

fraction measured by the electromagnetic flowmeter is very good. 

2.2.5 Extension of the Annular Flow Model to a Matrix of 
Cylindrical Bubbles 

The annular two-phase flow model can be pushed one step further by 

considering a matrix of cylinders of radii a, which is small compared 

to the pipe radius b. Expanding Eq. {2.19a) in tenns of the cylinder­

to-pipe cross-section ratio a2Jb2, the voltage difference is 

(2.22) 

where Qt is the liquid volumetric flow rate. For a small value of the 

ratio a2;b2, the first order contribution of the cylindrical bubble to 

the electric potential is simply 

(2.23) 

For cylinders close to the center of the pipe, the boundary conditions 

will be satisfied approximately. Su1TJT1ing up the effects of n cylinders 
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and superposing the undisturbed solution, one arrives at the following 

expression 

.ti<Prp ,;, 2b~ Q..e{ 1 + a.} 
1Tb 

, 

with a. the void fraction defined in the usual manner as 

n a2 
a. = \ e 

.l 2 
e=l b 

(2.24) 

(2. 25) 

The continuity equation for a two-phase flow is used to define an aver-

age velocity of the liquid phase umTP 

{2.26) 

so that to the first order in a. we obtain the now familiar result, 

(2. 27) 

which again says that the output voltage of the flowmeter is proportional 

to the mean velocity of the liquid phase. 

Hori et al. [22] have also investigated the effect of a fixed 

matrix of insulated cylindrical rods. In most of the cases some of the 

rods were close to the wall of the flowmeter. Nevertheless, their 

experimental results agree very well with Eq. (2.27). 

2.3 Perfonnance of the Electromagnetic Flowmeter in a Bubbly Air-Water 

Mixture 

2.3.l Description of the Experiment 

The performance of a 10.2 cm (4 11
) I.D. transverse field Foxboro 

electromagnetic flowmeter with insulated walls was investigated in an 
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actual air-water bubbly mixture. To accommodate a 328 Hz excitation 

frequency for a good dynamic response, a variable A.C. power source in 

line with an oscillator was used instead of the 60 Hz commercial ver­

sion. A low noise signal processor consisting of a 68 dB preamplifier 

and a demodulator was very effective in minimizing the electronic D.C. 

drift. 

The experiments were conducted in the two-phase flow facility 

described in Section 3.4.1. The flowmeter was installed in the vertical 

test section 1.37 m above the air injector. A second electromagnetic 

flowmeter was used upstream of the injector to monitor the water flow 

rate. The void fraction was measured by the change in hydrostatic head 

(the method is described in Section 3.4.2). 

The output signals of the flowmeters were simultaneously recorded 

on a tape and processed using an 8-channel digital Fourier analyzer. 

The Fourier analyzer offered the advantage of a wide range of averaging 

times for the measurement of the D.C. values (unlike most digital volt­

meters). For this experiment, a 60-second sampling period was chosen, 

even though a 30-second period was shown to be adequate in preliminary 

tests. 

The entire experiment was conducted at atmospheric pressure. For 

a constant water flow rate, data points were taken for increments of the 

gas flow rate. The observed flow patterns ranged from bubbly through 

transition and into the churn turbulent regime. The experiment was 

repeated for different water flow rates. 

The results are shown in Fig. 2.4. The nondimensional grouping 

of the variables on the vertical axis is obtained from the theoretical 
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considerations presented in the previous sections. The output voltage 

in a two-phase flow was shown to be proportional to the mean liquid 

velocity Um (Eq. (2.4)): 
TP 

tiQ>TP = 2bB um 
TP 

while the same result is true for a single phase with a mean velocity 

Um (Eq.(2.3b)) 
SP 

Msp = 2bB Um 
SP 

For a constant water flow rate, the relation between u and u is 
mSP mTP 

given by the continuity of the liquid mass flow rate such that 

um.sp 
u = -.-::--...-

mTP [1-a] 
(2. 28) 

f.ip 
The dimensionless group [l 1 

] -2E. is then obtained from the ratio of 
.-CL A4>rp 

Eqs. ( 2. 3b) and (2. 4) after substitution for u ~ Accardi ng to our analysis, 
mTP 

this parameter should be equal to unity for a 11 void fractions. In the present 

experiment, MSP corresporids to the output voltage of the monitoring fl owrneter 

while MTP corresponds to the output voltage of the fl owmeter in the two-phase 

test section. 

2.3.2 Results 

The results in Fig. 2.4 are remarkably consistent, falling 

within a narrow 3% band around the mean value. The slip ratio (defined 

as the gas-to-liquid velocity ratio) in the experiments varied from 2.18 

to 1.17, yet no significant effect of this parameter could be observed 

for the range of water flow rates considered. Although there is evi­

dence of a weak dependency on the void fraction (which is not under­

stood at this point), Eq. (2.4) seems to describe satisfactorily the 
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behavior of the transverse field electromagnetic flowmeter in a two­

phase flow. It should be pointed out that, except for the lowest flow 

rate, some of the data points at large void fraction were taken in a 

churn turbulent flow regime. This unstable flow regime has some of the 

characteristics of both a disperse and an annular flow. Since it was 

shown that for these regimes the flowmeter measures the mean liquid 

velocity, it is not surprising that these points fall on a unique curve. 

The long time averaging period used throughout the experiment 

does not rule out the induction flowmeter as a practical device for 

unsteady two-phase flow. As in the case of the single-phase flow, the 

frequency of the magnetic field must be an order of magnitude higher 

than the typical frequency of the unsteady flow to allow for the demodu­

lation process. The noise level in the signal is also important. In a 

two-phase flow, the electronic noise is insignificant compared to the 

disturbances in the signal due to the presence of the disperse phase. 

Because of their uncorrelated nature, these fluctuations are conven­

iently identified with random noise. The RMS value of the noise during 

these experiments was found to be practically independent of the water 

velocities and gas flow rates. The resulting improvement in the noise­

to-signal ratio as the water flow rate is increased can be seen in Fig. 

2.5. The noise-to-signa1 ratio levels shown are still acceptable for 

measurements in steady oscillatory flow of small amplitude. Due to the 

random nature of the noise, the recovery of the fluctuating part of the 

output signal can be efficient1y accomplished by averaging over a suf­

ficient number of cycles. 
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2.4 Conclusion 

Theoretical considerations and an experimental investigation for 

the case of a bubbly flow air-water mixture show that the transverse 

field electromagnetic flowmeter is a device measuring the mean velocity 

of the continuous phase and not the liquid flow rate as has sometimes 

been assumed (for example in Ref.[19]). As inferred from the 

annular two-phase flow analysis, no effect of the relative velocity of 

the disperse phase was observed at least for the range of slip ratios 

investigated in this experiment. The device seems to offer good possi­

bilities for unsteady two-phase flow measurement, even in the case of 

small amplitude oscillatory flows, despite the appreciable noise level. 
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III. IMPEDANCE VOID FRACTION METER 

3.1 Introduction 

There seems to be general agreement among investigators that 

transient void fraction measurements can be made with the electrical 

impedance technique. However, there is surprisingly little discussion 

of this in the literature. The lack of information on its dynamic 

capability has motivated us in choosing this method over the more com­

monly used X-ray and y-ray beam attenuation techniques for our experi­

ments on the kinematic wave propagation of the void fraction. 

Believing that the impedance void meters investigated in the past 

could benefit from some improvements, the technical aspect of our own 

design is described in this chapter, followed by an evaluation of its 

steady state perfonnance in an air-water bubbly mixture. More will be 

said in the next chapter about its dynamic response and the unique 

method leading to its estimation. 

3.2 General Considerations 

3.2.l Principle of Operation of the Impedance Void Fraction Meter 

This type of instrument operates on the well known principle that 

the bulk electrical impedance of a mixture is usually different from 

the impedance of each constituent. A correlation between the void frac­

tion and the mixture impedance is possible as long as the disperse 

phase and the liquid phase have dissimilar electrical properties. Gases 

are generally poor conductors with a low dielectric constant, while 

liquids if not good conductors will at least assume a higher value of 

the dielectric constant due to a larger concentration of dipoles. 
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The measurement of the impedance takes place in a volume defined 

by the lines of an electric field associated with _the electrode system. 

Because of the electric properties of the fluid, the impedance consists 

of capacitive and resistive components distributed over the volume. The 

simplest model would consist of a resistance and capacitance in 

parallel. As mentioned by Olsen [37], the polarization effect due to 

the ions in the liquid introduces an additional impedance localized in 

the vicinity of the liquid-electrode interface. Inversely proportional 

to the half power of the frequency, this parasitic impedance can be 

eliminated by a proper choice of the electric field frequency. If 

insulated electrodes are used, a proper model of the cell impedance 

should include the capacitive effect of the insulator. 

3.2.2 Effective Electrical Properties of a Two-Phase Mixture 

The effective electrical properties of a two-phase mixture depends 

greatly on the geometry of the gas-liquid interface. The case of a 

suspension of solid particles or bubbles has been the object of many 

investigations. The analytical treatment of the effect of a dilute 

suspension of spheres on the bulk conductivity of the mixture was first 

done by Maxwell [33]. Other models have subsequently followed to 

account either for the mutual influence of the inclusions as in the 

solutions of Meridith and Tobias D4] or to include the effect of a 

geometry departing from a spherical shape as in Weiner's formula [47]. 

The ideal conditions under which these models are developed 

rarely occur in practice and Maxwell's formula is as good as any to 

estimate the functional relation between the electrical properties of 
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the mixture and the void fraction. His solution is obtained by consid­

ering a dilute suspension of spheres having a conductivity oi in a 

continuous medium of conductivity o
0

. The spheres are contained within 

an imaginary larger sphere. In the far field, the disturbances on the 

uniform electric field are summed up and equated to the disturbance due 

to the imaginary sphere having an effective conductivity oTP' Solving 

for oTP' Maxwell arrived at the following expression 

0 3a -If= l - --=------
00 2cr + cr. 

( o l) +a 
a - a. 

0 l 

(3. l) 

where a is the volumetric concentration of disperse phase. 

For the case of air bubbles in water, the water having a conduc­

tivity cr and a dielectric constant c much larger than the air, w w . . 

Maxwell 1 s formula reduces to 

0 3a -1P= 1 - --
0 · 2 +a w 

while the effective dielectric constant becomes 

3a 
- 2 +a 

-
since the equations describing each effect are analogous. 

(3.2) 

(3.3) 

Making use of these results in the parallel resistance capacitance 

model, the complex 

z = 

impedance Z of the fluid cell is 
3a -1 RJl - 2+Ci] 

i.wR1tlw + l 
( 3 .4) 
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where Rw and Cw are the continuous phase resistance and capacitance. 

The choice of the frequency w and the value of the time constant 

R C will determine the dominance of the resistive or capacitive part of 
w w 

the impedance. In either case the impedance of the fluid cell in-

creases with the void fraction a. For reasonable values of the resis-

tance or capacitance, changes in a of 1% are easily detectable. 

3.2.3 Electrode System 

Ideally, an impedance void fraction meter should have zero sensi-

tivity to non-uniformities in the void distribution over the measuring 

volume. Each unit void should contribute equally to the change of the 

mixture impedance. For a representative average measurement of the 

void fraction, many authors suggest the use of a homogeneous electric 

field between the electrodes. A non-intrusive electrode system is also 

clearly preferable. 

The circular pipe geometry in which most experiments are conducted 

can hardly satisfy these.requirements simultaneously. Some compromises 

are necessary in working out the configuration of the electrodes. In 

search of the optimum shape, many electrode geometries have been inves-

tigated by Orbeck [38], Olsen [37], and others. Four general types of 

electrode systems have been used; within each type there are only minor 

differences related to the specific environment of the probe or the 

number of electrodes. These four types are: 

i) Coaxial 
ii) Parallel flat plates 

iii ) Wire grid 
iv) Wall flush mounted circular arc. 
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Selecting the optimum type is a somewhat elusive task. The most 

popular design is the coaxial system because of the quasi-uniform elec­

tric field it generates when the inner-to-outer diameter ratio of the 

concentric electrodes is near unity. However, Olsen reports that 

this type of electrode is still sensitive to the void distribution and 

flow regimes. Some progress in improving this problem has been achieved 

by Merilo et al. [35]. They used three pairs of narrow electrodes 

equally spaced around the circumference of the pipe and a rotating elec­

tric field. By sampling sequentially the impedance of the mixture, they 

claim to have obtained a better cross-sectional average measurement with 

little influence of the flow regime and the pipe vertical or horizontal 

orientation. 

3.2 .4 Signal Processor 

The diversity of the signal processor designs to measure the 

impedance of the mixture is comparable to that of the electrode systems. 

These methods are conveniently summarized in four general categories as 

i) Comparator circuits 

ii) Resonant circuits 

iii) Bridge 

iv) Voltage drop of a resistor in series with the fluid 
ce 11 impedance. 

In all these methods, the fluid impedance is an integral part of 

the signal processor. The range of the electric field frequency varies 

widely from a few kilohertz to a few megahertz. Apart from the elimina­

tion of electrochemical reactions, the choice of the frequency reflects 

the intent of the investigator to measure either the resistive or the 
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capacitive component of the impedance. The measurement of one or the 

other serves only an academic purpose which is to verify the validity 

of the analytical solutions. Generally, the agreement is good, but 

these formulae cannot be used as a means of calibration. 

3.3 Design of the Impedance Void Fraction Meter 

3.3.l Electrodes 

Except for the intrusive electrode systems of Garrard et al. 

[16] consisting of parallel wires running across the flow, most of the 

previous instruments have dimensions which are too large (compared to 

the pipe diameter) for dynamic measurements. For instance, one cannot 

expect a response time of the meter faster than the time needed for a 

transient to travel the length of the electrodes. 

A prime concern in the design of our void fraction meter was to 

shorten the electrodes axial length. Since the minimum wavelength which 

can be encountered in the void fraction is of the order of a bubble 

diameter, a height of 6.35 mm was chosen. The non-intrusive electrode 

system is shown in Fig. 3.1 and consists of two 90° circular arcs made 

of stainless steel and f1ush mounted in a piece of lucite with an 

internal diameter identical to the 10.16 cm diameter of the test sec­

tion. This configuration is not ~ priori the best to produce a homo­

geneous field in the fluid cell. However, because of the small elec­

trode height to pipe diameter ratio, any configuration wi11 produce 

some distortion of the electric field due to end effects. Moreover, 

even a homogeneous electric field would be significantly altered by 

nonuniformities in ·the void fraction distribution. 
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3.3.2 Signal Processor 

In most previous signal processors (an exception being that of 

Cimorelli and Evangelisti [9]) one of the electrodes is grounded. Such a con­

figuration does not, however, necessarily minimize the spreading of the 

electric field in the axial direction. A conducting liquid, because of 

its inevitable contact with metal parts in the experimental loop, can be 

also considered as grounded. Not having a preferential direction, the 

field lines issuing from the electrodes at higher potential will tend 

to diverge in the whole fluid creating a volume of influence larger than 

is necessary. The present choice of a double bridge is believed to have 

improved greatly the directionality of the electric field. In this 

approach both electrodes are active. The sinusoidal potential at one 

electrode lags the other by a 180° phase shift such that at any time, 

the electrodes assume a voltage of identical amplitude but of opposite 

sign. Each electrode is part of a bridge of its own. This is easily 

visualized by looking at a· schematic representation of the processor 

electric diagram in Fig. 3.2. From a custom built frequency and ampli­

tude variable oscillator, the excitation voltage is distributed to each 

bridge by means of inverting and non-inverting amplifiers. Following a 

change in the fluid cell impedance, the unbalanced voltage of each bridge 

is picked up by an instrument differential amplifier with a high common 

mode rejection ratio. The negative polarity of one of the bridges is 

then inverted before the signals of each bridge are added together. The 

output of the adder is made available on an oscilloscope screen and is 

needed to zero the bridge. This is done when the cell contains only the 

liquid phase. The signal is further processed by a demodulator circuit. 
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The demodulation is accomplished by multiplying the adder output with 

one of the bridge voltage excitation signals (carrier). This operation yields 

a signal double the original frequency wi.th a D.C. offset proportional to 

the amplitude of both signals. Since the amplitude of the carrier sig­

nal is fixed, the D.C. voltage varies linearly with the unbalanced 

voltage of the double bridge. The high frequency part of the signal is 

filtered through a double pole Butterworth low-pass filter. After this 

operation, the D.C. signal is available for the evaluation of the void 

fraction. 

A more detailed description with circuit diagrams is presented in 

Appendix A. 

3.3.3 Frequency of Excitation 

Because of the large conductivity of the water, frequencies of 

the order of 10 MHz would have been necessary to isolate the capacitive 

part of the fluid impedance. At these high frequencies, permanent 

dipoles of the water molecules become ineffective and the advantages of 

a large capacitance is lost. Moreover, since both the resistance and 

capacitance are temperature dependent, no real benefit is gained by 

doing so. 

Preliminary tests showed that the electrode polarization effect was 

negligible above 10 KHz. From that frequency down an increasingly large 

capacitance was needed to nu 11 the bridge. This frequency is of the order 

of the one reported in Ref. [37], even though the water used in the present 

tests had a fair amount of chromate sodium in solution to prevent cor­

rosion. In the 10-200 KHz range, the overall capacitance of the fluid 

cell including the BNC cables and other parasitic capacitances was 
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200 pf and the resistance 250n. 

For the purpose of our experiments, a 50 KHz frequency was chosen. 

At this value, the 500 Hz Butterworth filter cut-off frequency provides 

a more than adequate 77 dB attenuation of the high frequency content of 

the multiplier output. It was also verified that the amplitude of the 

bridge voltage excitations had no measurable effect on the instrument 

performance. A 0.3VRMS excitation was therefore arbitrarily chosen. 

3.3.4 Improvements Subsequent to Preliminary Tests 

The nature of the impedance within the cell at 50 KHz is almost 

purely resistive. However, .a variable capacitor was added to the exist­

ing variable resistor intended to null the bridge. With this 

modification, the adder output displayed an the oscilloscope has 

ripples less than 5mV p. tap. for a bridge null condition. Consider­

ing the fact that the full scale available is 10 V p. to p., the null 

obtained is excellent. 

The sensitivity of .our processor to the passage of a single bubble 

permitted us to introduce one more improvement. It is well known that 

the maximum sensitivity of a bridge is obtained when the impedance to be 

measured is equal to the other impedances. However, for this configura­

tion, the unbalanced voltage of the bridge becomes a nonlinear function 

of the impedance variation. Choosing resistances 5 times lower than 

the cell resistance, it was possible to linearize the bridge output. 

The 10 V p. to p. fu 11 seal e was res tared by converting the adder in a 

variable gain amplifier. Even with this modification, our processor 

could still detect the presence of a single bubble in the flow. 
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3.4 Steady State Calibration 

3.4.l Two-Phase Flow Test Facility 

The test loop used for the calibration of the impedance void frac­

tion meter and the experiments on the void fraction kinematic wave 

propagation is shown schematically in Fig. 3.3. The 2.17 m vertical 

test section is made of PVC piping 10. 16 cm in diameter with lucite 

sections for visual observation of flow regimes. The air injector 

located at the bottom consists of an array of brass tubes 3.18 mm in 

diameter spanning the pipe cross section in all directions. The air is 

injected through holes .40 mm in diameter drilled in the brass tubes 

producing ellipsoid bubbles of uniform size with a mean diameter of 

approximately 5 mm. A custom built orifice meter previously calibrated 

by a displacement technique, was available for the measurement of the 

gas volumetric flow rate. 

The maximum water speed in the test section is 2 m/s. Upstream 

of the air injector, a.Foxboro transverse field electromagnetic flow­

meter is used to monitor the water flow rate during the experiments. 

The bubbly mixture leaves the test section at atmospheric pressure. The 

air is separated from the water in the discharge tank situated at the 

top. The return of the water to the 600-liters reservoir is achieved by 

gravity. 

3.4.2 Method of Calibration 

The steady state calibration of the void fraction meter is based 

on the measurement of the mean density of the bubbly mixture. Two 

static pressure taps 1.3 m apart and equally spaced above and below the 
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electrode module situated in the middle of the test section were con-

nected to an inverted manometer through pressure lines filled with water. 

From an equilibrium of the forces between the free surfaces of the 

manometer, the ratio of the manometer displacement d to the distance t 

between the taps is equal to 

d - = (3.5) 

The mean density of the two-phase mixture is a function of the 

vol umetri,c concentration or void fraction a, according to 

(3.6) 

with Pa the density of the gas and pw the density of water. Substitut­

ing Eq. (3.6) in (3.5) for small ratios of p /p the void fraction is a w 
determined by 

d 
a. = -2, (3. 7) 

Strictly speaking, this method is not suitable when large flow 

rates are involved. In addition to the pressure difference due to the 

change in the mixture density, the manometer reading also includes a 

frictional pressure drop. Unfortunately, as shown by the experiments 

of Lockhart and Martinelli [32] and many other investigators, this 

frictional pressure drop is also a function of the void fraction. 

Under certain flow conditions the error incurred in determining the 

mixture average density becomes significant. The two effects are not 

easily separable because of the poor accuracy of the empirical correla-

tions available to predict the frictional pressure drop. They can 
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nevertheless provide some information about its order of magnitude. An 

estimation of the additional frictional pressure drop due to the 

presence of the disperse phase for the water fluxes and void fractions 

considered during these calibrations, showed that this contribution was 

negligible. The error in the measurement of the void fraction turned 

out to be of the order of a few percent of the actual value. 

Prior to a calibration run, the double bridge void meter was 

nulled and care was taken to insure that the pressure lines were free 

of air bubbles. For a fixed water volumetric flow rate, the gas flow 

rate was increased by steps. For each increment, readings of the manom­

eter and the instrument D.C. voltage averaged over 30 seconds were taken. 

The procedure was carried out for different water fluxes ranging from 

zero to .88 m/s until a departure from the bubbly regime could be 

observed. 

3.4.3 Calibration Results 

A typical calibration curve of the output voltage as a function 

of the void fraction is shown in Fig. 3.4 for the case of a bubbly flow 

in still water. It can be seen that the response of the void fraction 

meter is very sensitive to the presence of bubb1es giving a slope of 

.335Vper percentage void fraction. The linearity of the meter 

response indicates that the effective resistance of the mixture is pro­

portional to the void fraction. 

It is of interest to compare the measured impedance of the bubbly 

mixture with the value predicted by Maxwell's formula. This was accom­

plished by replacing the zero void fraction resistance of the fluid 

cell by a resistor of identical value. The resistance of the mixture 
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at non-zero void fraction was then simulated by increasing the resis­

tance of the potentiometer intended for zeroing the bridge. From the 

resistance-voltage curve obtained, the calibration of fig. 3.4 was used 

to calculate the void fraction-resistance relation. Assuming that the 

volume swept by the electric field between the electrodes is independent 

of the volumetric concentration of bubbles {which is not precisely the 

case as it will be shown in the next chapter) Maxwell's formula yields 

the following relation between the non-zero void fraction resistance Rrp 

and the zero void fraction resistance Rw 

Figure 3.5 shows the comparison of our results with Maxwell's formula. 

Although the agreement is only fair, it nevertheless indicates that 

this analytical solution is very useful in predicting the order of mag-

nitude of the disperse phase effect. Better agreement is reported by 

Cimorelli for the effective capacitance and by Merilo for the effective 

resistance even for large void fractions. It should be emphasized that 

the conditions prevailing in our fluid cell departed significantly from 

Maxwell 1 s assumptions and the linear relation obtained in our case is as 

good as one could expect. 

Figure 3.6 is a summary of the results obtained at non-zero water 

flow rate; these are presented in a fonr1 allowing a direct comparison 

with the calibration in still water. The manometer void fraction meas-

urements are reported on the vertical axis, while the void fractions as 

determined from the meter voltage output and Fig. 3.4 are shown on the 
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horizontal axis. The solid line with a 45° slope corresponds to the 

zero water flux. 

The curves of water fluxes below 31.8 cm/s compare well with the 

one done in still water. For higher water fluxes, the comparison is 

poorer. In all our experiments, as will become evident in the next 

chapters, the 31 .8 cm/s flux seems to indicate a transition point for 

the void fraction distribution. This particular behavior will be fur­

ther discussed in Chapter 5. 

From these calibration curves, it is clear that the void frac­

tion meter depends on the void fraction distribution which, in turn, is 

affected by the water velocity. However, it is of interest to point 

out that all the points lying above the 45° line (shown by solid points 

in Fig. 3.6) were visually observed to be in a churn turbulent rather 

than in a bubbly flow regime. 

3.5 Discussion 

In steady state two-phase flow, the impedance void fraction meter 

offers a low cost alternative to the beam attenuation techniques. 

Although it is shown that this type of instrument is somewhat sensitive 

to the void distribution, it should be recalled that to some extent all 

techniques are troubled by such sensitivity. The all-purpose void frac­

tion meter has yet to be found. 

We have not explored at this point the dynamic capability of our 

instrument, and from the steady-state results it is not possible to 

assess the effect of the short axial length of the electrodes. The 

dynamic calibration presented in the next chapter will demonstrate the 

advantages of the present design. 
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Figure 3.4 Calibration curve of the impedance void fraction meter for 
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Relative change of the resistance measured in an air-water 
bubbly flow regime. Maxwell 1 s formula is shown as a solid 
1 ine. 
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Figure 3.6 Steady state calibration of the void fraction meter for non-
zero water volumetric fluxes; readings from the manometer are 
on the vertical axis, readings of the meter using the zero 
flux calibration are on the horizontal axis. The solid line 
indicates the zero flux calibration. 



-49-

IV. DYNAMIC CALIBRATION OF THE IMPEDANCE VOID FRACTION METER 

4.1 Introduction 

Like most physical processes, the measurement of the steady state 

void fraction exhibits small fluctuations about a mean value as illus­

trated by the impedance meter recordings of Fig. 4.1. We shall demon­

strate that the statistical analysis of this 11 noise 11 can yield valuable 

information on the dynamic response of the meter and on some physical 

properties of the disperse phase. 

The possibilities of statistical analysis for the two-phase flow 

system have not yet been fully explored for this type of instrument. 

Apparently the only noise study reported in the literature is that of 

Garrard and Ledwidge [16]. Their identification of the stochastic nature 

of the disperse phase as a general Markov process led them to vague 

conclusions. 

4.2 Experiment 

4.2.l Procedure 

The experimental set-up for noise analysis was similar to that 

for the steady state calibration of the void fraction meter. The 

demodulated output signal from the void fraction meter was recorded for 

a wide range of nominally steady flows. For a given water volumetric 

flow rate, a 60 second real time recording was performed for each incre­

ment in the void fraction until a transition between the bubbly and churn 

turbulent regimes could be observed through the lucite section. The 

experiment was repeated for different water volumetric fluxes. 
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The statistical analysis of the recorded signal and the determina­

tion of its frequency content was performed on a Spectral Dynamics Com­

pany Digital Signal Processor, Model 360. The built-in high pass filter 

of the DSP was used to strip out the D.C. component before the signal 

was averaged over a 40 second period for statistical analysis. 

4.2.2 Noise RMS Value 

Under the assumption of ergodicity, the RMS value of the noise 

was calculated from the autocorrelation function evaluated at time zero 

on the DSP. The results are presented in Fig. 4.2, where the signal-to­

noise ratio is plotted against the mean or D.C. output voltage of the 

void fraction meter. 

For low water flow rates, it was not possible to observe a flow 

regime transition prior to saturation of the signal conditioning ampli­

fiers. The slowly increasing signal-to-noise ratio seen in this figure 

for large D.C. output level is believed to be a trend artificially 

created by this saturation effect. However, the data for larger volum­

etric water fluxes exhibit a real and interesting behavior at high void 

fractions. The sharp deterioration of the signal-to-noise ratio is due 

to the transition of the bubbly regime into a regime having large 

unstable structures. Although the D.C. voltage only changed marginally 

with an increase of the gas flow rate, larger fluctuating voltages were 

noticed for this flow regime. In fact, the change in flow regime was 

detected sooner by the void fraction meter than by visual observation; 

those points at which the churn turbulent flow was observed are indi­

cated by solid points. 
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As in the case of the steady state calibration curves, water 

fluxes larger than 31.8 cm/s depart significantly from the zero water 

flux SNR curve. For these fluxes a substantial increase in the RMS 

noise was noticed, contributing to the downward shift of the corre­

sponding curves. 

4.2.3 Probability Density Distribution 

In a bubbly flow, it is clear that the output voltage of the void 

fraction meter is the result of a collection of discrete events related 

to the passage of bubbles through the volume of influence of the elec­

trodes. The one-half power slope observed in Fig. 4.2 is typical of 

physical processes involving a discrete random variable. Such processes 

are characterized by the proportionality existing between the variance 

and the expected value of the random variable. 

The statistical process of the random variable associated with 

the void fraction measurement must now be investigated. The probability 

distributions shown in Fig~ 4.3 offer some guidance in this respect. 

These distributions obtained by signal processing through the DSP corre­

spond to four different void fractions for the case of zero water flow 

rate and are typical of distributions for other water flow rates. The 

positive skewness observed in the first figure suggests a Poisson 

distribution. As the void fraction increases, the Poisson distribution 

shifts towards a Gaussian distribution according to the law of large 

numbers. For the purpose of comparison, a Gaussian distribution with a 

standard deviation measured from the autocorrelogram is superimposed on 

the experimental distributions. The agreement for large void fraction 

is excellent, as expected. 
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Similar probability distributions were observed by Garrard and 

Ledwidge using their void fraction meter. However, to retrieve practi­

cal information from the statistical analysis of such data, we need to 

digress from the path they followed and propose a particular statistical 

process. The task involved a certain degree of uncertainty which can be 

removed in part by comparison of the actual statistics of the measured 

variable with those of the proposed model. 

4.3 Stochastic Process for a Bubbly Mixture 

4.3.1 Poisson Impulse Process 

We shall choose to examine a model based on the Poisson impulse 

process. The motivation behind this choice can be drawn from the anal­

ogy existing between the current fluctuations in a conductor due to the 

discrete nature of the electric charge, and the gas flow rate in a pipe 

propagating in the form of bubbles. The analogy would hold quite 

closely for a uniform distribution of the disperse phase throughout the 

cross section of the pipe and for bubbles of the same size. Further­

more, it will be assumed that the electric field between the electrodes 

of the void fraction meter is uniform, such that each bubble over the 

cross section of the pipe contributes equally to the output voltage. 

Each assumption is not formally met in a real situation. Nevertheless, 

the straight line steady state calibration curve of our meter for low 

water volumetric fluxes suggests that they are satisfied in an average 

sense. 

The Poisson impulse process is a well known stochastic process, 

and only the results need be quoted for the purpose of this analysis. 
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More details on the process can be found in Ref. [39]. The process is 

defined as the time derivative of a random variable y(t) for which the 

probability of being equal to n events in the time interval [o,t] is 

given by the Poisson distribution 

P{y(t)=n} = e-µt(ut)n 
n! 

(4.1) 

Because y(t) is a staircase function, its derivative leads to a sequence 

of impulses randomly distributed in time described by the process x(t): 

x(t) = l:o(t-t ) 
e e 

(4.2) 

where o is the delta function and t are the points in time at which the 
e 

events occur. It can be shown that for this process, the expected value 

is 

E{x(t)} = µ , { 4. 3) 

while the auto-correlation has the form 

(4.4) 

Defining the power spectrum as 
+oo 

sxx{w) = r Rxx{ '[ )e - iwTdT ' (4.5) 
-oo 

the Poisson impulse process power spectrum is readily evaluated as 

2 sxx(w) = 2irµ c(w) + µ (4.6) 

Amore interesting quantity to consider is the fluctuating part of x(t) 

denoted by x( t). The expected value of x( t) is therefore simply 
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E{x{t) - µ} = EfX(t)} ::: 0 (4. 7) 

and the autocorrelation and power spectrum for the fluctuating part 

are, respectively 

{4.8) 
and 

S--{w) = µ (4.9) 
xx 

The Poisson impulse process is not a realistic one for a physical 

system, since the mean square value of the noise given by the integral 

over the axis of the frequency of the power spectrum yields an infin-

ite value. The problem is easily taken care of by the introduction of 

a low pass filtering function which is most likely to be encountered in 

a physical system. The filtered Poisson impulse process is known as the 

11 Shot-Noi se 11 process. 

4.3.2 Poisson Impulse Process for a Uniform Two-Component 
Bubbly Mixture 

The gas phase is considered incompressible without heat and mass 

transfer. In tenns of a Poisson impulse process, the gas flow rate 

Qg of the disperse phase can be expressed as 

Qg ( t) = Tb I o ( t - t e) 
e 

(4.10) 

where Tb by extension is some representative averaged volume of the 

bubbles. The expected value or mean gas flow rate is related to the 

bubble volume by 

{4.11) 
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where n is understood as being the Poisson distribution parameter. 

From a practical point of view, n represents the mean value of the num­

ber of bubbles per unit time passing through a cross section of the 

pipe. 

However, the output signal of the void fraction meter yields a 

measure of the bubble volumetric concentration or void fraction. The 

relation between the average gas volumetric flow rate and the average 

void fraction a is provided by the steady state equation of continuity 

which gives 

0 = Aav g (4.12) 

where A is the cross section of the pipe and v is the average velocity 

of the disperse phase. Equation (4.12), together with Eq. (4.11), is 

used to rewrite the stationary process given by (4.10) in terms of the 

void fraction, leading to 

Tb 
a.(t)·=-= Io(t-te) 

Av e 

with an expected value a, 

an autocorrelation 

R (T) = [T~2 
[n2 + n o(T)] 

a.a Av 

and a power spectrum 

S (w) 
a.a. 

Tb 2 2 
= [-=] [2nn o(w) + n] 

Av 

(4.13) 

(4.14) 

(4.15) 

(4.16) 
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4.3.3 Shot-Noise Process for a Bubbly Mixture 

The existence of the filter function needed for the shot-noise 

process is evident in a typical Fourier spectrum as shown in Fig. 4.4. 

As the frequency increases, not only does the amplitude of the fluctuating 

voltage tapers off, but it also displays the decaying feature of a 

first order filter. 

The dynamic response of the transducer electronics is fixed by 

the two-pole low pass Butterworth filter having a 3 dB frequency cut­

off at 500 Hz. The filtering effect observed in the frequency spectrum 

occurs approximately at two orders of magnitude lower in frequency, and 

is therefore not inherent to the meter signal processor. The physical 

cause of this can readily be explained. The finite thickness of the 

electric field between the electrodes and its diffusion in the axial 

direction creates a volume of influence. The diffusion of the field, 

although minimized by the use of a double bridge, is responsible for 

the gradual rise and fall of the voltage as the bubble enters and leaves 

this volume of influence. The peak value is obtained when the bubble 

is aligned with the center of the electrodes. Although we do not know 

explicitly this filter function, we can nevertheless suggest that it 

will be of the approximate form 

{

k eKt 
h(t)= - t 

k e K 

t < 0 
(4.17) 

t~O 

which satisfies the requirement of a first order filter sensitive to 

an incoming event. The values of k and K will now be determined in 

terms of the statistical properties of the shot-noise process. 
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4.3.4 Mean and Autocorrelation of the Shot-Noise Process 

The convolution integral of the stationary process a(t) with the 

filter function h(t) provides the necessary relation for the output 

voltage V(t) of the void fraction meter: 
i<lO 

V ( t) = f et( t) h ( t - ·r) dT (4.18) 
-oo 

After substitution of the a(t) from Eq. {4.13), this yields 

Tb 
V( t) = - l h( t - t ) 

Ave e 
(4.19) 

The value of k can be readily evaluated by taking the mean value 

of Eq. (4.18)and expressing both V(t) and a(t) in terms of their mean 

and fluctuating parts: 

i<lO 

E [V + v ( t) ] = I E [ a + a ( t) ] h ( t - T ) d-r (4.20) 
-oo 

where E is the mean value operator. The fluctuating parts having a 

zero mean, we finally get: 

'J = J a h(t-T) dT ( 4. 21 ) 

00 

If m denotes the slope of the steady state calibration of the 

void fraction meter, the value of k is obtained by solving the inte­

gral and substituting ma for V, which yields 

(4.22) 
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The knowledge of the filter function permits the evaluation of 

the explicit form of the autocorrelation function of the process V(t) 

given by 

foo 

R--(T) = ~21 J IH(iw)l 2 S-- eiwT dw VV TI !la 
(4.23) 

-co 

where H(i~), the Fourier transform of the filter function h(t), assumes 

the value 

2 
H( iw) = ~K 2 . (K + W ] 

and S--(w), the power spectrum of the fluctuating part a(t) of the a.a. 

Poisson impulse process a(t) is 

(4.24) 

(4.25) 

Substitution of (4.?4) and (4.25) in Eq. (4.23) leads to the fol-

lowing closed form solution of the autocorrelation function: 

2 K [Tb 2 -K h l I I R -- ( T) = m -4 n A-] e [l + K T ] • vv v (4.26) 

This last expression obtained for the autocorrelation of the out-

put voltage fluctuation provides a powerful tool with which to charac­

terize the dynamic behavior of the void fraction meter. Noting that at 

time T = 0 the autocorrelation assumes the value 

{ 4. 27) 
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one can rewrite R--(T) in a form more suitable for experimental measure­
VV 

ments as 

( 4. 28) 

The mean square value of the noise RVV(O) depends on physical 

quantities related to the disperse phase, namely the number of events 

per unit time, the bubble volume and its velocity. It is also a func­

tion of the filter constant K ~ the inverse of which has the dimension 

of time. Equation (4.28) provides us with a means to evaluate K 

directly from the autocorrelograms of the actual signal without prior 

knowledge of the physical properties of the disperse phase. The deter-

mination of K from a correlogram can be performed either by a one-point 

fit or by integration over a time interval [0,oo]. In practice, the 

unbounded domain of integration does not pose a serious problem for an 

experimental autocorrelation function because of the exponential decay 

of the integrand. 

Then, with the known value of K, the mean square value of the 

noise RVV(O) yields infonnation about the disperse phase properties. 
-Av Substituting for n = a ~ , R--(0) becomes 

Tb VV 

Since K, the filter constant, m, the steady state calibration slope, 

a the mean void fraction, A the pipe cross-section, and R--(0) are vv 
known quantities, this yields a relation between the value of the indi-

vidual bubble volume Tb and its average velocity. For a known volumetric 
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flow rate of the gas, the bubble volume can therefore be evaluated. 

4.4 Experimental Evidence of the Shot-Noise Process 

Some degree of confidence in the shot-noise model and the filter 

function can be achieved by comparison of the autocorrelograms obtained 

experimentally with the autocorrelation function of the statistical 

model. 

The recorded output voltage of the impedance void fraction meter 

for a steady bubbly mixture was processed through the Digital Signal 

Processor for the computation of the autocorrelograms. For a given 

void fraction and water volumetric flow rate, the autocorrelation func­

tion calculated by the DSP was the result of an average performed over 

a set of 32 ensembles, each with a time duration of 2.5 seconds. A 

typical set of autocorrelograms is shown in Fig. 4.5 for different void 

fractions. Although the water volumetric flux is zero in this case, 

these are representative of autocorrelograms found for other values of 

the water flow rate. It can be observed that they display an exponen­

tial-1 ike decay near the origin of the time axis. Following this decay, 

the autocorrelograms converge to zero as time increases with increasing 

small and random oscillations about the axis. Only the first under­

shooting of the axis is visible in this figure. This oscillating 

behavior is a consequence of the indented profile of thefrequencyspectrum 

previously shown in Fig. 4.4. The smoothness of the decay is compat-

ible with the statistical model. 

To compare the autocorrelogram with the predicted autocorrelation 

function, the one-point fit is more easily done than the integration 
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method to determine K. The substitution of K into the theoretical 

expression gives a curve that should match the autocorrelogram, pro­

vided that the general form of the filter function proposed is adequate 

and that the shot-noise process is pertinent. Because the autocorrelo-

gram is an experimental measurement, some uncertainties are associated 

with its true shape. Instead of attempting a one-point fit, we elected 

to calculate many values of K and work out a weighted average i<. 

This was done for void fractions in the linear portion of the 

curves of Fig. 4.2. Within this region, the signal output of the void 

fraction meter is truly associated to an uncorrelated discrete process 

and as such satisfies a necessary condition for the existence of a 

shot-noise process; Also, water volumetric fluxes higher than 31 .8cm/s 

were not considered because of their pronounced departure from the 

straight line steady state calibrations obtained for lower water fluxes. 

To gain confidence in the validity of our choice of the filter 

function, an autocorrelation function was also calculated for the 

typical RC low pass filter, which is 

giving 

h*(t) ={ 0 

k*e-K*t 

where R~V{O) takes the value 

* * Tb 2 R-- ( o) = m f___ n [-] • 
VV 2 Av 

t .$.. 0 

' t ~ 0 

(4. 30) 

(4.31) 

(4.32) 
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Following an identical procedure, the weighted average value i<* was 

found from the autocorrelograms. 

A selection of autocorrelograms is presented in Fig. 4.6 to4.9. Also 

shown,are points calculated from the value of i< and i<*. It can be seen 

from these figures that the primary choice of the filter function is 

superior and matches closely the measured autocorrelograms. Similar 

conclusions can be drawn from the majority of the autocorrelograms con­

sidered. 

4.5 Determination of the Physical Properties of the Disperse Phase 

The shot-noise model and the filter function proposed seeming to 

be acceptable, it is possible to go one step further. Since 'K is known 

and the gas ve 1 ocity v could be determined by a technique described in Chapter 

V, the average bubble diameter for a given steady-state bubbly regime 

is simply 

D = [24 Rvv(O) . a_AV]l/ 3 • 
7r -2 V K 

(4.33) 

The calculated bubble diameters are given in Table 4.1 along with 

the measured quantities entering in formula (4.33). The results are 

very consistent, although the values obtained for a 31.8 cm/s water flow 

rate are consistently l mm higher. They are in close agreement with 

5 mm bubble mean diameter observed. 

4.6 Dynamic Response of the Impedance Void Fraction Meter 

The greatest advantage of our model is the determination of the 

filter function which dominates the dynamic response of the void fraction 
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meter. The filter time constant is evaluated directly from the auto­

correlograms by taking the inverse of iZ. 

As probably noted already from Table 4.1, K is a strong function 

of the velocity of the disperse phase. It will be shown in the next 

chapter that this velocity is also a function of the void fraction. To 

account for both variables, the values of iC are first plotted as a 

function of the void fraction and fitted with a straight line as illus­

trated in Fig. 4. 10. Then, using the data of Chapter V on the relative 

velocity of the disperse phase and the known water volumetric flux. a 

cross plot of iC versus the gas absolute velocity was obtained for 

constant void fraction. These results are shown in Fig. 4.11. 

According to our previous discussion on the filtering process due 

to the e 1 ectri c field volume of influence , the dependence of i< on 

the velocity of the disperse phase is not surprising. The slower the 

bubble, the longer is its residence time in the volume, resulting in a 

longer rise time of the signal output. This is strongly emphasized by 

the trend of i< as the velocity decreases. The extrapolated value of iC 

at the origin is zero, meaning an infinite rise time of the meter signal. 

It is immediately realized from these data that the dynamic 

response of the void meter is not best characterized by its time rise, 

or equivalently by its cut-off frequency. A more meaningful character­

ization is done in terms of the void fraction wavelength for which the 

voltage output is attenuated by a 3 dB factor. This wavelength is . 
closely related to the axial penetration of the electric field. The 

Fourier transform of the filter function being given by Eq. (4.24), the 

3 dB wavelength is calculated as 
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A = 2~v (4 34) 
-3dB i<(/2-l)l/2 . 

which yields the results shown in Fig.4.9. This figure gives a better 

overall picture of the dynamic capability of the void fraction meter. 

For a wide range of void fractions and velocities, all 3dB wavelengths 

are comprised between 4.5 and 7 .0 cm. 

4.7 Particularity of the Filter Function of the Electrode System 

In steady oscillatory two-phase flows,the phase shift between the 

measured quantities is important. To obtain the actual phase shift, 

the transfer function of the instruments must be known. As a direct 

consequence of the symmetry of the filter function h(t), the transfer 

function H(iw;K) of Eq.(4.24) has no component in quadrature. The 

output voltage of the void fraction meter is therefore in phase with 

the oscillating void fraction for all frequencies. 

4.8 Considerations on the Impedance Void Fraction Design 

The width of the electrodes was chosen to be of the order of 

a bubble diameter. The fact that measurable wavelengths are larger 

by an order of 10, points out a fundamental problem plaguing this type 

of void fraction meter. This problem is related to the axial penetration 

of the electric field. 

A reduction of this penetration can be achieved by decreasing the 

distance separating the electrodes. In doing so, however, intrusion 

into the two-phase flow is unavoidable, and a too large number of 

electrodes may affect the flow itself. On the other hand, intrusive 

electrodes are likely to give a better average cross-sectional reading 
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of the void fraction and be less sensitive to void fraction profiles. 

A compromise on the number of electrodes intruding into the flow is 

therefore necessary. A smaller distance between the electrodes also 

permits the use of wire type electrodes as done by Garrard and Ledwidge 

[16] which further reduces the overall axial influence of the electric 

field. 

Another suitable requirement concerns the electronics of the void 

fraction meter if a dynamic calibration by noise analysis is sought. 

This requirement consists in having a much higher low-pass filter 

cut-off frequency than that of the filter associated with the electrodes 

volume of influence. When this requirement is satisfied, the two filters 

are practically uncoupled which greatly simplifies the expression of the 

shot noise autocorrelation function. Hence, the estimation of the 

electrodes cut-off frequency should be used to fix the minimum electronic 

filter cut-off frequency, which in turn determines the frequency at which 

the bridge must be excit~d. As mentioned in the previous chapter, a broad 

range of excitation frequencies is available. 

4.9 Conclusion 

The statistical properties of the shot-noise process compare well 

with those of the fluctuating output voltage of the .void fraction meter. 

This enabled us to gain confidence about the proposed general form of 

the filter associated wi'th the volume of influence of the electric 

field. The steady state calibration, along with the measured auto­

correlograms were sufficient to determine explicitly this filter func­

tion whose time constant is l/ ;, Moreover, because the autocorrelation 

at time zero contains information about the physical properties of the 
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disperse phase, it was possible to determine an average bubble diameter 

which agrees well with our observations. 

The dynamic response of the void fraction meter is entirely domina­

ted by the axial penetration of the electric field. the void fraction 

wavelength for which the output voltage is attenuated by a 3 dB factor 

is therefore a more meaningful characterization of this type of instru­

ment than the usual filter cut-off frequency. 

In light of this study, it becomes' clear that a reduction of the 

axial penetration of the electric field is necessary to increase the 

dynamic response of this type of instrument. 
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Signa1-to-noise ratio of the void fraction meter in a steady 
air-water mixture. Solid data points indicate that a transi­
tion from bubbly to churn turbulent flow regime was observed. 
v
0
C is the voltage mean value; VN is the RMS value of the 

fluctuating voltage. 
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VOLTAGE AMPLITUDE FLUCTUATION, volts 

GAUSSIAN 

MEASURED 

Probability density distribution of the voltage fluctuations 
in a steady bubbly flow regime: ji= 0. 
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jt 
cm/s 

0 

7.3 

16.8 

31.8 

Table 4.1 

- -
a. K 

% s -1 

l.46 46.49 
5.96 37.22 

l0.61 37.54 
14.69 32.69 

1.58 59.21 
5.25 49.56 
8.53 46.95 

12. 91 43. 14 

l.46 68.52 
4.28 59. 78 
7.38 65.61 

11.56 60.2 
15.11 53.31 
19.30 50.85 

l.60 82.01 
4.47 99. 51 
7.42 75. 91 

11.07 66.29 
14.57 57.02 
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Table 4.1 

-v 
cm/s 

21. 21 
20.21 
19. 33 
18.48 

28.45 
28.17 
27. 90 
27.51 

38.12 
38.46 
38.86 
39.44 
39.98 
40.68 

54.2 
55.13 
56. 13 
57.46 
58.82 

-2 D R--(0) IV vv mm 

1.66 x l 0 -2 4.08 
4.456 x 10-3 4.48 
1.662 x 10-3 3.83 
1.233 x 10-3 3.99 

l. 539 x l 0 -2 4.15 
3.257 x 10-3 3.94 
l. 753 x 10-3 3.80 
9.358x 10-4 3. 71 

1.821 x 10 -2 4.53 
4.087 x 10 -3 4 .10 
2.145xl0-3 3.89 
1.257 x 10-3 3.90 
9.199 x 10-4 4.02 
5.439xl0-4 3.73 

2.769x 10 -2 5.70 
6.577x10-3 4.65 
3.273 x 10-3 4.82 
l.736x 10- 3 4.69 
1.401x10-3 5.08 

Value of the parameters entering in the calculatioh of the 
bubble diameter; jt is the water volumetric flux; a is 
the average void fraction, 'K is the weighted average con­
stant of the filter function h(t), V _is the absolute ve­
locity of the disperse phase, ~V(O)/V 2 is the square of 
the noise-to-signal ratio, D is the bubble diameter. 
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WATER FLUX, i.t 
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Cross plot of Fig.4.10 and Fig.5.6 showing the dependency 
of the filter constant on the disperse phase absolute ve­
locity and the void fraction. 
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DISPERSE PHASE VELOCITY, cm/sec 
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VOi D FRACTION, a (0
/ 0 ) 

Effect of the void fraction and disperse phase absolute ve­
locity on the void fraction wavelength attenuated by a 3dB 
factor at the output. 
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V. KINEMATIC WAVES: THEORY AND EXPERIMENTS 

5.1 Introduction 

In this chapter Zuber's formulation of the kinematic wave theory 

is derived as a particular case of the general equations for an incom­

pressible bubbly mixture without heat and mass transfer. The purpose 

is to emphasize the slow transient approximation for which the model 

is valid. Also, it will be shown that the wave equation of the void 

fraction propagation can lead to the formation of shocks characterized 

by a macroscopic discontinuity in the disperse phase. The measurement 

of the propagation speed of shocks between regions of constant void 

fraction are then used to determine the relative velocity of the dis­

perse phase. The good dynamic response of the void fraction meters 

which were used to track the shock propagation enabled us to look at 

the structure of such shocks. The substantial thickness in these 

shocks suggests that a diffusion mechanism is responsible for arresting 

the steepening of the wave. 

5.2 Kinematic Wave Theory 

5.2.l Conservation Laws 

The general description of a two-phase flow by continuum equa­

tions is obtained by time-averaging the governing equations of each 

phase as indicated by Ishii [23]. The mass conservation, momentum, and 

energy equations of each phase include interfacial transfer terms which 

need to be specified. These equations can be used directly as in the 
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two-fluid model or combined to form mixture equations as in the diffu­

sion model. Symington [43] obtained a similar formulation in the case 

of a bubbly flow by applying the conservation laws to a volume element. 

For an incompressible gas without heat and mass transfer, the two con­

tinuity equations are 

a 
at a. + If · av = O (5 .1) 

for the gas (or disperse phase} and 

j_ [l - a.] + If · [l - a.Ju = 0 
at -

{5.2) 

for the liquid (or continuous phase) where u and v are the gas and -
liquid velocities averaged over the volume element. The variable a is 

the void fraction defined as the volumetric concentration of the dis-

perse phase. Neglecting the viscous stresses, the equation of motion 

for the mixture is written as 

where the material derivatives of each phase are 

and 
d a -=-+u·IJ 

dt at -
• 

(5.3) 

(5.4) 

( 5 .5) 

In the mixture momentum equation, it is assumed that the square 

of the local {inside the volume element) velocity of each phase can be 

approximated by the square of their average velocity. This 
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approximation implies that terms similar to Reynolds stresses were 

neglected. 

To complete the description of the bubbly flow model, the conser­

vation laws need to be supplemented by an equation governing the 

relative motion of the bubbles in the liquid. 

5.2.2 Bubble Equation of Motion 

The equation of the relative motion of bubbles is obtained by 

considering the different forces acting on it. Many formulations have 

been proposed in the past, resulting in significant differences for the 

expressions of the four characteristic wave speeds present in a bubbly 

flow. For instance, Prosperetti and Van Wijngaarden•s [40] equation 

leads to four real characteristic wave speeds, while Chernyy 1 s [ 8] 

and later Symington's [43] formulation yield two imaginary characteris-

tics associated with the transport speeds of the mixture and two real 

characteristics corresponding to the acoustic speeds. 

By examining the relative magnitude of the forces acting on the 

bubble, we shall arrive at the expression of the relative motion of the 

bubble as used in Zuber 1 s kinematic wave equation. For this purpose we 

will consider Symington•s equation for incompressible bubbles which is 

The first term is due to the bubble inertia and its added mass, 

while the second term accounts for the momentum given up by the liquid 

to accelerate the bubble. The third and fourth terms represent the 

viscous and buoyancy forces, respectively. The parameter x in the drag 
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force is the viscous relaxation time; this is the time taken for a 

bubble to reach .63 of its terminal velocity when released from rest in 

a stagnant fluid. For a bubble of diameter D,Stokes' drag yields 

- 02 
X - 36v ( 5 · 7) 

where v is the kinematic viscosity of the liquid. For Reynolds numbers 

based on the bubble diameter of 30-200, Batchelor's [ 3] formula for 

the drag can be used, giving a viscous relaxation time 

- 02 
X - 72v (5. 8) 

The relative importance of each force can be assessed by express-

ing the bubble equation of motion in a dimensionless form. If U
0 

and L0 

are the characteristic speed and dimension of the flow, and t = L /U is 
0 0 0 

the characteristic time, the dimensionless form of Eq. (5.6) becomes 

P l D* 3 d * Lo P L (:_g +-2) -- v* - - - u* +2- (v* - u*) + (1 _ :_g_) g __9__ = O (5.9) 
P £ Dt* - 2 dt* - U0x - - P£ - u 2 

0 

In many cases p
9
/p£ is small and the relative magnitude of the 

forces acting on the bubble is governed by two dimensionless groups: the 

Froude number U
0
/(gL

0
)
112 and the reduced frequency xU

0
/L

0
. For small 

values of xU
0
/L

0
, the inertial forces have little effect on the bubble 

motion and the bubble will react quasistatically, reaching its terminal 

velocity instantaneously. Slow transients refer to this particular 

situation where the relative motion of the bubble is governed by the 

drag and the buoyancy forces. Then, the relative velocity of the bubble 

depends only on the properties of the two fluids. 
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5.2.3 Effect of the Disperse Phase Concentration 

In practice, the relative velocity of the disperse phase is gen­

erally a function of the disperse phase volumetric concentration. An 

increase in the drag with the concentration has been attributed to a 

change in the bulk properties of the mixture. Even though a single 

bubble is surrounded by the continuous phase, the presence of other 

bubbles alters the effective viscosity and density seen by this bubble. 

Theoretical analysis by Einstein [13], Batchelor [ 4] and many others 

on the rheology of suspensions has shown th.at the bulk viscosity is 

indeed a function of the concentration. The effect of the bulk density 

has been the object of controversy in the past. It was challenged on 

the basis that a particle or bubble still displaces its own volume of 

liquid. However, the experiments of Filderis and Whitmore [14] clearly 

show that a particle terminal velocity is related to the bulk density 

of the mixture. 

In spite of the analytical work done on the rheology of suspen­

sions, it is not possible to predict accurately the effect of the 

disperse phase concentration. The relative velocity of the disperse 

phase must therefore be determined experimentally. 

5.2.4 One-Dimensional Wave Propagation of the Void Fraction 

In this section we shall derive the void fraction wave equation 

for an incompressible bubbly mixture in which the relative motion 

depends on the properties of the fluids and the volumetric concentra­

tion of the disperse phase. Because the inertia of the bubble is 

neglected, the equation we shall arrive at is valid for slow transients 
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only. 

For a one-dimensional uniform bubbly flow, the two equations of 

continuity given by (5.1) and (5.2) become 

aa a [ ] - + - av = 0 at az 
(5.1_0} 

and 

a a at [l-a] + az- [l-a]u = o (5.11) 

where z is positive in the vertical upward direction. We first define 

j, the average volumetric flux, as 

j = av + [l - a] u (5.12) 

where av is the gas volumetric flux, jg' and (1 - a.)u is the water 

volumetric flux j.Q,. The addition of Eqs. (5.10) and (5.11) leads to 

d . 0 
az J = • (5.13) 

Thus, the average volumetric flux j is a function of time only; j(t). 

Another useful quantity is the gas drift flux, jgj' which is the volu­

metric flux of the gas relative to the average volumetric flux given by 

j . = a.[ v - j] 
9J 

or equivalently, if the definition of j is used, 

j . = a; [l - a] v 
9J gR. 

(5.14a) 

( 5. l 4b) 

where v
9

R. is the relative velocity of the disperse phase and, as pointed 

out earlier, is a function of the void fraction only. Solving for v in 
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(5.14a) and substituting in Eq. (5. lO)one gets 

d + d [rvJ" + J" ] = Q ' at az ~ gj 

or more simply, 

If we define a velocity C. as 
l 

Eq. {5. 15b) is finally written as 

aa + c. aa = 0 • at , az 

( 5. l 5a) 

( 5. l 5b) 

{5.16) 

(5.17) 

Equation (5.17) is illustrative of the wave-like propagation of 

the void fraction. The convective speed Ci can be looked upon as the 

speed at which a small disturbance in the void fraction would travel in 

a uniform steady bubbly flow in a vertical pipe. 

5.2.5 Kinematic Shocks 

Because Ci is a function of a, Eq. (5.17) is a nonlinear 

homogeneous partial differential equation. Solutions to initial value 

problems for this type of equation are best handled by the method of 

characteristics. Moreover, such equations are known to produce steepen-

ing or amplitude dispersion (as opposed to frequency dispersion) of the 

wave depending on the initial conditions and the explicit expression of 

the infinitesimal wave speed Ci. Steepening of the waves can lead to 

the formation of kinematic shocks characterized by a sharp discontinuity. 
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The phenomenon is similar to the formation of shocks in gas dynamics. 

For an initial value problem, the method of characteristics yields 

the following solution for the void fraction propagation: 

a = a{t;) (5.18) 

where the variable t; is given by 

(5.19) 

and a is the initial condition on the void fraction at time zero. 
0 

a
0 

= a(z,O) • (5.20) 

A kinematic shock occurs when two characteristics intersect in the z-t 

plane. This condition is expressed as 

z - s1 z - s2 
Ci(a

0
(e1)T = Ci(a

0
(s2)) 

(5.21) 

Thus the 

void fraction a
0

(t;1) moves faster than a
0

(t;2) and eventually catches up 

with a
0
(s2). When a shock is formed, it then satisfies the following 

jump condition: 

( 5 .22 } 

which is obtained from the continuity of the partial derivative of 

equation (5.15a) in a direction parallel to the shock. The subscripts 

2 and 1 refer to conditions above and below the discontinuity. Cs is 

the speed at which the shock propagates and its inverse is the slope of 
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the characteristic line in the z-t plane supporting the discontinuity. 

Because j is a function of time only, it assumes the same value above 

and below the shock. The speed of the shock is then given by 

( 5 .23 ) 

From an experimental standpoint, Eq. {5.23) is most valuable. For 

instance, if j is constant and the void fraction is zero below the 

shock (or above, depending on the expression of Ci) and constant above 

with a value a, the shock speed becomes 

C = u + [l - a] v s s (5.24) 

where j has been evaluated in the region of zero void fraction, and 

jgj has been substituted by Eq. (5.14b). Defining c; as the speed of 

the shock relative to the liquid velocity us behind the shock, the 

relative velocity of the disperse phase is simply 

t* s 
v gQ, = [1 - a] 

Furthermore, by substituting (5.25} in (5.14b) and also in 

(5.12), the infinitesimal wave speed C; is then 

c. = u 
l 

c* ac* 
s s 

+ 1-a +a aa 

(5.25) 

(5.26) 

and in a frame relative to the liquid velocity u in the bubbly mix-

ture, this speed becomes 

c* 
c~ = s 

1 ( 1-a) 

ac* s +a- • 
Cla 

(5. 27) 



-89-

I tis readily observed from Eqs. (5.25) to (5.27) that the 

measurement of this particular shock for different void fraction would 

enable us to obtain a correlation for the disperse phase relative 

velocity as a function of a. This correlation detennines entirely the 

motion of the disperse phase propagating in the form of concentration 

waves relative to the liquid velocity. 

5.3 Experiment on Kinematic Shocks 

5.3.l Experimental Procedure 

The purpose of this set of experiments is to measure the propa­

gation speed of kinematic shocks in an air-water bubbly mixture flowing 

in a vertical pipe. The experiment was conducted in the test loop 

already described in Section 3.4.1. Two void fraction meters placed 

83.8 cm apart were used to detect the passage of the void fraction dis­

continuity. The first was installed in the middle of the test section 

to allow enough time for the shock formation. The distance of the 

second from the exit was approximately 43 cm. Figure 5.1 illustrates 

the experimental set-up. 

The output voltages of the void fraction meters were recorded 

on a HP model 7418A multichannel strip chart recorder and by an Ampex 

model SP300 magnetic tape recorder. The air supply line leading to 

the air injector was fitted with a manually actuated on-off valve. 

Following the establishment of a steady bubbly flow in the pipe, 

the void fraction meter situated at the test section mid-point was used to 

measure the void fraction. The D.C. signal was averaged over a period 

of 60 seconds at a sampling rate of 32 points per second, using a 
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Motorola M6800 digital microprocessor. The data file accumulated by 

the microprocessor was subsequently transmitted to the VAX central 

computer for data reduction. The actual value of the void fraction 

was then evaluated from the calibration curve of Fig. 3.4. 

To produce a step change in the void fraction, the air supply 

valve was quickly shut off. Typical recordings of the passage of a 

kinematic shock are shown in Fig. 5.2 for different values of the 

void fraction and various water velocities behind the shock. The 

passage of the shock at the metering station is indicated by a rela­

tively sharp drop in the D.C. level of the signal. The upward propa­

gation of the shock is first detected by the midpoint meter corresponding 

to the bottom signal. The time progression is from left to right 

indicated by the arrow. These recordings are for shocks where the void 

fraction below the discontinuity is zero. 

Both the strip chart and the magnetic tape recordings were used 

to measure the shock transit time between the void fraction meters. 

The strip chart recordings were manually fitted with straight lines 

matching the dominant slope of the voltage drop and the steady state 

signal on each side of the wave. As indicated in Fig. 5.2a the times 

t2,t
1 

and t2,t1 denote the intervals between the beginning and the end 

of the passage of a wave at each measuring station. The transit time 

was taken as the difference between the mean of the intervals t 2,t
1 

and 

t2,t1. Cross-correlation of the magnetic tape readings using a digital 

signal processor was also attempted. Both signals were· first stripped 

from their D.C. components by the built-in high pass filters with a 
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0.47 second time constant. The measurement of the transit time was 

done by cross-correlation of the filter responses which reacted to the 

drop in the D.C. signals. This method turned out to give less consis­

tent results than the strip chart recording approach. This was 

particularly noticeable when the void fractions above the discontinuity 

were small. For these cases, the maximum similarity criterion sought 

by the cross-correlation function was biased by the relatively high 

amplitude of the voltage fluctuations compared to the amplitude of the 

voltage drop. 

The results presented hereafter were evaluated from the strip 

chart recordings only. The shock speeds are the mean of 3 repeated 

measurements for a given initial steady state condition. 

5.3.2 Kinematic Shocks in Stagnant Water 

For different constant void fractions above the shock and a zero 

void fraction below, the measurements of the kinematic shock speed in 

an air-water bubbly mixture are shown in Fig. 5.3. The velocity behind 

the shock is zero. Also shown is the relative velocity v
9

i of the 

disperse phase calculated from Eq. (5.25). In this particular case, 

the relative speed of the shock c: is evidently the absolute speed Cs. 

This is the speed at which the disperse phase is moving upward follow­

ing the establishment of the shock. As indicated by Eq. (5.25), the 

relative speed v
9

t is greater by a factor l I 1-:a. This factor accounts 

for the counterflow the bubbles experience as the liquid is drained 

from the two-phase region. 
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In Fig. 5.3 the effect of the concentration on the relative 

velocity is clearly seen. The decreasing value of vg.R- as a function of 

the void fraction is consistent with the results obtained by Nicklin 

[36] for an air-water system. 

5.3.3 Shocks of Decreasing Strength in Stagnant Water 

The purpose of this experiment is to verify if the information 

obtained from the measurements of shock speed can be used to predict 

other situations involving the propagation of kinematic waves or shocks. 

The experiment consisted of producing shocks of decreasing 

strength between two regions of constant void fraction. The water in 

the test section is at rest before the shock is created. The value of 

the void fraction above the shock was kept constant for each increment 

in the value of the void fraction below the shock. The measurements of 

the shock speed c** are shown in Fig. 5.4 as data points for void frac-s 
tions of 16.6% and 22.0% above the shock. 

In terms. of the measurements presented in the previous section, 

the shock speed c;* can be predicted according to the following equa­

tion 

(5.28) 

This equation is obtained from Eq. (5.23} where the definition of jgj 

given by Eq. (5.14b} and Eq. {5.25) have been used. The subscripts 2 

and 1 refer to conditions above and below the shock, as before. An 

expression involving only c; can be obtained by noting that below the 

shock the velocity of the water is zero. The volumetric flux j 1 below 
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the shock is therefore 

(5.29) 

where v1, the speed of the disperse phase, is also its relative speed 

v
9

R,(a1 ). Once more, making use of Eq. (5.2.5) to substitute for v1, the 

shock speed c;* becomes 

• (5.30) 

The solid lines superimposed on Fig. 5.4 are calculated from 

the data of Fig. 5.3 using Eq. (5.30). The agreement between the pre­

dicted and measured values of c;* is excellent. As the ratio a1;a2 
approaches unity, the experimental data converge towards the infinite­

simal wave speed which is obtained by expressing the second term on 

the RHS of Eq. (5.30) as a differential. This wave speed corresponds 

to the velocity at which.a small perturbation in the void fraction 

propagates in steady bubbly flow. 

5.3.4 Kinematic Shocks in Non-Zero Water Volumetric Fluxes 

In view of the experiment reported in the last section, the 

method of characterizing a two-phase gravity dominated flow by measure­

ment of shock speeds gives excellent results. However, before drawing 

general conclusions on the method, we need to investigate the effect 

of a non-zero liquid volumetric flux. 

For different constant water volumetric fluxes, jR,, the speeds 

of kinematic shocks having a zero void fraction behind the shock were 



-94-

measured. The water volumetric flow rate was monitored by an electro-

magnetic flow meter before the air injection point. For a constant 

water flux, shocks were produced over a range of discrete values of the 

void fraction. All the runs were done with the discharge at atmospheric 

pressure and upward cocurrent gas/liquid flows. 

Figure 5.5 is a surrmary of the shock speeds c: relative to the 

water velocity behind the shock for water constant fluxes of 7.3 cm/s, 

16.9 cm/s, and 31.8 cm/s. The case jt equal to zero is also included 

for comparison. Using Eq. (5.25), the relative velocity of the dis-

perse phase was calculated. These results are shown in Fig. 5.6. 

A striking feature of both figures is the change in the slope of 

c;(a) and vgt(a) as the water flux increases. The relative velocity of 

the disperse phase becomes less dependent on the volumetric concentra-

tion a and for jt equal to 31.8 cm/s, vgi is completely independent of 

the void fraction. Further verification of this behavior was obtained 

for a 47.3 cm/s water flux, but only at large void fraction as seen in 

Fig. 5.7. This figure also illustrates the limitations of the shock 

technique. More will be said on this in the next section. 

The reason why the influence of the void fraction is less impor­

tant as the water flux increases is not totally understood. Zuber et 

al. [50] speculate that in a turbulent bubbly flow regime the effect of 

the concentration is negligible compared to the effects of the liquid 

eddies. However, it was not possible in the present experiment to 

verify whether the gradual uncoupling between concentration and dis­

perse phase relative velocity was due to a change in the turbulence 

level. 
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5.3.5 Limitation of the Method of Shocks 

It was observed that for water fluxes greater than 31.8 cm/s, 

the method of shocks began to yield inaccurate data on the gas relative 

velocity. The explanation for this came from a simple but instructive 

experiment. For different constant water volumetric fluxes, triangular 

pulses of bubbles with a peak value less than 2% were injected in the 

test section and tracked by the two void fraction meters. The response 

of the meters to the passage of these pulses could be visualized on 

the strip chart recorder. 

Because the pulses consisted of a very low void fraction, negli­

gible deformation of the pulse should have been observed since the 

infinitesimal wave speed relative to the liquid velocity is close to the 

relative velocity of the gas. This indeed was the case at low water 

velocities; the pulse retained its shape from one measuring station to 

the other as seen in Fig. 5.8a. The lower trace belongs to the void 

fraction meter in the mid~test section, while the upper trace is that of 

the meter situated downstream. However, at large water velocities, a 

steepening front in the wave was observed as typified by Fig. 5.Bb. 

The change in shape of the void fraction wave occurred within a 

a small range of water velocities. This is emphasized by Fig. 5.9 where 

the speed of the pulses plotted as a function of the liquid velocity has 

been evaluated in two different ways. The pulses were first fitted with 

straight lines. In one case, as indicated by circles, the pulse transit 

time was measured by considering the interval between the trailing edges 

while in the other case the measurement was carried using the peak values. 

Below a water velocity of approximately 35 cm/s, the two methods yield 
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an identical speed for the pulse which corresponds to the water velocity 

plus an offset due to the relative velocity of the bubbles. However, 

above 35 cm/s, the trailing edge method departs from the 45° slope shown 

as a solid line. This critical velocity corresponds to the point beyond 

which the shock technique yielded incoherent results. Above that speed, 

it would appear that the gas phase is not convected uniformly across the 

pipe. When this happens the shock structure is believed to become two­

dimensional leading to the ambiguous interpretation of the voltage drop 

recordings. Because the transit time of the shock is small for higher 

water fluxes, the error in determining the actual mean of the intervals 

t 1t 2 and tit2 becomes significant. 

5.4 Shock Thickness 

5.4.1 Measurement of the Slope in the Transition Region 

The good dynamic response of the void fraction meter enabled us 

to look at the structure.of the shocks between regions of constant void 

fraction. Typical strip chart recordings of the void fraction meter 

response following the passage of shocks were presented in Fig. 5.2. 

Shown in Figs. 5. 10 and 5.11 are photographs of shocks. 

Referring to Fig. 5.2a, the slope G of the transition region was 

evaluated as 

( 5. 31) 

where the subscripts 2 and 1 refer to conditions above and below the 

shock. Figure 5.12 is a summary of the slopes measured in the case 
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where a 1 is zero for water volumetric fluxes of 0, 7.3, 16.9, and 

31.8 cm/s. The measurements were evaluated from the recordings of the 

meter installed in the middle of the test section. Similar measurements 

of the slope were obtained for the downstream void fraction meter. 

5.4.2 Determination of the Shock Thickness 

The evaluation of the thickness of the shock available from the 

strip chart recordings is not very meaningful unless a permanent.waveform 

has developed. Comparison of the slopes obtained from the two void · 

fraction meters showed that the shock structure could be considered as 

such. The existence of a permanent wave solution allows us to find a 

relation between the local rate of change of the void fraction (which 

is obtained from the strip chart recordings) and the gradient of the 

void fraction within the permanent wave. This relation is 

dct 
at 

u dct 
az (5.32) 

where U is the speed of the wave. Substituting the partial derivatives 

by finite differences, and approximating U by Cs' the speed of the 

shock, the shock thickness !xz is given by 

1 
b.z= Cb.t 

s 
{5.33) 

where Cs is known from the previous experiments and b.t is available 

from the slope measurements. 

5.4.3 Correction Due to the Void Fraction Meter Time Response 

The measured slopes could be corrected for the time response of 

the void fraction meter according to the following procedure. Using 
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the general expression of the filter function h(t} defined by Eq. (4.17), 

the response of the meter was calculated for a transition of finite 

slope [a2 - a1] IT as illustrated in Fig. 5.13abc. The maximum slope of 

the output signal occurs at the origin of the time axis leading to 

K 1-r I 
a2 - al - -2-

G = - [1 - e ] • 
T 

(5.34) 

For a given speed of the shock, the filter constant, K, was approximated 

from Fig. 4.11 and the actual slope (a.2 - a.1) / T was evaluated. The 

corrections turned out to be negligible at small void fractions. At 

larger void fractions for which the slopes are steeper, the corrections 

were of the order of 10%. 

5.4.4 Shock Thickness Measurements 

The actual shock thickness is plotted as a function of the 

shock strength (a.2 - a 1) in Figs. 5.14 to 5.17 for different water 

fluxes. The thicknesses measured at the upstream void fraction meter 

(circles) are generally smaller than those measured downstream (tri­

angles). However, the change in thickness is quite small in comparison 

to the 83.8 cm travelled by the shock. The approximation of the shock 

by a permanent wave is therefore justified. 

As the difference (a.2 - a.1) becomes larger, the thickness of the 

shock becomes smaller. For the zero water flux, this thickness is of 

the order of 5 bubble diameters at large void fractions. Reported on 

Fig. 5.14 are the thicknesses obtained from the experiment on shocks of 

decreasing strength (Section 5.3.3). In these experiments a1 is not 

zero but assumes different values, while a.2, the void fraction above 
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the shock, is constant. These results show a remarkable agreement with 

the measurements for which a1 is zero. This would indicate that the 

shock thickness is controlled primarily by the difference in the void 

fraction on each side of the shock. 

It can be seen that for a given void fraction the shock thickness 

increases with the water volumetric flux. This particular trend is 

not readily accounted for. From the photographs, it was observed 

that some shocks were oblique but their limited occurrence was not 

greater than in the case of still water. The existence of a two-

dimensional shock profile created by the slower motion of bubbles near 

the wall of the pipe would also result in the measurement of larger 

thicknesses, but such profiles were not seen. In the next section, we 

speculate on the existence of a diffusion term in the void fraction 

wave equation which would be responsible for the arrest of the shock 

steepening. It might well be that this term is dependent on the water 

volumetric flux. 

5.4.5 Modified Wave Equation 

The kinematic wave equation given by Eq. (5.17) does not rule 

out the existence of a permanent wave if Ci is independent of the void 

fraction a . However, from the data collected on vgi' Ci is a mono­

tonically decreasing function of a, which leads to the formation of a 

shock if the void fraction is increasingly larger in the direction of 

the wave propagation. Within the shock, the effects of diffusion would 

appear important in arresting the steepening of the wave profile. 

Mathematically, the diffusion of the kinematic wave corresponds to the 

inclusion of an additional term proportional to the second derivative 
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in a. If such a term is included, then the kinematic wave equation 

would be 
2 

()a + C • (a) dCX = f3 d a 
at i az az2 • ( 5 .35 ) 

Interestingly, the equation has a permanent wave solution, ~=z-Ut, 

when the void fractions a2 and a1 on each side are constant. It can 

be shown that the speed U of the permanent wave is identical to the 

speed of the shock given by Eq. (5.23). Moreover, the permanent wave 

has a thickness o*defined as 

( 5. 36) 

which assumes the value 

( 5. 37) 

when the diffusivity coefficient, s, and the relative velocity of the 

disperse phase, v9~, are independent of a. The dependence of o*on the 

strength of the wave (a2 - a1) is qualitatively the one observed in our 

experiments. The measurements indicate that the diffusion coefficient 

would be comprised between l. 5 and 6 cm2 /sec. 

How the diffusion term can be justified from first principles is 

not clear at this point. Symington arrived at a similar expression 

for waves of small strength by considering the inertia of the bubbles. 

However, his permanent wave solution is valid only for the case when 

the larger void fraction is below the wave. Also, the thickness he 

obtained is smaller than those measured by an order of magnitude. The 

definition of the gas drift flux by Ishii [23] as 
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( 5 .38) 

is compatible with the form of Eq. (5.33) but unfortunately little is 

said to explain the dependence of jgj on the void fraction gradient. 

In the mixture equation of motion, stress terms due to the local 

fluctuation of the phase velocities may have a significant effect. 

These terms are similar to Reynolds stresses in turbulent flow. For 

instance, the thickness of a gas dynamic shock is due to the irrever­

sible dissipation of the kinetic energy caused by the compressive 

stress term (see Ref. [29]). A similar process may be causing the 

finite thickness of shocks observed in the present experiments. 

5.5 Conclusions 

The kinematic wave theory is a simple formulation which retains 

the essential features of an incompressible one-dimensional two-phase 

flow. As shown by Zuber et al. [50], the model can accommodate other 

flow regimes with or without mass transfer. In the case of an air-water 

bubbly mixture, the properties of the kinematic shocks were used to 

determine the relative velocity of the disperse phase. This velocity 

is a decreasing function of the void fraction, but its dependence seems 

greatly affected by the turbulence of the flow. The shock technique 

has limitations when the flow can no longer be considered one dimen-

sional. 

The measurement of the shock thickness suggests a diffusion 

mechanism responsible for the arrest of the wave steepening. As 

will be shown in the next chapter, diffusion is also observed in small 



amplitude waves at low frequency. However, the diffusion mechanism 

cannot be identified at this point. 
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Recordings of the void fraction meter outputs showing the . 
voltage drop due to the passage of the kinematic shock. The 
shock is first detected by the upstream meter which corresponds 
to the lower trace. The void fractton below the shock is zero. 
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Kinematic shocks propagation speed, C*s, and relative velocity 
of the disperse phase, v91 in stagnant water. The void 
fraction below the shock 1s zero. 
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Propagation speed C**s of kinematic shocks of decreasing 
strength in sta~nant water. The void fractions above and 
below the discontinuity are respectively a 2 and a 1 • 

Shown as solid lines are the speeds calculated using Eq.5.30 
and the kinematic shock speed data shown in Fig.5.3. 
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Kinematic shock propagation speed, C*s, relative to the liquid 
velocity below the shock for various water volumetric fluxes. 
The void fraction below the shock is zero. 
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measurements of the kinematic shock propagation speed. 
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Kinematic shock velocity C*s relative to the liquid velocity 
below the shock. Also shown is the relative velocity of the 
disperse phase obtain~d fr1m these measuremen~s. 
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0 PULSE PEAK VALUE 
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LIQUID VELOCITY, cm/sec 
Propagation speed of the pulse as a function of the liquid 
velocity. Data shown as circles and squares were evaluated 
respectively by measuring the transit time interval from the 
pulse trailing edges and from the pulse peak values. The 
solid line indicated the speed of the pulses extrapolated 
from the measurement at zero water velocity. 
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FIG.5.10 Photographs of kinematic shocks in air-water bubbly mixtures. 
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FIG.5.11 Photographs of kinematic shocks in air-water bubbly mixtures. 
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Figure 5.12 Measurements of the shock slopes for different water volu-
·metric fluxes. These slopes were obtained from the strip 
chart recordings of the upstream void fraction meter. The 
void fraction below the shock is zero. 



(a) 

( b) 

( c ) 

-75 

Figure 5.13 

-115-

2h(f }/mK 

K = 40 sec-I 

a /!:la 
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-50 -25 0 25 50 75 

TIME, m sec 
111 u·stration of the procedure used to correct the measured 
slope for the filtering effect: (a) filter function, (b) hy­
pothetical wave before filtering with slope Aa/AT (c) re­
sponse of the void fraction meter; the apparent slope shown 
as a dotted line corresponds to the slope measured on the 
strip chart recordings while the other line is the actual 
slope before filtering. 
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Figure 5.14 
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SHOCK STRENGTH, a 2 - a 1 

Shock thickness as a function of the shock strength. The 
water volumetric flux below the shock is zero. Data shown 
as circles· and triangles correspond to a void fraction, 
a1, below the shock equal to zero. Also shown as squares 
and inverted triangles are shock thicknesses for which a 1 , 

is different from zero. 
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0 UPSTREAM V.F.M. 

5 10 15 20 25 

SHOCK STRENGTH, a 2- a 1 

Shock thickness as a function of the shock strength; 
a. 1 = 0, j 1 = 7. 3 cm/s. 
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VI. VOID FRACTION METER CROSS-CORRELATION IN STEADY BUBBLY FLOWS 

6.1 Introduction 

Some authors (Cimorelli and Evangelisti [10], Garrard and Ledwidge 

[161 for instance) have claimed that the average speed of the disperse 

phase in a steady bubb1y f1ow can be determined by cross-correlation of 

the fluctuating voltages of two void fraction meters separated by a known 

distance. It is our intention to show that this technique does not mea­

sure the average gas speed velocity. We will show that a natural system 

of kinematic waves is at every time present in a steady bubbly flow, and 

that such cross-correlation measures the propagation speed of these waves. 

6.2 Cross-Correlation Function 

The randomness of the signal fluctuations in an air-water bubbly 

mixture does not rule out the existence of a structure propagating in a 

Lagrangian sense. The transport time of this structure can be measured 

by cross-correlation of the outputs of two void fraction meters. If 

v1(t) and v2Ct) are the fluctuating voltages of the two void fraction 

meters, the cross-correlation function for stationary processes is 

given by 

T 

ft f v1(t) v2(t+T) dt} • 
0 

The maximum value ofR- - (T) is achieved when the time delay -r 
V1V2 

( 6 .1) 
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corresponds to the transport time of the structure. The quality of 

the common information is assessed by a normalized form, ~- - (T), of 
V1V2 

the cross correlation function. R- - (0) and R- - (0) being the mean 
V1V2 V2V2 

square value of the noise of each signal,~- - (T) is defined as 
V1V2 

(6.2) 

and l~y1 q2 (T)I takes a value between zero and one. 

6.3 Meaning of the Speed Measured by Cross-Correlation 

Cross-correlograms of the fluctuating voltages of two void frac­

tion meters were obtained on the digital signal processor for a steady 

bubbly flow mixture. The electrode system of two meters was aligned 

vertically a distance 10.8 cm apart in the middle of the test section. 

The cross correlograms were determined from a 40 second real time 

recording. 

A selection of cross-correlograms is presented in Fig. 6.1 for 

various void fraction and water volumetric fluxes ranging from 0 to 

31.8 cm/s. It can be seen that there is a maximum in the cross correlo-

gram. The time T* at which this maximum occurs can be used to calculate 

the absolute velocity of the propagating bubbly structure. Figure 6.2 

shows a summary of the absolute speed of the structure, vs' as a 

function of the void fraction for constant water fluxes. To compare 

with the data obtained in the preceding chapter, the relative velocity, 

vst' of the structure with respect to the average liquid velocity was 

calculated according to the following expression 
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v = v -
Si S 

(6.3) 

where j£ is the water volumetric flux. The velocity of the disperse 

phase relative to the liquid, vgi' (as given by Fig. 5.6 of the pre­

vious chapter) and the relative velocity of the structure, vsi' are 

plotted both as .functions of the void fraction in Figs. 6.3, 6.4, 6.5 

and 6.6 for the water fluxes investigated. Although some scatter is 

observed in the vst data, it is clear that it does not correspond.to 

the relative velocity of the disperse gaseous phase; the latter being 

significantly larger. 

The meaning of the velocities measured by cross-correlation has to 

be explained in terms of the kinematic wave theory described in Chapter 

V. The vsi data were compared to the relative infinitesimal wave 

speed Ci as defined by Eq.(5.27)·and calculated from the data on kinematic 

shocks obtained previously. The results are shown as solid lines in 

Figs. 6.3 through 6.6. T.he agreement between vsi and C~ is very good 

and even remarkable in the case where ji is equa1 to 16.9 cm/s. This 

comparison leads us to the conclusion that vst is the infinitesimal 

kinematic wave speed. The structure detected therefore appears to be 

a small amplitude kinematic wave. 

The consequences of these results are important. They constitute 

a good verification of the kinematic wave theory and add weight to the 

evidence already reported in Section 5.3.3 for shocks of decreasing 

strength between regions of constant void fraction. They also clearly 

show that the cross-correlation technique in a steady bubbly flow does 

not measure the velocity of the disperse phase, but rather its 
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infinitesimal wave speed. The difference between the two speeds is small 

at low void fractions, but not negligible at large void fractions and 

moderate velocities of the liquid phase. From the infinitesimal wave 

speed it is not possible to calculate the velocity of the disperse phase 

unless the latter is independent of the void fraction. 

6.4 Natural System of Kinematic Waves in Steady Bubbly Flows 

The transport time of the. bubbly structure will decrease with an 

increase in the water flow rate. Figure 6.7 shows a suT1DTiary of the 

nonnalized cross correlation maxima ~-V V (T*) plotted as a function of 
1 2 

the corresponding transport time T*. In spite of the extensive scatter 

of the data, this figure offers a clear picture of the time history of 

the propagating structure. As time progresses, the structure is losing 

its identity. We conclude that, within a nominally steady bubbly flow, 

small amplitude kinematic waves are created and destroyed on a continu-

ous basis. Moreover, because the flow is steady, the time average gas 

transport associated with these structures i$ zero. 

6.5 Non-Dispersive Kinematic Waves 

The propagating structure is made of disturbances having a wide 

range of frequencies. Symington [43] has shown that two sets of 

kinematic waves are present when the bubble inertia is not neglected. 

Both sets are frequencydispersivewaves. However, the first set is 

damped within a few bubble diameters. The question therefore arises 

as to whether the structural decay is due to the dispersive nature of 

the waves. 
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The cross-spectral density SV -v (w) of the fluctuating output 
l 2 

voltages can provide information on this point. The cross-correlation 

is the inverse Fourier transform of the cross spectral density 

(6.4) 

Rewriting the cross-spectral density as 

(6.5) 

with the phase shift eV
1
V

2
(w) defined as 

{

Im[Sv v (w) J ~ 
-1 l 2 

eV V (w) =tan Real(S- - {w)J 
1 2 V1Vz 

(6.6) 

Substituting Eq. (6.5) in (6.4), one gets! 

where T 
1 is 

Therefore, for a given frequency of the disturbance, the time delay is 

simply 8- -v (w) I w . For nondispersive waves this time delay is inde­
Vi 2 

pendent of the frequency, and consequently ev,v2(w) is proportional to 

w. 
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The cross-spectral density modulus of the fluctuating voltages 

and the corresponding phase shifts were measured on the DSP and are 

shown in Fig. 6.8 for a void fraction of approximately~% and an increas­

ing velocity of the water. The cross-spectral density exhibits a trend 

similar to the frequency spectrum modulus presented in Fig.4.4, indicat­

ing that disturbances of small wavelengths have an attenuated output 

voltage. In the region where the spectral density has a significant 

amplitude, the phase shift plotted as a function of the frequency 

clearly indicates that these waves are nondispersive. As the speed of 

the water increases, the meaningful range of frequencies becomes larger 

on the cross-spectral density, and nondispersive waves are observed at 

higher frequencies. This is due to an improving response of the void 

fraction meter. Disturbances are convected at a faster speed through 

the volume of influence of the electrodes such that, measured in a 

laboratory frame, they exhibit higher frequencies. However, in terms 

of measurable wavelengths, the response of the void fraction meter is 

not improved (see Chapter III). 

Because of the limit on the void fraction wavelength resolution, 

it is not possible to draw any conclusion for shorter wavelength distur­

bances which are most likely to show a frequency dispersive behavior. 

However, we can conclude that the non-dispersive waves are attenuated 

since the normalized cross-correlograms maxima measured were shown to 

be less than unity. 
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6.6 Discussion 

We have shown in this chapter that the speed determined by cross­

correlating the voltage fluctuations does not yield the average speed 

of the disperse phase, but rather its infinitesimal wave speed. 

Consequently, we have deduced that a natural system of kinematic waves 

is present at all times in a nominally steady bubbly flow. At least 

for large wavelength disturbances, these waves are nondispersi've but 

are nevertheless diffused. 

The mechanisms by which the large wavelengths are dissipated is 

not well understood. A possible explanation may be drawn from the work 

of Baker and Chao [ 2]. They have observed large fluctuations of the 

instantaneous terminal velocity of the bubbles in the vertical direc­

tion. These fluctuations are. caused by the lateral motion of the 

bubbles and the liquid turbulence. Similar observations are reported 

by Zun [51] in a study on the transverse migration of spherical and 

nonspherical bubbles. These effects,which are not included in the 

present kinematic wave equation,are likely to modify significantly the 

structure of the waves as they propagate. 
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Cross-correlograms of the fluctuating voltages in a nomi­
nally steady air-water bubbly flow regime. 
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Velocity of the disperse phase structure, vs, measured by 
cross-correlation of the void fraction meter fluctuating 
voltages in a steady air-water bubbly flow regime. The 
solid lines are to emphasize the data trend as a function 
of the void fraction for a constant volumetric water flux. 
The distance-- separating the two electrode systems is 10.Bcm. 



20 

0 
Q) 
(/) 

......... 

E 
0 

>-
I- 15 
u 
0 
_J 

w 
> 

10 

Figure 6.3 

-129-

0 
0 

0 0 A 
0 

0 
0 

0 
0 

0 

jl = 0 cm/sec 

0 
Vg_t} 

A 
. RELATIVE VELOCITY 

Vs{ 

* Ci I INFINITESIMAL 

WAVE SPEED 

10 15 20 25 

VOID FRACTION I a (0/o) 

Comparison between the disperse phase relative velocity 
Vgt, the structure velocity, v5i, and the infinitesimal wave 
speed Ci relative to the liquid velocity; Vgt and Ci 
are calculated from the kinematic shock propagation speed 
data according to Eq.5.25 and Eq.5.27 respectively. These _ 
speeds are also absolute speeds since jt is equal to zero. 
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VOID FRACTION, a{0/o) 

Compnrison between the relative velocity of the disperse 
phase, vg~, the relative velocity of the structure, Vs9,, 
and the relative velocity of the infinitesimal wave speed 
Ci ; j ~ = 7. 3 cm/ s . 
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Comparison between the relative velocity of the disperse 
phase, VgQ, the relative velocity of the structure, v5R., 
and the relative velocity of the infinitesimal wave speed 
Ci ; j R. = 16. 9 cm/ s . 
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VII. SUMMARY AND CONCLUSIONS 

One of the aims of this thesis has been to contribute to the 

development of two-phase flow instrumentation capable of a good dynamic 

response. The transverse field electromagnetic flowmeter was investi­

gated both analytically for disperse and annular flow regimes and 

experimentally in a steady air-water bubbly mixture. The instrument 

proved to be most valuable for two-phase flow applications, since it 

measures the average velocity of the continuous phase and not, as some­

times postulated, the liquid volumetric flow rate. The flowmeter not 

only performed well in a bubbly flow regime, but also in a churn 

turbulent flow, where the velocity profile is no longer axisymmetric. 

The RMS noise measurements also indicated that this instrument is 

suitable for unsteady two-phase flow, provided the magnetic field 

excitation frequency is adequate. 

The other instrument investigated was the impedance void fraction 

meter. The motivation for choosing this method was twofold. First, the 

technique has potential for dynamic measurements,and second, the 

simplicity of its design and construction requires a minimal cost 

investment compared to the beam attenuation techniques. In order to 

improve its dynamic potential, we proceeded with a design of our own 

characterized by the use of short electrodes excited by voltages of 

opposite polarity and a very sensitive low-noise signal processor. 

However, as shown by the steady state calibration curves, the design is 

still somewhat sensitive to the void fraction distribution and change 

in flow regimes. Because little is said in the literature about the 
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dynamic capability of the impedance void fraction meter, a special 

effort was made to estima·te the dynamic response of the present meter. 

This was accomplished by means of a statistical analysis of the fluc­

tuating voltages in a nominally steady bubbly flow, in combination 

with a shot-noise model. The agreement between the statistical proper­

ties of the model and those measured experimentally permitted the 

determination of the time constant associated with the dominant filter 

of the void fraction meter. This filter is due to the finite volume 

swept by the electric field inside the fluid cell. Because of this 

volume, the dynamic capability of the void fraction meter is best 

characterized by the 3 dB attenuated wavelength in the output rather 

than the usual time constant of the filter which changes with the speed 

of the disperse phase. The large value of these wavelengths compared 

to the axial length of the electrodes illustrates that the fundamental 

problem affecting these devices is the axial dispersion of the electric 

field in the fluid. It was also shown that the shot-noise autocorrela­

tion function evaluated at time zero contained information about vari­

ous parameters of the disperse phase. The analytical expression was 

then used to estimate the average bubble diameter present in the dis­

perse phase which agreed well with the one observed. 

The other purpose of this thesis has been to investigate how 

the kinematic wave theory could be used to obtain information on the 

fluid mechanics of the disperse phase and its interaction with the 

continuous phase. This was accomplished by the detection of propagat­

ing kinematic shocks with a zero void fraction below the discontinuity. 

Various water volumetric fluxes were considered. The relative velocity 
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of the disperse phase calculated from these measurements was found to 

be a decreasing function of the void fraction. However, the increase 

in the water flux had the effect of reducing this dependency on the 

void fraction. The mechanism responsible for this behavior is thought 

to be an effect of the turbulence level, but this could not be verified. 

The shock technique could not be extended to water volumetric flux 

higher than 31.8 cm/s because of the significant error in detennining 

the shock transit time. The experiment on propagating shocks of 

decreasing strength provided a good verification of the kinematic wave 

formulation. The measured speeds and those predicted were in good 

agreement. Furthermore, the dynamic capability of the void fraction 

meter allowed us to measure the thickness of the kinematic shock. It 

was observed that this thickness decreases with an increase of the shock 

strength. By including a diffusion tenn in the kinematic wave equation, 

the calculation of the shock thickness yielded a relation qualitatively 

similar to that observed .. However, this term could not be justified from 

first principles. 

Cross-correlation measurements of the fluctuating voltage of two 

void fraction meters in a nominally steady bubbly flow were presented. 

Using the results for kinematic shocks, it has been shown that the 

speed of the propagating structure is the infinitesimal kinematic wave 

speed and not the velocity of the disperse phase as previously believed. 

This finding leads to the conclusion that a natural system of small 

amplitude void fraction waves is present at all times in a steady 

bubbly flow. These waves, although not dispersive, are quickly damped 

as indicated by the normalized cross-correlation function. These 
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observations, along with the finite shock thickness, emphasize the 

existence of the diffusion mechanism within a bubbly two-component 

flow. 

The air-water bubbly flow investigated in this thesis is a 

simple two-component flow. However, the instrumentation, the measure­

ment techniques, and the experimental results indicate that they can 

be of some use in more complicated situations as in non-equilibrium 

liquid-vapor systems and three-component flows for which there is a 

fundamental lack of information. In the latter case, the possibility 

of measuring the volume fraction of the two disperse phases by taking 

advantage of the difference in their kinematic wave speed is worth 

investigating. 
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Appendix A - TECHNICAL DESCRIPTION OF THE SIGNAL PROCESSOR 

A. l Content 

The present appendix includes a description of the void fraction 

meter electronics, circuit diagrams, and a list of components (Table 

A.l). Illustrated in Fig. A.l is the functional block diagram, showing 

the three major units of the design. These are: 

i) The sine wave generator; 

ii) The bridge; 

iii) The signal conditioner. 

Each unit is a collection of standard circuits built around operational 

amplifiers. 

A.2 Sine Wave Generator 

The sine wave generator diagram is shown in Fig. A.2. The basic 

circuits used are: 

l. Variable frequency Wein Bridge Oscillator~(Al), 

2. Half-wave rectifier, (A2), 

3. Integrator, (A3), 

4. WBO follower, (A4), 

5. 20-40 dB attenuator, (A5), 

6. Attenuator follower, (A6). 

The amplitude regulation of the Wein Bridge Oscillator (WBO) is 

accomplished by an active gain control made of the half-wave rectifier, 

the integrator, and a Field Effect Transistor (FET) used as a variable 
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resistor which is part of the negative feedback loop of the WBO. A 

D.C. bias voltage acting on the FET provides the coarse adjustment of 

the WBO signal amplitude, while the 20-40 dB attenuator was used as a 

means cff fine adjustment. The range of the sine wave amplitude avail­

able at the output is .02 to 1 V rms for frequencies between 10 and 

100 KHz. 

A.3 Bridge 

As mentioned in Chapter 3, the bridge is made of two bridges 

acting independently. The bridge circuit diagram shown in Fig. A.3 

is composed of 

1. Inverting amplifier, (A7), 

2. Non-inverting amplifier, (A8), 

3. 2 bridges. 

Each electrode in contact with the fluid is part of a bridge. 

The two bridges share a common variable resistor in parallel with a 

variable capacitor. These two elements are needed to null the bridge 

prior to the injection of the gas phase. The capacitance of the water 

being small, the function of the variable capacitor is mainly to ac­

count for the parasitic capacitances of the processor and the BNC 

cables. The :di'reetionality of the electric field inside the fluid cell 

is ensured by inverting the excitation voltage of one of the bridges. 

The 180° phase between the voltage of each electrode is accomplished 

by means of non-inverting and inverting amplifiers having a gain of 10. 

The inverting amplifier is provided with a trimmer to adjust its output 

amplitude to the non-inverting amplifier. 
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A.4 Signal Conditioner 

Figure A.4 illustrates the signal conditioner circuit. This unit 

is conveniently broken down into the following basic circuits: 

1. Instrument differential amplifiers, (A9 to Al4), 

2. Variable gain adder, (Al5), 

3. Carrier amplifier, (Al6), 

4. Multiplier, (Ml), 

5. Two-pole Butterworth low pass filter, (Al7), 

6. D.C. output amplifier,. (Al8), 

7. D. C. f o 11 ower, (A 19) , 

8. A.C. follower, (A20). 

Subsequent to a change in the resistance of the fluid cell, the 

unbalanced voltage of each bridge is processed through an Instrument 

Differential Amplifier (I.DA) with a two-stage 30 dB amplification. The 

particular configuration of this amplifier yields a high Co11111on Mode 

Rejection Ratio (CMRR). The inputs of one of the IDAs are inverted to 

obtain output voltages with the same polarity prior to their addition 

in the Variable Gain Adder (VGA). The variable gain of the adder is 

provided to adjust the full scale response of the meter which is deter­

mined by the bubbly-to-churn-turbulent transition point for zero water 

flux. The VGA signal output is directed to a follower whose signal can 

be displayed on the oscilloscope for zeroing the bridge. The VGA signal 

is further processed by a demodulator circuit. The amplitude demodula­

tion is obtained by multiplying the VGA output with a signal of the same 
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frequency and constant amplitude. This signal is provided by the carrier 

amplifier whose input is tapped from one of the bridge voltage sources. 

The multiplier output yields a signal at twice the input signal frequency 

with a D.C. offset proportional to the amplitude of the unbalanced volt­

age measured at the bridge. The high frequency content is then removed 

by a two-pole low pass Butterworth filter with a 3 dB cut-off frequency 

of 500 Hz. After a final amplification of 20 dB, the D.C. signal is 

routed to a follower and is then available for measurement. 
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Resistor 

Rl 
R2 
R3 
R4 
RS 
R6 
R7 
R8 
R9 
RlO 
Rll 
Rl2 
Rl3 
Rl4 
Rl5 
Rl6 
Rl7 

Trimmer 

RTl 
RT2 
RT3 
RT4 

Potentiometer 

RPl 
RP2 
RP3 
RP4 

Table A.l. 
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TABLE A. l 

Value Quantity Description 

10 Q 2 
20 Q 4 

162 !.1 1 

221 Q 4 
619 Q 2 
825 Q 2 

1.0 KQ 13 

l .82 KQ 1 
2. 15 KQ 2 All 1 % - .25 W 
2.21 KQ 14 
4.99 Kn l 

7.5 K.Q 1 
10.0 K.Q 3 
11.0 KQ 4 
20.0 K.Q 3 

100.0 K!.1 1 
200.0 K!.1 1 

100 n 1 
5 Kn 1 

10 KQ 4 All 10 turns 

1 M1 1 

10 K l 5% Cermet, 1 Watt, 16 turn Vernier} Dual 
100 K 1 5% II II II 11 

10 K 3 10 turns vl.W. 

l K 1 10 turns W.W. 

List of the electrical components used in the construction 
of the impedance void fraction meter. 



Capacitor 

Cl 
C2 
C3 

C4 
C5 
C6 

C7 
CB 
C9 
ClO 

Diode 

Dl 

Transistor 

Ql 
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TABLE A.l {Continued) 

Value 

15 pf 

25 pf 

150 pf 

l. 5 nf 
10.0 nf 

100.0 nf 
200.0 nf 
470.0 nf 
0-100 pf 

15 µf 

1 N 5252 

2 N 5462 

Quantity 

19 

1 

2 

1 

1 

3 

1 

10 

2 

2 

2 

1 

Operational Amplifiers 

Al-A20 RCA 3100 20 

Multiplier 

Ml AD 530 JD 

D.C. Power Supply 

±15V - 700 ma 

Description 

10% ceramic, 50 WVDC 
II II II II 

10% mi ca, 100 WVDC 
II II 11 11 

10% urami c, 50 WVDC 
10% II II II 

10% II II It 

10% ceramic, 50 V WVDC 
Dual Air Capacitor 
Tantalum, 20 V 

All purpose 

Field effect transistor 


