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ABSTRACT

In this thesis we study a range of topics in cosmology and gravitational wave
physics, emphasizing their roles as probes of fundamental physics across vastly
different scales. On the cosmology side, we focus on the analysis of the bispectrum,
which provides unique insights into the physics of the early universe. Our work
includes a calculation of the bispectrum in the squeezed-limit in quasi-single field
inflation using Conformal Fermi Coordinates, a demonstration of the equivalence
of different regularization prescriptions for the galaxy bias expansion, and the first
numerical evaluation of the bispectrum in the Spherical Fourier-Bessel basis. On the
gravitational wave side, we present an analytical template for the ring-down signal
from rotating exotic compact objects, with applications to searches in interferometer
data.
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C h a p t e r 1

INTRODUCTION

Gravity influences the universe at every scale, from the smallest distances near
compact objects probed by gravitational wave interferometers to the largest structures
revealed by galaxy surveys.

While general relativity and inflationary cosmology have achieved significant suc-
cesses in describing a wide range of phenomena, important questions remain. These
include the true nature of compact objects and the mechanisms that shaped the early
universe.

On the experimental side, the past decade has seen substantial progress. The first
detection of gravitational waves by the Laser Interferometer Gravitational-Wave
Observatory (LIGO) and Virgo in 2015 opened a new observational window, making
it possible to search for signatures of quantum gravity in ways that were previously
inaccessible.

Meanwhile, galaxy surveys such as the Dark Energy Spectroscopic Instrument
(DESI) and Euclid have begun delivering detailed maps of the large-scale distri-
bution of galaxies. Synergies between these and the recently launched SPHEREx
mission, as well as future observatories like the Nancy Grace Roman Space Tele-
scope, will enable increasingly stringent searches for subtle imprints of new physics
in the primordial universe.

Bridging the gap between this rapidly expanding body of precise observational data
and our theoretical understanding of the underlying physical processes presents a
number of challenges. As the volume and complexity of data increase, progress
increasingly relies on overcoming computational challenges and on formulating
theoretical predictions in a way that enables direct comparison with observational
data.

This thesis addresses some aspects of these challenges.

In Chapter 2, we present an analytical template for the gravitational wave signal
from rotating exotic compact objects, building on previous work by the author for
non-spinning objects. This physically motivated approach allows fast searches for
signals using matched filtering.
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The remaining chapters focus on cosmological applications.

In Chapter 3, we consider the minimal extension of single field inflation known as
Quasi Single Field Inflation (QSFI). We calculate the curvature bispectrum in the
squeezed limit in Conformal Fermi Coordinate and find deviations from the perfect
cancellation present in single field inflation.

In Chapter 4, we explore the effect of different regularization schemes on the coun-
terterms in the renormalization of the galaxy bias expansion in the context of
primordial local non-Gaussianity. This analysis clarifies the internal consistency of
the theory and demonstrates the equivalence of different conventions, enabling the
choice of the most convenient prescription for further calculations and simulations.

Finally, in Chapter 5, we study the galaxy bispectrum in the Spherical Fourier-Bessel
(SFB) basis. The SFB approach is particularly well suited for wide-angle surveys,
and we present the first numerical calculation of the three-point function in this
basis.
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C h a p t e r 2

ANALYTICAL MODEL FOR GRAVITATIONAL-WAVE
ECHOES FROM SPINNING REMNANTS

Gravitational-wave echoes in the post-merger signal of a binary coalescence are
predicted in various scenarios, including near-horizon quantum structures, exotic
states of matter in ultracompact stars, and certain deviations from general relativity.
The amplitude and frequency of each echo is modulated by the photon-sphere
barrier of the remnant, which acts as a spin- and frequency-dependent high-pass
filter, decreasing the frequency content of each subsequent echo. Furthermore,
a major fraction of the energy of the echo signal is contained in low-frequency
resonances corresponding to the quasi-normal modes of the remnant. Motivated by
these features, in this chapter we provide an analytical gravitational-wave template in
the low-frequency approximation describing the post-merger ringdown and the echo
signal of a spinning ultracompact object. Besides the standard ringdown parameters,
the template is parametrized in terms of only two physical quantities: the reflectivity
coefficient and the compactness of the remnant. We discuss novel effects related
to the spin and to the complex reflectivity, such as a more involved modulation of
subsequent echoes, the mixing of two polarizations, and the ergoregion instability
in case of perfectly-reflecting spinning remnants. Finally, we compute the errors
in the estimation of the template parameters with current and future gravitational-
wave detectors using a Fisher matrix framework. Our analysis suggests that models
with almost perfect reflectivity can be excluded/detected with current instruments,
whereas probing values of the reflectivity smaller than 80% at 3𝜎 confidence level
requires future detectors (Einstein Telescope, Cosmic Explorer, LISA). The template
developed in this chapter can be easily implemented to perform a matched-filter
based search for echoes and to constrain models of exotic compact objects.

2.1 Introduction
Gravitational-wave (GW) echoes in the post-merger signal of a compact binary
coalescence might be a smoking gun of near-horizon quantum structures [6–9],
exotic compact objects (ECOs), exotic states of matter in ultracompact stars [10–
12], and of modified theories of gravity [13, 14] (see [15–17] for some reviews).
Detecting echoes in the GW data of LIGO/Virgo and of future GW observatories
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would allow us to probe the near-horizon structure of compact objects. The absence
of echoes in GW data could instead place increasingly stronger constraints on
alternatives to the black-hole (BH) paradigm.

Tentative evidence for echoes in the combined LIGO/Virgo binary BH events [18, 19]
and in the neutron-star binary coalescence GW170817 [20] have been reported,
followed by controversial claims about the statistical significance of such results [18,
19, 21–24], and by recent negative searches using a more accurate template [25]
and a morphology-independent algorithm [26]. Performing a reliable search for
echoes requires developing data analysis techniques as well as constructing accurate
waveform models. Here we focus on the latter challenge.

While several features of the signal have been understood theoretically [17], an
important open problem is to develop templates for echoes that are both accurate
and practical for searches in current and future detectors, which might complement
model-independent [19, 20, 27] and burst [26, 28, 29] searches, the latter being inde-
pendent of the morphology of the echo waveform. Furthermore, using an accurate
template is crucial for model selection and to discriminate the origin of the echoes
in case of a detection. There has been a considerable progress in modeling the echo
waveform [25, 30–36], but the approaches adopted so far are not optimal, since
they are either based on analytical templates not necessarily related to the phys-
ical properties of the remnant, or rely on model-dependent numerical waveforms
which are inconvenient for matched filtered searches and can be computationally
expensive. In this chapter, we provide an analytical, physically motivated template
that is parametrized by the standard ringdown parameters plus two physical quan-
tities related to the properties of the exotic remnant. Our template can be easily
implemented in a matched filter based data analysis.

We extend the recent analytical template of Ref. [2] to include spin effects. This
is particularly important for various reasons. First, merger remnants are typically
rapidly spinning (dimensionless spin 𝜒 ≈ 0.7 in case of nonspinning binaries, due
to angular-momentum conservation); second, the spin might introduce nontrivial
effects in the shape and modulation of echoes; finally, spinning ECOs have a rich
phenomenology [17], for example they might undergo various types of instabili-
ties [3, 4, 37–43]. In particular, if an ergoregion instability [39, 43, 44] occurs,
the signal would grow exponentially in time over a time scale which is generically
parametrically longer than the time delay between echoes, and it is always much
longer than the object’s dynamical time scale [45].
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In this chapter we use 𝐺 = 𝑐 = 1 units.

2.2 Analytical echo template
Reference [31] presents a framework for modeling the echoes from nonspinning

ECOs by reprocessing the standard BH ringdown (at the horizon) using a transfer
function K, which encodes the information about the physical properties of the
remnant, such as its reflectivity. Our approach is based on this framework, but we
extended its scope to gravitational perturbations of spinning ECOs. Our goal is to
model the echo signal analytically, following a prescription similar to that of the
nonspinning case studied in Ref. [2]. The key difference between the present chapter
and Ref. [2] is that in the latter the effective potential for the perturbations of the
Schwarzschild geometry was approximated using a Pöschl-Teller potential [46, 47]
in order to obtain an analytical solution for BH perturbations. In this chapter, we
use a low-frequency approximation to solve Teukolsky’s equation analytically. We
get an analytical transfer function (see Eq. (2.18) below) by approximating the BH
reflection (RBH) and transmission (TBH) coefficients. Our final template is provided
in a ready-to-be-used form in a supplemental Mathematica® notebook [1].

Background
We consider a spinning compact object with radius 𝑟0, whose exterior geometry
(𝑟 > 𝑟0) is described by the Kerr metric [3, 18, 36, 45]. Unlike the case of spherically
symmetric spacetimes, the absence of Birkhoff’s theorem in axisymmetry does not
ensure that the vacuum region outside a spinning object is described by the Kerr
geometry. This implies that the multipolar structure of a spinning ECO might be
different from that of a Kerr BH [48, 49]. Nevertheless, for perturbative solutions to
the vacuum Einstein’s equation that admit a smooth BH limit, all multipole moments
of the external spacetime approach those of a Kerr BH in the high-compactness
regime [48] (for specific examples, see [50–55]).

Therefore, in Boyer-Lindquist coordinates, the line element at 𝑟 > 𝑟0 reads

𝑑𝑠2 = −
(
1 − 2𝑀𝑟

Σ

)
𝑑𝑡2 + Σ

Δ
𝑑𝑟2 − 4𝑀𝑟

Σ
𝑎 sin2 𝜃𝑑𝜙𝑑𝑡

+ Σ𝑑𝜃2 +
[
(𝑟2 + 𝑎2) sin2 𝜃 + 2𝑀𝑟

Σ
𝑎2 sin4 𝜃

]
𝑑𝜙2 . (2.1)

In the above equation Σ = 𝑟2 + 𝑎2 cos2 𝜃 and Δ = 𝑟2 + 𝑎2 − 2𝑀𝑟 = (𝑟 − 𝑟+) (𝑟 − 𝑟−),
where 𝑟± = 𝑀 ±

√
𝑀2 − 𝑎2; 𝑀 and 𝐽 ≡ 𝑎𝑀 ≡ 𝜒𝑀2 are the total mass and angular

momentum of the object respectively.
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The properties of the object’s interior and surface can be parametrized in terms of
boundary conditions at 𝑟 = 𝑟0, in particular by a complex and (possibly) frequency-
and-spin-dependent reflection coefficient, R [3, 31]. Motivated by models of mi-
croscopic corrections at the horizon scale, in the following we focus on the case

𝑟0 = 𝑟+(1 + 𝜖) 0 < 𝜖 ≪ 1 , (2.2)

where 𝑟+ is the location of the would-be horizon. We fix 𝑟0 (or, equivalently, 𝜖), by
requiring the location of the surface to be at a proper length 𝛿 ≪ 𝑀 from 𝑟+, where

𝛿 =

∫ 𝑟0

𝑟+

𝑑𝑟
√
𝑔𝑟𝑟 |𝜃=0 . (2.3)

This implies

𝜖 ≃
√︁

1 − 𝜒2 𝛿
2

4𝑟2
+
, (2.4)

in the 𝛿/𝑀 ≪ 1 limit.

We shall use 𝑀 , 𝜒, and 𝛿/𝑀 to parametrize the background geometry, and R to
model the boundary conditions for perturbations.

Linear perturbations
Scalar, electromagnetic and gravitational perturbations in the exterior Kerr geometry
are described by Teukolsky’s master equations [56–58], the radial solution of which
shall be denoted by 𝑠𝑅𝑙𝑚 (𝑟, 𝜔) (see Appendix 2.A).

It is convenient to make a change of variables by introducing the Detweiler’s func-
tion [4, 59]

Ψ̃ = Δ𝑠/2
√︁
𝑟2 + 𝑎2

[
𝛼 𝑠𝑅𝑙𝑚 + 𝛽Δ𝑠+1 𝑑𝑠𝑅𝑙𝑚

𝑑𝑟

]
, (2.5)

where 𝛼 and 𝛽 are certain radial functions [4, 59] that satisfy the following relation:

𝛼2 − 𝛼′𝛽Δ𝑠+1 + 𝛼𝛽′Δ𝑠+1 − 𝛽2Δ2𝑠+1𝑉𝑆 = constant . (2.6)

The radial potential 𝑉𝑆 is defined below in Eq. (2.12), and 𝑠 = 0,±1,±2 for scalar,
electromagnetic and gravitational perturbations, respectively. By introducing the
tortoise coordinate 𝑥, defined as

𝑑𝑥

𝑑𝑟
=
𝑟2 + 𝑎2

Δ
, (2.7)

Teukolsky’s master equation becomes

𝑑2Ψ̃

𝑑𝑥2 −𝑉 (𝑟, 𝜔)Ψ̃ = 𝑆 . (2.8)
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Here 𝑆 is a source term and the effective potential reads as

𝑉 (𝑟, 𝜔) = 𝑈Δ

(𝑟2 + 𝑎2)2 + 𝐺2 + 𝑑𝐺
𝑑𝑥

, (2.9)

with

𝐺 =
𝑠(𝑟 − 𝑀)
𝑟2 + 𝑎2 + 𝑟Δ

(𝑟2 + 𝑎2)2 , (2.10)

𝑈 = 𝑉𝑆 +
2𝛼′ + (𝛽′Δ𝑠+1)′

𝛽Δ𝑠
, (2.11)

𝑉𝑆 = − 1
Δ

[
𝐾2 − 𝑖𝑠Δ′𝐾 + Δ(2𝑖𝑠𝐾′ − 𝜆𝑠)

]
, (2.12)

and 𝐾 = (𝑟2 + 𝑎2)𝜔 − 𝑎𝑚. The prime denotes a derivative with respect to 𝑟. Re-
markably, the functions 𝛼 and 𝛽 can be chosen such that the resulting potential (2.9)
is purely real [4, 59]. Although the choice of 𝛼 and 𝛽 is not unique, Ψ̃ evaluated at
the asymptotic infinities (𝑥 → ±∞) remains unchanged up to a phase. Therefore,
the energy and angular momentum fluxes are not affected [60].

The asymptotic behavior of the potential is

𝑉 →
{
−𝜔2 as 𝑥 → +∞
−𝑘2 as 𝑥 → −∞

, (2.13)

where 𝑘 = 𝜔 − 𝑚Ω and Ω = 𝑎/(2𝑀𝑟+) is the angular velocity at the event horizon
of a Kerr BH.

Transfer function
Equation (2.8) is formally equivalent to the static scalar case [31] and can be solved
using Green’s function techniques. At asymptotic infinity, we require the solution
of Eq. (2.8) to be an outgoing wave, Ψ̃(𝜔, 𝑥 → ∞) ∼ �̃�+(𝜔)𝑒𝑖𝜔𝑥 . Similarly to what
is shown in Ref. [31] we have

�̃�+(𝜔) = �̃�+
BH(𝜔) +K(𝜔) �̃�−

BH(𝜔) . (2.14)

In the above equation, �̃�±
BH are the responses of a Kerr BH (at infinity and near the

horizon, for the plus and minus signs, respectively) to the source 𝑆, i.e.

�̃�±
BH(𝜔) =

1
𝑊BH

∫ +∞

−∞
𝑑𝑥𝑆Ψ̃∓ , (2.15)

where Ψ̃± are two independent solutions of the homogeneous equation associated
to Eq. (2.8) such that

Ψ̃+(𝜔, 𝑥) ∼

𝑒+𝑖𝜔𝑥 as 𝑥 → +∞

𝐵out(𝜔)𝑒+𝑖𝑘𝑥 + 𝐵in(𝜔)𝑒−𝑖𝑘𝑥 as 𝑥 → −∞
, (2.16)
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Ψ̃−(𝜔, 𝑥) ∼

𝐴out(𝜔)𝑒+𝑖𝜔𝑥 + 𝐴in(𝜔)𝑒−𝑖𝜔𝑥 as 𝑥 → +∞

𝑒−𝑖𝑘𝑥 as 𝑥 → −∞
, (2.17)

and 𝑊BH =
𝑑Ψ̃+
𝑑𝑥

Ψ̃− − Ψ̃+
𝑑Ψ̃−
𝑑𝑥

= 2𝑖𝑘𝐵out is the Wronskian of the solutions Ψ̃±. The
details of the ECO model are all contained in the transfer function, which is formally
the same as in Ref. [31], namely1,2

K(𝜔) = TBHR(𝜔)𝑒−2𝑖𝑘𝑥0

1 − RBHR(𝜔)𝑒−2𝑖𝑘𝑥0
, (2.18)

where TBH = 1/𝐵out and RBH = 𝐵in/𝐵out are the transmission and reflection coeffi-
cients for waves coming from the left of the photon-sphere potential barrier [60–62].
The Wronskian relations imply that |RBH |2 + 𝜔

𝑘
|TBH |2 = 1 for any frequency and

spin [63].

Finally, the reflection coefficient at the surface of the object, R(𝜔), is defined such
that

Ψ̃ ∼ 𝑒−𝑖𝑘 (𝑥−𝑥0) + R(𝜔)𝑒𝑖𝑘 (𝑥−𝑥0) as 𝑥 ∼ 𝑥0 , (2.19)

where |𝑥0 | ≫ 𝑀 .

The BH reflection coefficient in the low-frequency approximation
In Appendix 2.A we solve Teukolsky’s equation analytically in the low-frequency
limit for gravitational perturbations. We obtain an analytical expression for RBH

which is accurate when 𝜔𝑀 ≪ 1 (we call this the low-frequency approximation
hereon). This is the most interesting regime for echoes, since they are obtained
by reprocessing the post-merger ringdown signal [31], whose frequency content
is initially dominated by the BH fundamental QNM (𝜔 ≲ 𝜔QNM ∼ 0.5/𝑀) and
subsequently decreases in time. The photon-sphere barrier acts as a high-pass filter
and consequently the frequency content decreases for each subsequent echo. Hence,
a low-frequency approximation becomes increasingly more accurate at late times.
We quantify this in Sec. 2.3.

From the analysis in Appendix 2.A, we find that

RLF
BH =

√
1 + 𝑍𝑒𝑖Φ , (2.20)

1A heuristic derivation of Eq. (2.18) guided by an analogy with the geometrical optics is provided
in Refs. [2, 17] for the static case.

2The phase 𝑒−2𝑖𝑘𝑥0 in Eq. (2.18) accounts for waves that travel from the potential barrier to
𝑥 = 𝑥0 and return to the potential barrier after being reflected at the surface. Notice that the definition
of the transfer function and, in turn, various subsequent formulas could be simplified by defining
R̄ ≡ R𝑒−2𝑖𝑘𝑥0 . We choose to keep the notation of Ref. [31] instead.
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where “LF” stands for “low frequency”, and

𝑍 = 4𝑄𝛽𝑠𝑙
𝑙∏
𝑛=1

(
1 + 4𝑄2

𝑛2

)
[𝜔(𝑟+ − 𝑟−)]2𝑙+1 (2.21)

coincides with Starobinski’s result for the reflectivity of a Kerr BH [64] (for the
sake of generality we wrote it for spin-𝑠 perturbations),

√
𝛽𝑠𝑙 =

(𝑙−𝑠)!(𝑙+𝑠)!
(2𝑙)!(2𝑙+1)!! , and

𝑄 = −𝑘 𝑟
2
++𝑎2

𝑟+−𝑟− . The matched asymptotic expansion presented in Appendix 2.A
allows us to extract also the phase Φ = Φ(𝜔, 𝜒). Note that Φ depends on the choice
of an arbitrary constant in the definition of the tortoise coordinate (see Eq. (2.7)).
However, as one would expect, this freedom in the choice of 𝑥 does not affect K(𝜔),
since it cancels out in the product RRBH.

Furthermore, the phase of R(𝜔) and RBH depends also on the choice of the ra-
dial perturbation function, but the combination RRBH which enters the transfer
function (2.18) does not depend on this choice, as expected; see Sec. 2.3 for more
details.

At low frequencies RBH takes the form described in Eq. (2.20), while in the high-
frequency regime RBH ∼ 𝑒−2𝜋𝜔/𝜅𝐻 , where 𝜅𝐻 = 1

2 (𝑟+ − 𝑟−)/(𝑟
2
+ + 𝑎2) is the surface

gravity of a Kerr BH [65, 66]. We, then, use a Fermi-Dirac interpolating function
to smoothly connect the two regimes:

RBH(𝜔, 𝜒) = RLF
BH(𝜔, 𝜒)

exp
(
−2𝜋𝜔𝑅

𝜅𝐻

)
+ 1

exp
(

2𝜋( |𝜔|−𝜔𝑅)
𝜅𝐻

)
+ 1

, (2.22)

where 𝜔𝑅 is the real part of the fundamental QNM of a Kerr BH with spin 𝜒. For
|𝜔 | ≪ 𝜔𝑅 the reflection coefficient reduces to RLF

BH, whereas it is exponentially
suppressed when |𝜔 | ≫ 𝜔𝑅.

The transition between low and high frequencies is phenomenological and not
unique, but the choice of the interpolating function is not crucial since high-
frequency (𝜔 ≳ 𝜔𝑅) signals are not trapped within the photon-sphere and hence are
not reprocessed.

Modeling the BH response at infinity
We model the BH response at infinity using the fundamental 𝑙 = 𝑚 = 2 QNM;
extensions to multipole modes are straightforward. We consider a generic linear
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combination of two independent polarizations, namely [67, 68]

𝑍+
BH(𝑡) ∼ 𝜃 (𝑡 − 𝑡0) (A+ cos(𝜔𝑅𝑡 + 𝜙+)

+𝑖A× sin(𝜔𝑅𝑡 + 𝜙×)) 𝑒−𝑡/𝜏 , (2.23)

so that ℜ[𝑍+
BH] and ℑ[𝑍+

BH] are the two ringdown polarizations, ℎ+(𝑡) and ℎ×(𝑡),
respectively. In the above relation, 𝜏 = −1/𝜔𝐼 is the damping time, A+,× ∈ ℜ and
𝜙+,× ∈ ℜ are respectively the amplitudes and the phases of the two polarizations,
and 𝑡0 parametrizes the starting time of the ringdown. Note that Eq. (2.23) is the
most generic expression for the fundamental 𝑙 = 𝑚 = 2 ringdown and requires that
A+,× and 𝜙+,× are four independent parameters. The most relevant case of a binary
BH ringdown is that of circularly polarized waves [68], which can be obtained from
Eq. (2.23) by setting A+ = A× and 𝜙+ = 𝜙×. In the following we provide a template
for the generic expression (2.23), but for simplicity in the analysis we shall restrict
to A× = 0, i.e. to linearly polarized waves.

Given that the BH response is in the time domain, the frequency-domain waveform
can be obtained through a Fourier transform,

�̃�±
BH(𝜔) =

∫ +∞

−∞

𝑑𝑡
√

2𝜋
𝑍±

BH(𝑡)𝑒
𝑖𝜔𝑡 , (2.24)

which at infinity simplifies to

�̃�+
BH(𝜔) ∼

𝑒𝑖𝜔𝑡0

2
√

2𝜋

(
𝛼1+A+ − 𝛼1×A×
𝜔 − 𝜔QNM

+𝛼2+A+ + 𝛼2×A×
𝜔 + 𝜔∗

QNM

)
, (2.25)

where 𝜔QNM = 𝜔𝑅 + 𝑖𝜔𝐼 , 𝛼1+,× = 𝑖𝑒−𝑖(𝜙+,×+𝑡0𝜔QNM) , and 𝛼2+,× = −𝛼∗1+,×.

Modeling the BH response at the horizon
Moving to the near-horizon BH response, we focus on 𝑍−

BH, which is the quantity
reprocessed by the transfer function (see Eq. (2.14)). Here we generalize the ap-
proach of Ref. [2], which considered a source localized near the surface of the ECO.
Inspection of Eq. (2.15) reveals that 𝑍−

BH(𝜔) in general contains the same poles in
the complex frequency plane as 𝑍+

BH(𝜔). Therefore, the near-horizon response at
intermediate times can be written as in Eq. (2.25) with different amplitudes and
phases. Nonetheless, for a given source, 𝑍+

BH(𝜔) and 𝑍−
BH(𝜔) are related to each

other in a non-trivial fashion through Eq. (2.15). Let us assume that the source has
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support only in the interior of the object, i.e., on the left of the effective potential
barrier, where 𝑉 ≈ −𝑘2. This is a reasonable assumption, since the source in the
exterior can hardly perturb the spacetime within the cavity and therefore its contri-
bution is expected to be subdominant (for example see Refs. [9, 69]). In this case,
it is easy to show that

�̃�−
BH =

RBH

TBH
�̃�+

BH + 1
TBH𝑊BH

∫ +∞

−∞
𝑑𝑥 𝑆𝑒𝑖𝑘𝑥 . (2.26)

Using Eqs. (2.15) and (2.16) and the fact that 𝑆 has support only where 𝑉 ≈ −𝑘2,
the above equation can be written as

�̃�−
BH =

RBH�̃�
+
BH + Z̃+

BH
TBH

, (2.27)

where Z̃+
BH is the BH response at infinity to an effective source S̃(𝜔, 𝑥) = 𝑆(𝜔, 𝑥)𝑒2𝑖𝑘𝑥

within the cavity. As such, the ringdown part of Z̃+
BH can also be generically written

as in Eq. (2.25) but with different amplitudes, phases, and starting time. Note that
Eq. (2.27) is valid for any source (with support only in the cavity) and for any spin.

Two interesting features of Eq. (2.27) are noteworthy. First, in the final response
(Eq. (2.14)) the term TBH in the denominator of Eq. (2.27) cancels out with that in
the transfer function, Eq. (2.18). Second, Eq. (2.27) does not require an explicit
modeling of the source. More precisely, although both �̃�+

BH and Z̃+
BH are linear in the

source, they can be written as in Eq. (2.25) which depends on amplitudes, phases,
and starting time of the ringdown. Thus, Eq. (2.27) can be computed analytically
using the expressions for RBH and TBH.

𝛿 proper distance of the surface from the horizon radius 𝑟+
R(𝜔) reflection coefficient at the surface (located at 𝑥 = 𝑥0(𝛿) in tortoise coordinates)
𝑀 total mass of the object
𝜒 angular momentum of the object
A+,× amplitudes of the two polarizations of the BH ringdown at infinity
𝜙+,× phases of the two polarizations of the BH ringdown at infinity
𝑡0 starting time of the BH ringdown at infinity

Table 2.1: Parameters of the ringdown+echo template presented in this chapter. The
parameter 𝛿 and the (complex) function R(𝜔) characterize the ECO. The remaining
seven parameters characterize the most generic fundamental-mode BH ringdown.
For circularly polarized waves (A+ = A× and 𝜙+ = 𝜙×) or for linearly polarized
waves (for example 𝐴× = 0), the number of ordinary BH ringdown parameters
reduces to 5.
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Ringdown+echo template for spinning ECOs
We can now put together all the ingredients previously derived. The ringdown+echo
template in the frequency domain is given by Eq. (2.14). As already mentioned,
by substituting Eq. (2.27) in the transfer function K [Eq. (2.18)], the dependence
on TBH of the second term in Eq. (2.14) disappears and one needs to model only
the reflection coefficient RBH. Clearly, for R = 0 one recovers a single-mode BH
ringdown template in the frequency domain.

The extra term in Eq. (2.14) associated with the echoes reads

K�̃�−
BH =

R𝑒−2𝑖𝑘𝑥0

1 − RBHR𝑒−2𝑖𝑘𝑥0

(
RBH�̃�

+
BH + Z̃+

BH

)
, (2.28)

where RBH is given by Eq. (2.22) and �̃�+
BH is given by Eq. (2.25). Note that,

while RBH depends on the arbitrary constant associated to the tortoise coordinate
[Eq. (2.7)], the final expression Eq. (2.28) does not, as expected.

Remarkably, Eq. (2.28) does not depend explicitly on the source, the latter being
entirely parametrized in terms of 𝑍+

BH and Z+
BH, i.e. in terms of the amplitudes of

BH ringdown. Since the two terms in Eq. (2.28) are additive, in the following we
shall focus only on the first one, in which the source is parametrized in terms of 𝑍+

BH
only. Namely, we shall use

K�̃�−
BH =

RBHR𝑒
−2𝑖𝑘𝑥0

1 − RBHR𝑒−2𝑖𝑘𝑥0
�̃�+

BH . (2.29)

A discussion on the expressions for Z̃+
BH in terms of different sources is given in

Appendix 2.B. Thus, the final template depends on seven “BH” parameters (𝑀 , 𝜒,
A+,×, 𝜙+,×, 𝑡0) plus two “ECO” quantities: 𝛿 (which sets the location of the surface or,
equivalently, the compactness of the object) and the complex, frequency-dependent
reflection coefficient R(𝜔), see Table 2.1.

The template presented above is publicly available in a ready-to-be-used supple-
mental Mathematica® notebook [1].

2.3 Properties of the template
Comparison with the numerical results

Our analytical template agrees very well with the exact numerical results at low
frequency. A representative example is shown in Fig. 2.1, where we compare the
(complex) BH reflection coefficient RBH (left panels) and the echo template (right
panels) against the result of a numerical integration of Teukolsky’s equation. In the
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Figure 2.1: Comparison between our analytical template (thick curves) and the
result of a numerical integration of Teukolsky’s equation (thin curves) for 𝜒 = 0
and 𝜒 = 0.7. Left panels: the (complex) BH reflection coefficient. Note that the dip
in the spinning case corresponds to the threshold of superradiance, i.e. |RBH |2 > 1
when 𝜔 < 𝑚Ω. Right panels: the absolute value (top) and the imaginary part
(bottom) of the ECO response K�̃�−

BH/�̃�
+
BH as functions of the frequency. For all

panels we chose 𝑙 = 𝑚 = 2 and, for the right panels, 𝛿/𝑀 = 10−10 and R = 1.

right panels of Fig. 2.1 we show the quantity K𝑍−
BH, normalized by the standard BH

response 𝑍+
BH; since 𝑍−

BH is proportional to 𝑍+
BH, the final result is independent of the

specific BH response. The agreement (both absolute value and imaginary part) is
very good at low frequencies, whereas deviations are present in the transition region
where 𝜔𝑀 ∼ 0.1. Crucially, the low-frequency resonances — which dominate the
response [19, 27] — are properly reproduced.

Notice that the agreement between analytics and numerics improves as 𝛿 → 0, since
the ECO QNMs are at lower frequency (for moderate spin) in this regime and our
framework is valid. For technical reasons we were able to produce numerical results
up to 𝛿 = 10−10𝑀 , but we expect that the agreement would improve significantly
for more realistic (and significantly smaller) values, when 𝛿 is of the order of the
Planck length.

To quantify the agreement, we compute the overlap

O =
|⟨ℎ̃𝐴 | ℎ̃𝑁⟩|√︁

|⟨ℎ̃𝑁 | ℎ̃𝑁⟩| |⟨ℎ̃𝐴 | ℎ̃𝐴⟩|
(2.30)

between the analytical signal, ℎ̃𝐴, and the numerical one, ℎ̃𝑁 , where the inner
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product is defined as

⟨�̃� |𝑌⟩ ≡ 4ℜ
∫ ∞

0

�̃� ( 𝑓 )𝑌 ∗( 𝑓 )
𝑆𝑛 ( 𝑓 )

𝑑𝑓 , (2.31)

(or in a certain frequency range), 𝑆𝑛 is the detector’s noise spectral density, and
𝑓 = 𝜔/(2𝜋) is the GW frequency.

When |R| ∼ 1 the presence of very high and narrow resonances makes a quantitative
comparison challenging, since a slight displacement of the resonances (due for
instance to finite-𝜔 truncation errors) deteriorates the overlap. For instance, for
a representative case shown in Fig. 2.1 (𝛿 = 10−10𝑀 , 𝜒 = 0.7, and R = 1) the
overlap is excellent (O ≳ 0.999) when the integration is performed before the first
resonance, but it quickly reduces to zero after that. To overcome this issue, we
compute the overlap in the case in which the resonances are less pronounced, as
it is the case when |R| < 1. Let us consider 𝑀 = 30𝑀⊙, 𝜒 = 0.7, 𝛿 = 10−10𝑀 ,
and the aLIGO noise spectral density [70]. For R = 0.9, the overlap in the range
𝑓 ∈ (20, 100) Hz (whose upper end roughly corresponds to the limit 𝜔𝑀 ∼ 0.1
beyond which the low-frequency approximation is not accurate) is O = 0.48. This
small value is mostly due to a small displacement of the resonances. Indeed, by
shifting the mass of the analytical waveform by only 1.6%, the overlap increases
significantly, O = 0.995. For R = 0.8 and in the same conditions, we get O ≈ 0.8
without mass shift and O ≳ 0.999 with the same mass shift as above with the mass
shift indicated above. As 𝛿 → 0, the shift in the mass decreases since the exact
resonant frequencies are better reproduced.

Time-domain echo signal: modulation and mixing of the polarizations

The time-domain signal can be computed through an inverse Fourier transform,

ℎ(𝑡) = 1
√

2𝜋

∫ +∞

−∞
𝑑𝜔�̃�+(𝜔)𝑒−𝑖𝜔𝑡 , (2.32)

where ℜ[ℎ(𝑡)] and ℑ[ℎ(𝑡)] are the two polarizations of the wave, respectively.

In Fig. 2.2 we present a representative slideshow of our template for different values
of R and spins. For simplicity, we consider 𝛿/𝑀 = 10−7 and R(𝜔) = const (but
generically complex). The time-domain waveform contains all the features previ-
ously reported for the echo signal, in particular amplitude and frequency modulation
[2, 6, 7, 15, 16].

In addition, the spin of the object and the phase of the reflectivity coefficient
introduce novel effects, such as a nontrivial amplitude modulation of subsequent
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echoes. This is mostly due to the spin-and-frequency dependence of the phase of
RBH and R. The effect of the spin can be seen by comparing the left column (𝜒 = 0)
of Fig. 2.2 with the middle (𝜒 = 0.7) and the right columns (𝜒 = 0.9). Note that
the phase of each subsequent echo depends on the combination RRBH, i.e., on the
combined action of the reflection by the surface and by the BH barrier. Thus, phase
inversion [2, 18, 36] of each echo relative to the previous one occurs whenever
RRBH ≈ −1 for low frequencies (cf. Sec. 2.3 for more details).

Furthermore, note that the first, the second, and the fourth row of Fig. 2.2 all
correspond to perfect reflectivity, |R| = 1, but their echo structure is different: in
other words, a phase term in R introduces a nontrivial echo pattern. To the best of
our knowledge this effect was neglected in the previous analyses.

As shown in Fig. 2.2 the time-domain signal can contain both plus and cross
polarizations, even if the initial ringdown is purely plus polarized (i.e., A× = 0).
This interesting property can be explained as follows. In the nonspinning case, and
provided

R𝜒=0(𝜔) = R∗
𝜒=0(−𝜔

∗) , (2.33)

the transfer function satisfies the symmetry property

K𝜒=0(𝜔) = K∗
𝜒=0(−𝜔

∗) . (2.34)

The time domain echo waveforms are real (resp., imaginary) if the ringdown wave-
form is real (resp., imaginary). In this case, the echo signal contains the same
polarization of the BH ringdown and the two polarizations do not mix. In particular,
Eq. (2.33) is satisfied when R is real.

Remarkably, this property is broken in the following cases:

1. when R is complex and does not satisfy Eq. (2.33), as in the second row of
Fig. 2.2;

2. generically in the spinning case, even when R is real3 or when it satisfies
Eq. (2.33).

3In this case the transfer function satisfies an extended version of Eq. (2.34), namely

K(𝜔, 𝑚) = K∗ (−𝜔∗,−𝑚) (2.35)

which, however, does not prevent the mixing of the polarizations, due to the𝑚 → −𝑚 transformation.



16

0 200 400 600
-0.4
-0.2
0.0
0.2
0.4

-0.4
-0.2
0.0
0.2
0.4

-0.4
-0.2
0.0
0.2
0.4

-0.4
-0.2
0.0
0.2
0.4

χ =0

0 200 400 600

t/M

χ =0.7

0 200 400 600 800

ℛ
=
-
1

ℛ
=
0.
5

ℛ
=
ei

π 3

χ =0.9

ℛ
=
1

Figure 2.2: Examples of the gravitational ringdown+echo template in the time
domain for different values of R(𝜔) = const, and object’s spin 𝜒. We consider
𝛿/𝑀 = 10−7. We plot the real (blue curve) and the imaginary (orange curve) parts
of the waveform, corresponding to the plus and cross polarization, respectively (note
that the ringdown signal is purely plus-polarized, i.e. A× = 0). Each waveform is
normalized to the peak of |ℜ[ℎ(𝑡)] | during the ringdown (the peak is not shown
in the range of the 𝑦 axis to better visualize the subsequent echoes). Additional
waveforms are provided online [1].

In either case mixing of the polarizations occurs. For instance, if the BH ringdown
is (say) a plus-polarized wave (A× = 0), it might acquire a cross-polarization
component upon reflection by the photon-sphere barrier (if 𝜒 ≠ 0) or by the surface
(ifR is complex and does not satisfy Eq. (2.33)). Therefore, even when the ringdown
signal is linearly polarized (as when A× = 0, the case considered in Fig. 2.2),
generically the final echo signal is not.

The mixing of polarizations can be used to explain the involved echo patter shown
in some panels of Fig. 2.2. For example, for 𝜒 = 0 and R = 𝑒𝑖𝜋/3 each echo is
multiplied by 𝑒𝑖𝜋/3 relative to the previous one. Therefore, every three echoes the
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imaginary part of the signal (i.e., the cross polarization) is zero.

Another interesting consequence of the polarization mixing is the fact that the am-
plitude of subsequent echoes in each polarization does not decrease monotonically.
This is evident, for example, in the panels of Fig. 2.2 corresponding to 𝜒 = 0.7,
R = 1 and 𝜒 = 0, R = 𝑒𝑖𝜋/3. However, it can be checked that the absolute value of
the signal (related to the energy) decreases monotonically.

Decay at late times and superradiant instability

The involved behavior discussed above simplifies at very late times. In this case
— when the dominant frequency is roughly 𝜔 ≈ 𝜔ECO

𝑅
≪ 1/𝑀 (where 𝜔ECO

𝑅
is

the real part of the fundamental QNM of the ECO) — the amplitude of the echoes
always decreases as [2]

|ℎpeaks(𝑡) | ∝ |RRBH |
𝑡

2 |𝑥0 | , (2.36)

where both R and RBH are evaluated at 𝜔ECO
𝑅

≪ 1/𝑀 . The above scaling agrees
almost perfectly with our time-domain waveforms, especially at late times.

More interestingly, Eq. (2.36) shows that the signal at late time should grow when
|RRBH | > 1, i.e., when the combined action of reflection by the surface and by the
BH barrier yields an amplification factor larger than unity [3, 4]. When |R| ≈ 1,
this condition requires

|RBH | > 1 . (2.37)

From Eq. (2.21), it is easy to see that this occurs when

𝜔(𝜔 − 𝑚Ω) < 0 , (2.38)

i.e., when the condition for superradiance [58, 71] is satisfied (see Ref. [39] for an
overview). Thus, we expect the signal to grow in time over a time scale given by
the ergoregion instability [3, 4, 38–41, 72] of spinning horizonless ultracompact
objects. Indeed, the QNM spectrum of the object contains unstable modes when
𝜔𝑅 < 𝑚Ω [3, 4, 40, 41]. The instability time scale is always much longer than the
dynamical time scale of the object (e.g., 𝜏instab ≳ 105𝑀 for 𝜒 = 0.5 [4]).

When the signal grows in time due to the ergoregion instability the waveform ℎ(𝑡) is
a nonintegrable function, so its Fourier transform cannot be defined. For this reason
the frequency-domain waveforms are valid up to 𝑡 ≲ 𝜏instab. Since the instability
time scale is much longer than the echo delay time, the time interval of validity of
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our waveform still includes a large number of echoes. In particular, the ergoregion
instability does not affect the first 𝑁 ∼ | log 𝛿/𝑀 | echoes [17].

As discussed in Refs. [3, 4], this instability can be quenched if |RRBH | < 1, which
requires a partially absorbing ECO, |R| < 1 (see Refs. [9, 69] for a specific model
where the instability is absent).

Energy of echo signal

The energy contained in the ringdown+echo signal is shown in Fig. 2.3, where we
plot the quantity

𝐸 ∝
∫ ∞

−∞
𝑑𝜔𝜔2 |�̂�+ |2 , (2.39)

normalized by the one corresponding to the ringdown alone, 𝐸RD ≡ 𝐸 (R = 0),
as a function of the reflectivity R and for several values of the spin 𝜒. We use
the prescription of Ref. [73] to compute the ringdown energy, i.e. �̃�+

BH is the
frequency-domain full response obtained by using the Fourier transform of

𝑍+
BH(𝑡) ∼ A+ cos(𝜔𝑅𝑡 + 𝜙+)𝑒−|𝑡 |/𝜏 . (2.40)

(Notice the absolute value of 𝑡 at variance with Eq. (2.23).) This prescription
circumvents the problem associated with the Heaviside function in Eq. (2.23) that
produces a spurious high-frequency behavior in the energy flux, leading to infinite
energy in the ringdown signal. With the above prescription, the energy defined in
Eq. (2.39) is finite and reduces to the result of Ref. [73] for the BH ringdown when
R = 0.
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Figure 2.3: Total energy contained in the ringdown+echo signal normalized by that
of the ringdown alone as a function of R and for various values of the spin 𝜒. The
total energy is much larger than the ringdown energy only when R → 1. We set
𝛿/𝑀 = 10−5 and considered only one ringdown polarization with 𝜙+ = 0; the result
is independent of 𝛿 in the 𝛿 ≪ 𝑀 limit.
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Because of reflection at the surface, the energy contained in the full signal for a
fixed amplitude might be much larger than that of the ringdown itself. Overall, the
normalized energy depends mildly on the spin, but much more strongly on R: the
energy contained in the echo part of the signal grows fast as |R| → 1 (reaching a
maximum value that depends on the spin and might become larger than the energy
of the ringdown alone). This is due to the resonances corresponding to the low-
frequency QNMs of the ECO, which can be excited with large amplitude [19] (see
bottom panel of Fig. 2.1), and suggests that GW echoes might be detectable even
when the ringdown is not if |R| ≈ 1. However, it is worth noticing that these low-
frequency resonances are excited only at late times and therefore the first few echoes
contain a small fraction of the total energy of the signal. When R is significantly
smaller than unity subsequent echoes are suppressed (see third row in Fig. 2.2) and
their total energy is modest compared to that of the ringdown.

Note also that when |R| ≈ 1 the total energy is expected to diverge in the superradiant
regime, due to the aforementioned ergoregion instability. This is not captured by
the inverse Fourier transform �̂�+(𝜔), since the time-domain signal is non-integrable
when 𝑡 ≳ 𝜏instab.

Frequency content of the signal

As previously discussed, the photon-sphere barrier acts as a high-pass filter as a
consequence of which each echo has a lower frequency content than the previous
one. This is confirmed by Fig. 2.4, where we display the first four echoes for R = 1,
𝜒 = 0, and 𝛿/𝑀 = 10−7, shifted in time and rescaled in amplitude so that their
global maxima are aligned.

The frequency content of the total signal starts roughly at the BH QNM frequency,
and slowly decreases in each subsequent echo until it is dominated by the low-
frequency ECO QNMs at very late time. This also shows that a low-frequency
approximation becomes increasingly more accurate at later times. In the example
shown in Fig. 2.4, the frequencies of the first four echoes are approximately 𝑀𝜔 ≈
0.34, 0.32, 0.3, 0.29, whereas the real part of the fundamental BH QNM for 𝜒 = 0
is 𝑀𝜔𝑅 ≈ 0.37367. Therefore, the frequency between the first and the fourth echo
decreases by ≈ 17%.

Note that the case shown in Fig. 2.4 is the one that provides the simplest echo patter
(𝜒 = 0, R ∈ ℜ). The case 𝜒 ≠ 0 or a complex choice of R would provide a much
more involved patter and polarization mixing.
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Figure 2.4: The first four echoes in the time-domain waveform for a model with
R = 1, 𝜒 = 0, 𝛿/𝑀 = 10−7. The waveform has been shifted in time and rescaled
in amplitude so that the global maxima of each echo are aligned. Note that each
subsequent echo has a lower frequency content than the previous one.

Our results show that two qualitatively different situations can occur:

A) the reflectivity R of the object is small enough so that the amplitude of
subsequent echoes is suppressed. In this case most of the signal-to-noise
ratio (SNR) is contained in the first few echoes at frequency only slightly
smaller than the fundamental BH QNM.

B) the reflectivity R is close to unity, so subsequent echoes are relevant and
contribute significantly to the total SNR. In this case the frequency content
becomes much smaller than the fundamental BH QNM.

Clearly our low-frequency approximation is expected to be accurate in case B) and
less accurate in case A), especially for high spin where 𝑀𝜔QNM ∼ 0.5 or larger.

On the phase of the reflectivity coefficients

It is worth remarking that there exist several definitions of the radial function de-
scribing the perturbations of a Kerr metric; these are all related to each other by a
linear transformation similar to Eq. (2.5). The BH reflection coefficients that can be
defined for each function differ by a phase, while the quantity |RBH |2 (related to the
energy damping/amplification) is invariant [60].

The transfer function in Eq. (2.18) contains both the absolute value and the phase
of RBH. Therefore, one might wonder whether this ambiguity in the phase could
affect the ECO response. For a given model, it should be noted that the reflectivity
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coefficient at the surface, R, is also affected by the same phase ambiguity, in
accordance with the perturbation variable chosen to describe the problem. Since
the transfer function depends only on the combinations RRBH and RTBH, the phase
ambiguity in R cancels out with that in RBH and TBH in Eq. (2.18). This ensures that
the transfer function is invariant under the choice of the radial perturbation function,
as expected for any measurable quantity. For example, at small frequencies the BH
reflection coefficient derived from the asymptotics of the Regge-Wheeler function
at 𝑥 → −∞ has a phase difference of 𝜋 compared to the BH reflection coefficient
computed from the Detweiler function for 𝜒 = 0. Consistently, the reflectivity
coefficient associated to the former differs by a phase 𝜋with respect to the reflectivity
coefficient associated to the latter, i.e., if R̄ = 1 for Regge-Wheeler then R̄ = −1 for
Detweiler in the same model, and viceversa.

Therefore, it is natural for R to have a nontrivial (and generically frequency- and
spin- dependent) phase term, whose expression depends on the formulation of the
problem. Obviously, all choices of the radial wavefunctions are equivalent but — for
the same ECO model — the complex reflection coefficient R should generically be
different for each of them. To the best of our knowledge, this point was neglected
in actual matched-filtered searches for echoes, which so far considered R (and also
RBH) to be real.

This fact is particularly important in light of what previously discussed for the
mixing of the polarizations. As shown in the second row of Fig. 2.2, a phase in R

introduces a mixing of polarizations for any spin, which results in a more complex
shape of the echoes in the individual polarizations of the signal.

Since the phase of R depends on the specific ECO model, in the analysis of Sec. 2.4
we will parametrize the reflectivity in a model-agnostic way as R = |R|𝑒𝑖𝜙. In
principle, both the absolute value and the phase are generically frequency dependent
but for simplicity we choose them to be constants or, equivalently, we take the
leading-order and low-frequency limit of these quantities. Hence we parametrize
our template by |R| and 𝜙, different choices of which correspond to different models.

BH QNMs vs ECO QNMs

It is worth considering the inverse-Fourier transform of Eq. (2.14) (i.e., Eq. (2.32))
and deform the frequency integral in the complex frequency plane. When R = 0
(i.e., standard BH ringdown) this procedure yields three contributions [74, 75]: (i)
the high-frequency arcs that govern the prompt response, (ii) a sum-over-residues
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at the poles of the complex frequency plane (defined by 𝑊BH = 0 = 𝐵out), which
correspond to the QNMs and dominate the signal at intermediate times, and (iii) a
branch cut on the negative half of the imaginary axis, giving rise to late-time tails
due to backscattering off the background curvature.

When R ≠ 0, the pole structure is more involved. The extension of the integral
in Eq. (2.32) to the complex plane contains two types of complex poles: (i) those
associated with �̃�+

BH(𝜔) (∼ 1/𝑊BH ∼ 1/𝐵out) and with K�̃�−
BH(𝜔) (∼ TBH/𝑊BH ∼

1/𝐵2
out) which are the standard BH QNMs (but that do not appear in the ECO QNM

spectrum [6]), and (ii) those associated with the poles of the transfer function K (i.e.
when RBH = 𝑒2𝑖𝑘𝑥0/R), which correspond to the ECO QNMs.

The late-time signal in the post-merger is dominated by the second type of poles,
since the latter have a longer damping time and survive longer. The prompt ring-
down is dominated by the first type of poles, i.e., by the dominant QNMs of the
corresponding BH spacetime [6]. Finally, the intermediate region between prompt
ringdown and late-time ECO QNM ringing depends on the other parts of the contour
integral on the complex plane. As such, they are more complicated to model, since
they do not depend on the QNMs alone and might also depend on the source, as in
the standard BH case.

2.4 Projected constraints on ECOs
In this section we use the template derived in Sec. 2.2 for a preliminary error
estimation of the ECO properties using current and future GW detectors.

The ringdown+echo signal displays sharp peaks which originate from the resonances
of the transfer function K and correspond to the long-lived QNMs of the ECO [4].
The relative amplitude of each resonance in the signal depends on the source and
the dominant modes are not necessarily the fundamental harmonics [31, 33]. We
stress that the amplitude of the echo signal depends strongly on the value of R,
especially when |R| ≈ 1. This suggests that the detectability of (or the constraints
on) the echoes strongly depends on R and would be much more feasible when
|R| ≈ 1. Below we quantify this expectation using a Fisher matrix technique, which
is accurate at large SNR (see, e.g., Ref. [76]). This is performed as in Ref. [2], but
by including the spin of the object consistently and allowing for a complex reflection
coefficient, R = |R|𝑒𝑖𝜙.

The Fisher information matrix Γ of a template ℎ̃( 𝑓 ) for a detector with noise spectral
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density 𝑆𝑛 ( 𝑓 ) reads as
Γ𝑖 𝑗 = ⟨𝜕𝑖 ℎ̃ |𝜕𝑗 ℎ̃⟩ , (2.41)

where 𝑖, 𝑗 = 1, ..., 𝑁 , with 𝑁 being the number of parameters in the template. The
SNR 𝜌 is defined such as 𝜌2 = ⟨ℎ̃ | ℎ̃⟩. The covariance matrix, Σ𝑖 𝑗 , of the errors on
the template’s parameters is the inverse of Γ𝑖 𝑗 and 𝜎𝑖 =

√
Σ𝑖𝑖 (no summation) gives

the statistical error associated with the measurement of 𝑖-th parameter.

We computed numerically the Fisher matrix (2.41) with our template ℎ̃( 𝑓 ) ≡ �̃�+( 𝑓 )
using the sensitivity curves of aLIGO with the design-sensitivityZERO_DET_high_P [70]
and two configurations for the third-generation (3G) instruments: Cosmic Explorer
in the narrow band variant [77, 78], and Einstein Telescope in its ET-D configura-
tion [79]. We also consider the LISA’s noise spectral density proposed in Ref. [80].
We focus on the most relevant case of gravitational perturbations with 𝑙 = 𝑚 = 2
and consider 𝑀 = 30𝑀⊙ (𝑀 = 106 𝑀⊙) for ground- (space-) based detectors.

As previously discussed, the most generic BH ringdown template contains seven
parameters (mass, spin, two phases, two amplitudes, and starting time). For simplic-
ity, we reduce it to a linearly-polarized ringdown. In particular, we do not include
A× and 𝜙× in the parameters and inject A× = 0. This implies that we have five
standard-ringdown parameters in our analysis.

The template also depends on two ECO quantities (the frequency-dependent reflec-
tion coefficient R(𝜔) and the parameter 𝛿) which fully characterize the model. The
parameter 𝛿 is directly related to physical quantities, in particular, the compact-
ness of the ECO or (equivalently) the redshift at the surface. We parametrize the
reflectivity coefficient as

R(𝜔) = |R|𝑒𝑖𝜙 , (2.42)

where |R| and 𝜙 are assumed to be frequency independent for simplicity and we
remark that 𝑥0 = 𝑥0(𝛿) (see Eq. (2.4)). This yields three ECO parameters: 𝛿, |R|,
and 𝜙.

We consider two cases: (i) a conservative case in which we extract the errors on all
the 5 + 3 parameters in a Fisher matrix framework and (ii) a more optimistic case
in which we assume that the standard-ringdown parameters can be independently
and reliably measured through the prompt ringdown, so that we are left with the
measurements errors on the three ECO parameters.
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Figure 2.5: Left panel: relative (percentage) error on the reflection coefficient,
Δ|R|/|R| multiplied by the SNR, as a function of |R| for different values of injected
spin. The inset shows the same quantity as a function of 1 − |R|2 in a logarithmic
scale. From top to bottom: 𝜒 = (0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1). Middle
panel: same but for the absolute (percentage) error on the phase 𝜙 of R, i.e. 𝜌Δ𝜙.
Right panel: same as in the left panel but for the compactness parameter, 𝛿, i.e.
Δ(𝛿/𝑀)/(𝛿/𝑀). We assume 𝛿 = 10−7𝑀 but the errors are independent of 𝛿 when
𝛿/𝑀 ≪ 1 [2]. We set 𝜙 = 0 for the phase of R (i.e. we consider a real and positive
R, but other choices give very similar results.

Conservative case: 5 + 3 parameters
Our main results for the statistical errors on the ECO parameters are shown in
Fig. 2.5. In the large SNR limit, the errors scale as 1/𝜌 so we present the quantity
𝜌Δ|R|/|R| (left panel), 𝜌Δ𝜙 (middle panel), and 𝜌Δ(𝛿/𝑀)/(𝛿/𝑀) (right panel)
for several values of the spin. We find that the main qualitative features already
discussed in Ref. [2] do not depend significantly on the inclusion of the spin in the
template. In particular, for fixed SNR the relative errors are almost independent of
the specific sensitivity curve of the detector, at least for signals located near each
minimum of the sensitivity curve, as those adopted in Fig. 2.5. In Fig. 2.5 we
adopted the LISA curve [80] but other detectors give very similar results for the
errors normalized by the SNR.

Furthermore, the statistical errors are almost independent of 𝛿 when 𝛿/𝑀 ≪ 1,
whereas they strongly depend on the reflection coefficient R. The reason for this can
be again traced back to the presence of resonances as R → 1. This feature confirms
that it should be relatively straightforward to rule out or detect models with |R| ≈ 1,
whereas it is increasingly more difficult to constrain models with smaller values of
|R|.

We also note that the value of the spin of the remnant affects the errors on |R| only
mildly, whereas it has a stronger impact on the phase of R (probably due to the
aforementioned mixing of the polarizations) and a moderate impact on the errors on
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𝛿.

Overall, the specific value of 𝜙 does not affect the errors significantly, although it
is important to include it as an independent parameter in order not to underestimate
the errors.

Next, we calculate the SNR necessary to discriminate a partially-absorbing ECO
from a BH on the basis of a measurement of R at some confidence level [2]. Clearly,
if ΔR/R > 100%, any measurement would be compatible with the BH case (R = 0).
On the other hand, relative errorsΔR/R < (4.5, 0.27, 0.007, 0.00006)% suggest that
it is possible to detect or rule out a given model at (2, 3, 4, 5)𝜎 confidence level,
respectively. The result of this analysis is shown in Fig. 2.6, where we present
the exclusion plot for the parameter R as a function of the SNR in the ringdown
phase only, 𝜌RD. Shaded areas represent regions which can be excluded at some
given confidence level. Obviously, larger SNRs would allow to probe values of
R close to the BH limit, R ≈ 0. The extent of the constraints strongly depends
on the confidence level. For example, SNR ≈ 100 in the ringdown would allow
to distinguish ECOs with |R|2 ≳ 0.1 from BHs at 2𝜎 confidence level, but a 3𝜎
detection would be possible only if |R|2 ≳ 0.8. The reason for this is again related
to the strong dependence of the echo signal on R . Note that Fig. 2.6 is very similar
to that computed in Ref. [2], showing that including the spin and a phase term for R
does not affect the final result significantly.
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Figure 2.6: Projected exclusion plot for the ECO reflectivity R as a function of
the SNR in the ringdown phase. The shaded areas represent regions that can be
excluded at a given confidence level (2𝜎, 3𝜎, 4𝜎, 5𝜎). Vertical bands are typical
SNR achievable by aLIGO/Virgo, 3G, and LISA in the ringdown phase, whereas
the horizontal band is the region excluded by the ergoregion instability [3, 4]. We
assumed 𝜒 = 0.7 for the spin of the merger remnant, the result depends only mildly
on the spin.
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Optimistic case: 3 ECO parameters
Let us now assume that the standard ringdown parameters (mass, spin, phases,
amplitudes, and starting time) can be independently measured through the prompt
ringdown signal, which is identical for BHs and ECOs if 𝛿/𝑀 ≪ 1 [6]. In such case
the remaining three ECO parameters (|R|, 𝜙, and 𝛿) can be measured a posteriori,
assuming the standard ringdown parameters are known.

A representative example for this optimistic scenario is shown in Fig. 2.7. As
expected, the errors are significantly smaller, especially those on the phase 𝜙 of the
reflectivity. The errors onR are only mildly affected, and the projected constraints on
R at different confidence levels are similar to those shown in Fig. 2.6. Nonetheless,
we expect this strategy to be much more effective for actual searches.
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Figure 2.7: Same as in Fig. 2.5 but including only the three ECO parameters (|R|,
𝜙, and 𝛿) in the Fisher analysis.

2.5 Discussion
We have presented an analytical template that describes the ringdown and subse-

quent echo signal of a spinning, ultracompact, Kerr-like horizonless object. This
template depends on the physical parameters of the remnant: namely, the mass, the
spin, the compactness and the reflection coefficient R at its surface. The analytical
approximation is valid at low frequencies, where most of the SNR of an echo signal
is accumulated in the case |R| ∼ 1. Our template becomes increasingly accurate at
later times as the frequency content of the echo decreases.

The features of the signal are related to the physical properties of the ECO model.
The time-domain waveform contains all features previously reported for the echo
signal, namely amplitude and frequency modulation and possible phase inversion
of each echo relative to the previous one, depending on the reflective boundary
conditions. Furthermore, the presence of the spin and of a generically complex
reflectivity introduce qualitatively different effects, most notably the amplitude and
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frequency modulation is more involved (also) due to mixing of the two polarizations.
For (almost) perfectly-absorbing spinning ECOs, the perturbations can grow at late
times due to superradiance and the ergoregion instability. However, even for highly-
spinning remnants, this instability occurs on a time scale which is much longer than
the echo delay time, and likely plays a negligible role in actual searches for echoes
(see however Ref. [45] for a discussion of the stochastic background produced by this
instability). The instability is quenched for partially-reflecting objects [3, 4, 9, 69].

The amplitude of subsequent echoes depends strongly on the reflectivity R. When
|R| ≈ 1 the echo signal can have energy significantly larger than those of the
ordinary BH ringdown. This suggests that GW echoes in certain models might be
detectable even when the ringdown is not. Likewise, ruling out models with |R| ≈ 1
is significantly easier than for smaller values of the reflectivity.

We have also highlighted the importance of including a model-dependent phase
term in the reflection coefficient; this phase also depends on the radial perturbation
variable used in the perturbation equation. To the best of our knowledge this issue has
been so far neglected in previous analyses (but see Ref. [25] for a recent discussion).
We showed that a complex reflectivity at the surface (or, generically, the spin of the
remnant) introduce mixing among the two polarizations, drastically modifying the
shape of the echoes.

Using a Fisher analysis, we have then estimated the statistical errors on the template
parameters for a post-merger GW detection with current and future GW interferom-
eters. Our analysis suggests that ECO models with |R|2 ≈ 1 can be detected or ruled
out with aLIGO/Virgo (for events with 𝜌ringdown ≳ 8) at 5𝜎 confidence level. These
events might also allow us to probe values of the reflectivity as small as |R|2 ≈ 0.8
at ≈ 2𝜎 confidence level.

ECOs with |R| = 1 are already ruled out by the ergoregion instability [3, 41] and by
the absence of GW stochastic background in LIGO O1 run [45]. Excluding/detecting
echoes for models with smaller values of the reflectivity (for which the ergoregion
instability is absent [3, 4]) requires SNRs in the post-merger phase of O(100). This
will be achievable only with 3G detectors (ET and Cosmic Explorer) and with the
space-based mission LISA. Our preliminary analysis confirms that very stringent
constraints on (or detection of) ultracompact horizonless objects can be obtained
with current (and especially future) interferometers.

Several interesting extensions of this work are left for the future. A natural next
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step is to to adopt the template developed here in a matched-filtered search for GW
echoes using LIGO/Virgo public data and for a Bayesian parameter estimation. This
can be done for a generic reflectivity coefficient R, or for specific models, such as
those motivated by effective field theory arguments [81] and the model recently
proposed in Refs. [9, 69] for the Boltzmann reflectivity of quantum BHs.

An important open problem is to compare the echo template (obtained within per-
turbation theory) with the post-merger signal of an ECO coalescence producing an
echoing merger. Unfortunately, numerical simulations of these systems are currently
unavailable and so are inspiral-merger-ringdown waveforms for these models. As-
sessing the reliability of the analytical template and the importance of nonlinearities
will require a comparison between analytical and numerical waveforms, following
a path similar to what done in the past for the matching of standard BH ringdown
templates with numerical-relativity waveforms (see, e.g., Ref. [68]).

A more technical extension deals with the modeling of the signal beyond the low-
frequency approximation. The characteristic frequency of the echo signal is always
smaller than the corresponding BH ringdown frequency. We expect our template
to be robust to the prescription for transition to high frequencies. Nevertheless, it
might be interesting to develop a high-frequency analytical approximation of the
BH reflection and transmission coefficients to be matched smoothly with a low-
frequency approximation. By performing the low-frequency and high-frequency
expansions beyond the leading order it might be possible to obtain a better analytical
approximation of the transfer function at all frequencies.

2.A Low-frequency solution of Teukolsky equation
In this appendix we derive an analytical solution for the reflection coefficient of a
BH for gravitational perturbations in the small-frequency regime through a matched
asymptotic expansion. The technique is detailed in Ref. [4].

For generic spin-𝑠 perturbations, Teukolsky’s equations are [56–58]

Δ−𝑠 𝑑

𝑑𝑟

(
Δ𝑠+1 𝑑𝑠𝑅𝑙𝑚

𝑑𝑟

)
+

[
𝐾2 − 2𝑖𝑠(𝑟 − 𝑀)𝐾

Δ
+ 4𝑖𝑠𝜔𝑟 − 𝜆𝑠

]
𝑠𝑅𝑙𝑚 = 0 , (A.1)[(

1 − 𝑦2
)
𝑠𝑆𝑙𝑚,𝑦

]
,𝑦
+

[
(𝑎𝜔𝑦)2 − 2𝑎𝜔𝑠𝑦 + 𝑠

+ 𝑠𝐴𝑙𝑚 − (𝑚 + 𝑠𝑦)2

1 − 𝑦2

]
𝑠𝑆𝑙𝑚 = 0 , (A.2)
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where 𝑠𝑆𝑙𝑚 (𝜃)𝑒𝑖𝑚𝜙 are spin-weighted spheroidal harmonics, 𝑦 ≡ cos 𝜃, and the
separation constants 𝜆 and 𝑠𝐴𝑙𝑚 are related by 𝜆𝑠 ≡ 𝑠𝐴𝑙𝑚 + 𝑎2𝜔2 − 2𝑎𝑚𝜔.

In the region near the surface of the ECO, the radial wave equation (A.1) for𝑀𝜔 ≪ 1
reduces to [64]

[𝑧(𝑧 + 1)]1−𝑠 𝜕𝑧
{
[𝑧(𝑧 + 1)]𝑠+1 𝜕𝑧𝑅𝑠

}
+

[
𝑄2 + 𝑖𝑄𝑠(1 + 2𝑧) − (𝑙 − 𝑠) (𝑙 + 𝑠 + 1)𝑧(𝑧 + 1)

]
𝑅𝑠 = 0 ,

(A.3)

where 𝑧 = (𝑟 − 𝑟+)/(𝑟+ − 𝑟−) and 𝑅𝑠 ≡ 𝑠𝑅𝑙𝑚 for brevity. The general solution of
Eq. (A.3) is a linear combination of hypergeometric functions

𝑅𝑠 = (1 + 𝑧)𝑖𝑄
[
𝐶1𝑧

−𝑖𝑄

2𝐹1(−𝑙 + 𝑠, 𝑙 + 1 + 𝑠; 1 − �̄� + 𝑠;−𝑧) + 𝐶2𝑧
𝑖𝑄−𝑠

2𝐹1(−𝑙 + �̄�, 𝑙 + 1 + �̄�; 1 + �̄� − 𝑠;−𝑧)
]
, (A.4)

where �̄� = 2𝑖𝑄 and the integration constants𝐶1 and𝐶2 are related to the amplitudes
of outgoing and ingoing waves near the surface of the ECO, respectively. For 𝑠 = −2,
we transform the solution (A.4) in the form given by Eq. (2.5). The near-horizon
behavior of the solution is given by Eq. (2.16), where the coefficients 𝐵out and 𝐵in

are related to the integration constants 𝐶1 and 𝐶2, respectively.

The large-𝑟 behavior of the solution (A.4) is

𝑅𝑠 ∼
(

𝑟

𝑟+ − 𝑟−

) 𝑙−𝑠
Γ(2𝑙 + 1)

[
𝐶1 Γ(1 − �̄� + 𝑠)

Γ(𝑙 + 1 − �̄�)Γ(𝑙 + 1 + 𝑠)

+ 𝐶2 Γ(1 + �̄� − 𝑠)
Γ(𝑙 + 1 + �̄�)Γ(𝑙 + 1 − 𝑠)

]
+

(
𝑟

𝑟+ − 𝑟−

)−𝑙−1−𝑠

(−1)𝑙+1+𝑠

2Γ(2𝑙 + 2)

[
𝐶1 Γ(𝑙 + 1 − 𝑠)Γ(1 − �̄� + 𝑠)

Γ(−𝑙 − �̄�)

+ 𝐶2 Γ(𝑙 + 1 + 𝑠)Γ(1 + �̄� − 𝑠)
Γ(−𝑙 + �̄�)

]
. (A.5)

At infinity, the radial wave equation (A.1) for 𝑀𝜔 ≪ 1 reduces to [41]

𝑟𝜕2
𝑟 𝑓𝑠 + 2(𝑙 + 1 − 𝑖𝜔𝑟)𝜕𝑟 𝑓𝑠 − 2𝑖(𝑙 + 1 − 𝑠)𝜔 𝑓𝑠 = 0 , (A.6)
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where 𝑓𝑠 = 𝑒
𝑖𝜔𝑟𝑟−𝑙+𝑠𝑅𝑠. The general solution of Eq. (A.6) is a linear combination

of a confluent hypergeometric function and a Laguerre polynomial

𝑅𝑠 = 𝑒−𝑖𝜔𝑟𝑟 𝑙−𝑠
[
𝐶3 𝑈 (𝑙 + 1 − 𝑠, 2𝑙 + 2, 2𝑖𝜔𝑟)

+ 𝐶4 𝐿
2𝑙+1
−𝑙−1+𝑠 (2𝑖𝜔𝑟)

]
, (A.7)

where the absence of ingoing waves at infinity implies 𝐶4 = (−1)𝑙−𝑠 𝐶3 Γ(−𝑙 + 𝑠).
For 𝑠 = −2, the solution (A.7) is turned in the form given by Eq. (2.5). In order to
have a purely outgoing wave with unitary amplitude at infinity, as in Eq. (2.16), we
impose

𝐶3 =
(−𝑖𝜔)1+𝑙 2𝑙 Γ(3 + 𝑙)
𝜆−2 𝜆0 Γ(−1 + 𝑙) . (A.8)

The small-𝑟 behavior of the solution (A.7) is

𝑅𝑠 ∼ 𝐶3 𝑟
𝑙−𝑠 (−1)𝑙−𝑠

2
Γ(𝑙 + 1 + 𝑠)
Γ(2𝑙 + 2)

+ 𝐶3 𝑟
−𝑙−1−𝑠 (2𝑖𝜔)−(2𝑙+1) Γ(2𝑙 + 1)

Γ(𝑙 + 1 − 𝑠) . (A.9)

The matching of Eqs. (A.5) and (A.9) in the intermediate region yields

𝐶1

𝐶2
= −Γ(𝑙 + 1 + 𝑠)

Γ(𝑙 + 1 − 𝑠)

[
𝑅+ + 𝑖(−1)𝑙 (𝜔(𝑟+ − 𝑟−))2𝑙+1𝐿𝑆+
𝑅− + 𝑖(−1)𝑙 (𝜔(𝑟+ − 𝑟−))2𝑙+1𝐿𝑆−

]
, (A.10)

where

𝑅± ≡ Γ(1 ± �̄� ∓ 𝑠)
Γ(𝑙 + 1 ± �̄�)

, 𝑆± ≡ Γ(1 ± �̄� ∓ 𝑠)
Γ(−𝑙 ± �̄�)

,

𝐿 ≡ 1
2

[
2𝑙 Γ(𝑙 + 1 + 𝑠)Γ(𝑙 + 1 − 𝑠)

Γ(2𝑙 + 1)Γ(2𝑙 + 2)

]2

. (A.11)

The reflection coefficient RBH = 𝐵in/𝐵out is computed in terms of 𝐶2/𝐶1. By using
Eq. (A.10), we derive an analytical expression forRBH at low frequencies. For 𝑙 = 2,
the equation for RBH reads

RLF
BH = −8𝑀𝑘𝑒

𝜁 (𝛾−1)
𝛾+1

2𝑀𝑘 − 𝑖(𝛾 − 1)
(𝛾 − 1)2

[
−𝑀 (𝛾 − 1)𝜉

𝐿

] 𝜁 (𝛾−1) [
16𝑘2𝑀2

(𝛾 − 1)2 + 1
]
×

Γ(−2 + 𝜁)Γ(−1 − 𝜁)
[
1800𝑖Γ(−2 − 𝜁) + (𝜔𝑀 (𝛾 − 1)𝜉)5 Γ(3 − 𝜁)

]
Γ(−2 − 𝜁)Γ(3 − 𝜁)

[
1800𝑖Γ(−2 + 𝜁) + (𝜔𝑀 (𝛾 − 1)𝜉)5 Γ(3 + 𝜁)

] ,

(A.12)

where 𝛾 = 𝑟−/𝑟+, 𝜉 = 1+
√︁

1 − 𝜒2, 𝜁 = 𝑖(2𝜔𝑀−𝑚√𝛾) (𝛾+1)𝜉/(𝛾−1), and 𝐿 is an
arbitrary constant (with dimensions of a length) which is related to the integration
constant of Eq. (2.7). The expression of RBH is provided in a publicly available
Mathematica® notebook [1].
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2.B BH response at the horizon in some particular cases
In this appendix we provide some particular case for the BH response at the horizon,
𝑍−

BH, for some specific toy models of the source. We assume the latter is localized
within the cavity.

The simplest case is that of a source localized in space, and for which the frequency
dependence can be factored out:

𝑆(𝜔, 𝑥) = 𝐶 (𝜔) exp
(
−(𝑥 − 𝑥𝑠)2/𝜎2

)
, (B.1)

where |𝑥𝑠 | ≪ 𝑀 . In this case, it is easy to show that

Z̃+
BH = 𝑒2𝑖𝑘𝑥𝑠 �̃�+

BH . (B.2)

This, together with Eq. (2.27), yields

�̃�−
BH =

(
𝑒2𝑖𝑘𝑥𝑠 + RBH

TBH

)
�̃�+

BH . (B.3)

Remarkably, the above relation is independent of the width of the Gaussian source
𝜎 and of the function 𝐶 (𝜔) characterizing the source, and it is also valid for any
spin. Note that the above result is formally equivalent to the case of localized source
studied in Ref. [2], and in fact reduces to it when 𝜎 → 0 and 𝑥𝑠 coincides with the
surface location 𝑥0.

Inspired by Eq. (B.2), one could also parametrize the BH response Z̃+
BH relative to

�̃�+
BH in a model-agnostic way with a generic (complex) proportionality factor:

Z̃+
BH = 𝜂𝑒𝑖𝜈𝑍+

BH , (B.4)

where 𝜂 and 𝜈 are (real) parameters of the template. Since the BH response is
dominated by the QNMs, a model in which Z̃+

BH = F(𝜔)𝑍+
BH can be effectively

reduced to Z̃+
BH = F(𝜔𝑅)𝑍+

BH. In such case the term F(𝜔𝑅) = 𝜂𝑒𝑖𝜈 is a generic
parametrization of a complex number.

Finally, another possible model is to consider a plane-wave source that travels
towards ±∞, in this case we have

𝑆(𝑥, 𝜔) =

∫
𝑑𝑡𝑒𝑖𝜔𝑡𝑆(𝑥, 𝑡)

=

∫
𝑑𝑡𝑒𝑖𝜔𝑡𝑆(0, 𝑡 ∓ 𝑥) = 𝑆(0, 𝜔)𝑒±𝑖𝜔𝑥 . (B.5)
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Using Eq. (2.15), we obtain

�̃�+
BH(𝜔) = �̃�

−
BH(𝜔)

∫ +∞
−∞ 𝑑𝑥Ψ−𝑒±𝑖𝜔𝑥∫ +∞
−∞ 𝑑𝑥Ψ+𝑒±𝑖𝜔𝑥

, (B.6)

or, more explicitly

�̃�+
BH(𝜔) = �̃�

−
BH(𝜔)

∫
𝑥∼0 𝑑𝑥Ψ−𝑒𝑖𝜔𝑥 +

∫ ∞(𝐴out𝑒
2𝑖𝜔𝑥 + 𝐴in)𝑑𝑥 +

∫
−∞ 𝑑𝑥𝑒

𝑖𝑚Ω𝑥∫
𝑥∼0 𝑑𝑥Ψ+𝑒𝑖𝜔𝑥 +

∫ ∞
𝑒2𝑖𝜔𝑥𝑑𝑥 +

∫
−∞(𝐵out𝑒2𝑖𝜔𝑥−𝑖𝑚Ω𝑥 + 𝐵in𝑒𝑖𝑚Ω𝑥)𝑑𝑥 ,

,

where 𝑥 ∼ 0 is the region where the potential is non-zero and we considered only
the upper-sign case for ease of notation. Considering that �̃�+

BH(𝜔) has a pole at
𝜔QNM = 𝜔𝑅 + 𝑖𝜔𝐼 we expect also �̃�−

BH(𝜔) to have such a pole. Since ℑ𝜔QNM < 0
the terms

∫ +∞
𝑑𝑥 dominate the numerator and the denominator for 𝜔 ≈ 𝜔QNM, and

we obtain
�̃�+

BH ≈ −
(
RBH

TBH

)∗
�̃�−

BH . (B.7)

The case with the lower sign (plane wave traveling toward −∞) gives the same
result.
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C h a p t e r 3

IMPACT OF TRANSFORMING TO CONFORMAL FERMI
COORDINATES ON QUASI-SINGLE FIELD

NON-GAUSSIANITY

In general relativity predictions for observable quantities can be expressed in a
coordinate independent way. Nonetheless it may be inconvenient to do so. Using
a particular frame may be the easiest way to connect theoretical predictions to
measurable quantities. For the cosmological curvature bispectrum such frame is
described by the Conformal Fermi Coordinates. In single field inflation it was
shown that going to this frame cancels the squeezed limit of the density perturbation
bispectrum calculated in Global Coordinates. We explore this issue in quasi single
field inflation when the curvaton mass and the curvaton-inflaton mixing are small.
In this case, the contribution to the bispectrum from the coordinate transformation to
Conformal Fermi Coordinates is of the same order as that from the inflaton-curvaton
interaction term but does not cancel it.

3.1 Introduction
In standard single field inflationary cosmology [82–86] the cosmological density
perturbations are almost Gaussian [87]. Non-Gaussianities express themselves
as connected parts of curvature perturbation correlation functions. The Fourier
transform of the three point function of the curvature fluctuations is called1 the
bispectrum and is denoted by 𝐵𝜁 (k1, k2, k3). The bispectrum in standard single
field inflation was first calculated by Maldacena [87] in Global Coordinates (GC)
and it is suppressed by slow roll parameters.

A phenomenologically relevant limit of the bispectrum is the squeezed limit in which
one of the wave-vectors q ≡ k1 is very small in magnitude compared to the other
two, |q| ≪ |k2,3 |. Since k1 + k2 + k3 = 0 we have that k ≡ k2 ≃ −k3. The squeezed
limit of the bispectrum influences the galaxy power spectrum at small wavevectors
[88].

It has been shown [89–92] that in standard single field inflation transforming to
Conformal Fermi Coordinates (CFC) [90, 93] with respect to the very long wave-

1Up to a factor of (2𝜋)3𝛿(k1 + k2 + k3).
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length (small wave-vector) curvature perturbations cancels the squeezed limit of the
bispectrum calculated in GC. This cancellation is manifest in the de Sitter era before
reheating takes place. Many inflationary models have been studied that can give
rise to significant non-Gaussianities, see for example [94–108]. One of the most
studied and simplest of these is called Quasi Single Field Inflation (QSFI). It has an
additional scalar field called the curvaton that mixes with the inflaton creating a rich
dynamics that can lead to measurable curvature non-Gaussianities. We work in the
limit where the mass of the curvaton and the coupling between the curvaton and the
inflaton are small compared to the Hubble constant during inflation. We calculate
the bispectrum in this limit in GC and then transform it to CFC. The contribution
from transforming to CFC and from the interaction vertex in GC are typically of the
same order but do not cancel against each other2. Although QSFI can have large
measurable non-Gaussianities, in the limit we work (where the potential interactions
of the curvaton are negligible) 𝑓NL is only about 10−2. Throughout this chapter, we
use 𝐺 = 𝑐 = 1 units and 𝜂𝜇𝜈 = diag(−1, +1, +1, +1).

3.2 Scale Invariance
In this chapter we consider a de Sitter background metric

𝑑𝑠2 = −𝑑𝑡2 + 𝑒2𝐻𝑡𝑑𝑥𝑖𝑑𝑥𝑖 (3.1)

and we work in the limit where the Hubble constant during inflation (𝐻) and the
derivative with respect to the time 𝑡 of the inflaton field ( ¤𝜙0) do not depend on time.
Expressing the metric in terms of the conformal time 𝜏 = −𝑒−𝐻𝑡/𝐻, we have

𝑑𝑠2 =
1

𝐻2𝜏2

(
−𝑑𝜏2 + 𝑑𝑥𝑖𝑑𝑥𝑖

)
, (3.2)

where the beginning and the end of inflation correspond to, respectively, 𝜏 → −∞
and 𝜏 ≃ 0. The background metric exhibits scale invariance under the transformation
𝜏 → 𝜆𝜏 and 𝑥𝑖 → 𝜆𝑥𝑖 that is preserved when ¤𝜙0 and 𝐻 are constant. This symmetry
implies that the power spectrum is a homogeneous function of order minus three in
1/𝜏 and |p|. That is,(

3 + 𝜕

𝜕log |p|

)
𝑃𝜁 (𝜏, |p|) =

𝜕

𝜕log 𝜏
𝑃𝜁 (𝜏, |p|) . (3.3)

We will neglect the time evolution of 𝐻 and ¤𝜙0 that is important towards the end of
inflation and depends on the shape of the inflaton potential. Hence all our results will

2We expect the pure gravity contribution to be smaller.
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be scale invariant. Scale invariance has implications for the higher point correlations
of the curvature fluctuations as well. For example, it implies that the bispectrum
𝐵𝜁 (𝜏, k1, k2, k3) is a homogeneous function of k1, k2, k3 and 1/𝜏 of degree minus
six.

3.3 Quasi Single Field Inflation
In QSFI the inflaton field 𝜙 is accompanied by another scalar field the curvaton 𝑠.
Although 𝑠 does not participate in the slow roll process, it does interact and mix
with the inflaton through the term [109, 110]

Ldim 5 = − 1
Λ
𝑔𝜇𝜈𝜕𝜇𝜙𝜕𝜈𝜙𝑠 . (3.4)

We work in the gauge where the inflaton field is only a function of time 𝜙0(𝑡)
with no fluctuations. The Goldstone field 𝜋(𝑥), associated with time translational
invariance breaking (by the time dependence of 𝜙0) [111]3 gives rise to the curvature
fluctuations 𝜁 which are linearly related to 𝜋 via

𝜁 = − 𝐻¤𝜙0
𝜋 . (3.5)

In a de Sitter background, the Lagrangian describing 𝜋(𝑥) and 𝑠(𝑥) is then

L = L0 + Lint , (3.6)

where

L0 =
1

2(𝐻𝜏)2

[
(𝜕𝜏𝜋)2 − ∇𝜋 · ∇𝜋 + (𝜕𝜏𝑠)2 − 𝑚2

(𝐻𝜏)2 𝑠
2 − ∇𝑠 · ∇𝑠 − 2𝜇

𝐻𝜏
𝑠𝜕𝜏𝜋

]
(3.7)

and
Lint =

1
Λ(𝐻𝜏)2

[
(𝜕𝜏𝜋)2 − ∇𝜋 · ∇𝜋

]
𝑠 . (3.8)

Note that we have neglected any potential interaction terms for the curvaton 𝑠. In
Eq. (3.7) we introduced

𝜇 = 2 ¤𝜙0/Λ (3.9)

and we rescaled 𝜋 by ¤𝜙0 (we take ¤𝜙0 > 0) to obtain a more standard normalization for
the 𝜋 kinetic term. We have also included the measure factor √−𝑔 in the Lagrangian
so that the action is equal to

∫
𝑑3𝑥𝑑𝜏L. The kinetic mixing term between 𝜋 and 𝑠 in

3In [111] it is denoted by 𝜋𝑐.
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Eq. (3.7) is the result of the background inflaton field breaking Lorentz invariance.
We now introduce the quantities

𝛼± =
3
2
±

√︂
9
4
− 𝑚2 + 𝜇2

𝐻2 (3.10)

and
𝜂 = |k|𝜏 , (3.11)

where k is the wavevector associated to the shortest wavelenght mode that we
consider in the bispectrum. We will work in the limit (𝑚2 + 𝜇2)/𝐻2 ≪ 1, which
implies that

𝛼− ≃ 𝑚2 + 𝜇2

3𝐻2 ≪ 1 . (3.12)

We also assume that 𝜇2/(𝜇2 + 𝑚2) = O(1) and

1 − (−𝜂)𝛼−
𝛼−

≫ 1 . (3.13)

This last condition is required for the terms we keep in the power spectrum and
bispectrum to be enhanced over those that we neglect. Using the methods developed
in [110] we compute analytically the equal time correlation functions of the curvature
perturbation at the end of inflation.

To compute correlation functions involving 𝜋 and 𝑠, we expand the quantum fields
in terms of creation and annihilation operators. Due to the kinetic mixing term in
the Lagrangian, the fields 𝜋 and 𝑠 share a pair of creation and annihilation operators
with commutation relations,

[𝑎 (𝑖) (p), 𝑎 ( 𝑗)†(p′)] = (2𝜋)3𝛿𝑖 𝑗𝛿(3) (p − p′) . (3.14)

Introducing 𝜂 = |p|𝜏 we write

𝜋(x, 𝜏) =
∫

𝑑3𝑝

(2𝜋)3

(
𝑎 (1) (p)𝜋(1)|p| (𝜂)𝑒

𝑖p·x + 𝑎 (2) (p)𝜋(2)|p| (𝜂)𝑒
𝑖p·x + h.c.

)
(3.15)

and

𝑠(x, 𝜏) =
∫

𝑑3𝑝

(2𝜋)3

(
𝑎 (1) (p)𝑠(1)|p| (𝜂)𝑒

𝑖p·x + 𝑎 (2) (p)𝑠(2)|p| (𝜂)𝑒
𝑖p·x + h.c.

)
. (3.16)

The mode functions 𝜋(𝑖)|p| (𝜂) and 𝑠(𝑖)|p| (𝜂) are determined by the equations of motion
for the fields 𝜋 and 𝑠 and by the canonical commutation relations. For the calculation
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of the bispectrum when 𝛼− is small it is the behaviour of these mode functions for
−𝜂 close to zero4 that is important [110]. After rescaling the mode functions

𝜋
(𝑖)
|p| (𝜂) =

𝐻

|p|3/2 𝜋
(𝑖) (𝜂) , (3.17)

𝑠
(𝑖)
|p| (𝜂) =

𝐻

|p|3/2 𝑠
(𝑖) (𝜂) (3.18)

we can expand 𝜋(𝑖) (𝜂) and 𝑠(𝑖) (𝜂) in this region as

𝜋(𝑖) (𝜂) = 𝑎 (𝑖)0 + 𝑎 (𝑖)− (−𝜂)𝛼− + 𝑎 (𝑖)0,2(−𝜂)
2 + 𝑎 (𝑖)−,2(−𝜂)

𝛼−+2 + 𝑎 (𝑖)+ (−𝜂)𝛼+ + 𝑎 (𝑖)3 (−𝜂)3 + . . . ,

𝑠(𝑖) (𝜂) = 𝑏 (𝑖)− (−𝜂)𝛼− + 𝑏 (𝑖)0,2(−𝜂)
2 + 𝑏 (𝑖)−,2(−𝜂)

𝛼−+2 + 𝑏 (𝑖)+ (−𝜂)𝛼+ + 𝑏 (𝑖)3 (−𝜂)3 + . . . ,
(3.19)

where the ellipses represent terms with higher powers of −𝜂 that we will not need.
Using the equations of motion we get

𝑏
(𝑖)
0 = 0, 𝑏 (𝑖)− =

𝐻𝑎 (𝑖)− 𝛼−
𝜇

, 𝑏
(𝑖)
+ =

𝐻𝑎
(𝑖)
+ 𝛼+
𝜇

, 𝑏
(𝑖)
3 =

−3𝐻𝜇
𝑚2 𝑎

(𝑖)
3 . (3.20)

By matching this theory to an effective field theory in the small −𝜂 limit [110] it is
possible to prove that∑︁

𝑖=1,2
|𝑎 (𝑖)0 |2 =

∑︁
𝑖=1,2

|𝑎 (𝑖)− |2 = −
∑︁
𝑖=1,2

Re[𝑎 (𝑖)0 𝑎
(𝑖)∗
− ] = 9𝜇2𝐻2

2(𝜇2 + 𝑚2)2 (3.21)

and by using the canonical commutation relations for the fields 𝜋 and 𝑠 we find

Im[𝑎 (𝑖)0 𝑏
(𝑖)∗
3 ] = 𝜇𝐻

2(𝜇2 + 𝑚2)
, Im[𝑎 (𝑖)∗− 𝑏

(𝑖)∗
+ ] = − 𝜇𝐻

2(𝜇2 + 𝑚2)
. (3.22)

All other similar quantities are subleading in our calculations. Using the above
results the leading contribution to the power spectrum of the curvature perturbations
in the limit of small −𝜂 is

𝑃𝜁 (𝜏, |p|) =
9𝐻6𝜇2 [1 − (−𝜂)𝛼− ]2

2|p|3 ¤𝜙2
0
(
𝜇2 + 𝑚2)2 . (3.23)

This is needed to compute the impact of the change of coordinates from GC to CFC
on the bispectrum (see Appendix 3.A).

4Recall that 𝜂 is negative.
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3.4 Bispectrum in Global Coordinates
In this section we work in GC and we compute the bispectrum for 𝜁 in the squeezed
limit at the end of inflation. Working to first order in the interactions and using the
in-in formalism [112] we have

⟨𝜁 (𝜏, x1)𝜁 (𝜏, x2)𝜁 (𝜏, x3)⟩ = 𝑖
∫ 𝜏

−∞
𝑑𝜏′⟨[𝐻int(𝜏′), 𝜁 (𝜏, x1)𝜁 (𝜏, x2)𝜁 (𝜏, x3)]⟩ ,

(3.24)

where 𝐻int denotes the interaction Hamiltonian in the interaction picture. In the
squeezed limit we can drop the terms proportional to the spatial derivatives of 𝜋
from Lint and the interaction Hamiltonian simplifies to

𝐻int(𝜏) =
∫

𝑑3𝑥
1

(𝐻𝜏)2Λ
(𝜕𝜏𝜋)2𝑠 . (3.25)

Notice that 𝐻int = Lint since we have a derivative interaction. Fourier transforming
we find that the leading order contribution in 𝛼− in the region of phase space that
we are considering to the bispectrum in the squeezed limit is

𝐵
(GC)
𝜁

(q, k,−k) ≃ −4

(
𝐻7𝜇

¤𝜙4
0

)
1

|k|3 |q|3
(𝐼𝑎 + 𝐼𝑏 + 𝐼𝑐) , (3.26)

where

𝐼𝑎 =

∫ 𝜂

−1

𝑑𝜂′

(−𝜂′)2 Re
[
𝜋(𝑖) (𝑟𝜂) ¤𝜋(𝑖) (𝑟𝜂′)∗

]
Re

[
𝜋( 𝑗) (𝜂) ¤𝜋( 𝑗) (𝜂′)∗

]
Im

[
𝜋(𝑛) (𝜂)𝑠(𝑛) (𝜂′)∗

]
,

(3.27)

𝐼𝑏 =

∫ 𝜂

−1

𝑑𝜂′

(−𝜂′)2 Re
[
𝜋(𝑖) (𝑟𝜂) ¤𝜋(𝑖) (𝑟𝜂′)∗

]
Im

[
𝜋( 𝑗) (𝜂) ¤𝜋( 𝑗) (𝜂′)∗

]
Re

[
𝜋(𝑛) (𝜂)𝑠(𝑛) (𝜂′)∗

]
,

(3.28)
and

𝐼𝑐 =

∫ 𝜂

−1

𝑑𝜂′

(−𝜂′)2 Re
[
𝜋(𝑖) (𝜂) ¤𝜋(𝑖) (𝜂′)∗

]
Im

[
𝜋( 𝑗) (𝜂) ¤𝜋( 𝑗) (𝜂′)∗

]
Re

[
𝜋(𝑛) (𝑟𝜂) 𝑠(𝑛) (𝑟𝜂′)∗

]
.

(3.29)
In the above equations a dot indicates a derivative with respect to 𝜂′, the repeated
mode function indices 𝑖, 𝑗 , 𝑛 are summed over 1 and 2 and we introduced the
parameter 𝑟 ≡ |q|/|k|. Most of the contribution to the integrals comes from the
region −𝜂′ ≪ 1 and to leading order in (𝜇2 +𝑚2)/𝐻2 we set the lower bound of the
integrals to be −1. Using the results of Section 3.3 we find that

Re
[
𝜋(𝑖) (𝑟𝜂) ¤𝜋(𝑖) (𝑟𝜂′)∗

]
≃ 1

2

(
3𝜇2

𝜇2 + 𝑚2

)
(−𝜂′)𝛼−−1𝑟𝛼− [1 − (−𝑟𝜂)𝛼− ] , (3.30)
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Re
[
𝜋(𝑖) (𝜂) ¤𝜋(𝑖) (𝜂′)∗

]
≃ 1

2

(
3𝜇2

𝜇2 + 𝑚2

)
(−𝜂′)𝛼−−1 [1 − (−𝜂)𝛼− ] , (3.31)

Im
[
𝜋(𝑖) (𝜂) 𝑠(𝑖) (𝜂′)∗

]
≃ 1

2

(
𝐻𝜇

𝜇2 + 𝑚2

) [
(−𝜂′)3 − (−𝜂′)3−𝛼− (−𝜂)𝛼−

]
, (3.32)

Re
[
𝜋(𝑖) (𝑟𝜂) 𝑠(𝑖) (𝑟𝜂′)∗

]
≃ 3𝐻𝜇 [(−𝑟𝜂)𝛼− − 1] (−𝑟𝜂′)𝛼−

2
(
𝜇2 + 𝑚2) , (3.33)

Re
[
𝜋(𝑖) (𝜂) 𝑠(𝑖) (𝜂′)∗

]
≃ 3𝐻𝜇 [(−𝜂)𝛼− − 1] (−𝜂′)𝛼−

2
(
𝜇2 + 𝑚2) , (3.34)

Im
[
𝜋(𝑖) (𝜂) ¤𝜋(𝑖) (𝜂′)∗

]
≃
𝜂′2

[
𝜇2

(
𝜂′

𝜂

)−𝛼−
+ 𝑚2

]
2
(
𝜇2 + 𝑚2) , (3.35)

and that Im
[
𝜋(𝑖) (𝑟𝜂) 𝑠(𝑖) (𝑟𝜂′)∗

]
and Im

[
𝜋(𝑖) (𝑟𝜂) ¤𝜋(𝑖) (𝑟𝜂′)∗

]
are suppressed in the

squeezed limit. Performing the 𝜂′ integration we have that to leading order in small
quantities

𝐼𝑎 =
27𝐻3𝜇5 [(−𝜂)𝛼− − 1]3 𝑟𝛼− [(−𝑟𝜂)𝛼− − 1]

16
(
𝜇2 + 𝑚2)4 (3.36)

and

𝐼𝑏 = 𝐼𝑐 =
27𝐻3𝜇3 [(−𝜂)𝛼− − 1]2 𝑟𝛼− [(−𝑟𝜂)𝛼− − 1]

[
(−𝜂)𝛼−

(
2𝜇2 + 𝑚2) + 𝑚2]

16
(
𝜇2 + 𝑚2)4 .

(3.37)
This completes the calculation of the bispectrum in GC and we now turn to transform
it to CFC.

3.5 The Bispectrum in CFC
We are now ready to compute the bispectrum in CFC by using Eq. (A.21) to transform
the result that we found in Section 3.4 for the bispectrum in GC. We have

𝐵𝜁 (q, k,−k) = 𝐵(GC)
𝜁

(q, k,−k) + Δ𝐵𝜁 (q, k,−k) , (3.38)

where
Δ𝐵𝜁 (q, k,−k) = 𝑃𝜁 (𝜏, |q|)

𝜕

𝜕 log 𝜏
𝑃𝜁 (𝜏, |k|) (3.39)

and to simplify the notation we dropped the superscript CFC. Using Eq (3.23) we
get

Δ𝐵𝜁 (q, k,−k) ≃ 27𝐻10𝜇4 [(−𝜂)𝛼− − 1] (−𝜂)𝛼− [(−𝑟𝜂)𝛼− − 1]2

2|k|3 |q|3 ¤𝜙4
0
(
𝜇2 + 𝑚2)3 . (3.40)

Even though for modes of cosmological interest −𝜂 = −|k|𝜏 ≃ 𝑒−60 [113], (−𝜂)𝛼−
can still be of order unity, for example if 𝛼− ∼ 1/50. In this case, the contribution
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to the bispectrum from the change of coordinates from GC to CFC, is comparable
to the one that comes from the three point vertex in GC.

In the limit 𝑚 ≪ 𝜇, we finally obtain

𝐵
(GC)
𝜁

(q, k,−k) = − 1
|k|3 |q|3

27𝐻10 [(−𝜂)𝛼− − 1]2 [5(−𝜂)𝛼− − 1] 𝑟𝛼− [(−𝑟𝜂)𝛼− − 1]
4𝜇2 ¤𝜙4

0
(3.41)

and

Δ𝐵𝜁 (q, k,−k) ≃ 27𝐻10 [(−𝜂)𝛼− − 1] (−𝜂)𝛼− [(−𝑟𝜂)𝛼− − 1]2

2|k|3 |q|3 ¤𝜙4
0𝜇

2
(3.42)

that are plotted in Fig. 3.1. Notice that the leading contribution to the bispectrum in
GC vanishes for (−𝜂)𝛼− = 0.2. At this point the part from the change of coordinates
dominates the bispectrum.

Bζ(GC)

ΔBζ

Bζ = Bζ(GC) + ΔBζ
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Figure 3.1: Contributions to the Bispectrum for 𝑚 ≪ 𝜇, −𝜂 = 𝑒−60 and 𝑟 = 10−3.
We consider values of 𝛼− that go from 0.0037 (corresponding to (−𝜂)𝛼− = 0.8) to
𝛼− = 0.1. The 𝑦-axis is in units of 𝐻8/(|k|3 |q|3 ¤𝜙4

0).

In Fig. 3.2 we plot the local bispectrum 𝑓NL in GC and CFC as a function of 𝛼−
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where

𝑓
(GC)

NL =
5

12

𝐵
(GC)
𝜁

(q, k,−k)
𝑃𝜁 (𝜏, |k|)𝑃𝜁 (𝜏, |q|)

, (3.43)

Δ 𝑓NL =
5

12
Δ𝐵𝜁 (q, k,−k)

𝑃𝜁 (𝜏, |k|)𝑃𝜁 (𝜏, |q|)
(3.44)

and in the limit 𝑚 ≪ 𝜇 we have

𝑓
(GC)

NL = −5𝛼−𝑟𝛼− [5(−𝜂)𝛼− − 1]
12 [(−𝑟𝜂)𝛼− − 1] , (3.45)

Δ 𝑓NL =
5𝛼−(−𝜂)𝛼−

6 [(−𝜂)𝛼− − 1] . (3.46)

Both 𝐵 |k|3 |q|3 and 𝑓NL depend very weekly on the value of 𝑟. This is because 𝑟

fNL(GC)

Δ fNL
fNL = fNL(GC) + Δ fNL
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Figure 3.2: Contributions to 𝑓NL for 𝑚 ≪ 𝜇, −𝜂 = 𝑒−60 and 𝑟 = 10−3. We consider
values of 𝛼− that go from 0.0037 (corresponding to (−𝜂)𝛼− = 0.8) to 𝛼− = 0.1.

only enters in these quantities raised to the power 𝛼−.

3.6 Power Spectrum Constraint
We can constrain the parameter 𝛼− by comparing the spectral index implied by
Eq. (3.23) with the measured tilt [5] (𝑛𝑠 = 0.9649± 0.0042). For 𝜂 = −𝑒−50 we find
𝛼− < 0.0212 and for 𝜂 = −𝑒−60 we find 𝛼− ≤ 0.0123. In the third row of Fig. 3.3
we plot the tilt 𝑛𝑠 in QSFI as a function of 𝛼−.
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Figure 3.3: In the above panels we have 𝑚 ≪ 𝜇 and 𝑟 = 10−3. On the 𝑥-axes
we consider values of 𝛼− that go from 0.0037 to 𝛼− = 0.1. The first and second
columns correspond to 𝜂 = −𝑒−50 and 𝜂 = −𝑒−60 respectively. In the first row we
plot the contributions to the Bispectrum (the 𝑦-axis is in units of 𝐻8/(|k|3 |q|3 ¤𝜙4

0)).
In the second row we plot the contributions to 𝑓NL. In the the third row we plot the
tilt 𝑛𝑠. The shaded regions in darker gray are the ones compatible with the measured
tilt [5].

3.7 Concluding Remarks
In this chapter we considered QSFI where a dimension five operator couples the
inflaton and the curvaton field. Working in the limit of small coupling and small
curvaton mass we computed analytically the bispectrum in the squeezed limit in
GC and in CFC. We found that transforming to CFC introduces a non-negligible
correction to the result in GC. We also showed that 𝑓NL can be either enhanced or
suppressed by this effect, and in the region of parameter space that we considered
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𝑓NL ≃ 10−2. In this model 𝑓NL is small and hence these non-Gaussianities could
not be observed in the near future. However, this is an interesting example where
the change of coordinates from GC to CFC can have an order one effect on the
bispectrum.

3.A Transformation of the Bispectrum to Conformal Fermi Coordinates
In this Appendix we rederive the coordinate transformation from GC to CFC and
compute the bispectrum in CFC. Rather than taking the constructive approach of the
previous literature we derive necessary and sufficient conditions that the coordinate
transformation must satisfy.

The metric in GC is given by

𝑔𝜇𝜈 (𝑥) = 𝑎2(𝜏)
[
𝜂𝜇𝜈 + ℎ𝜇𝜈 (𝑥)

]
(A.1)

and the metric scalar perturbations in ℎ𝜇𝜈 are expressed in terms of the curvature
perturbation 𝜁 as follows:

ℎ00 = −2
𝜕𝜏𝜁

H
, (A.2)

ℎ0𝑖 = −𝜕𝑖
𝜁

H
, (A.3)

ℎ𝑖 𝑗 = 2𝜁𝛿𝑖 𝑗 , (A.4)

where H ≡ 1
𝑎
𝑑𝑎
𝑑𝜏

. We split the metric perturbation as

ℎ𝜇𝜈 (𝑥) = ℎ𝐿𝜇𝜈 (𝑥) + ℎ𝑆𝜇𝜈 (𝑥) (A.5)

where ℎ𝐿𝜇𝜈 (𝑘) ≈ 0 for 𝑘 ≳ Λ and ℎ𝑆𝜇𝜈 (𝑘) ≈ 0 for 𝑘 ≲ Λ. Here Λ is a cutoff that
divides the modes into short and long. In CFC with respect to the longest wavelength
modes the metric has the form

𝑔𝐹𝜇𝜈 (𝑥𝐹) = 𝑎2(𝜏𝐹)
[
𝜂𝜇𝜈 + ℎ𝑆𝜇𝜈 (𝑥𝐹) + O(𝑥𝑖𝐹𝑥

𝑗

𝐹
)
]

(A.6)

where the terms O(𝑥𝑖
𝐹
𝑥
𝑗

𝐹
) are made negligible by an appropriate choice of CFC.

However this choice does not explicitly enter our analysis.

The coordinate transformation that takes us between these two frames can be ex-
panded in 𝑥𝑖

𝐹
as [90–93]

𝑥𝜇 (𝑥𝐹) = 𝑥𝜇𝐹 + 𝜉𝜇 (𝜏𝐹) + 𝐴𝜇𝑖 (𝜏𝐹)𝑥
𝑖
𝐹 + 𝐵𝜇

𝑖 𝑗
(𝜏𝐹)𝑥𝑖𝐹𝑥

𝑗

𝐹
+ O(𝑥𝑖𝐹𝑥

𝑗

𝐹
𝑥𝑘𝐹) (A.7)
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where 𝜉𝜇, 𝐴𝜇
𝑖
, 𝐵

𝜇

𝑖 𝑗
= O(ℎ𝐿𝜇𝜈) and we neglect quantities O

[
(ℎ𝐿𝜇𝜈)2] . Without loss of

generality, we assume 𝐵𝜇
𝑖 𝑗
(𝜏𝐹) = 𝐵

𝜇

𝑗𝑖
(𝜏𝐹). The transformation law for the metric

tensor
𝑔𝐹𝜇𝜈 (𝑥𝐹) =

𝜕𝑥𝛼

𝜕𝑥
𝜇

𝐹

𝜕𝑥𝛽

𝜕𝑥𝜈
𝐹

𝑔𝛼𝛽 (𝑥) (A.8)

gives ten differential equations for 𝜉𝜇, 𝐴𝜇
𝑖

and 𝐵𝜇
𝑖 𝑗

that need to be satisfied in terms
of ℎ𝐿𝜇𝜈 in order for 𝑔𝐹𝜇𝜈 (𝑥𝐹) to have the form of Eq. (A.6). Requiring each differential
equation to hold order by order in 𝑥𝑖

𝐹
gives

(𝜕𝜏𝐹 +H)𝜉0(𝜏𝐹) = −
𝜕𝜏𝐹 𝜁𝐿 (x𝐹 = 0, 𝜏𝐹)

H(𝜏𝐹)
(A.9)

(𝜕𝜏𝐹 +H)𝐴0
𝑖 (𝜏𝐹) = −

𝜕𝜏𝐹𝜕𝑖𝜁𝐿 (x𝐹 = 0, 𝜏𝐹)
H(𝜏𝐹)

(A.10)

𝐴0
𝑖 (𝜏𝐹) − 𝜕𝜏𝐹𝜉𝑖 (𝜏𝐹) = −𝜕𝑖

𝜁𝐿 (x𝐹 = 0, 𝜏𝐹)
H(𝜏𝐹)

(A.11)

2𝐵0
𝑖𝑘 (𝜏𝐹) − 𝜕𝜏𝐹 𝐴𝑖𝑘 (𝜏𝐹) = −𝜕𝑘𝜕𝑖𝜁𝐿 (x𝐹 = 0, 𝜏𝐹)

H(𝜏𝐹)
(A.12)

𝐴𝑖 𝑗 (𝜏𝐹) + 𝐴 𝑗𝑖 (𝜏𝐹) + 2H𝜉0(𝜏𝐹)𝛿𝑖 𝑗 = −2𝜁𝐿 (x𝐹 = 0, 𝜏𝐹)𝛿𝑖 𝑗 (A.13)

𝐵𝑖 𝑗 𝑘 (𝜏𝐹) + 𝐵 𝑗𝑖𝑘 (𝜏𝐹) +
1
2
H𝐴0

𝑘 (𝜏𝐹)𝛿𝑖 𝑗 = −𝜕𝑘 𝜁𝐿 (x𝐹 = 0, 𝜏𝐹)𝛿𝑖 𝑗 (A.14)

where the spatial indices were lowered using 𝛿𝑖 𝑗 and the quantities on the right hand
side are the expressions in comoving coordinates. These are necessary and sufficient
conditions for Eq. (A.6) to hold. With the coordinate transformation at hand we find
how the connected three point function of 𝜁 transforms in going from GC to CFC
in the squeezed limit. Following [92], we have

⟨𝜁𝐹 (𝜏𝐹 , k1)𝜁𝐹 (𝜏𝐹 , k2)𝜁𝐹 (𝜏𝐹 , k3)⟩ =
∫

𝑑3𝑥𝐹1 𝑑
3𝑥𝐹2 𝑑

3𝑥𝐹3 𝑒
−𝑖(k1x𝐹1 +k2x𝐹2 +k3x𝐹3 ) ⟨𝜁𝐹 (𝑥𝐹1 )𝜁

𝐹 (𝑥𝐹2 )𝜁
𝐹 (𝑥𝐹3 )⟩

where 𝑥𝐹
𝑖
≡ (𝜏𝐹 , x𝐹𝑖 ), |k1 | ≪ |k2 |, |k3 |.

Using spatial translational invariance we get

⟨𝜁𝐹 (𝜏𝐹 , k1)𝜁𝐹 (𝜏𝐹 , k2)𝜁𝐹 (𝜏𝐹 , k3)⟩ = (2𝜋)3𝛿(k1 + k2 + k3)𝐵(CFC)
𝜁

(k1, k2, k3)
(A.15)

with

𝐵
(CFC)
𝜁

(k1, k2, k3) =

∫
𝑑3𝑦𝐹𝑑3𝑧𝐹𝑒

−𝑖
[
k1y𝐹+

(
k3+

k1
2

)
z𝐹

] 〈
𝜁𝐹

(
𝜏𝐹 , y𝐹

)
𝜁𝐹

(
𝜏𝐹 ,−

z𝐹

2

)
𝜁𝐹

(
𝜏𝐹 ,

z𝐹

2

)〉
=

∫
𝑑3𝑦𝐹𝑑3𝑧𝐹𝑒

−𝑖
[
k1y𝐹+(k3+

k1
2 )z𝐹

]
⟨0𝐿 |𝜁𝐿 (𝜏𝐹 , y𝐹)⟨0𝑆 |𝜁𝑆 (𝑥𝑎)𝜁𝑆 (𝑥𝑏) |0𝑆⟩|0𝐿⟩

(A.16)
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where 𝑥𝑎,𝑏 = 𝑥𝑎,𝑏 (𝑥𝐹𝑎,𝑏) and 𝑥𝐹𝑎 = (𝜏𝐹 ,−z𝐹/2), 𝑥𝐹
𝑏
= (𝜏𝐹 , z𝐹/2) and we assumed

that 𝜁 transforms as a scalar5. Moving forward we drop the designation |0𝑆⟩ and
write ⟨0𝑆 |𝜁𝑆 (𝑥𝑎)𝜁𝑆 (𝑥𝑏) |0𝑆⟩ ≡ ⟨𝜁𝑆 (𝑥𝑎)𝜁𝑆 (𝑥𝑏)⟩ in terms of 𝑥𝐹𝑎 and 𝑥𝐹

𝑏
up to linear

order in 𝜁𝐿 . Eq. (A.16) implies that the contribution to the three point function is
dominated by |z𝐹 | ≪ 1/|k3 |. Thus, using Eq. (A.7) and working to linear order in
the long mode, we find

⟨0𝑆 |𝜁𝐹𝑆 (𝑥
𝐹
𝑎 )𝜁𝐹𝑆 (𝑥

𝐹
𝑏 ) |0𝑆⟩ = ⟨0𝑆 |𝜁𝑆 (𝑥𝐹𝑎 )𝜁𝑆 (𝑥𝐹𝑏 ) |0𝑆⟩ +

[
𝜉0(𝜏𝐹)𝜕𝜏𝐹 + 𝐴𝑘𝑖 (𝜏𝐹) (𝑥𝐹𝑎

𝑖 − 𝑥𝐹𝑏
𝑖)𝜕 (𝑎)

𝑘
+

+𝜉𝑖 (𝜏𝐹) (𝜕 (𝑎)𝑖
+ 𝜕 (𝑏)

𝑖
) + 1

2
𝐴0
𝑖 (𝜏𝐹) (𝑥𝐹𝑎

𝑖 + 𝑥𝐹𝑏
𝑖)𝜕𝜏𝐹

]
⟨0𝑆 |𝜁𝑆 (𝜏𝐹 , x𝐹𝑎 )𝜁𝑆 (𝜏𝐹 , x𝐹𝑏 ) |0𝑆⟩ (A.17)

where the terms on the second line vanish because of translational invariance and
because x𝐹𝑎 = −x𝐹

𝑏
. Using Eq. (A.13) we obtain

⟨0𝑆 |𝜁𝐹𝑆 (𝑥
𝐹
𝑎 )𝜁𝐹𝑆 (𝑥

𝐹
𝑏 ) |0𝑆⟩ = ⟨0𝑆 |𝜁𝑆 (𝑥𝐹𝑎 )𝜁𝑆 (𝑥𝐹𝑏 ) |0𝑆⟩ + (A.18)

+
{
𝜉0(𝜏𝐹)𝜕𝜏𝐹 −

[
H𝜉0(𝜏𝐹) + 𝜁𝐿 (0, 𝜏𝐹)

]
z𝐹

𝜕

𝜕z𝐹

}
⟨0𝑆 |𝜁𝑆 (𝜏𝐹 , z𝐹)𝜁𝑆 (𝜏𝐹 , 0) |0𝑆⟩ .

Inserting this expression back in Eq. (A.16) and using rotational invariance we get

𝐵
(CFC)
𝜁

(k1, k2, k3) = 𝐵(GC)
𝜁

(k1, k2, k3) − 𝑃𝜁 (𝜏𝐹 , |k1 |)
(
−3 − 𝜕

𝜕 log |k3 |

)
𝑃𝜁 (𝜏𝐹 , |k3 |)

+⟨𝜁𝐹𝐿 (𝜏𝐹 , k1)𝜉0(𝜏𝐹)⟩
[
𝜕𝜏𝐹 −H

(
−3 − 𝜕

𝜕 log |k3 |

)]
𝑃𝜁 (𝜏𝐹 , |k3 |) (A.19)

where

⟨𝜁 (𝜏𝐹 , k1)𝜁 (𝜏𝐹 , k2)𝜁 (𝜏𝐹 , k3)⟩ = (2𝜋)3𝛿(k1 + k2 + k3)𝐵(GC)
𝜁

(k1, k2, k3) (A.20)

and we used that |k1 | ≪ |k3 |. In the limit in which scale invariance is preserved
Eq. (3.3) and the fact that H𝜏𝐹 = −1 imply that the final result does not depend on
the integration constants of Eqs. (A.9)-(A.14). We finally obtain

𝐵
(CFC)
𝜁

(k1, k2, k3) = 𝐵(GC)
𝜁

(k1, k2, k3) + 𝑃𝜁 (𝜏𝐹 , |k1 |)
𝜕

𝜕 log 𝜏𝐹
𝑃𝜁 (𝜏𝐹 , |k3 |) .(A.21)

This expression coincides with the one in [92] for scale invariant models of inflation.

5We did not change the argument of 𝜁𝐿 since it would have resulted in a disconnected piece that
we discard.
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C h a p t e r 4

REGULARIZATION SCHEME DEPENDENCE OF THE
COUNTERTERMS IN THE GALAXY BIAS EXPANSION

In this chapter we explore how different regularization prescriptions affect the coun-
terterms in the renormalization of the galaxy bias expansion. We work in the
context of primordial local non-Gaussianity including non-linear gravitational evo-
lution. We carry out the one-loop renormalization of the field 𝛿2

𝜌 (i.e. the square
of the matter overdensity field) up to third order in gravitational evolution. Three
regularization schemes are considered and their impact on the values of the countert-
erms is studied. We explicitly verify that the coefficients of the non-boost invariant
operators are regularization scheme independent.

4.1 Introduction
The galaxy bias expansion (for a review see [114]) relates the galaxy overdensity
field 𝛿𝑔 (i.e. the relative fluctuations in the number density of galaxies) to the mass
overdensity field 𝛿𝜌. In this chapter we don’t distinguish between dark matter halos
and galaxies. The composite fields in this expansion can be regulated by a short
distance cutoff (1/Λ). Renormalization renders the galaxy overdensity correlators
cutoff independent. This has been studied both for Gaussian primordial curvature
fluctuations [115–117] and for non-Gaussian primordial curvature fluctuations [118,
119].

In Section 4.2, we review the theoretical framework of local non-Gaussianity for
primordial curvature fluctuations. The non-linear gravitational evolution of the
matter overdensity field is discussed. We finally introduce three regularization
schemes for the composite operator1 𝛿2

𝜌 occurring in the galaxy bias expansion.

In Section 4.3, we re-examine the renormalization procedure for the composite
operator 𝛿2

𝜌 in the presence of primordial local non-Gaussianities up to third order in
gravitational evolution. We explore the impact of three regularization prescriptions
on renormalization. The first reproduces the coefficients and operators found in the
literature [119]. The other two prescriptions close under renormalization using the
same operators as the first one. However, in the presence of non-linear gravitational

1In this work we use the terms field and operator interchangeably.
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evolution, the coefficients of the boost-invariant operators for the three prescriptions
differ by quantities which can be written as surface terms in the UV diverging
integrals.

In Appendix 4A, after introducing a diagrammatic notation, we prove the conformal
invariance of the tree-level correlators of curvature fluctuations in the context of
local primordial non-Gaussianity. In Appendix 4B, we introduce a diagrammatic
notation to compute and estimate the correlators of the galaxy overdensity field and
comment on an alternative way of regularizing IR divergences.

4.2 Theoretical Framework
Primordial Curvature Fluctuations and Local non-Gaussianity
Local non-Gaussianity is the hypothesis that the primordial curvature fluctuations
𝛿𝜁 are local functions of a Gaussian field 𝜙𝐺 of the form

𝛿𝜁 (x) =
∞∑︁
𝑛=1

𝑓𝑛 : 𝜙𝑛𝐺 (x) : . (4.1)

In the above equation, operators surrounded by colons are normal ordered (i.e. any
contraction between themselves in correlators vanishes), 𝜙𝐺 is a Gaussian field with
zero expectation value and the 𝑓𝑛’s are constants. In this chapter we set 𝑓1 = 1.
Demanding the correlators of 𝜙𝐺 to be invariant under translations, rotations, and
scale transformations fixes the two-point function of 𝜙𝐺 to be

⟨𝜙𝐺 (k1)𝜙𝐺 (k2)⟩ = (2𝜋)3𝛿(k1 + k2) 𝑃𝜙 (𝑘1) , (4.2)

where a tilde denotes a wavevector space quantity, 𝑃𝜙 (𝑞) = 𝐴/𝑞3−2Δ is the tree-level
power spectrum of primordial curvature fluctuations (𝐴 is a constant), Δ is the scale
dimension of the field 𝜙𝐺 , and 𝑘𝑖 = |k𝑖 |. In this chapter we will set Δ = 0.

Measurements of the Cosmic Microwave Background (CMB) anisotropy place
bounds [120] on the local non-Gaussianity parameters, in particular (with the con-
vention 𝑓1 = 1) 𝐴 ∼ 10−8, 𝑓2 = 3/5 𝑓 local

𝑁𝐿
= 3/5(0.8 ± 5), 𝑓3 = (9/25)𝑔local

𝑁𝐿

and 𝑔local
𝑁𝐿

= (−9.0 ± 7.7) × 104. It can be seen, by rescaling 𝜙𝐺 →
√
𝐴𝜙𝐺

and factoring out a common
√
𝐴, that a highly non-Gaussian theory would have

𝑓𝑛 ∼ O
[
𝐴(−𝑛+1)/2] . Hence, the above CMB bounds already indicate that our uni-

verse has nearly-Gaussian primordial curvature fluctuations.

In Appendix 4.A, after introducing a diagrammatic notation for the computation of
the 𝛿𝜁 𝑁-point functions, we prove by induction the conformal invariance of these
correlators at tree-level.
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Matter Density Perturbations
Even when the primordial curvature fluctuations are Gaussian, non-Gaussianities
in the matter overdensity field arise at late times due to the non-linear gravitational
evolution.

For simplicity, we shall assume that the all the matter in the universe is in the form
of cold dark matter and behaves as a pressureless irrotational fluid. Labelling each
fluid element trajectory by its initial position x0 (i.e. its Lagrangian coordinate), its
Eulerian coordinate at conformal time 𝜏 is

x(x0, 𝜏) = x0 + s(x0, 𝜏) (4.3)

where
s(x0, 𝜏) =

∫ 𝜏

0
𝑑𝜏′ v(x(x0, 𝜏

′), 𝜏′) (4.4)

is called the displacement vector and v is the fluid element velocity.

Using standard gravitational perturbation theory [121–123] in the Newtonian ap-
proximation, the solutions to the Euler and Poisson equations in an expanding
universe for the overdensity matter field 𝛿𝜌 (x, 𝜏) can be written as

𝛿𝜌 (x, 𝜏) = 𝐷 (𝜏)𝛿(1)𝜌 (x) + 𝐷2(𝜏)𝛿(2)𝜌 (x) + 𝐷3(𝜏)𝛿(3)𝜌 (x) + . . . , (4.5)

where 𝐷 (𝜏) is the growth factor, 𝐷 (𝜏)𝛿(1)𝜌 (x) is the solution to the linearized
equations and we kept only the fastest growing modes at each order. We can express
𝛿
(𝑛)
𝜌 as

𝛿
(𝑛)
𝜌 (k) =

[
𝑛∏
𝑖=1

∫
d3𝑘𝑖

(2𝜋)3

]
(2𝜋)3𝛿

(3)
D

(
k −

𝑛∑︁
𝑖=1

k𝑖

)
𝐹𝑛 (k1, · · · , k𝑛)𝛿(1)𝜌 (k1) · · · 𝛿(1)𝜌 (k𝑛) ,

(4.6)
where the 𝐹𝑛’s are called splitting functions and 𝐹1 = 1. The velocity field is
described by its divergence 𝜃 (x, 𝜏) = ∇·v(x, 𝜏) which, similarly to the field 𝛿𝜌 (x, 𝜏),
can be written as a perturbative solution of the Euler and Poisson equations as

𝜃 (x, 𝜏) = −d𝐷 (𝜏)
d𝜏

(
𝜃 (1) (x) + 𝐷 (𝜏)𝜃 (2) (x) + . . .

)
(4.7)

where

𝜃 (𝑛) (k) =
[
𝑛∏
𝑖=1

∫
d3𝑘𝑖

(2𝜋)3

]
(2𝜋)3𝛿

(3)
D

(
k −

𝑛∑︁
𝑖=1

k𝑖

)
𝐺𝑛 (k1, · · · , k𝑛)𝛿(1)𝜌 (k1) · · · 𝛿(1)𝜌 (k𝑛)

(4.8)



49

and 𝐺1 = 1. In this chapter, we only need the explicit expressions [124] for 𝐹2, 𝐺2

and 𝐹3, which are

𝐹2(k1, k2) =
5
7
+ 1

2
k1 · k2

𝑘1𝑘2

(
𝑘1

𝑘2
+ 𝑘2

𝑘1

)
+ 2

7
(k1 · k2)2

𝑘2
1𝑘

2
2

, (4.9)

𝐺2(k1, k2) =
3
7
+ 1

2
k1 · k2

𝑘1𝑘2

(
𝑘1

𝑘2
+ 𝑘2

𝑘1

)
+ 4

7
(k1 · k2)2

𝑘2
1𝑘

2
2

, (4.10)

𝐹3(k1, k2, k3) =
2𝑘2

123
54

[
k1 · k23

𝑘2
1𝑘

2
23
𝐺2(k2, k3) + (2 cyclic)

]
+ 7

54
k123 ·

[
k12

𝑘2
12
𝐺2(k1, k2) + (2 cyclic)

]
+ 7

54
k123 ·

[
k1

𝑘2
1
𝐹2(k2, k3) + (2 cyclic)

]
, (4.11)

where k𝑖 𝑗 𝑙... = k𝑖 + k 𝑗 + k𝑙 + · · · .

The matter overdensity perturbation field at linear order 𝛿(1)𝜌 is related to the pri-
mordial curvature fluctuation 𝛿𝜁 by

𝛿
(1)
𝜌 (k) = 𝑀 (𝑘)𝛿𝜁 (k) (4.12)

where for small wavevectors 𝑀 (𝑘) ∝ 𝑘2, and for large wavevectors (below the
nonlinear scale) 𝑀 (𝑘) ∼

√
𝑘 [117]. For the purposes of analytical estimates, we

will use the following approximate expression for 𝑀 (𝑘)

𝑀 (𝑘) ≃
(

2
5Ω𝑚

) [
𝑘2

𝐻2
0
𝜃 (𝑞0 − 𝑘) +

√︄
𝑘

𝑞0

𝑞2
0

𝐻2
0
𝜃 (𝑘 − 𝑞0)

]
. (4.13)

Here 𝐻0 ≃ 70 km s−1Mpc−1 is the Hubble constant today, Ω𝑚 ≃ 0.3 is the fraction
of matter energy density, and 𝑞0 ≃ 0.015 Mpc−1.

Matter overdensity correlators are computed using the Effective Field Theory of
Large Scale Structure (EFT-of-LSS) [125, 126]. We work only to leading order in
this theory.

Galaxy Density Perturbations and Regularization Schemes
As mentioned in the Introduction, the galaxy overdensity field 𝛿𝑔 can be written as
a biased tracer of the underlying matter overdensity field 𝛿𝜌

𝛿𝑔 (x) = 𝑏1𝛿𝜌 (x) +
𝑏2

2
𝛿2
𝜌 (x) + . . . . (4.14)
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In the equation above we omitted operators that are outside the scope of this chapter
as well as the terms that set the expectation value of 𝛿𝑔 to zero. The general form
of the additional terms represented by the ellipses in the bias expansion above is
known [114] (even for different forms of the power spectrum) and it could include
other operators that do not appear as counterterms [127].

The composite operators in Eq. (4.14) need to be regularized and renormalized.
Here we will focus on the operator 𝛿2

𝜌 as an illustration of the dependence of the
counterterms on the regularization scheme. What we conclude could be generalized
to other composite operators in the galaxy bias expansion. Generically, regulariza-
tion is achieved by introducing a wavevector cutoff Λ in divergent integrals. Here
we present three possible choices for the cutoff regulator.

The first regularization scheme we consider consists in cutting off the large wavevec-
tor component of the linearized solution 𝛿(1)𝜌 of the gravitational evolution equations,
i.e. performing the following replacement:

𝛿
(1)
𝜌 (q) → 𝛿

(1)
𝜌 (q)𝜃 (Λ − 𝑞) . (4.15)

As we will discuss in Sec. 4.3 this prescription reproduces the results previously
found in [119] after assuming the UV asymptotic behavior for 𝑀 given in Eq. (4.13).
This prescription has the advantage that, had we worked at higher order in the EFT-
of-LSS, it would have regulated both the correlators of 𝛿𝜌 and of the composite
operator 𝛿2

𝜌.

Since we are working to lowest order in the EFT-of-LSS we introduce a second
and a third renormalization prescriptions for 𝛿2

𝜌 that do not explicitly cut off large
wavevectors in the non-linear gravitational evolution equations.

One choice is to cut off the large wavevectors of the full solution 𝛿𝜌 of the gravita-
tional equations, i.e.

𝛿𝜌 (q) → 𝛿𝜌 (q)𝜃 (Λ − 𝑞) , (4.16)

which implies

𝛿2
𝜌 (k) →

∫
d3𝑞

(2𝜋)3 𝛿𝜌 (q)𝛿𝜌 (k − q)𝜃 (Λ − 𝑞)𝜃 (Λ − |k − q|) . (4.17)

The third prescription is obtained from the second one by expanding for 𝑘 ≪ 𝑞 one
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of the two thetas in the convolution integral of 𝛿2
𝜌 and keeping only the leading term.

𝛿2
𝜌 (k) →

∫
d3𝑞

(2𝜋)3 𝛿𝜌 (q)𝛿𝜌 (k − q)𝜃 (Λ − 𝑞)

=

∫
d3𝑞

(2𝜋)3 𝛿𝜌 (q)𝛿𝜌 (k − q)
[
𝜃 (Λ − 𝑞) + 𝜃 (Λ − |k − q|)

2

]
. (4.18)

In the square bracket of the above equation we explicitly symmetrized the regular-
ization kernel, thus rendering the expression manifestly symmetric in the two 𝛿𝜌’s.
This last prescription leads to a spherically symmetric integration region (hence
simplifying the integrals).

We find that all three regulators give the same non-boost invariant terms2 and that
they can be removed by expressing 𝜙𝐺 in Lagrangian coordinates as expected from
the results of [119, 128]. After assuming a UV asymptotic behavior for 𝑀 (e.g. the
one in Eq. (4.13)), the second and third regulators give the same coefficients for the
boost invariant terms which, however, differ from the ones in the first prescription.
Hence, in the following, we will only discuss the first and the third regularization
schemes.

We will deal with infrared divergences that arise in the computation of correlators of
the galaxy overdensity field by expanding the integrands around 𝑞 = ∞ and retaining
only the terms that contribute to the UV divergence. These terms are infrared safe.

4.3 Renormalization of the operator 𝛿2
𝜌 at one loop

The correlators of 𝛿𝑔 are sensitive to the physics of large wavevectors where pertur-
bation theory is no longer valid. To make analytic predictions using a perturbative
approach, composite operators in the galaxy bias expansion need to be regularized
and renormalized adding counterterms that remove the sensitivity to the physics of
large wavevectors. Following [115], we only keep the fastest growing modes in the
computation of the counterterms.

Note that the composite operator 𝛿2
𝜌 can ultimately be written as a convolution of

fields 𝜙𝐺 at different wavevectors. Therefore, we find the one-loop counterterms by
contracting two such fields, introducing a UV regulator Λ (as described in Sec. 4.2),
and by selecting the parts that diverge as Λ goes to infinity.

Even though all the amplitudes presented in this chapter can be obtained applying
Wick’s theorem, such operation can be tedious and cumbersome. Therefore, we will

2In this chapter we refer to operators that diverge as a single wave-vector vanishes as non-boost
invariant.
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p

k1

𝑟 − 1

1

𝑠 − 1

1

𝑓𝑟 𝑓𝑠

Figure 4.1: Generic one-loop divergent diagrams at first order in gravitational
evolution.

use a diagrammatic formalism to graphically keep track of the different contributions
in the renormalization of the operator 𝛿2

𝜌 (see Appendix 4.B for details). Diagrams
with 𝑁 cross vertices represent contributions to the 𝑁-point galaxy overdensity field
correlator ⟨𝛿𝑔 (k1) . . . 𝛿𝑔 (k𝑁 )⟩.

In this section, we discuss the one-loop renormalization of the quadratic operator
𝛿2
𝜌 for local primordial non-Gaussianity. At the end of the section, we give the

full renormalized expression of the operator 𝛿2
𝜌 up to third order in gravitational

evolution in the first and the third renormalization schemes introduced above. Using
the first regularization prescription, we reproduce the results found in [119] after
assuming the UV asymptotic behavior for 𝑀 of Eq. (4.13).

First Order in Gravitational Evolution
In this subsection, we work at linear order in gravitational evolution, i.e. we set all
the 𝐹𝑛’s and 𝐺𝑛’s (for 𝑛 > 1) to zero. We compute the counterterms needed to
renormalize the operator 𝛿2

𝜌 at one loop in the presence of primordial non-Gaussian
perturbations of the form of Eq. (4.1). In Fig. 4.1, we show all the (amputated)
one-loop divergent diagrams with a single insertion of 𝛿2

𝜌. These diagrams are
obtained by contracting a single 𝜙𝐺 from each 𝛿𝜌 in 𝛿2

𝜌.

Here, the first regularization prescription gives

(2−𝛿𝑟𝑠)𝑟𝑠 𝑓𝑟 𝑓𝑠
∫

d3𝑞

(2𝜋)3𝑀 (𝑞)𝑀 ( |k1−q|)𝑃𝜙 ( |p+q|)𝜃 (Λ−𝑞)𝜃 (Λ−|k1−q|) (4.19)

where p is the total wavevector entering the 𝑓𝑟 vertex. We evaluate this kind of
integral in cylindrical coordinates where the product of the two thetas can naturally
be embedded in the integration measure.
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The third regularization prescription gives

(2 − 𝛿𝑟𝑠)𝑟𝑠 𝑓𝑟 𝑓𝑠𝜎2(k1, p;Λ) (4.20)

where

𝜎2(k1, p;Λ) =
∫

d3𝑞

(2𝜋)3𝑀 (𝑞)𝑀 ( |k1−q|)𝑃𝜙 ( |p+q|)
[
𝜃 (Λ − 𝑞) + 𝜃 (Λ − |k1 − q|)

2

]
.

(4.21)
We embed the thetas in the integration measure and we expand the remaining part
of the integrand around 𝑞 = ∞, using the large wavevector asymptotic expression
of Eq. (4.13) for 𝑀 . We keep only the powers that give rise to UV divergent terms
(i.e. all the terms up to 𝑞−2). Note that terms in the integrand suppressed by powers
of k/q give rise to finite contributions that are dropped. These terms do not contain
IR or collinear divergences. After this procedure the divergent parts of the integral
in Eq. (4.19) are

𝜎2
asy ≡ 4

25
𝐴𝑞3

0

Ω2
𝑚𝐻

4
0

Λ

2𝜋2 . (4.22)

Due to the spherical symmetry of the integration region of Eq. (4.21), for the third
prescription an alternative procedure can be followed. Expanding the integrand for
𝑘1, 𝑝 ≪ 𝑞 and performing the angular integral dΩ𝑞, the linearly divergent part of
Eq. (4.21) is

𝜎2 ≡ 𝜎2(0, 0;Λ) =
∫

d3𝑞

(2𝜋)3𝑀
2(𝑞)𝑃(𝑞)𝜃 (Λ − 𝑞) . (4.23)

𝜎2 coincides with𝜎2
asy when using the UV asymptotic expression for𝑀 of Eq. (4.13).

We therefore introduce the following position space counterterms to make correla-
tors involving the operator 𝛿2

𝜌 finite as Λ goes to infinity

𝑐𝑟−1,𝑠−1(Λ) : 𝜙𝑟−1
𝐺 (x) :: 𝜙𝑠−1

𝐺 (x) : (4.24)

where
𝑐𝑟−1,𝑠−1(Λ) = −𝑟𝑠 𝑓𝑟 𝑓𝑠𝜎2

asy (4.25)

and 𝜎2 can be used in place of 𝜎2
asy. At one loop the two normal orderings in

Eq. (4.24) can be merged to a single overall one, and consequently the counterterms
take the form

𝑐𝑛 (Λ) : 𝜙𝑛𝐺 (x) :=

(
𝑛∑︁
𝑖=0

𝑐𝑖,𝑛−𝑖 (Λ)
)

: 𝜙𝑛𝐺 (x) : . (4.26)
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p

k2

p′

𝑓𝑟 𝑓𝑠

k1

𝑟 − 1

1

𝑠 − 1

1

Figure 4.2: Diagrams with a single 𝐹2 vertex used to determine the counterterm for
𝛿2
𝜌 linear in 𝛿𝜌.

As mentioned above the first and the third prescriptions give the same counterterms
which up to second order in the field 𝜙𝐺 are

−𝜎2
asy

[
4 𝑓2 𝜙𝐺 (x) + (6 𝑓3 + 4 𝑓 2

2 ) : 𝜙2
𝐺 (x) :

]
. (4.27)

Second Order in Gravitational Evolution
We now study the effect of non-linear gravitational evolution on renormalization for
non-Gaussian primordial fluctuations of the local type. In this case the renormal-
ization of 𝛿2

𝜌 will generate counterterms linear in 𝛿(1)𝜌 (which will reassemble to 𝛿𝜌
when higher order terms are included).

We begin by considering Gaussian primordial fluctuations (see Fig. 4.2 choosing
𝑟 = 1 and 𝑠 = 1) and we evaluate its divergent coefficient in the first and third
regularization prescriptions described in Sec. 4.2.

The first prescription gives

4
∫

d3𝑞

(2𝜋)3𝐹2(q,−k1)𝑀2(𝑞)𝑃𝜙 (𝑞)𝜃 (Λ − 𝑞) , (4.28)

where we dropped thetas of the type 𝜃 (Λ − 𝑘𝑖) since 𝑘𝑖 < Λ . Expanding for small
𝑘1/𝑞 and performing the angular integral dΩ𝑞, the linearly divergent part of the
above equation is

68
21

∫
d𝑞
2𝜋2 𝑞

2𝑀2(𝑞)𝑃𝜙 (𝑞)𝜃 (Λ − 𝑞) = 68
21
𝜎2 ≃ 68

21
𝜎2

asy , (4.29)

where in the last step we assumed the UV asymptotic behavior of Eq.(4.13) for 𝑀 .
This result reproduces the counterterms already found in the literature [117].

For the third prescription, 𝛿2
𝜌 at this order is∫

d3𝑞

(2𝜋)3

[
𝛿
(2)
𝜌 (q)𝛿(1)𝜌 (k1 − q) + 𝛿(1)𝜌 (q)𝛿(2)𝜌 (k1 − q)

]
𝜃 (Λ − 𝑞) . (4.30)
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k2 k1 − q

q

k1
k2 q

k1 − q

k1

Figure 4.3: Two routings of the loop diagram with a single 𝐹2 vertex used to
determine the counterterm for 𝛿2

𝜌 linear in 𝛿𝜌 with Gaussian primordial fluctuations.

Contracting one of the 𝜙𝐺 fields in 𝛿(2)𝜌 with the 𝜙𝐺 field in 𝛿(1)𝜌 gives an operator
proportional to 𝛿(1)𝜌 (k1) with (divergent) coefficient

2
∫

d3𝑞

(2𝜋)3

[
𝐹2(−q, k1)𝑀2(𝑞)𝑃𝜙 (𝑞)

+ 𝐹2(−k1 + q, k1)𝑀2( |k1 − q|)𝑃𝜙 ( |k1 − q|)
]
𝜃 (Λ − 𝑞) . (4.31)

In diagrammatic notation, the two terms above are represented by the (amputated)
diagrams of Fig. 4.3 and correspond to two ways of routing the loop wavevector.
We observe that the two terms in the square bracket can be made equal to each
other with the change of variable q → k1 − q, however the integrands are not equal
because of the presence of the theta function. Thus, we expect the above integrals
to differ by a surface term which will impact the explicit form of the counterterms.

Expanding for small 𝑘1/𝑞 and performing the angular integral dΩ𝑞, the linearly
divergent parts of Eq. (4.31) are∫

d𝑞
2𝜋2

{
34
21
𝑞2𝑀2(𝑞)𝑃𝜙 (𝑞) +

34
21
𝑞2𝑀2(𝑞)𝑃𝜙 (𝑞) −

1
3

d
d𝑞

(
𝑞3𝑀2(𝑞)𝑃𝜙 (𝑞)

)}
𝜃 (Λ−𝑞) = 68

21
𝜎2−1

3
𝜌2

(4.32)
where

𝜌2 =

∫
d𝑞
2𝜋2

[
d

d𝑞
(
𝑞3𝑀2(𝑞)𝑃𝜙 (𝑞)

) ]
𝜃 (Λ − 𝑞) . (4.33)

On the left hand side of Eq. (4.32), the first term corresponds to the first routing while
the other two terms correspond to the second routing. Notice that 𝜌2 coincides with
𝜎2

asy when using the UV asymptotic expression for 𝑀 of Eq. (4.13). As anticipated,
the contributions from the two routings differ by a total derivative term. Since this
term is linearly divergent, it will contribute to the value of the counterterm. We
observe that the first term (bulk) on the right hand side of Eq. (4.32) is the same
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as the counterterm for the first prescription of Eq. (4.28). In loops containing box
vertices (representing non-linear gravitational evolution), the third prescription — in
diagrammatic formalism — entails symmetrizing the contribution of a diagram over
the two possible routings in analogy to Fig. 4.3.

Non-Gaussian primordial fluctuations generate counterterms proportional to the
operators 𝛿(1)𝜌 𝜙𝑛

𝐺
. To determine their divergent coefficients we evaluate the diagrams

in Fig. 4.2 in the regularization prescriptions described above. For each choice of 𝑟
and 𝑠 (s.t. 𝑟 + 𝑠 = 𝑛) we need to sum over two diagrams. Letting p and p′ be the sum
of the wavevectors entering the 𝑓𝑟 and 𝑓𝑠 vertices, respectively, the total amplitude
is

2 𝑟𝑠 𝑓𝑟 𝑓𝑠
∫

d3𝑞

(2𝜋)3𝐹2(k1 + k2 − q,−k2)𝑀 (𝑞)𝑀 ( |k1 + k2 − q|)
[
𝑃𝜙 ( |p + q|) + 𝑃𝜙 ( |p′ + q|)

]
R𝑖

(4.34)

where the R𝑖 is the regularization kernel in scheme 𝑖 and

R1 = 𝜃 (Λ − 𝑞)𝜃 (Λ − |k1 + k2 − q|) , (4.35)

R3 =
𝜃 (Λ − 𝑞) + 𝜃 (Λ − |k1 − q|)

2
. (4.36)

Proceeding as before, we obtain for the divergent parts

2 𝑟𝑠 𝑓𝑟 𝑓𝑠

(
68
21

+ k2 · (p + p′)
𝑘2

2

)
𝜎2

asy , (4.37)

2 𝑟𝑠 𝑓𝑟 𝑓𝑠

[(
68
21

+ k2 · (p + p′)
𝑘2

2

)
𝜎2 − 1

3
𝜌2

]
. (4.38)

We observe that within each regularization prescription presented in this chapter, the
Gaussian and non-Gaussian coefficients of the 𝑘-independent parts coincide [119] up
to a factor of 2𝑟𝑠 𝑓𝑟 𝑓𝑠 (compare Eqs. (4.29) and (4.32) with Eqs. (4.37) and (4.38)).
However, as expected [128], in the non-Gaussian case non-boost invariant terms
proportional to k2 · (p + p′)/𝑘2

2 appear. These shift the argument of the field 𝜙𝐺
from its Eulerian coordinate x to its initial Lagrangian position x0 (see Eq. (4.48))
and are the same in the three regularization schemes studied in this chapter.

Finally we notice that the two routings in the third prescription generate equal and
opposite surface terms that are non-boost invariant. For example, for the counterterm
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k2

k3

k1

k2 k3k1

Figure 4.4: Diagrams with one 𝐹3 and two 𝐹2’s used to determine the counterterms
for 𝛿2

𝜌 quadratic in 𝛿𝜌 with Gaussian primordial fluctuations.

proportional to 𝛿(1)𝜌 𝜙𝐺 we get

4 𝑓2
∫

d𝑞
2𝜋2

{ (
34
21

+ k2 · k3

2𝑘2
2

)
𝑞2𝑀2(𝑞)𝑃𝜙 (𝑞) −

(
k2 · k3

6𝑘2
2

+ 1
3

)
d

d𝑞
(
𝑞3𝑀2(𝑞)𝑃𝜙 (𝑞)

)
+

(
34
21

+ k2 · k3

2𝑘2
2

)
𝑞2𝑀2(𝑞)𝑃𝜙 (𝑞) +

k2 · k3

6𝑘2
2

d
d𝑞

(
𝑞3𝑀2(𝑞)𝑃𝜙 (𝑞)

)}
𝜃 (Λ − 𝑞)

(4.39)

where in this case p = k3 and p′ = 0, and the two lines correspond to the two
possible routings of the loop wavevector. Again we note that the non-boost invariant
surface terms proportional to (k2 · k3)/𝑘2

2 cancel when considering both routings.

Third Order in Gravitational Evolution
We now consider the one-loop counterterms at second order in the field 𝛿(1)𝜌 . We
have two different diagram topologies (the Gaussian ones are shown in Fig. 4.4).
The amplitudes for the two topologies at arbitrary order in primordial local non-
Gaussianity are

12 𝑟𝑠 𝑓𝑟 𝑓𝑠
∫

d3𝑞

(2𝜋)3𝐹3(k1 + k2 + k3 − q,−k2,−k3)𝑀 (𝑞)𝑀 ( |k1 + k2 + k3 − q|)[
𝑃𝜙 ( |q + p|) + 𝑃𝜙 ( |q + p′|)

]
R

(𝑎)
𝑖
,

(4.40)

and

16 𝑟𝑠 𝑓𝑟 𝑓𝑠
∫

d3𝑞

(2𝜋)3𝐹2(q + k2,−k2)𝐹2(k1 + k3 − q,−k3)𝑀 ( |q + k2 |)𝑀 ( |k1 + k3 − q|)[
𝑃𝜙 ( |q + p + k2 |) + 𝑃𝜙 ( |q + p′ + k2 |)

]
R

(𝑏)
𝑖
.

(4.41)
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In the equations above,

R
(𝑎)
1 = 𝜃 (Λ − 𝑞)𝜃 (Λ − |k1 + k2 + k3 − q|) , (4.42)

R
(𝑏)
1 = 𝜃 (Λ − |q + k2 |)𝜃 (Λ − |k1 + k3 − q|) , (4.43)

and R
(𝑎)
3 = R

(𝑏)
3 are given in Eq. (4.36).

We now give the full renormalized expression of the operator 𝛿2
𝜌 up to third order in

the gravitational evolution for local primordial non-Gaussianity. For completeness
we reintroduce the subtraction of the vacuum expectation value ⟨𝛿2

𝜌⟩.

For the first prescription we have

𝛿2
𝜌 (x)

��
𝑅
= 𝛿2

𝜌 (x)−𝜎2
asyS[𝜙𝐺]

[
1 + 68

21
𝛿𝜌 (x) +

2624
735

𝛿2
𝜌 (x) +

254
2205

(
𝜕𝑖𝜕𝑗

∇2 𝛿𝜌 (x)
) (
𝜕𝑖𝜕𝑗

∇2 𝛿𝜌 (x)
)]
,

(4.44)

which reproduces the results of [119] after using the UV asymptotic expression 𝜎2
asy

in place of 𝜎2 for the Gaussian cases.

When using the third prescription we obtain

𝛿2
𝜌 (x)

��
𝑅
= 𝛿2

𝜌 (x) − S[𝜙𝐺]
[
𝜎2 +

(
68
21
𝜎2 − 1

3
𝜌2

)
𝛿𝜌 (x)+

+
(
2624
735

𝜎2 − 73
105

𝜌2 + 1
30
𝛾2

)
𝛿2
𝜌 (x)+

+
(

254
2205

𝜎2 − 16
105

𝜌2 + 1
15
𝛾2

) (
𝜕𝑖𝜕𝑗

∇2 𝛿𝜌 (x)
) (
𝜕𝑖𝜕𝑗

∇2 𝛿𝜌 (x)
)]
,

(4.45)

where
𝛾2 =

∫
d𝑞
2𝜋2

{
d

d𝑞

[
𝑞4 d

d𝑞
(
𝑀2(𝑞)𝑃𝜙 (𝑞)

) ]}
𝜃 (Λ − 𝑞). (4.46)

In the above equations

S[𝜙𝐺] = 1 + 4 𝑓2𝜙𝐺 (x0) + (6 𝑓3 + 4 𝑓 2
2 ) : 𝜙2

𝐺 (x0) : + · · · (4.47)

where, at this order in the gravitational evolution,

𝜙𝐺 (x0) = 𝜙𝐺 (x) +
(
𝜕ℓ

∇2 𝛿𝜌 (x)
)
𝜕ℓ𝜙𝐺 (x) −

1
2
𝜕ℓ

∇2

{
𝛿2
𝜌 (x) −

(
𝜕𝑖𝜕𝑗

∇2 𝛿𝜌 (x)
)2

}
𝜕ℓ𝜙𝐺 (x)

+ 1
2

(
𝜕𝑖

∇2 𝛿𝜌 (x)
) (
𝜕𝑗

∇2 𝛿𝜌 (x)
)
𝜕𝑖𝜕𝑗𝜙𝐺 (x) (4.48)
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and the ellipses in Eq. (4.47) can be deduced from Eq. (4.25) and Eq. (4.26). In
Eq.(4.47) the one corresponds to the Gaussian case and the remaining terms arise
from primordial non-Gaussianity. The relationship between the counterterms in the
Gaussian and non-Gaussian cases was first noted in [119].

4.4 Concluding Remarks
Composite operators in the bias expansion for the galaxy overdensity field are
defined with a large wavevector cutoff (Λ) and are renormalized to remove the
dependence of galaxy overdensity correlators on the wavevector cutoff. In this
chapter we explored the regularization scheme dependence of the counterterms
in the Galaxy bias expansion. We showed by explicit computation how different
regularization prescriptions affect the coefficients of the counterterms. As expected
the coefficients of the non-boost invariant operators coincide for the regularization
schemes explored in this chapter and they rearrange to shift the argument of the field
𝜙𝐺 from Eulerian to Lagrangian coordinates. On the other hand, the boost-invariant
terms are dependent on the regularization scheme. Our calculations illustrate the
power of the general methods developed in Refs. [119, 128].

4.A Conformal Invariance of 𝛿𝜁 correlators at tree-level
In this Appendix, we prove that in local non-Gaussianity all the tree-level correlators
of the curvature fluctuations 𝛿𝜁 are conformally invariant.

We start by introducing a diagrammatic notation for the 𝑁-point correlators 𝑃(𝑁)

defined as

⟨𝛿𝜁 (k1) . . . 𝛿𝜁 (k𝑁 )⟩ = (2𝜋)3𝛿(k1 + · · · + k𝑁 )𝑃(𝑁) (k1, . . . , k𝑁 ) . (A.1)

We separate the sum of all the tree-level contributions (𝑇 (𝑁)) from the sum of the
loop contributions using the following notation

𝑃(𝑁) (k1, . . . , k𝑁 ) = 𝑇 (𝑁) (k1, . . . , k𝑁 ) + loops , (A.2)

and we shall refer to 𝑇 (𝑁) as the tree-level correlator in wavevector space.

Using 𝛿𝜁 as in Eq. (4.1), we first consider the case where only 𝑓1 and 𝑓2 are non-zero.
Then, it is straightforward to see that the tree-level N-point correlator is

𝑇 (𝑁) (k1, . . . , k𝑁 ) = 2𝑁−2𝐴𝑁−1 𝑓 2
1 𝑓

𝑁−2
2

1
2

∑︁
P(k1...k𝑁 )

1
𝑘3

1

1
|k1 + k2 |3

· · · 1
|k1 + · · · + k𝑁−1 |3

,

(A.3)
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k1 k𝑛k2 k𝑛−1

Figure A.1: Generic chain diagram.

where the sum is over all the permutations P(k1 . . . k𝑁 ) of the wavevectors. The
diagram in Figure A.1 represents the identity permutation contribution to 𝑇 (𝑁)

above.

More generally, contributions to the𝑁-point function can be represented by diagrams
with 𝑁 vertices (dots) connected by solid lines.

To compute the connected tree-level 𝑁-point function of 𝛿𝜁 , we first draw all the
connected tree diagrams with 𝑁 vertices, i.e. different topologies. For each diagram
we arbitrarily assign the wavevectors k1, k2, . . . k𝑁 to the various vertices.

We then use the following rules to compute the contribution to𝑇 (𝑁) of each diagram.

• Every vertex with 𝑛 lines emerging from it contributes a factor of 𝑓𝑛.

• Every line between two vertices contributes a factor
𝐴

|∑𝑖 k𝑖 |3
where the sum

is over the wavevectors that precede and include either of the two vertices
along the tree (these two choices are equivalent due to overall wavevector
conservation).

• Every diagram has a combinatorial factor that is given by the number of ways
in which the lines from the various vertices can be joined together.

• Every diagram has a symmetry factor that is given by the inverse of the number
of symmetries the diagram has. For example, the diagram in Fig. A.1 has
a symmetry factor of 1/2 because of the reflection symmetry of the chain
around its center while the second diagram in Fig. A.2 has a symmetry factor
of 1/3!.

Finally, we sum over the 𝑁! permutations of the wavevectors P(k1, . . . , k𝑁 ).

For example, the full expression for 𝑇 (4) is given below and corresponds to the
two diagrams in Fig. A.2, where we didn’t label the vertices since the sum over
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Figure A.2: Contributions to 𝑇 (4) .

permutations is implied

𝑇 (4) = 22𝐴3 𝑓 2
1 𝑓

2
2

1
2

∑︁
P(k1,...,k𝑁 )

1
𝑘3

1𝑘
3
2 |k1 + k2 |3

+ 𝐴3 𝑓 3
1 𝑓33!

1
3!

∑︁
P(k1,...,k𝑁 )

1
𝑘3

1𝑘
3
2𝑘

3
4
.

(A.4)

It is convenient to introduce the following notation:

𝑇 (𝑁) (k1, . . . , k𝑁 ) =
∑︁

𝑖∈
{topologies

with 𝑁
vertices

} 𝑇 (𝑁)
𝑖

(k1, . . . , k𝑁 ) =
∑︁

𝑖∈
{topologies

with 𝑁
vertices

}
∑︁

P(k1,...,k𝑁 )
𝑡
(𝑁)
𝑖

(k1, . . . , k𝑁 ) ,

(A.5)
where we split each tree-level 𝑁-point function into a sum of terms from different
topologies each of which is further expressed as a sum over the 𝑁! permutations
[P(k1, . . . , k𝑁 )] of the external wavevectors.

Most inflationary models predict almost scale invariant 𝛿𝜁 correlators (with confor-
mal weight Δ = 0), some of which are also conformally invariant [129].

In Primordial local Non-Gaussianity, 𝛿𝜁 is a function of powers of 𝜙𝐺 only (and not
its derivatives). Being that the two point function of the Gaussian field 𝜙𝐺 is scale
invariant, we expect 𝛿𝜁 correlators to be scale invariant as well. In the following, we
demonstrate that the conformal invariance of any tree-level 𝑁-point correlator of 𝛿𝜁
follows from the conformal invariance of the 𝑁 = 2 correlator of 𝜙𝐺 . Moreover, we
explicitly show that this holds separately for each topology and each permutation.
Conformal invariance of the correlators implies that the conformal Ward identities
are satisfied, 

©«
𝑁∑︁
𝑗=1
𝑗≠𝛼

K 𝑗

ª®®®¬ 𝑡
(𝑁)
𝑖

(k1, . . . , k̄𝛼, . . . , k𝑁 )

 k̄𝛼=−
∑

𝛽≠𝛼 k𝛽

= 0 , (A.6)

where
K 𝑗 ≡ 2(Δ − 3)∇ 𝑗 − 2(k 𝑗 · ∇ 𝑗 )∇ 𝑗 + k 𝑗∇2

𝑗 . (A.7)



62

Here, K 𝑗 are the generators of special conformal transformations in wavevector
space and ∇ 𝑗 ≡ 𝜕k 𝑗

. In our case Δ is equal to zero.

We choose the 𝛼’th wavevector to be the dependent one and we use the overall
wavevector conservation to express that wavevector in terms of the others. Any tree-
level (𝑁 +1)−point diagram can be constructed from an 𝑁−point tree-level diagram
by adding a line to one of its 𝑁 vertices. Labelling this vertex with the wavevector
k𝛼 and choosing it to be the dependent one as before, we have the recursion relation

𝑡
(𝑁+1)
𝑖′ (k1, . . . , k𝛼, . . . , k𝑁+1) =

𝑓𝑚(𝛼)+1

𝑓𝑚(𝛼)
𝑡
(𝑁)
𝑖

(k1, . . . , k𝛼, . . . , k𝑁 )
𝐴

|k𝑁+1 |3
(A.8)

where 𝑚(𝛼) is the number of legs emerging from the 𝛼’th vertex in 𝑡 (𝑁)
𝑖

. Therefore,
the conformal Ward identities for the 𝑡 (𝑁+1)

𝑖′ diagram are©«
𝑁+1∑︁

𝑗=1, 𝑗≠𝛼
K 𝑗

ª®¬ 𝑡 (𝑁+1)
𝑖′ (k1, . . . , k̄𝛼, . . . , k𝑁+1)

 k̄𝛼=−
∑

𝛽≠𝛼 k𝛽

=
𝐴

|k𝑁+1 |3


𝑓𝑚(𝛼)+1

𝑓𝑚(𝛼)

©«
𝑁∑︁

𝑗=1, 𝑗≠𝛼
K 𝑗

ª®¬ 𝑡 (𝑁)𝑖
(k1, . . . , k̄𝛼, . . . , k𝑁 )

 k̄𝛼=−
∑

𝛽≠𝛼 k𝛽

+

+ K𝑁+1

(
𝐴

|k𝑁+1 |3

) [
𝑓𝑚(𝛼)+1

𝑓𝑚(𝛼)
𝑡
(𝑁)
𝑖

(k1, . . . , k̄𝛼, . . . , k𝑁 )
]

k̄𝛼=−
∑

𝛽≠𝛼 k𝛽

. (A.9)

Using the above equation recursively the conformal invariance of the 𝑁−point
function follows from the conformal invariance of the two-point function. The
above proof can be trivially extended to Δ ≠ 0.

4.B Feynman Rules for the Galaxy Bias expansion
Here we describe the diagrammatic formalism we use to graphically keep track of
the different contributions in the renormalization of the operator 𝛿2

𝜌. We find the
diagrammatic notation introduced here closer to the Feynman diagrams typically
used in particle physics compared to what is present in the literature.

For the calculations performed in this chapter we need three kinds of vertices — the
dot, the box and the cross — and three kinds of lines — the solid, the dashed and the
wavy. Fig B.1 shows the factors associated with each of the above elements. The 𝑓𝑖
and 𝐹𝑛 vertices describe the effect of primordial non-Gaussianities and non-linear
gravitational evolution respectively. The 𝑏𝑖 vertices represent the insertion of the
operator

(
𝛿𝜌

) 𝑖 in correlators of the galaxy overdensity field. Solid and dashed lines
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𝑖

1

𝑓𝑖

p1

pn

𝐹𝑛 (p1, . . . , p𝑛)

𝑏𝑟+𝑠
(𝑟 + 𝑠)!

𝑠

1

𝑟

1

q

𝑃𝜙 (𝑞)

q

𝑀 (𝑞)

q

1

Figure B.1: Feynman rules for the vertices and the lines used in the computation of
galaxy overdensity field correlators.

denote the power spectrum 𝑃𝜙 of the Gaussian field and the transfer function 𝑀
introduced in Eqs. (4.2) and (4.12), respectively.

Valid diagrams representing contributions to the connected correlators of the galaxy
overdensity field 𝛿𝑔 in wavevector space are drawn using the following rules,

• Every 𝑓𝑖 vertex (dot) is connected to a dashed line and to 𝑖 solid lines;

• Every 𝐹𝑛 vertex (box) is connected to a wavy line and to 𝑛 dashed lines. Each
dashed line is connected to a solid line;

• Every 𝑏𝑖 vertex (cross) is connected to 𝑟 wavy lines and 𝑠 dashed lines where
𝑟 + 𝑠 = 𝑖, 𝑟, 𝑠 ≥ 0.

Diagrams with 𝑁 cross vertices represent contributions to the galaxy overdensity
field correlator ⟨𝛿𝑔 (k1) . . . 𝛿𝑔 (k𝑁 )⟩. To translate a diagram into a formula, we
label the 𝑁 cross vertices (arbitrarily) with wavevectors k1, . . . , k𝑁 conventionally
considered to be incoming. Then, we multiply the factors obtained using the
following rules and sum over all the distinct (𝑁!) labelings of the k𝑖’s.

• Label each internal line with a different wavevector q 𝑗 and assign a factor
𝑃𝜙 (𝑞 𝑗 ) to solid lines, 𝑀 (𝑞 𝑗 ) to dashed lines and 1 to wavy lines;

• Assign factors of 𝑓𝑖, 𝐹𝑛 (p1, . . . , p𝑛) and 𝑏𝑟+𝑠/(𝑟 + 𝑠)! to the dot, the box, and
the cross vertices as shown in Fig. B.1;
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k1

k2

k3

Figure B.2: Diagram contributing to the three point function of the galaxy overden-
sity field.

• Further assign a factor of (2𝜋)3𝛿3(k𝑖−p) to each cross labelled with wavevec-
tor k𝑖, and a factor of (2𝜋)3𝛿3(p) to each dot and box vertex, being p the sum of
the outgoing wavevectors at the vertex. This imposes wavevector conservation
at each vertex;

• Integrate over all the internal wavevectors
∫
𝑑3q 𝑗/(2𝜋)3. For each loop, this

procedure will leave an unconstrained wavevector q𝑖 to be integrated over;

• Assign a factor that takes into account the number of possible “Wick contrac-
tions”.

As anticipated in Sec.4.2 for loop diagrams regularization is needed to make the
results finite. The three regularization prescriptions discussed in the main text are
implemented in this diagrammatic notation as follows:

• For the first regularization scheme adopted in this chapter, we assign a 𝜃 (Λ−𝑝)
to each dashed line in a loop with wavevector p flowing into it;

• For the second regularization scheme, we assign a 𝜃 (Λ − 𝑝) to each line
stemming from the cross vertex in the loop with wavevector p flowing into it;

• For the third regularization scheme (i.e. cutting off the convolution integral
of 𝛿2

𝜌) the additional Feynman rule for loops prescribes summing over two
thetas as in Eq. (4.18) and dividing by a factor of two. This corresponds to
the two ways of routing the loop wavevector q (e.g. Fig. 4.3).

We will now present an illustrative example to familiarize the reader with the
notation.

The contribution to the bispectrum of the diagram in Fig. B.2 in the third regular-
ization scheme is

12 𝑏2
1
𝑏2

2
𝑓3𝑀 (𝑘2)𝑀 (𝑘3)𝑃𝜙 (𝑘2)𝑃𝜙 (𝑘3)

∫
𝑑3𝑞

(2𝜋)3𝑀 (𝑞)𝑀 ( |k1−q|)𝑃𝜙 (𝑞)
[
𝜃 (Λ − 𝑞) + 𝜃 (Λ − |k − q|)

2

]
.

(B.1)



65
k1

k2 k3

Figure B.3: Example of an infrared divergent diagram.

Using Eq. (4.13) the finite parts of loop integrals can easily be estimated in the
region 𝑘𝑖 < 𝑞0. For example for the integral in Eq. (B.1) we have∫

𝑑3𝑞

(2𝜋)3𝑃𝜙 (𝑞)𝑀 (𝑞) [𝑀 ( |q − k1 |) − 𝑀 (𝑞)] 𝜃 (Λ − 𝑞) ∼
|k1 |<𝑞0

𝐴

2𝜋2

(
2

5Ω𝑚

)2 𝑘2
1𝑞

2
0

𝐻4
0
.

(B.2)

In the text we addressed infrared divergences by expanding the integrands of loop
diagrams and truncating the infrared divergent parts. Alternatively, infrared diver-
gences in correlators of the galaxy overdensity field can be removed by introducing
an infrared regulator 𝑚, modifying the tree-level power spectrum of the primordial
curvature fluctuations as

𝑃𝜙 (𝑞) →
𝐴

(𝑞2 + 𝑚2)3/2 . (B.3)

For example, the contribution to the galaxy overdensity bispectrum in Fig. B.3 is

2
𝑏2

2
𝑏2

1 𝑓
2
2 𝑀 (𝑘2)𝑀 (𝑘3)𝑃𝜙 (𝑘2)𝑃𝜙 (𝑘3)𝜎2(k1, k2;Λ, 𝑚) + {k2 ↔ k3} (B.4)

where

𝜎2(k1, k2;Λ, 𝑚) =
∫

𝑑3𝑞

(2𝜋)3
𝐴𝑀 (𝑞)𝑀 ( |k1 − q|)
( |q + k2 |2 + 𝑚2)3/2 𝜃 (Λ − 𝑞) . (B.5)

Most of the dependence on the infrared regulator 𝑚 in the above integral is from the
region of integration where the argument of 𝑀 is less than 𝑞0. We find that

𝜎2(k1, k2;𝑚;Λ) =
(

2
5Ω𝑚𝐻0

)2
𝐴
𝑘2

3 |k1 − k2 |2

4𝜋2 log

(
𝑞2

0
𝑚2

)
+ IR finite as

𝑚

𝑞0
→ 0 .

(B.6)
For a wide range of 𝑚/𝐻0 ≪ 1, the correlators of the galaxy overdensity field
depend very weakly on the exact value of 𝑚.
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C h a p t e r 5

THE GALAXY BISPECTRUM IN THE SPHERICAL
FOURIER-BESSEL BASIS

The bispectrum, the three-point correlation in Fourier space, is a crucial statistic
for studying many effects targeted by the next-generation galaxy surveys, such as
primordial non-Gaussianity (PNG) and general relativistic (GR) effects on large
scales. In this chapter we develop a formalism for the bispectrum in the Spherical
Fourier-Bessel (SFB) basis — a natural basis for computing correlation functions
on the curved sky, as it diagonalizes the Laplacian operator in spherical coordinates.
Working in the SFB basis allows for line-of-sight effects such as redshift space
distortions (RSD) and GR to be accounted for exactly, i.e. without having to resort
to perturbative expansions to go beyond the plane-parallel approximation. Only
analytic results for the SFB bispectrum exist in the literature given the intensive
computations needed. We numerically calculate the SFB bispectrum for the first
time, enabled by a few techniques: We implement a template decomposition of the
redshift-space kernel 𝑍2 into Legendre polynomials, and separately treat the PNG
and velocity-divergence terms. We derive an identity to integrate a product of three
spherical harmonics connected by a Dirac delta function as a simple sum, and use
it to investigate the limit of a homogeneous and isotropic Universe. Moreover, we
present a formalism for convolving the signal with separable window functions,
and use a toy spherically symmetric window to demonstrate the computation and
give insights into the properties of the observed bispectrum signal. While our
implementation remains computationally challenging, it is a step toward a feasible
full extraction of information on large scales via a SFB bispectrum analysis.

5.1 Introduction
Current and next-generation large-scale-structure (LSS) surveys such as DESI [130],
Euclid [131], SPHEREx [132] and the Nancy Grace Roman Space Telescope [133]
will measure the galaxy density field over increasingly larger angular scales, en-
abling us to constrain interesting physical effects that become important on those
scales, such as primordial non-Gaussianity [134] (PNG) and general relativistic
effects [135].

While many of our current techniques for estimators and modeling are well-suited
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for small-area surveys, they are challenged in larger surveys due to the breaking down
of previously used approximations on the full sky. In particular, the plane-parallel
approximation, which assumes that each galaxy has the same line-of-sight, breaks
down when the galaxy separation becomes large in a full-sky survey. Additionally,
the Newtonian modeling of galaxy density also breaks down as general relativistic
effects that grow as 1/𝑘 become important on large scales (for details see Refs. [136–
139]).

More precisely, redshift space distortions (RSD) induce effects in the observed
galaxy density field that depend on the line-of-sight (LOS) of individual galax-
ies. Estimators assuming a fixed LOS for the entire survey will inevitably lose
information at large galaxy separations. Even if one uses Yamamoto-like estima-
tors [140–142] which assume a fixed LOS for each galaxy pair or triplet, there is
still loss of information as the galaxies could have large angular separations in a
given pair or triplet. The signal picked up by the Yamamoto estimator also includes
wide-angle effects that are usually modeled either perturbatively as an expansion in
the angular separation of the galaxy pair (i.e. an expansion whose zero-order term
is the plane-parallel approximation) [143–146], or non-perturbatively via an exact
calculation in the correlation function space [147].

This raises the question of whether the Fourier basis is the optimal basis to use on
the full sky. Indeed, the Fourier basis consists of the eigenfunctions of the Laplacian
in Cartesian coordinates; the spherical Fourier-Bessel (SFB) basis, consisting of the
eigenfunctions of the Laplacian in spherical coordinates, is a more natural basis for
data analysis on the curved sky. The SFB basis was proposed for studying galaxy
surveys since the early ’90s [148, 149], and was applied to data in the context of a
power spectrum analysis in Refs. [150–152].

Recently, an important limitation of the SFB analysis has been overcome in Ref. [153],
rendering computations of the power spectrum much more feasible: a boundary con-
dition at the lower end of the redshift range was introduced, avoiding the need to
carry many modes to model vanishing power outside of the survey footprint, which
can introduce numerical instabilities. Later, the authors of Ref. [154] developed
a SFB power spectrum estimator with a public code release, which builds on this
improvement as well as those in Ref. [155] on pixel window effects and the sepa-
ration of angular and radial transforms, making a SFB analysis feasible for surveys
measuring the power spectrum such as Nancy Grace Roman, SPHEREx, and Euclid
(see also [156, 157]).
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An alternative to the SFB basis called tomographic spherical harmonics (TSH) has
also been explored in the literature, where the galaxy density contrast in a redshift
bin is decomposed into spherical harmonics, and many redshift bins are used. In the
limit of thin bins, neighboring bins are highly correlated, and the covariance matrix
could become nearly degenerate. For thick bins, one loses information about the
radial modes that are smaller than the bin size. SFB modes, in contrast, are more
efficient basis functions since the radial modes are captured by spherical Bessel
functions which are orthogonal to each other, unlike in the case of the redshift bin
decomposition. See Ref. [158] for a detailed analysis comparing the SFB and TSH
power spectrum (at Δ𝑧 = 0.1) for current and future surveys, showing better 𝑓NL

constraints in general for the SFB method.

Limited effort, however, has been dedicated to the study of the SFB bispectrum.
The bispectrum is the 3-point correlation function in Fourier space and is of great
importance to next-generation surveys. It is shown to be powerful at breaking
parameter degeneracies when combined with the power spectrum for constraining
galaxy bias parameters, neutrino masses, and primordial non-Gaussianities (see
e.g. [132, 159–162]); the odd-parity bispectrum is also a smoking-gun signature for
general relativistic effects that become more important on large scales [163–165].

A comprehensive derivation of the SFB bispectrum including all first and second-
order GR effects, geometric effects and PNG was achieved in Ref. [166]. However,
due to the complexity of the computations involved, there has not yet been any work
numerically evaluating the SFB bispectrum signal. In fact, while most of the inte-
grals involved in calculating the signal are three-dimensional and are doable, some
of the most important and interesting ones involving RSD and PNG contributions
are four-dimensional and are intractable to compute naively.

In this chapter, we derive a mathematical identity to express the six dimensional
angular integral of three spherical harmonics connected by a Dirac-delta function
as a simple sum, and use it to study the bispectrum signal in a homogeneous and
isotropic Universe, to build intuition for later understanding the observed bispectrum
in a realistic Universe. We also use this identity to accelerate the computation of
RSD and PNG terms contributing to the observed bispectrum signal. Furthermore,
we employ a template decomposition of the second-order coupling kernel in redshift
space 𝑍2 into products of Legendre polynomials to evaluate all three-dimensional
integrals. These techniques allow us to calculate and visualize for the first time the
SFB bispectrum signal.
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We apply a general formalism we develop for convolution with a separable window
function (in the angular and radial direction) to the toy example of a spherically
symmetric window function to obtain numerical results that we study in detail. We
derive key insights into the properties of the observed SFB bispectrum in a realistic
Universe, highlighting those due to geometric effects.

The structure of this chapter is as follows. In Section 5.2 we review the SFB basis and
the modeling of the SFB galaxy power spectrum; we also describe the modeling of
the Fourier space tree-level galaxy bispectrum and define the SFB bispectrum. Then
in Section 5.3 we explore the calculation of the SFB bispectrum in the simplest case
of a homogeneous and isotropic Universe, building up key intuition for interpreting
the features of the observed bispectrum in the next section. In Section 5.4, we
incorporate various observational effects into the bispectrum, including growth of
structure, galaxy bias, RSD, PNG, and the survey window function. We present
our template decomposition technique to enable its calculation, deferring the details
of the derivation to the appendices; we then visualize and analyze the behavior of
the observed bispectrum signal. Finally, we conclude and discuss future work in
Section 5.5.

5.2 Background
In this section, we begin by reviewing the SFB formalism and the SFB power
spectrum following Ref. [154], to which we refer the readers for more details. We
then review the Fourier space bispectrum, and describe the modeling of the observed
galaxy bispectrum in redshift space including local PNG. Finally, we define the SFB
bispectrum, which we later compute in Sections 5.3 and 5.4.

The SFB formalism
The spherical Fourier-Bessel mode 𝛿ℓ𝑚 (𝑘) of the density contrast field 𝛿(𝒓) is
defined by

𝛿ℓ𝑚 (𝑘) ≡
∫

d3𝒓

[√︂
2
𝜋
𝑘 𝑗ℓ (𝑘𝑟)𝑌 ∗

ℓ𝑚 (𝒓)
]
𝛿(𝒓) . (5.1)

The inverse transform is then

𝛿(𝒓) =
∫

d𝑘
∑︁
ℓ𝑚

[√︂
2
𝜋
𝑘 𝑗ℓ (𝑘𝑟)𝑌ℓ𝑚 (𝒓)

]
𝛿ℓ𝑚 (𝑘) , (5.2)

where 𝒓 = 𝑟 𝒓 is the position vector, 𝑟 is the comoving distance from the origin, and
𝒓 is the line-of-sight direction.
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The spherical Fourier-Bessel modes are related to the Fourier modes via

𝛿ℓ𝑚 (𝑘) =
𝑘

(2𝜋) 3
2
𝑖ℓ

∫
d2 �̂� 𝑌 ∗

ℓ𝑚 ( �̂�) 𝛿(𝒌) , (5.3)

for which the inverse relation is

𝛿(𝒌) = (2𝜋) 3
2

𝑘

∑︁
ℓ𝑚

𝑖−ℓ 𝑌ℓ𝑚 ( �̂�) 𝛿ℓ𝑚 (𝑘) . (5.4)

Note that in this chapter we use the following convention for the Fourier transform:

𝑓 (𝒌) =
∫

d3𝑟 𝑒−𝑖𝒌·𝒓 𝑓 (𝒓) , (5.5)

𝑓 (𝒓) =
∫

d3𝑘

(2𝜋)3 𝑒
𝑖𝒌·𝒓 𝑓 (𝒌) . (5.6)

If unambiguous, we use the same symbol in configuration space (e.g., 𝑓 (𝒓)) as in
Fourier space (e.g., 𝑓 (𝒌)).

Observed galaxy SFB power spectrum
Let us denote the expansion of the matter density in cosmological perturbation
theory by

𝛿(𝒌, 𝑟) =
∞∑︁
𝑛=1

𝐷𝑛 (𝑟)𝛿(𝑛) (𝒌) , (5.7)

with 𝐷 (𝑟) the growth factor. Then, in the linear regime, the observed galaxy density
contrast to first order can be modeled as

𝛿𝑔,obs,(1) (𝒓) = 𝑊 (𝒓) 𝐷 (𝑟)
∫

d3𝒒

(2𝜋)3 𝑒
𝑖𝒒·𝒓 𝐴RSD(𝜇, 𝑞𝜇, 𝑟)𝑏(𝑟, 𝑞) 𝛿(1) (𝒒) , (5.8)

where 𝑊 (𝒓) is the survey window, 𝑏(𝑟, 𝑞) is the linear galaxy bias, 𝜇 = 𝒓 · �̂�, and
𝛿(1) (𝒒) is the matter density contrast in Fourier space. In what follows, the matter
density contrast will always be denoted 𝛿 without any superscript, while the galaxy
density contrast is denoted by 𝛿𝑔.

RSD effects are contained in 𝐴RSD(𝜇, 𝑞𝜇, 𝑟), which can be modeled as

𝐴RSD(𝜇, 𝑞𝜇, 𝑟) =
(
1 + 𝛽𝜇2

)
𝐴FoG(𝑞𝜇) , (5.9)

where 𝛽 = 𝑓 /𝑏 and 𝑓 = d ln𝐷/d ln 𝑎 (with 𝑎 the scale factor) is the linear growth
rate. In this chapter we ignore the Fingers-of-God effect and set 𝐴FoG(𝑞𝜇) = 1.
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Transforming to spherical Fourier-Bessel space we have that

𝛿
𝑔,obs,(1)
ℓ𝑚

(𝑘) =
∫

d𝑞
∑︁
𝐿𝑀

W𝐿𝑀
ℓ𝑚 (𝑘, 𝑞) 𝛿(1)

𝐿𝑀
(𝑞) , (5.10)

where the observed galaxy density 𝛿𝑔,obs
ℓ𝑚

(𝑘) is related to the matter density 𝛿𝐿𝑀 (𝑞)
by the mode coupling matrix W𝐿𝑀

ℓ𝑚
(𝑘, 𝑞). In our convention, this mode coupling

matrix encodes galaxy physics such as galaxy bias and RSD effects, unequal time
effects such as the growth of structure, and the survey window function𝑊 (r):

W𝐿𝑀
ℓ𝑚 (𝑘, 𝑞) =

∫
d2𝒓𝑌𝐿𝑀 (𝒓)𝑌 ∗

ℓ𝑚 (𝒓)W
𝐿
ℓ (𝑘, 𝑞, 𝒓) , (5.11)

where

W𝐿
ℓ (𝑘, 𝑞, 𝒓) =

2𝑞𝑘
𝜋

∫
d𝑟 𝑟2𝑊 (𝒓) 𝐷 (𝑟) 𝑏(𝑟, 𝑞) 𝑗ℓ (𝑘𝑟)𝐴RSD(−𝑖𝜕𝑞𝑟 ,−𝑖𝑞𝜕𝑞𝑟 , 𝑟) 𝑗𝐿 (𝑞𝑟) ,

(5.12)

where we replace the argument 𝜇 of 𝐴RSD by −𝑖𝜕𝑞𝑟 which acts on 𝑒𝑖𝒒·𝒓 = 𝑒𝑖𝑞𝑟𝜇.

Noting that in a homogeneous and isotropic Universe, the matter power spectrum
satisfies

⟨𝛿(𝒌)𝛿∗(𝒌′)⟩ = (2𝜋)3𝛿𝐷 (𝒌 − 𝒌′) 𝑃(𝑘) , (5.13)

it follows that the 2-point function of the SFB modes is〈
𝛿
𝑔,obs
ℓ𝑚

(𝑘) 𝛿𝑔,obs,∗
ℓ′𝑚′ (𝑘′)

〉
=

∫
d𝑞

∑︁
𝐿𝑀

W𝐿𝑀
ℓ𝑚 (𝑘, 𝑞)W𝐿𝑀,∗

ℓ′𝑚′ (𝑘′, 𝑞) 𝑃(𝑞) . (5.14)

In the full-sky limit where 𝑊 (r) = 𝑊 (𝑟), we have that W𝐿
ℓ
(𝑘, 𝑞, 𝒓) → Wℓ

ℓ
(𝑘, 𝑞)

is independent of 𝒓. Let us define Wℓ (𝑘, 𝑞) ≡ Wℓ
ℓ
(𝑘, 𝑞). Then the SFB power

spectrum 𝐶ℓ (𝑘, 𝑘′) defined via〈
𝛿
𝑔,obs
ℓ𝑚

(𝑘) 𝛿𝑔,obs,∗
ℓ′𝑚′ (𝑘′)

〉
= 𝛿𝐾ℓℓ′𝛿

𝐾
𝑚𝑚′ 𝐶ℓ (𝑘, 𝑘′) , (5.15)

can be expressed as

𝐶ℓ (𝑘, 𝑘′) =
∫

d𝑞Wℓ (𝑘, 𝑞)W∗
ℓ (𝑘

′, 𝑞) 𝑃(𝑞) , (5.16)

where

Wℓ (𝑘, 𝑞) =
2𝑞𝑘
𝜋

∫
d𝑟 𝑟2𝑊 (𝑟) 𝐷 (𝑟) 𝑗ℓ (𝑘𝑟)

(
𝑏(𝑟, 𝑞) 𝑗ℓ (𝑞𝑟) − 𝑓 (𝑟) 𝑗 ′′ℓ (𝑞𝑟)

)
,

(5.17)



72

where we use Eq. 5.9 with 𝜇 → −𝑖𝜕𝑞𝑟 .

Note that in a homogeneous and isotropic Universe, for which 𝑏(𝑟, 𝑞) = 𝐷 (𝑟) =

𝐴RSD = 𝑊 (𝒓) = 1, Wℓ (𝑘, 𝑞) becomes a Dirac delta function and we have that
𝐶𝑙 (𝑘, 𝑘′) = 𝛿𝐷 (𝑘 − 𝑘′)𝑃(𝑘). In reality, the kernels Wℓ (𝑘, 𝑞) are peaked at 𝑘 ≈ 𝑞.
We show examples of Wℓ (𝑘, 𝑞) for the spherical window 𝑊 (𝑟) = 1[0,𝑟max] (𝑟) for
various values of 𝑟max in Fig. 5.1, where we fix 𝑘 = 4.18 × 10−2 and vary 𝑞/𝑘 for
ℓ = 20. Here and in the remainder of this chapter we use the Planck 2018 cosmology
[5] as our fiducial cosmology. The matter power spectrum at zero redshift and the
linear growth factors 𝑓 and 𝐷 are computed with the Boltzmann code CAMB1 [167].
All other calculations are performed in Julia [168].
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Figure 5.1: Wℓ (𝑘, 𝑞) for fixed ℓ = 20, 𝑘 = 4.18×10−2 ℎMpc−1 and for various sizes
𝑟max of the survey window𝑊 (𝑟) = 1[0,𝑟max] (𝑟).

Observed Fourier galaxy bispectrum
We now review the observed galaxy bispectrum in Fourier space including obser-
vational effects such as the RSD and galaxy bias, but without the window function
convolution. For details on the derivation of the various quantities, we refer the
readers to Ref. [169] and [170] which we follow closely. As we will also be con-
cerned with modeling the effects of PNG in the SFB bispectrum, we will include its
effects in the Fourier bispectrum as well.

We consider PNG of the local type, for which the fluctuations of the potential are
parameterized by

ΦNG(𝒙) = 𝜑(𝒙) + 𝑓NL

(
𝜑2(𝒙) −

〈
𝜑2〉) , (5.18)

1https://camb.info/

https://camb.info/
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where 𝜑 is a primordial Gaussian potential. Using the Poisson equation, we may
relate the long-wavelength Gaussian potential to the linearly evolved primordial
matter density perturbation via

ΦNG(𝒌) =
𝛿(1) (𝒌, 𝑧)
𝛼(𝑘, 𝑧) , (5.19)

where

𝛼(𝑘, 𝑧) = 2𝑘2𝑐2𝐷 (𝑧)𝑇 (𝑘)
3𝐻2

0Ωm
. (5.20)

Here Ω𝑚 is the matter density, 𝐻0 is the Hubble constant, and 𝑇 (𝑘) is the transfer
function of matter perturbations, normalized to 1 at low 𝑘 . Eq. 5.19-5.20 are valid
in the Newtonian limit on subhorizon scales [171–173].

In perturbation theory, the observed galaxy density contrast field at position 𝒓 is
given by

𝛿𝑔 (𝒌, 𝒓) =
∞∑︁
𝑛=1

𝐷𝑛 (𝑟)
∫

d3𝒌1

(2𝜋)3 · · ·
∫

d3𝒌𝑛
(2𝜋)3 (2𝜋)

3𝛿𝐷 (𝒌1 + · · · + 𝒌𝑛 − 𝒌)

× 𝑍𝑛 (𝒌1, . . . , 𝒌𝑛, 𝒓) 𝛿(1) (𝒌1) · · · 𝛿(1) (𝒌𝑛) , (5.21)

where 𝛿(1) is the linear matter density field, and the 𝑛-th order redshift space kernels
𝑍𝑛 encode the mode coupling effects from gravitational evolution, PNG and galaxy
biasing. We assume the bivariate galaxy biasing model

𝛿g(𝒙) = 𝑏E
10𝛿(𝒙) + 𝑏

E
01𝜑(𝒙) + 𝑏

E
20 (𝛿(𝒙))

2 + 𝑏E
11𝛿(𝒙)𝜑(𝒙) + 𝑏

E
02(𝜑(𝒙))

2 + 𝑏𝑠2

(
𝑠2 −

〈
𝑠2〉) − 𝑏E

01𝑛
2 .

(5.22)
Above we define the tidal term [174, 175]

𝑠2(𝒌) =
∫

𝑑𝒒

(2𝜋)3 𝑆2(𝒒, 𝒌 − 𝒒)𝛿(1) (𝒒)𝛿(1) (𝒌 − 𝒒), (5.23)

and the (non-Gaussian) term encoding displacement of galaxies from their initial
Lagrangian coordinate positions 𝒒

𝑛2(𝒌) = 2
∫

𝑑𝒒

(2𝜋)3𝑁2(𝒒, 𝒌 − 𝒒) 𝛿
(1) (𝒒)𝛿(1) (𝒌 − 𝒒)
𝛼( |𝒌 − 𝒒 |) , (5.24)

where above we use the kernels

𝑁2 (𝒌1, 𝒌2) =
𝒌1 · 𝒌2

2𝑘2
1

, (5.25)

𝑆2 (𝒌1, 𝒌2) =
(𝒌1 · 𝒌2)2

𝑘2
1𝑘

2
2

− 1
3
. (5.26)
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The redshift space kernels at first and second order, respectively, are given by

𝑍1(𝒌, 𝒓) = 𝑏E
10 + 𝑓 (𝑟)𝜇2 +

𝑏E
01

𝛼(𝑘) , (5.27)

𝑍2(𝒌1, 𝒌2, 𝒓) = 𝑏E
10

[
𝐹2 (𝒌1, 𝒌2) + 𝑓NL

𝛼(𝑘)
𝛼 (𝑘1) 𝛼 (𝑘2)

]
+

[
𝑏E

20 −
2
7
𝑏L

10𝑆2 (𝒌1, 𝒌2)
]

+
𝑏E

11
2

[
1

𝛼 (𝑘1)
+ 1
𝛼 (𝑘2)

]
+

𝑏E
02

𝛼 (𝑘1) 𝛼 (𝑘2)
− 𝑏E

01

[
𝑁2 (𝒌1, 𝒌2)
𝛼 (𝑘2)

+ 𝑁2 (𝒌2, 𝒌1)
𝛼 (𝑘1)

]
+ 𝑓 (𝑟)𝜇2

[
𝐺2 (𝒌1, 𝒌2) + 𝑓NL

𝛼(𝑘)
𝛼 (𝑘1) 𝛼 (𝑘2)

]
+ 𝑓 (𝑟)2𝑘2𝜇2

2
𝜇1𝜇2

𝑘1𝑘2

+ 𝑏E
10
𝑓 (𝑟)𝜇𝑘

2

(
𝜇1

𝑘1
+ 𝜇2

𝑘2

)
+ 𝑏E

01
𝑓 (𝑟)𝜇𝑘

2

[
𝜇1

𝑘1𝛼 (𝑘2)
+ 𝜇2

𝑘2𝛼 (𝑘1)

]
,

(5.28)

where 𝜇 ≡ �̂� · 𝒓, 𝒌 ≡ 𝒌1 + 𝒌2, 𝜇𝑖 ≡ �̂�𝑖 · 𝒓, and where the coupling kernels for the
real-space density and velocity-divergence fields are

𝐹2(𝒒1, 𝒒2) =
5
7
+ 1

2

(
𝑞1

𝑞2
+ 𝑞2

𝑞1

)
𝒒1 · 𝒒2

𝑞1𝑞2
+ 2

7
(𝒒1 · 𝒒2)2

(𝑞1𝑞2)2 , (5.29)

𝐺2(𝒒1, 𝒒2) =
3
7
+ 1

2

(
𝑞1

𝑞2
+ 𝑞2

𝑞1

)
𝒒1 · 𝒒2

𝑞1𝑞2
+ 4

7
(𝒒1 · 𝒒2)2

(𝑞1𝑞2)2 . (5.30)

From Eq. 5.27 it follows that we may write the linear galaxy bias appearing in
Eq. 5.17 as 𝑏(𝑟, 𝑞) = 𝑏E

10 + 𝑏
E
01/𝛼(𝑞, 𝑟).

The galaxy bispectrum in Fourier space is defined via

⟨𝛿𝑔 (𝒌1, 𝒓1)𝛿𝑔 (𝒌2, 𝒓2)𝛿𝑔 (𝒌3, 𝒓3)⟩ = 𝐵𝑠 (𝒌1, 𝒌2, 𝒌3, 𝒓1, 𝒓2, 𝒓3) (2𝜋)3𝛿𝐷 (𝒌1 + 𝒌2 + 𝒌3) .
(5.31)

Working up to second order in the galaxy density field expansion, the tree-level
bispectrum is

𝐵𝑠 (𝒌1, 𝒌2, 𝒌3, 𝒓1, 𝒓2, 𝒓3) ≡ 2𝐷 (𝑟1)𝐷 (𝑟2)𝐷2(𝑟3)𝑃(𝑘1)𝑃(𝑘2)𝑍1(𝒌1, 𝒓1)𝑍1(𝒌2, 𝒓2)𝑍2(𝒌1, 𝒌2, 𝒓3)
+ 2 cyc. perm. , (5.32)

where we sum over all cyclic permutations of the subscripts of the quantities in
parentheses. Note that in the absence of RSD, linear growth, galaxy bias, and PNG,
Eq. 5.32 reduces to the matter bispectrum

𝐵𝑚 (𝒌1, 𝒌2, 𝒌3) ≡ 2𝑃(𝑘1)𝑃(𝑘2)𝐹2(𝒌1, 𝒌2) + 2 cyc. perm. . (5.33)
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We follow Ref. [169] to model the Eulerian biases

𝑏E
10 = 1 + 𝑏L

10 , (5.34)

𝑏E
01 = 𝑏L

01 , (5.35)

𝑏E
20 =

8
21
𝑏L

10 + 𝑏
L
20 , (5.36)

𝑏E
11 = 𝑏L

01 + 𝑏
L
11 , (5.37)

𝑏E
02 = 𝑏L

02 , (5.38)

in terms of the Lagrangian biases, which are given by

𝑏L
01 = 2 𝑓NL𝛿𝑐𝑏

L
10, (5.39)

𝑏L
11 = 2 𝑓NL

(
𝛿𝑐𝑏

L
20 − 𝑏

L
10

)
, (5.40)

𝑏L
02 = 4 𝑓 2

NL𝛿𝑐

(
𝛿𝑐𝑏

L
20 − 2𝑏L

10

)
, (5.41)

if one assumes a Universal Mass Function, and where 𝛿𝑐 is the critical overdensity
for halo collapse, here set to its value for spherical collapse 𝛿𝑐 = 1.686.

Note that only 𝑏𝐸10 and 𝑏𝐸20 need to be specified in order to determine all the other
bias parameters. Specifically for our SFB bispectrum computation later, we will
set 𝑏𝐸10 = 1.8 and 𝑏𝐸20 = 0.305. While there is no technical obstacle to including
redshift-dependent biases in the SFB calculation, we choose flat biases here for
simplicity.

SFB bispectrum definition
We now review the formalism for the SFB bispectrum. We seek to compute the
3-point correlation function of the observed galaxy over-density field in SFB space:〈

𝛿
𝑔,obs
𝑙1𝑚1

(𝑘1) 𝛿𝑔,obs
𝑙2𝑚2

(𝑘2)𝛿𝑔,obs
𝑙3𝑚3

(𝑘3)
〉
. (5.42)

In the following, it will be useful to distinguish between two notions of isotropy,
which we term observational isotropy and intrinsic isotropy. Intrinsic isotropy
refers to the statistically isotropic distribution of galaxies on the largest-scales in
real-space. Due to RSD, the galaxy clustering observed in surveys is not intrinsically
isotropic since, in redshift space, it depends on the angle to a given LOS. On the
other hand, the distribution observed by a full-sky survey remains invariant under
rotations about the observer position. This observational isotropy is only broken by
a survey window which is not spherically symmetric. We show in Appendix 5.B
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that, assuming observational isotropy, Eq. 5.42 is real and proportional to the Gaunt
factor

G
𝑙1𝑙2𝑙3
𝑚1𝑚2𝑚3 ≡

∫
d2𝒓𝑌𝑙1𝑚1 (𝒓)𝑌𝑙2𝑚2 (𝒓)𝑌𝑙3𝑚3 (𝒓) , (5.43)

which can be expressed in terms of Wigner-3 𝑗 symbols,

G
𝑙1𝑙2𝑙3
𝑚1𝑚2𝑚3 =

(
(2𝑙1 + 1) (2𝑙2 + 1) (2𝑙3 + 1)

4𝜋

) 1
2
(
𝑙1 𝑙2 𝑙3

0 0 0

) (
𝑙1 𝑙2 𝑙3

𝑚1 𝑚2 𝑚3

)
. (5.44)

The Wigner-3 𝑗’s ensure the SFB 3-point function vanishes unless the following
conditions are satisfied: (i) 𝑚1 + 𝑚2 + 𝑚3 = 0, (ii) triangle inequality on the 𝑙𝑖:
𝑙𝑖 ≥ 𝑙 𝑗 − 𝑙𝑘 , and (iii) 𝑙1 + 𝑙2 + 𝑙3 is even.

In order to rid of the purely geometric information contained in the 𝑚𝑖, we compute
the “angle-averaged” bispectrum

𝐵SFB
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3) ≡
∑︁

𝑚1,𝑚2,𝑚3

(
𝑙1 𝑙2 𝑙3

𝑚1 𝑚2 𝑚3

) 〈
𝛿
𝑔,obs
𝑙1𝑚1

(𝑘1)𝛿𝑔,obs
𝑙2𝑚2

(𝑘2)𝛿𝑔,obs
𝑙3𝑚3

(𝑘3)
〉
.

(5.45)

Using the orthogonality relation in Eq. A.24 then gives〈
𝛿
𝑔,obs
𝑙1𝑚1

(𝑘1)𝛿𝑔,obs
𝑙2𝑚2

(𝑘2)𝛿𝑔,obs
𝑙3𝑚3

(𝑘3)
〉
=

(
𝑙1 𝑙2 𝑙3

𝑚1 𝑚2 𝑚3

)
𝐵SFB
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3) . (5.46)

In the following subsections we will always plot the dimensionless reduced bispec-
trum

𝑄SFB
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3) ≡
𝐵SFB
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3)
𝑃(𝑘1)𝑃(𝑘2) + 𝑃(𝑘1)𝑃(𝑘3) + 𝑃(𝑘2)𝑃(𝑘3)

, (5.47)

which partially projects out the dependence of the signal on 𝑘𝑖 coming from the
matter power spectrum. Finally, we note that the bispectrum is invariant under
simultaneous cyclic permutations of (𝑙1, 𝑙2, 𝑙3) and (𝑘1, 𝑘2, 𝑘3), which allows us to
restrict to 𝑙1 ≤ 𝑙2 ≤ 𝑙3.

Before delving into the computation of the SFB bispectrum, let us briefly remark on
its relation to the angular bispectrum in spherical shells (i.e., the TSH bispectrum)
𝑏𝑙1𝑙2𝑙3 (𝑟1, 𝑟2, 𝑟3) of Ref. [147], defined via

G
𝑙1𝑙2𝑙3
𝑚1𝑚2𝑚3 𝑏𝑙1𝑙2𝑙3 (𝑟1, 𝑟2, 𝑟3) ≡

∫
𝑑2𝒓1𝑑

2𝒓2𝑑
2𝒓3 𝑌

∗
𝑙1𝑚1

(𝒓1)𝑌 ∗
𝑙2𝑚2

(𝒓2)𝑌 ∗
𝑙3𝑚3

(𝒓3)

×
〈
𝛿𝑔,obs(𝒓1) 𝛿𝑔,obs(𝒓2) 𝛿𝑔,obs(𝒓3)

〉
. (5.48)
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Using Eq. 5.46 in combination with Eq. 5.1, it follows that

𝐵SFB
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3) =
(

2
𝜋

) 3
2

𝑘1𝑘2𝑘3

∫ (∏
𝑖

d𝑟𝑖𝑟2
𝑖 𝑗𝑙𝑖 (𝑘𝑖𝑟𝑖)

)
𝑏𝑙1𝑙2𝑙3 (𝑟1, 𝑟2, 𝑟3) . (5.49)

We see that the SFB bispectrum and the TSH bispectrum are related by an invertible
linear transformation, and that the multipole indices 𝑙𝑖 are the same in the SFB and
TSH formalisms (the wavenumbers 𝑘𝑖 are the same between SFB and Fourier space).
In practice, in the TSH formalism many radial bins are desirable to fully exploit
the large scale radial modes (see [158], which studied this for the power spectrum),
leading to a covariance matrix which is difficult to invert, whereas this issue does
not arise in the SFB basis.

5.3 SFB bispectrum in a homogeneous and isotropic Universe
Key identity for fast computation
We first examine the bispectrum in the limit of a homogeneous and intrinsically
isotropic Universe (by ignoring the growth of structure, galaxy bias evolution,
redshift-space distortions and window function effects) in order to study its features
and build up intuition for understanding the observed SFB bispectrum later in
Section 5.4.

We can relate the SFB bispectrum to the Fourier bispectrum using the relation
between the SFB and Fourier modes in Eq. 5.3:〈

𝛿𝑙1𝑚1 (𝑘1) 𝛿𝑙2𝑚2 (𝑘2) 𝛿𝑙3𝑚3 (𝑘3)
〉
=
𝑘1𝑘2𝑘3

(2𝜋)9/2 𝑖
𝑙1+𝑙2+𝑙3

×
∫

𝑑2 �̂�1 𝑑
2 �̂�2 𝑑

2 �̂�3𝑌
∗
𝑙1𝑚1

( �̂�1)𝑌 ∗
𝑙2𝑚2

( �̂�2)𝑌 ∗
𝑙3𝑚3

( �̂�3) ⟨𝛿(𝒌1) 𝛿(𝒌2) 𝛿(𝒌3)⟩ .
(5.50)

Due to homogeneity and isotropy, the Fourier bispectrum 𝐵𝑚 (𝑘1, 𝑘2, 𝑘3) (Eq. 5.33)
depends only on the lengths 𝑘1, 𝑘2, and 𝑘3, so that we may write〈
𝛿𝑙1𝑚1 (𝑘1) 𝛿𝑙2𝑚2 (𝑘2)𝛿𝑙3𝑚3 (𝑘3)

〉
=
𝑘1𝑘2𝑘3

(2𝜋) 9
2
𝑖𝑙1+𝑙2+𝑙3 (2𝜋)3𝐵𝑚 (𝑘1, 𝑘2, 𝑘3) 𝐼 𝑙1𝑙2𝑙3𝑚1𝑚2𝑚3 (𝑘1, 𝑘2, 𝑘3),

(5.51)

where

𝐼
𝑙1𝑙2𝑙3
𝑚1𝑚2𝑚3 (𝑘1, 𝑘2, 𝑘3) ≡

∫
𝑑2 �̂�1𝑑

2 �̂�2𝑑
2 �̂�3𝑌

∗
𝑙1,𝑚1

( �̂�1)𝑌 ∗
𝑙2,𝑚2

( �̂�2)𝑌 ∗
𝑙3,𝑚3

( �̂�3)𝛿𝐷 (𝒌1+𝒌2+𝒌3).
(5.52)
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Eq. 5.52 has typically been written in terms of an integral over the spherical Bessel
functions [166] (for details, see Appendix 5.C) as

𝐼
𝑙1𝑙2𝑙3
𝑚1𝑚2𝑚3 (𝑘1, 𝑘2, 𝑘3) = 8𝑖𝑙1+𝑙2+𝑙3

∫
𝑟2d𝑟 𝑗𝑙1 (𝑘1𝑟) 𝑗𝑙2 (𝑘2𝑟) 𝑗𝑙3 (𝑘3𝑟)

∫
𝑑2𝒓𝑌 ∗

𝑙1,𝑚1
(𝒓)𝑌 ∗

𝑙2,𝑚2
(𝒓)𝑌 ∗

𝑙3,𝑚3
(𝒓) .

(5.53)

where the second integral is the Gaunt factor (Eq. 5.43). Here we instead derive the
identity (see derivation in Appendix 5.C)

𝐼
𝑙1𝑙2𝑙3
𝑚1𝑚2𝑚3 (𝑘1, 𝑘2, 𝑘3) =

4𝜋
3
2

𝑘1𝑘2𝑘3

√︁
2𝑙1 + 1

(
𝑙1 𝑙2 𝑙3

𝑚1 𝑚2 𝑚3

)
×

∑︁
|𝑚 |≤min(𝑙2,𝑙3)

𝑌𝑙2,𝑚 (𝜃12, 0)𝑌𝑙3,−𝑚 (𝜃13, 0) (−1)𝑚
(
𝑙1 𝑙2 𝑙3

0 𝑚 −𝑚

)
,

(5.54)
which allows us to rapidly compute the angle-averaged bispectrum without any
numerical integration2

𝐵
SFB, iso/homo
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3) = 𝐵𝑚 (𝑘1, 𝑘2, 𝑘3)𝑖𝑙1+𝑙2+𝑙3
√︁

2(2𝑙1 + 1)

×
∑︁

|𝑚 |≤min(𝑙2,𝑙3)
𝑌𝑙2,𝑚 (𝜃12, 0)𝑌𝑙3,−𝑚 (𝜃13, 0) (−1)𝑚

(
𝑙1 𝑙2 𝑙3

0 𝑚 −𝑚

)
.

(5.55)

Above we define 𝜃𝑖 𝑗 as the angle between 𝒌𝑖 and 𝒌 𝑗 , such that cos(𝜃12) ≡ �̂�1 ·
�̂�2 = 𝜗(𝑘1, 𝑘2, 𝑘3), where 𝜗(𝑘1, 𝑘2, 𝑘3) ≡

𝑘2
3−𝑘

2
1−𝑘

2
2

2𝑘1𝑘2
, and cos(𝜃13) ≡ 𝜗(𝑘1, 𝑘3, 𝑘2).

Furthermore, denoting the spherical coordinates of 𝒓 by (𝜃, 𝜙), we define 𝑌ℓ,𝑚 (𝒓) ≡
𝑌ℓ,𝑚 (𝜃, 𝜙). It is clear from Eq. 5.55 that the SFB bispectrum in an isotropic and
homogeneous Universe is proportional to the Fourier bispectrum by a geometric
coupling factor depending on the 𝑙𝑖 and the angles between the 𝒌𝑖. This factor also
imposes the triangle inequality on the wavenumbers, i.e., 𝑘𝑖 ≤ |𝑘 𝑗 − 𝑘𝑘 |, which is
relaxed as we shall see in the next section for the observed SFB bispectrum and
is only imposed approximately for spherically symmetric surveys which extend to
sufficiently large redshifts.

The identity Eq. 5.54 is one of our key results. In addition to trivializing the
computation of the signal in a homogeneous and isotropic Universe, it provides
analytic insight into the geometric features of the observed bispectrum. Crucially,
we will employ this identity to render the computation of the observed bispectrum
tractable. We will discuss these points in 5.4.

2For this purpose we precompute a lookup table of 𝑌𝑙𝑚 (𝜃, 0) values and interpolate. Also note
that we may halve the number of terms in the sum by using its invariance under 𝑚 → −𝑚.



79

0.5 1.0 1.5

k2/k1

0.5

1.0

1.5

k
3
/k

1

li = (10, 10, 10)

0.5 1.0 1.5

k2/k1

li = (10, 30, 40)

0.5 1.0 1.5

k2/k1

li = (50, 50, 70)

−0.4

−0.2

0.0

0.2

0.4

0.6

0.8

1.0

−0.4

−0.2

0.0

0.2

0.4

0.6

0.8

1.0

−0.4

−0.2

0.0

0.2

0.4

0.6

0.8

1.0

Q
S

F
B

l 1
l 2
l 3

(k
1
,k

2
,k

3
)

Figure 5.2: The reduced SFB bispectrum signal for an isotropic and homogeneous
Universe, as a function of 𝑘2 and 𝑘3 in units of 𝑘1, which is fixed to 𝑘1 = 4.18 ×
10−2 ℎMpc−1 here. Each panel displays a different triplet 𝑙𝑖 ≡ (𝑙1, 𝑙2, 𝑙3). The
bispectrum vanishes identically for configurations (𝑘1, 𝑘2, 𝑘3) which do not satisfy
the triangle condition. The oscillations are a result of the geometric coupling in
Eq. 5.56; their number is controlled by the values of 𝑙. Note that the colorbar limits
are saturated in each panel.

Properties of the signal
In Fig. 5.2, we show two-dimensional cross-sections of the reduced bispectrum
in an isotropic and homogeneous Universe as a function of 𝑘2/𝑘1 and 𝑘3/𝑘1 for
fixed 𝑘1, for three 𝑙-triplets (𝑙1, 𝑙2, 𝑙3). The most striking feature is the rectangular
border outside of which the signal vanishes; this is the enforcement of the triangle
inequality.

Another important feature is that the signal oscillates in the space of 𝑘𝑖’s, which is
not surprising, given that the products of spherical harmonics in 𝐼 𝑙1𝑙2𝑙3𝑚1𝑚2𝑚3 (𝑘1, 𝑘2, 𝑘3),

𝑌𝑙2,𝑚 (𝜃12, 0)𝑌𝑙3,−𝑚 (𝜃13, 0) , (5.56)

oscillate as the angles between the 𝒌𝑖’s vary. Further, the number of oscillations as
one moves from the center of the plot corresponding to an equilateral 𝑘-triangle,
toward the borders of the rectangular region, corresponding to degenerate triangles,
is higher for larger 𝑙𝑖 values.

We also show a one-dimensional cross section in Fig. 5.3, taking the diagonal
𝑘2 = 𝑘3, for two different equilateral 𝑙 shapes (𝑙1 = 𝑙2 = 𝑙3 = 𝑙). Perhaps the most
important feature to note in this plot is that the SFB bispectrum effectively reduces
to the matter bispectrum at the limit 𝑘2 = 𝑘3 ≫ 𝑘1 in the homogeneous and isotropic
Universe. In this limit, we have cos(𝜃12) = cos(𝜃13) → 0 and 𝐵iso/homo

𝑙1𝑙2𝑙3
(𝑘1, 𝑘2, 𝑘3)

reduces to 𝐶𝑙1𝑙2𝑙3𝐵𝑚 (𝑘1, 𝑘2, 𝑘3) for a prefactor 𝐶𝑙1𝑙2𝑙3 , which quickly tends towards
a constant as 𝑙 grows.
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Figure 5.3: The reduced bispectrum signal in an isotropic and homogeneous Uni-
verse for fixed 𝑘1 = 4.18×10−2 ℎMpc−1 as in Fig. 5.2, but now taking a cross-section
along the diagonal 𝑘2 = 𝑘3. We show two equilateral 𝑙-triplets 𝑙1 = 𝑙2 = 𝑙3 = 𝑙

with 𝑙 = 10 and 30. The plot is cut at 𝑘2/𝑘1 = 0.5 on the left since there is no
signal below it where the triangle condition is violated (this property does not hold
for the observed bispectrum in a realistic Universe, however). At high 𝑘2, the SFB
bispectrum is proportional to the Fourier-space bispectrum.

Similarly, in the limit of degenerate triangles e.g. 𝑘3 = 𝑘2 + 𝑘1, we have cos(𝜃12) =
cos(𝜃13) = 1, such that only the 𝑚 = 0 term in Eq. 5.55 is nonzero, and the
bispectrum reduces to

𝐵
SFB, iso/homo
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3) = 𝐵𝑚 (𝑘1, 𝑘2, 𝑘3)𝑖𝑙1+𝑙2+𝑙3
√︁

2(2𝑙1 + 1)
(
𝑙1 𝑙2 𝑙3

0 0 0

)
,

(5.57)

where again we have that the cosmological signal and the geometric coupling sepa-
rate into a 𝑘-dependent and an 𝑙-dependent piece.

Requirement on the sampling frequency for resolving the oscillations
As we will see in the next section, the observed SFB bispectrum signal has a similar
oscillation pattern in the space of 𝑘’s as in the isotropic and homogeneous limit. With
the analytic formula Eq. 5.55 at hand, we can easily estimate the local frequency of
oscillations in 𝑘-space, and thus the minimum sampling of 𝑘𝑖’s required to resolve
these oscillations, assuming that the computation is performed on a uniform cubic
grid of (𝑘1, 𝑘2, 𝑘3) with spacing Δ𝑘 .

For example, consider for a given 𝑘1, the oscillations along the diagonal 𝑘2 = 𝑘3,
as are visible in Fig. 5.3. Estimating the frequency of the oscillations amounts to
estimating the spacing between the roots of the associated Legendre polynomials in
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the products of 𝑌𝑙𝑚’s in Eq. 5.56. On the diagonal, the lowest point for which the
signal is nonzero corresponds to the degenerate isosceles triangle 𝑘2 = 𝑘3 = 𝑘1/2,
and the diagonal extends to the top right into a squeezed triangle where 𝑘2, 𝑘3 ≫ 𝑘1.
On this trajectory, 𝜃12 and 𝜃13 vary from 0 to 𝜋/2. The associated Legendre
polynomial 𝑃𝑙𝑚 (cos(𝜃)) has 𝑙 − |𝑚 | roots on the range 0 < 𝜃 < 𝜋, which are
symmetric about 𝜋/2, so there are (𝑙 − |𝑚 |)/2 roots on the ranges we consider.

Consequently, the product of𝑌𝑙2𝑚𝑌𝑙3𝑚 crosses zero at most (𝑙2 + 𝑙3 −2|𝑚 |)/2 times3.
The 𝑚 = 0 term has the highest number of roots and may be used to estimate an
upper bound on the spacing of roots. Towards that purpose, note that 𝑃0

𝑙
(cos(𝜃))

is simply the Legendre polynomial L𝑙 (cos(𝜃)). Let 𝜃1, . . . , 𝜃𝑙 be the sequence of
roots of L𝑙 (cos(𝜃)) in the interval (0, 𝜋), listed in increasing order. Then we have
the inequalities on the location of the roots [176]

𝜈 − 1
2

𝑙
𝜋 < 𝜃𝜈 <

𝜈

𝑙 + 1
𝜋 (𝜈 = 1, 2, · · · , ⌈𝑙/2⌉) . (5.58)

Hence, the first value of 𝑘2 above 𝑘2,min = 𝑘1/2 for which the spherical harmonic
product of index 𝑚 = 0 vanishes along the diagonal satisfies

𝑘 root 𝜈=1
2 <

𝑘1

2 cos(𝜋/(𝑙3 + 1)) . (5.59)

Thus, to have at least 𝑁 sampling points per oscillation, the sampling Δ𝑘 must
satisfy

𝑁Δ𝑘 < 𝑘 root 𝜈=1
2 − 𝑘2,min < 𝑘1

[
1

2 cos( 𝜋
𝑙3+1 )

− 1
2

]
𝑙3≫𝜋−−−−→ 𝑘1

4

(
𝜋

𝑙3

)2
. (5.60)

We have verified numerically that the estimated 𝑙−2
3 scaling holds for bispectrum sig-

nal. Given the cost of computing the observed bispectrum, this means that resolving
the oscillations of the signal within the triangle inequality region is challenging at
high 𝑙.

In Section 5.4, we shall see that one property of the observed bispectrum signal
is that for large enough 𝑙 it is “Limber-suppressed” at low-𝑘 , in particular inside
the region where the triangle inequality is satisfied. This means that we actually
do not need to resolve the signal close to the borders of this region, where the
local frequency of oscillations is higher, as the signal contains comparatively little
information there.

3If 𝑙2 = 𝑙3, it crosses zero ∼ 𝑙2/2 times.
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5.4 The observed SFB bispectrum
In this section, we begin by describing the template decomposition we use in order
to render the computation of the observed SFB bispectrum feasible. We then give
details of the signal computation before studying its properties.

Note that we now incorporate redshift evolution, RSD effects, PNG and survey
window effects. Statistical homogeneity is now broken by the growth of structure
and RSD4, and the latter also breaks intrinsic isotropy. We restrict ourselves to the
linear regime 𝑘 ≲ 0.1 ℎMpc−1 for which the tree-level bispectrum remains valid
down to 𝑧 = 0, and therefore do not include Fingers-of-God effects. We also choose
to not model the monopole and dipole here, as they are affected by observer terms
in GR such as the observer potential and peculiar velocity [166], i.e. we restrict
ourselves to multipoles 𝑙𝑖 ≥ 2.

Template decomposition of the observed bispectrum
We begin by expressing the observed galaxy density field by applying the window
function to the galaxy density field in redshift space,

𝛿𝑔,obs(𝒓) = 𝑊 (𝒓)
∫

d3𝒒

(2𝜋)3 𝑒
𝑖𝒒·𝒓𝛿𝑔 (𝒒, 𝒓) . (5.61)

To second order in the linear matter density field 𝛿(1) , we have from Eq. 5.21 that
𝛿𝑔,obs(𝒓) = 𝛿𝑔,obs,(1) (𝒓) + 𝛿𝑔,obs,(2) (𝒓), where

𝛿𝑔,obs,(1) (𝒓) = 𝑊 (𝒓)
∫

d3𝒒

(2𝜋)3 𝑒
𝑖𝒒·𝒓 𝐷 (𝑟) 𝑍1(𝒒, 𝒓) 𝛿(1) (𝒒) , (5.62)

𝛿𝑔,obs,(2) (𝒓) = 𝑊 (𝒓)
∫

d3𝒒

(2𝜋)3 𝑒
𝑖𝒒·𝒓 𝐷2(𝑟)

×
∫

1
(2𝜋)3 d3𝒌1 d3𝒌2 𝑍2(𝒌1, 𝒌2, 𝒓) 𝛿(1) (𝒌1)𝛿(1) (𝒌2) 𝛿𝐷 (𝒌1 + 𝒌2 − 𝒒) .

(5.63)

Transforming the linear density contrast Eq. (5.62) into SFB space, we retrieve
Eq. (5.10) where the kernel W𝐿𝑀

ℓ𝑚
(𝑘, 𝑞) encodes (linear) galaxy physics and RSD.

We aim to derive a similar relation for the second-order density contrast. We now
transform Eq. 5.63 into SFB space using Eq. 5.1. Expressing the linear matter
density contrast in the SFB basis from Eq. 5.4, and writing the Dirac-delta as an

4Note that in Fourier space, one can still assume statistical homogeneity by restricting to a given
redshift bin and choosing an effective redshift for the entire bin.
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integral over complex exponentials, we obtain

𝛿
𝑔,(2)
ℓ𝑚

(𝑘) =
√︂

2
𝜋
𝑘

∫
d3𝒓 𝑗ℓ (𝑘𝑟)𝑌 ∗

ℓ𝑚 (𝒓)𝑊 (𝒓) 𝐷2(𝑟)
∫

d3𝒒 𝑒𝑖𝒒·𝒓
∫

d3𝒌1

(2𝜋)3

∫
d3𝒌2

(2𝜋)3 𝑍2(𝒌1, 𝒌2, 𝒓)

×
∫

d3𝒙 𝑒𝑖𝒌1·𝒙 𝑒𝑖𝒌2·𝒙 𝑒−𝑖𝒒·𝒙
1
𝑘1

∑︁
𝐿1𝑀1

𝑖−𝐿1 𝑌𝐿1𝑀1 ( �̂�1) 𝛿(1)𝐿1𝑀1
(𝑘1)

1
𝑘2

∑︁
𝐿2𝑀2

𝑖−𝐿2 𝑌𝐿2𝑀2 ( �̂�2) 𝛿(1)𝐿2𝑀2
(𝑘2) .

(5.64)

Naively inserting the expression for 𝑍2 (Eq. 5.28) into Eq. 5.64 would require
evaluating high-dimensional angular integrals, which is intractable. To simplify the
calculation, we remark that 𝑍2(𝒌1, 𝒌2, 𝒓) is nearly a polynomial in �̂�1 · �̂�2, �̂�1 · 𝒓,
and �̂�2 · 𝒓. Indeed, defining �̃�2 such that

𝑍2(𝒌1, 𝒌2, 𝒓) = �̃�2(𝒌1, 𝒌2, 𝒓) + 𝑓NL
𝛼(𝑘)

𝛼 (𝑘1) 𝛼 (𝑘2)

(
𝑏E

10 + 𝑓 (𝑟)𝜇2
)
+ 𝑓 (𝑟)𝜇2𝐺2 (𝒌1, 𝒌2) ,

(5.65)

we can decompose �̃�2 into Legendre polynomials in those three variables and thereby
factorize the dependence on the �̂�𝑖 and 𝒓:

�̃�2(𝒌1, 𝒌2, 𝒓) =
∑︁
𝑙1𝑙2𝑙3

𝑍𝑙1𝑙2𝑙3 (𝑘1, 𝑘2, 𝑟) L𝑙1 ( �̂�1 · �̂�2) L𝑙2 ( �̂�1 · 𝒓) L𝑙3 ( �̂�2 · 𝒓) . (5.66)

Importantly, the sum over 𝑙1, 𝑙2, 𝑙3 is finite, and indexed by 9 triplets (𝑙1, 𝑙2, 𝑙3) whose
corresponding coefficients 𝑍𝑙1𝑙2𝑙3 are listed in Section 5.D. As we discuss below, the
above Legendre decomposition permits to reduce the bispectrum to a triple integral.

Two other terms remain. The term proportional to 𝑓NL in Eq. 5.65 depends on
𝑘 = |𝒌1 + 𝒌2 | through 𝛼(𝑘), so it cannot be decomposed it in a similar fashion. In
principle, the term proportional to 𝐺2(𝒌1, 𝒌2) in Eq. 5.65 can be decomposed in
this manner; however, since 𝜇2 = (𝒌1 · 𝒓 + 𝒌2 · 𝒓)/(𝑘2

1 + 𝑘2
2 + 2𝒌1 · 𝒌2) it would

render the sum Eq. 5.66 infinite and slowly-converging. Hence, we choose to treat
the 𝐺2 and 𝑓NL terms separately (and exactly), as described in Section 5.D.

We summarize the remainder of the derivation here, leaving details to Appendix
5.D. First, we insert the decomposition Eq. 5.66 of �̃�2(𝒌1, 𝒌2, 𝒓) into Eq. 5.64, and
use the plane-wave expansion Eq. A.15 to decompose the complex exponentials into
spherical harmonics and spherical Bessel functions. We rid of the angular integrals
over �̂� with the orthogonality relation for spherical harmonics Eq. A.10.

Then we apply Wick’s theorem to compute
〈
𝛿
𝑔,(2)
ℓ𝑚

(𝑘) 𝛿𝑔,(1)
ℓ′𝑚′ (𝑘′) 𝛿𝑔,(1)ℓ′′𝑚′′ (𝑘′′)

〉
in terms

of the two-point functions. Finally, proceeding under the assumption of a spherically
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symmetric window𝑊 (𝒓) = 𝑊 (𝑟), we compute the angle averaged bispectrum using
Eq. 5.45 and obtain

𝐵SFB
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3) = 2
∫

d𝑞2 W𝑙2 (𝑘2, 𝑞2) 𝑃(𝑞2)
∫

d𝑞3 W𝑙3 (𝑘3, 𝑞3) 𝑃(𝑞3) V𝑙1𝑙2𝑙3tot. (𝑘1, 𝑞2, 𝑞3)

+ 2 cyc. perm. (5.67)

where

V
𝑙1𝑙2𝑙3
tot. (𝑘1, 𝑞2, 𝑞3) ≡ V𝑙1𝑙2𝑙3 (𝑘1, 𝑞2, 𝑞3) + V

𝑙1𝑙2𝑙3
𝑓NL,𝐺2

(𝑘1, 𝑞2, 𝑞3) , (5.68)

where the specific forms of V𝑙1𝑙2𝑙3 and V
𝑙1𝑙2𝑙3
𝑓NL,𝐺2

are given by Eqs. D.33 and D.45
respectively. Note that the kernel W𝑙 (𝑘, 𝑞) is already given by Eq. 5.17.

Let us briefly comment on the form of the dimensionless kernel Eq. 5.68. The first
term of Eq. 5.68 is given by

Vℓ𝐿1𝐿2 (𝑘, 𝑘1, 𝑘2) ≡ (32𝜋) 3
2 𝑘𝑘1𝑘2

∑︁
𝑙1𝑙2𝑙3𝐿3𝐿4

𝑔
𝐿1𝐿2ℓ
𝑙1𝑙2𝑙3𝐿3𝐿4

𝐽
ℓ𝐿3𝐿4
𝑙1𝑙2𝑙3

(𝑘, 𝑘1, 𝑘2) , (5.69)

where

𝐽
ℓ𝐿3𝐿4
𝑙1𝑙2𝑙3

(𝑘, 𝑘1, 𝑘2) ≡
∫

d𝑟 𝑟2 𝑗ℓ (𝑘𝑟) 𝑗𝐿3 (𝑘1𝑟) 𝑗𝐿4 (𝑘2𝑟)𝑊 (𝑟) 𝐷2(𝑟) 𝑍𝑙1𝑙2𝑙3 (𝑘1, 𝑘2, 𝑟) ,

(5.70)

is the contribution to SFB mode coupling by cosmological sources (e.g. redshift
evolution, RSD and PNG) and survey window, and where 𝑔𝐿1𝐿2ℓ

𝑙1𝑙2𝑙3𝐿3𝐿4
is a purely

geometric mode coupling coefficient given by Eq. D.32.

In analogy to the SFB power spectrum, in which the matter power spectrum is con-
volved with kernels Wℓ (𝑘, 𝑞) that describe the mode coupling through the product
of two spherical Bessel functions, the kernel V𝑙1𝑙2𝑙3 (𝑘1, 𝑞2, 𝑞3) contains a product
of three spherical Bessel functions. This endows the SFB bispectrum with key
geometric features which we discuss shortly. The second term of Eq. 5.68, given by
Eq. D.46, contains the contribution from the 𝑓NL and 𝐺2 terms and is of a similar
form to Eq. 5.69. Our result matches the general form of the SFB bispectrum derived
in Ref. [166].

Signal computation
We compute the bispectrum for a uniform grid of (𝑘1, 𝑘2, 𝑘3) of size 2003 with
𝑘𝑖 between 𝑘min = 4 × 10−3 ℎMpc−1 (note that future surveys like SPHEREx will
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be able to probe down to 10−3 ℎMpc−1) and 𝑘max = 8 × 10−2 ℎMpc−1 (to stay
within linear regime) with uniform spacing Δ𝑘 = 3.8 × 10−4 ℎMpc−1. For the toy
window function, we assume a sphere𝑊 (𝒓) = 1[0,𝑟max] (𝑟) with 𝑟max = 5000 Mpcℎ−1,
corresponding to a maximum redshift 𝑧 ∼ 4.1. As a result of the large redshift range
chosen here, the kernels W𝑙 (𝑘, 𝑞) in Eq. 5.67 are highly peaked around 𝑘 ≈ 𝑞.
For surveys with a smaller redshift extent 𝑟max, the kernel W𝑙 (𝑘, 𝑞) would have a
smoother peak and lower frequency oscillations (as in Fig. 5.1), which would make
the computation less computationally demanding.

Let us now examine more closely the form of the integrals to be computed. Note
first that Eq. 5.67 is a two-dimensional integral (over 𝑞2 and 𝑞3) of the kernels Vtot.
The first term in this kernel, V𝑙1𝑙2𝑙3 (Eq. D.30) is a sum of the one-dimensional
Bessel integrals given in Eq. 5.70. The second term V

𝑙1𝑙2𝑙3
𝑓NL,𝐺2

is also effectively a one-
dimensional integral since the computationally-intensive parts of the integrand, the
integrals W𝐺2

𝑙
, W 𝑓NL

𝑙
and 𝐼𝑙1𝑙2𝑙3 , can be precomputed on a grid. The precomputation

for 𝐼𝑙1𝑙2𝑙3 requires a few seconds using the identity Eq. 5.54, which expresses it as a
finite sum with 𝑙3 terms.

Finally, the kernels V𝑙1𝑙2𝑙3 (𝑘1, 𝑞2, 𝑞3) themselves are precomputed on a 𝑞2-𝑞3 grid to
be reused for the various triplets (𝑘1, 𝑘2, 𝑘3). This, along with the final integration
in Eq. 5.67, is the bottleneck of the calculation, and limits the number of 𝑙-triplets
we may feasibly calculate. However, the signal is sufficiently smooth in 𝑙 that this
might not pose a problem for e.g., a Fisher forecast exercise. All grid computations
are parallelized using Julia’s multithreading functionality; computing the kernels
V𝑙1𝑙2𝑙3 (𝑘1, 𝑞2, 𝑞3) requires a few hours per triplet (𝑙1, 𝑙2, 𝑙3) with multithreading
across 256 AMD EPYC 7763 CPUs.

Beyond dimensionality, a second numerical concern is the oscillatory nature of the
integrands. We perform all integrals via Gauss-Legendre quadrature. To accurately
integrate V𝑙1𝑙2𝑙3tot (𝑘1, 𝑞2, 𝑞3), we observe (empirically) that if the averaging 𝑟-spacing
is Δ𝑟, then we must impose 𝑘1 + 𝑞2 + 𝑞3 ≲ 𝜋/Δ𝑟. We use Δ𝑟 = 5 Mpcℎ−1. Further,
to evaluate the bispectrum we must convolve the kernels V𝑙1𝑙2𝑙3tot (𝑘1, 𝑞2, 𝑞3) with the
W𝑙2 (𝑘2, 𝑞2), both of which oscillate quickly as 𝑞2 is varied. This requires a sufficient
sampling in the 𝑞𝑖 space. As the computation time is quadratic in the number of
sampling points for each 𝑞𝑖, only modest samplings are feasible; we use 300 points
for each 𝑞𝑖, chosen as Gauss-Legendre nodes.
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Figure 5.4: The observed reduced SFB bispectrum for a realistic Universe, assuming
a spherically symmetric survey window, for the same set of 𝑙-triplets as in Fig. 5.2.
The signal is sampled at 2002 pairs (𝑘2, 𝑘3) in each panel, whereas in Fig. 5.2 there
are 4002 sampled pairs.

Properties of the signal
The observed bispectrum signal displays a number of salient features which we now
discuss.

Oscillations in 𝑘 and mode coupling

A cross-section of the reduced bispectrum for fixed 𝑘1 = 0.0418 ℎMpc−1, for the
same set of 𝑙-triplets as in Fig. 5.2, is shown in Fig. 5.4. Perhaps the most striking
feature here is that the patterns of oscillations in 𝑘-space are similar to those visible
in Fig. 5.2 for the isotropic and homogeneous case. We may understand this from
the mode coupling coefficients 𝑔𝐿1𝐿2ℓ

𝑙1𝑙2𝑙3𝐿3𝐿4
in Eq. 5.69. Numerically we find that

they are generally suppressed unless (𝐿3, 𝐿4) = (𝐿1, 𝐿2), such that the dominant
contribution to the bispectrum signal 𝐵SFB

𝑙1𝑙2𝑙3
is from integrals of type Eq. 5.70 where

the spherical Bessel functions have the same indices 𝑙1, 𝑙2, 𝑙3, as in the isotropic and
homogeneous case (Eq. 5.51 – 5.53).

Limber suppression at low 𝑘 and high 𝑙

In Fig. 5.5, we increase the 𝑙 values to 𝑙1 = 𝑙2 = 𝑙3 = 90, and see that the overall
amplitude of the oscillations decreases by roughly an order of magnitude relative
to the leftmost panel of Fig. 5.4. To understand the suppression with increasing
𝑙, which is generic, we note that for fixed 𝑟, the spherical Bessel function 𝑗𝑙 (𝑘𝑟)
is proportional to (𝑘𝑟)𝑙 for small 𝑘; for large 𝑘 , it oscillates with an amplitude
proportional to (𝑘𝑟)−1. Further, in the Limber approximation5 (Eq. A.5), for a fixed

5Calling this the Limber approximation is standard in cosmology. However, the term is slightly
misleading, since the original approximation by Limber [177] was in configuration space, and only
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Figure 5.5: A illustration of the Limber suppression at low 𝑘 , which becomes visible
for the reduced observed SFB bispectrum signal within the triangle inequality region
for sufficiently large 𝑙. Here we show the signal for 𝑙1 = 𝑙2 = 𝑙3 = 90, while still
fixing 𝑘1 = 4.18 × 10−2 ℎMpc−1. The onset of Limber suppression is indicated by
the gray dashed lines, where we expect the signal to be suppressed according to
the Limber approximation 𝑘𝑖 = (𝑙𝑖 + 1

2 )/𝑟max. The border of the region where the
triangle inequality on (𝑘1, 𝑘2, 𝑘3) holds is shown by the solid lines.

𝑙 and 𝑘 , the Bessel function 𝑗𝑙 (𝑘𝑟) is peaked around 𝑟 ∼ (𝑙 + 1
2 )/𝑘 with a peak value

equal to ∼
√︁
𝜋/(2𝑙) [179].

Physically, we may understand the suppression as follows. For fixed (𝑘1, 𝑘2, 𝑘3),
the bispectrum at higher 𝑙𝑖 probes higher redshifts. If the survey window has finite
radial extent, these higher redshift contributions to the signal are necessarily smaller,
and vanish once the redshift exceeds the extent of the survey. By contrast, when the
survey window has infinite size as in the homogeneous and isotropic Universe, for
every 𝑙𝑖 there is a corresponding redshift which contributes non-negligibly to the
signal, such that there is no such suppression at high 𝑙𝑖.

Given that the spherical Bessel functions go as (𝑘𝑟)𝑙 when 𝑘 ≲ 𝑙/𝑟, we should
also expect a sharp suppression of the bispectrum at low 𝑘 . This suppression is
not visible in the first panel of Fig. 5.4 because this effect is only relevant for
𝑙 ≳ 𝑘min𝑟max = 20 in our fiducial setup. On the other hand it visible in Fig. 5.5, for
𝑙1 = 𝑙2 = 𝑙3 = 90. The onset of the low 𝑘 suppression is inside of the region where
the triangle inequality holds, and is indicated by the dotted gray lines.

Recall from the previous sections that the frequency of the oscillations increases

applied to Fourier-space by Kaiser [178]. The resulting approximation effectively is that of Eq. A.5
[179].
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as we approach the triangle inequality boundary, making the computation increas-
ingly difficult close to the boundary with higher sampling needed to resolve these
oscillations. For small 𝑙, we have large spacings Δ𝑘 ∝ 𝑙−2 which are manageable.
For large 𝑙, the Limber suppression is helpful in the sense that it is not necessary
to compute the signal at the boundary since it is suppressed there by several orders
of magnitude. This is true both in a Fisher analysis or in a real data analysis where
we can simply choose to ignore this part of the data vector as it contains almost no
information.

Violation of the triangle condition

We saw that in an isotropic and homogeneous Universe, the bispectrum signal
vanishes identically when (𝑘1, 𝑘2, 𝑘3) does not satisfy the triangle inequality. This
is a consequence of (intrinsic) isotropy. In the case of the observed bispectrum,
where this isotropy is broken by e.g., redshift space distortions, this is no longer
true, though it holds approximately for wider survey windows. For lower values of
𝑟max, the signal strength is non-negligible even when (𝑘1, 𝑘2, 𝑘3) violate the triangle
inequality.

This is due to two reasons. First, the kernels W𝑙 (𝑘, 𝑞) (Eq. 5.17) are less peaked
for smaller 𝑟max, such that for (𝑘1, 𝑘2, 𝑘3) which violate the triangle inequality,
the integral Eq. 5.67 can pick up a non-negligible contribution from the kernel
V
𝑙1𝑙2𝑙3
tot (𝑘1, 𝑞2, 𝑞3) for (𝑘1, 𝑞2, 𝑞3) which do form a triangle. Secondly, for smaller

𝑟max, V𝑙1𝑙2𝑙3tot (𝑘1, 𝑞2, 𝑞3) itself can take non-negligible values for (𝑘1, 𝑞2, 𝑞3) which
do not form a triangle (indeed, the Bessel integrals Eq. 5.70 do not come with any
triangle condition). As a result, the triangle inequality is broken in the observed
SFB bispectrum, with the violation more severe at lower 𝑟max. See Fig. 5.6, which
illustrates this effect using 𝑟max = 500, 1000 and 2500 Mpcℎ−1.

5.5 Discussion
In this chapter, we computed the SFB bispectrum signal for the first time, discussing
how to account for redshift space distortions and primordial non-Gaussianity. Start-
ing with a toy example of the homogeneous and isotropic Universe, we built up
intuition for later understanding some key features of the observed bispectrum con-
volved with a toy spherically symmetric window.

To render the computation tractable, we leveraged a decomposition of the second-
order redshift space kernel into products of three Legendre polynomials, which
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Figure 5.6: A demonstration of the triangle condition violation in a realistic Universe
— the observed reduced bispectrum signal for different values of the redshift extent
𝑟max = 500, 1000 and 2500 Mpcℎ−1 (corresponding to 𝑧 ∼ 0.18, 0.37 and 1.2
respectively) at fixed 𝑘1 = 4.18 × 10−2 ℎMpc−1 and (𝑙1, 𝑙2, 𝑙3) = (4, 6, 8). For
smaller 𝑟max, the violation of the triangle condition is more severe due to less
peaked W𝑙 kernels (see Section 5.4 for more explanations).

allowed us to express the bispectrum, modulo RSD and PNG terms, as a triple
integral. Furthermore, we derived an identity to express as a simple sum the
6-dimensional angular integral of three spherical harmonics (or equivalently, the
one-dimensional integral of a product of three spherical Bessel functions on an
infinite interval). This enabled us to rapidly compute and study the signal in the
case of a homogeneous and isotropic Universe, and to accelerate the calculation of
the RSD and PNG contributions to the observed bispectrum.

Even with these techniques and the various numerical optimizations we employed,
computing the SFB bispectrum is clearly expensive: for each triplet of multipole
indices (𝑙1, 𝑙2, 𝑙3) and of wavenumbers (𝑘1, 𝑘2, 𝑘3), we need to evaluate triple in-
tegrals with oscillatory integrands. Our method requires O(100) CPU hours for
each 𝑙-triplet to compute the signal on a grid of 2003 (𝑘1, 𝑘2, 𝑘3) triplets. In a
realistic data analysis, one would need to calculate the signal for different cosmolo-
gies in a Monte-Carlo Markov Chain (MCMC) on the order of seconds. We note
however that we have chosen a very large redshift extent 𝑧 ≲ 4, corresponding to
𝑟max = 5000 Mpcℎ−1, for which the integration is the most challenging. Surveys
with smaller redshift extent would require less time for computation.

There are several possibilities to accelerate and improve the accuracy of the com-
putation that we leave for future work. For example, as the local frequency of the
oscillations in the signal can be estimated as a function of (𝑘𝑖, 𝑙𝑖) from the isotropic
and homogeneous bispectrum as in Section 5.3, the signal can instead be sampled on
a suitable non-uniform grid of (𝑘1, 𝑘2, 𝑘3). To improve upon the Gauss-Legendre
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quadrature method for integrating the spherical Bessel product Eq. 5.70, the 3-
dimensional generalization of the FFTLog method of [180] could prove superior.
Leveraging cache-friendly memory layouts may also help to speed up some of the
linear algebra operations involved in computing these Bessel integrals on a grid in
𝑘-space.

For the purpose of calculations in a MCMC analysis, one could also explore decom-
posing the bispectrum dependence on cosmological parameters into precomputed
templates, and varying the coefficients of the template corresponding to the varying
cosmology. If it becomes impossible to directly compute the signal for each point
in the cosmology parameter space sampled during the MCMC, the use of emulators
could also aid in minimizing the evaluation time.

Another natural extension to this chapter is to incorporate more physical and ob-
servational effects in the computation. The most important physical effects on
large-scales that we have not included here are general-relativistic (GR) effects. The
authors of Ref. [166] detailed how to incorporate them in the SFB bispectrum; in
principle they may be evaluated numerically within the same framework described
here, i.e. through (many) additional terms in the first order kernels W𝑙 (𝑘, 𝑞) and
in the second-order kernels V𝑙1𝑙2𝑙3 , after a template decomposition into Legendre
polynomials as in Section 5.4. On smaller scales, more detailed modeling of RSD
(e.g. Fingers-of-God and Alcock-Paczynski effects) and of the nonlinear regime
would be needed. In addition, we have used a spherically symmetric window func-
tion to demonstrate the calculation, while realistic window convolution is still to be
explored.

To feasibly use the SFB bispectrum to analyze survey data, a number of missing
pieces would still need to be filled in. In particular, it would be necessary to develop
an efficient SFB bispectrum estimator, e.g., by building off of techniques developed
by [154, 157] for an SFB power spectrum estimator. As allowing for a survey
window of arbitrary geometry in the modeling of the signal would greatly increase
the computational cost, one may explore accounting for it in the estimator, e.g.,
by using a windowless estimator which directly returns the window-deconvolved
bispectrum as pioneered in Ref. [181] for the bispectrum multipoles.

Moreover, a realistic covariance matrix for the SFB bispectrum beyond the Gaussian
approximation also needs to be developed, including complexities due to window
function convolution as well as non-Gaussian covariance. If the window effects can
be reliably removed at the estimator level, then the covariance would be significantly



91

simplified. For the non-Gaussian covariance, an approximation similar in form to
that proposed in Ref. [182] may be applicable for the SFB bispectrum, where the
non-Gaussian part of the covariance is dominated by the product of two bispectra
sharing the same large scale — a good approximation for squeezed configurations
and also tested to be good enough for other configurations in Ref. [182] in the context
of Fourier-space bispectrum. Alternatively, to incorporate all complexities at once,
one may also develop mocks to compute the mock-based covariance by averaging
over many realizations, once a fast SFB bispectrum estimator exists. This method
would include wide-angle effects directly for mocks with large enough angular area,
while it could be challenging to incorporate all GR effects into the mocks.

Since an advantage of the SFB formalism is that it avoids the loss of information due
to assuming inexact lines-of-sights for individual galaxy triplets, it would also be
interesting to evaluate more quantitatively now this information gain, for example
by comparing to the standard bispectrum multipole formalism in the local plane-
parallel approximation and to perturbative corrections thereof as in [146]. Our work
to enable the computation of the signal will allow for such a study to be conducted.
With a suitable scheme to interpolate the signal in the space of multipoles 𝑙𝑖, it
could be feasible to conduct a Fisher forecast for various cosmological parameters
of interest, such as 𝑓NL or RSD parameters.

Note that this loss of information may be small for surveys with small angular
extent, but more important for full-sky surveys like SPHEREx. Currently, with the
exception of the TSH formalism, only perturbative approaches to modeling wide-
angle effects in the bispectrum have been proposed [146, 183], expanding from the
global plane-parallel approximation. Thus, the SFB bispectrum remains the only
method to fully account for all large scale effects non-perturbatively on the largest
angular scales while preserving the potential of retaining all information contained
in the radial modes.

Another advantage of the SFB formalism is that some of the GR terms, which are
mostly radial effects along the line-of-sight, become easily disentangled from other
effects. In particular, the monopole and the dipole terms in the SFB formalism
contain all the observer terms in GR arising from the potential and velocity at
the observer position. Some of these terms may be quantified via other means
before being subtracted (e.g. the velocity term in the dipole), while others are
intrinsically undetectable (e.g. observer potential) and may need to be modeled
through constrained realization if they affect observables of interest.
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Modeling these terms in a Cartesian framework amounts to propagating these effects
to every mode (and every order if a perturbative expansion from the plane-parallel
approximation is used), which would propagate potential systematics into every
measured mode. In contrast, in a spherical framework such as SFB, there is a
clear radial and angular separation that allows for the isolation of such terms into
just the monopole and dipole, which may then be discarded or tested separately for
systematics.

While the TSH formalism provides a similar advantage, it requires many radial
bins required to resolve the large scale radial modes (which is important to do for
measuring 𝑓NL), which introduces highly correlated neighboring radial bins, and
leads to numerically instabilities during covariance inversion. The SFB method is
therefore a trade-off between extracting the maximal amount of information and
the cost of computing the signal. In this regard, we have made a step forward by
rendering the SFB signal computable and studying its various features.

This is merely the beginning of more efforts to follow to make the calculation of the
SFB bispectrum feasible for next-generation surveys. With increasing computational
power in the future, along with more sophisticated numerical and mathematical
techniques, the SFB bispectrum may become a key formalism that will allow us to
extract all of the possible information from a full-sky galaxy survey.

5.A Useful formulae
Dirac delta distribution
For a continuously differentiable function 𝑔 with simple roots {𝑥𝑖} we have

𝛿𝐷 (𝑔(𝑥)) =
∑︁
𝑖

𝛿𝐷 (𝑥 − 𝑥𝑖)
|𝑔′(𝑥𝑖) |

. (A.1)

For any function 𝑓 (𝒌),∫
𝑘2d𝑘 d2 �̂� 𝛿𝐷 (𝒌 − 𝒌′) 𝑓 (𝒌) =

∫
d𝑘 𝛿𝐷 (𝑘 − 𝑘′)

∫
d2 �̂� 𝛿𝐷 ( �̂� − �̂�′) 𝑓 (𝒌) .

(A.2)

Therefore,

𝛿𝐷 (𝒌 − 𝒌′) = 𝑘−2 𝛿𝐷 (𝑘 − 𝑘′) 𝛿𝐷 ( �̂� − �̂�′) . (A.3)
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Spherical Bessel functions
To first order the Bessel function 𝐽𝜈 (𝑥) may be approximated by a Dirac delta as
[179]

𝐽𝜈 (𝑘𝑟) ≃ 𝛿𝐷 (𝑘𝑟 − 𝜈) . (A.4)

Therefore, for a spherical Bessel function 𝑗ℓ (𝑥) =
√︁
𝜋/2𝑥 𝐽ℓ+ 1

2
(𝑥) we have

𝑗ℓ (𝑘𝑟) ≃
√︂

𝜋

2𝑟𝑘
𝛿𝐷

(
𝑟 −

ℓ + 1
2

𝑘

)
, (A.5)

to first order. In the cosmology literature, a version of this is often called Limber’s
approximation [177]. Spherical Bessel functions satisfy the orthogonality relation

𝛿𝐷 (𝑘 − 𝑘′) = 2𝑘𝑘′

𝜋

∫ ∞

0
d𝑟 𝑟2 𝑗ℓ (𝑘𝑟) 𝑗ℓ (𝑘′𝑟) . (A.6)

Spherical harmonics
Spherical harmonics can be expressed in terms of a complex exponential and real
associated Legendre functions P𝑚

ℓ
(𝑥) as

𝑌ℓ𝑚 (𝒓) = 𝑒𝑖𝑚𝜙
(
(ℓ − 𝑚)!(2ℓ + 1)

4𝜋 (ℓ + 𝑚)!

) 1
2

P𝑚ℓ (cos 𝜃) . (A.7)

The associated Legendre functions are even or odd according to the index,

𝑃𝑚ℓ (−𝑥) = (−1)ℓ+𝑚𝑃𝑚ℓ (𝑥) . (A.8)

The completeness relation is∑︁
ℓ𝑚

𝑌ℓ𝑚 (𝒓)𝑌 ∗
ℓ𝑚 (𝒓

′) = 𝛿𝐷 (𝒓 − 𝒓′) . (A.9)

The spherical harmonics satisfy the orthogonality relation∫
dΩ𝒓 𝑌ℓ𝑚 (𝒓)𝑌 ∗

ℓ′𝑚′ (𝒓) = 𝛿𝐾ℓℓ′𝛿
𝐾
𝑚𝑚′ . (A.10)

For a rotation R about the origin that sends the unit vector r to r′, we have

𝑌ℓ,𝑚 (r′) =
ℓ∑︁

𝑚′=−ℓ
[𝐷 (ℓ)

𝑚𝑚′ (R)]∗𝑌ℓ,𝑚′ (r), (A.11)
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where [𝐷 (ℓ)
𝑚𝑚′ (R)]∗ is the complex conjugate of an entry of the Wigner 𝐷-matrix.

The Wigner 𝐷-matrix is a unitary square matrix of dimension 2 𝑗 +1. If R is defined
by proper Euler angles 𝛼, 𝛽, 𝛾 in the 𝑧-𝑦-𝑧 convention, we have the property

𝐷ℓ
𝑚0(R) =

√︂
4𝜋

2ℓ + 1
𝑌 ∗
ℓ,𝑚 (𝛽, 𝛼) , (A.12)

and also the relation

𝐷
𝑗

𝑚𝑘
(R)𝐷 𝑗 ′

𝑚′𝑘 ′ (R) =
𝑗+ 𝑗 ′∑︁

𝐽=| 𝑗− 𝑗 ′ |
⟨ 𝑗𝑚 𝑗 ′𝑚′|𝐽 (𝑚 + 𝑚′)⟩⟨ 𝑗 𝑘 𝑗 ′𝑘′|𝐽 (𝑘 + 𝑘′)⟩𝐷𝐽

(𝑚+𝑚′) (𝑘+𝑘 ′) (R) ,

(A.13)

where ⟨ 𝑗1𝑚1 𝑗2𝑚2 | 𝑗3𝑚3⟩ is a Clebsch-Gordan coefficient. The latter is related to the
Wigner 3 𝑗 symbols by

⟨ 𝑗1 𝑚1 𝑗2 𝑚2 |𝐽 𝑀⟩ = (−1)− 𝑗1+ 𝑗2−𝑀
√

2𝐽 + 1

(
𝑗1 𝑗2 𝐽

𝑚1 𝑚2 −𝑀

)
. (A.14)

We may also expand plane waves in terms of spherical Bessels and spherical har-
monics,

𝑒𝑖𝒒·𝒓 = 4𝜋
∑︁
ℓ′,𝑚′

𝑖ℓ
′
𝑗ℓ′ (𝑞𝑟)𝑌 ∗

ℓ′𝑚′ ( �̂�)𝑌ℓ′𝑚′ (𝒓) , (A.15)

from which it follows, using Eq. A.10, that∫
d2𝒓𝑌 ∗

𝑙,𝑚 (𝒓)𝑒
𝑖𝒒·𝒓 ( �̂� · 𝒓)𝛼 = 4𝜋𝑖𝑙𝑌 ∗

𝑙,𝑚 ( �̂�) (−𝑖𝜕𝑞𝑟)
𝛼 𝑗𝑙 (𝑞𝑟) . (A.16)

The Legendre polynomials can be expressed as a sum over spherical harmonics as

Lℓ ( �̂� · 𝒓) = 4𝜋
2ℓ + 1

∑︁
𝑚

𝑌ℓ𝑚 ( �̂�)𝑌 ∗
ℓ𝑚 (𝒓) . (A.17)

We also have the identities

𝑌 ∗
ℓ𝑚 (𝒓) = (−1)𝑚𝑌ℓ,−𝑚 (𝒓) , (A.18)

𝑌ℓ𝑚 (−𝒓) = (−1)ℓ𝑌ℓ,𝑚 (𝒓) . (A.19)

Gaunt factor
The Gaunt factor is

G
ℓ𝐿𝐿1
𝑚𝑀𝑀1

≡
∫

d2𝒓𝑌ℓ𝑚 (𝒓)𝑌𝐿𝑀 (𝒓)𝑌𝐿1𝑀1 (𝒓) , (A.20)
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and it can be expressed in terms of Wigner-3 𝑗 symbols,

G
ℓ𝐿𝐿1
𝑚𝑀𝑀1

=

(
(2ℓ + 1) (2𝐿 + 1) (2𝐿1 + 1)

4𝜋

) 1
2
(
ℓ 𝐿 𝐿1

0 0 0

) (
ℓ 𝐿 𝐿1

𝑚 𝑀 𝑀1

)
. (A.21)

Hence, a product of two spherical harmonics can be reduced to a linear combination
of spherical harmonics by

𝑌𝑙1𝑚1 (𝒓)𝑌𝑙2𝑚2 (𝒓) =
∑︁
𝐿

(−1)𝑀G𝑙1𝑙2𝐿
𝑚1𝑚2−𝑀𝑌𝐿𝑀 (𝒓) , (A.22)

where 𝑀 = 𝑚1 +𝑚2. Using this identity, one can derive by recursion the analogous
integral to Eq. A.20 for any number of spherical harmonics. For four spherical
harmonics we have (as in Appendix A of Ref. [184]):∫

d2𝒓 𝑌𝑙1𝑚1 (𝒓)𝑌𝑙2𝑚2 (𝒓)𝑌𝑙3𝑚3 (𝒓)𝑌𝑙4𝑚4 (𝒓) =
∑︁
𝐿

(−1)𝑀G𝑙1𝑙2𝐿
𝑚1𝑚2−𝑀G

𝐿𝑙3𝑙4
𝑀𝑚3𝑚4

. (A.23)

Wigner symbols
The Wigner 3 𝑗 symbols obey an orthogonality relation∑︁

𝑚𝑀

(
ℓ 𝐿 𝐿1

𝑚 𝑀 𝑀1

) (
ℓ 𝐿 𝐿2

𝑚 𝑀 𝑀2

)
=
𝛿𝐾
𝐿1𝐿2

𝛿𝐾
𝑀1𝑀2

𝛿𝑇 (ℓ, 𝐿, 𝐿1)
2𝐿1 + 1

, (A.24)

where 𝛿𝑇 (ℓ, 𝐿, 𝐿1) enforces the triangle relation that is obeyed by the Wigner 3 𝑗-
symbols, i.e. they vanish unless |ℓ − 𝐿 | ≤ 𝐿1 ≤ ℓ + 𝐿 and 𝑚 + 𝑀 + 𝑀1 = 0.

The Wigner 3 𝑗’s acquire a phase for 𝑚𝑖 → −𝑚𝑖:(
𝑗1 𝑗2 𝑗3

−𝑚1 −𝑚2 −𝑚3

)
= (−1) 𝑗1+ 𝑗2+ 𝑗3

(
𝑗1 𝑗2 𝑗3

𝑚1 𝑚2 𝑚3

)
. (A.25)

We also have the identity(
𝑗1 𝑗2 𝑗3

𝑚1 𝑚2 𝑚3

) {
𝑗1 𝑗2 𝑗3

𝑙1 𝑙2 𝑙3

}
=

∑︁
𝑚′

1𝑚
′
2𝑚

′
3

(−1)𝑙1+𝑙2+𝑙3+𝑚′
1+𝑚

′
2+𝑚

′
3

×
(
𝑗1 𝑙2 𝑙3

𝑚1 𝑚′
2 −𝑚′

3

) (
𝑙1 𝑗2 𝑙3

−𝑚′
1 𝑚2 𝑚′

3

) (
𝑙1 𝑙2 𝑗3

𝑚′
1 −𝑚′

2 𝑚3

)
,

(A.26)
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where a Wigner 6 𝑗-symbol appears on the LHS. Lastly, we also have(
𝑗13 𝑗23 𝑗33

𝑚13 𝑚23 𝑚33

) 
𝑗11 𝑗12 𝑗13

𝑗21 𝑗22 𝑗23

𝑗31 𝑗32 𝑗33

 =
∑︁

𝑚𝑟1,𝑚𝑟2,𝑟=1,2,3

(
𝑗11 𝑗12 𝑗13

𝑚11 𝑚12 𝑚13

) (
𝑗21 𝑗22 𝑗23

𝑚21 𝑚22 𝑚23

)

×
(
𝑗31 𝑗32 𝑗33

𝑚31 𝑚32 𝑚33

) (
𝑗11 𝑗21 𝑗31

𝑚11 𝑚21 𝑚31

) (
𝑗12 𝑗22 𝑗32

𝑚12 𝑚22 𝑚32

)
,

(A.27)

where a Wigner 9 𝑗-symbol appears on the LHS.

5.B Encoding of observational isotropy by the Gaunt factor
Here we show that the 3-point function of the SFB modes of an observationally-
isotropic real-valued field 𝛿(r) is real and proportional to the Gaunt factor. To
see this, note that in real space, the 3-point function of 𝛿 can only depend on the
distances to each point and the angles on the sky. Therefore, we may expand it in
Legendre polynomials as

⟨𝛿(𝒓1)𝛿(𝒓2)𝛿(𝒓3)⟩ =
∑︁

𝐿1𝐿2𝐿3

𝑓𝐿1𝐿2𝐿3 (𝑟1, 𝑟2, 𝑟3) L𝐿1 (𝒓1 · 𝒓2) L𝐿2 (𝒓2 · 𝒓3) L𝐿3 (𝒓3 · 𝒓1) .

(B.1)

The Legendre polynomials may be further decomposed into sums over spherical
harmonics via Eq. A.17. We may then transform Eq. B.1 to spherical harmonic
space to obtain

⟨𝛿ℓ1𝑚1 (𝑟1)𝛿ℓ2𝑚2 (𝑟2)𝛿ℓ3𝑚3 (𝑟3)⟩

=

∫
𝑑2𝑟1 𝑑

2𝑟2 𝑑
2𝑟3𝑌

∗
ℓ1𝑚1

(𝒓1)𝑌 ∗
ℓ2𝑚2

(𝒓2)𝑌 ∗
ℓ3𝑚3

(𝒓3)

×
∑︁

𝐿1𝐿2𝐿3

𝐴𝐿1𝐿2𝐿3 𝑓𝐿1𝐿2𝐿3 (𝑟1, 𝑟2, 𝑟3)
∑︁

𝑀1𝑀2𝑀3

(−1)𝑀1+𝑀2+𝑀3 𝑌 ∗
𝐿1−𝑀1

(𝒓1)𝑌 ∗
𝐿1𝑀1

(𝒓2)

× 𝑌 ∗
𝐿2−𝑀2

(𝒓2)𝑌 ∗
𝐿2𝑀2

(𝒓3)𝑌 ∗
𝐿3−𝑀3

(𝒓3)𝑌 ∗
𝐿3𝑀3

(𝒓1)
=

∑︁
𝐿1𝐿2𝐿3

𝐴𝐿1𝐿2𝐿3 𝑓𝐿1𝐿2𝐿3 (𝑟1, 𝑟2, 𝑟3)
∑︁

𝑀1𝑀2𝑀3

(−1)𝑀1+𝑀2+𝑀3 G
ℓ1𝐿1𝐿3
𝑚1−𝑀1𝑀3

G
ℓ2𝐿2𝐿1
𝑚2−𝑀2𝑀1

G
ℓ3𝐿3𝐿2
𝑚3−𝑀3𝑀2

,

(B.2)
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where we define 𝐴𝐿1𝐿2𝐿3 ≡
∏
𝑖 4𝜋/(2𝐿𝑖+1). Using the identity Eq. A.26 to evaluate

the sum of Gaunt factors, we may write

⟨𝛿ℓ1𝑚1 (𝑟1)𝛿ℓ2𝑚2 (𝑟2)𝛿ℓ3𝑚3 (𝑟3)⟩ =
√︁
(4𝜋)3(2𝑙1 + 1) (2𝑙2 + 1) (2𝑙3 + 1)

(
𝑙1 𝑙2 𝑙3

𝑚1 𝑚2 𝑚3

)
×

∑︁
𝐿1𝐿2𝐿3

𝑓𝐿1𝐿2𝐿3 (𝑟1, 𝑟2, 𝑟3) (−1)𝐿1+𝐿2+𝐿3

{
𝑙1 𝑙2 𝑙3

𝐿1 𝐿2 𝐿3

} (
𝑙1 𝐿1 𝐿3

0 0 0

) (
𝑙2 𝐿2 𝐿1

0 0 0

) (
𝑙3 𝐿3 𝐿2

0 0 0

)
.

(B.3)

The Wigner 3 𝑗 symbols inside the sum over the 𝐿𝑖 impose that 𝑙1 + 𝑙2 + 𝑙3 be even,

hence the sum is proportional to the symbol

(
𝑙1 𝑙2 𝑙3

0 0 0

)
, and ⟨𝛿ℓ1𝑚1 (𝑟1)𝛿ℓ2𝑚2 (𝑟2)𝛿ℓ3𝑚3 (𝑟3)⟩,

to the Gaunt factor G1𝑙2𝑙3
𝑚1𝑚2𝑚3 , which encodes the isotropy. The 3-point function of

the SFB modes is then obtained by applying the basis transformation Eq. 5.1, hence
it is real.

5.C An identity for integrating a product of three spherical harmonics
Here we derive the identity

𝐼
𝑙1𝑙2𝑙3
𝑚1𝑚2𝑚3 (𝑘1, 𝑘2, 𝑘3) ≡

∫
𝑑2 �̂�1𝑑

2 �̂�2𝑑
2 �̂�3𝑌

∗
𝑙1,𝑚1

( �̂�1)𝑌 ∗
𝑙2,𝑚2

( �̂�2)𝑌 ∗
𝑙3,𝑚3

( �̂�3)𝛿𝐷 (𝒌1 + 𝒌2 + 𝒌3)

=
4𝜋

3
2

𝑘1𝑘2𝑘3

√︁
(2𝑙1 + 1)

(
𝑙1 𝑙2 𝑙3

𝑚1 𝑚2 𝑚3

) ∑︁
|𝑚 |≤min(𝑙2,𝑙3)

𝑌𝑙2,𝑚 (𝜃12, 0)𝑌𝑙3,−𝑚 (𝜃13, 0) (−1)𝑚
(
𝑙1 𝑙2 𝑙3

0 𝑚 −𝑚

)
,

(C.1)

which we use to calculate the SFB bispectrum in the homogeneous and isotropic
Universe, as well as to accelerate part of the calculation of the observed bispectrum.

We need only to show this for 𝑘1, 𝑘2, 𝑘3 which satisfy the triangle inequality, as
otherwise the integral clearly vanishes. Above, we define 𝜃𝑖 𝑗 as the angle between 𝒌𝑖

and 𝒌 𝑗 , such that cos(𝜃12) = 𝜗(𝑘1, 𝑘2, 𝑘3) ≡
𝑘2

3−𝑘
2
1−𝑘

2
2

2𝑘1𝑘2
and cos(𝜃13) = 𝜗(𝑘1, 𝑘3, 𝑘2),

and we denote for the unit vector 𝒓 of spherical angles (𝜃, 𝜙), 𝑌ℓ,𝑚 (𝜃, 𝜙) ≡ 𝑌ℓ,𝑚 (𝒓).
The angle-averaged form of Eq. C.1 is denoted 𝐼𝑙1𝑙2𝑙3 (𝑘1, 𝑘2, 𝑘3) such that

𝐼
𝑙1𝑙2𝑙3
𝑚1𝑚2𝑚3 (𝑘1, 𝑘2, 𝑘3) =

(
𝑙1 𝑙2 𝑙3

𝑚1 𝑚2 𝑚3

)
𝐼𝑙1𝑙2𝑙3 (𝑘1, 𝑘2, 𝑘3) . (C.2)

We begin by using Eq. A.1 and Eq. A.3 to write

𝛿𝐷 (𝒌1 + 𝒌2 + 𝒌3) = 𝑘−2
3 𝛿𝐷 ( |𝒌1 + 𝒌2 | − 𝑘3)𝛿𝐷 (�𝒌1 + 𝒌2 + �̂�3)

= (𝑘1𝑘2𝑘3)−1𝛿𝐷 ( �̂�1 · �̂�2 − 𝜗(𝑘1, 𝑘2, 𝑘3))𝛿𝐷 (�𝒌1 + 𝒌2 + �̂�3) ,
(C.3)
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such that, after integration over 𝑑2 �̂�3, Eq. C.1 becomes

𝐼
𝑙1𝑙2𝑙3
𝑚1𝑚2𝑚3 (𝑘1, 𝑘2, 𝑘3) = (𝑘1𝑘2𝑘3)−1(−1)𝑙3

∫
𝑑2 �̂�1 𝑑

2 �̂�2𝑌
∗
𝑙1,𝑚1

( �̂�1)𝑌 ∗
𝑙2,𝑚2

( �̂�2)𝑌 ∗
𝑙3,𝑚3

(
(�𝒌1 + 𝒌2)

)
× 𝛿𝐷

(
�̂�1 · �̂�2 − 𝜗(𝑘1, 𝑘2, 𝑘3)

)
, (C.4)

where we used the parity property Eq. A.19. We then integrate over �̂�2 by rotating
it through an angle 𝜑2 around �̂�1, as the Dirac delta fixes cos(𝜃12) = 𝜗(𝑘1, 𝑘2, 𝑘3).
Then cos(𝜋−𝜃13) also remains fixed and �𝒌1 + 𝒌2 rotates about �̂�1 by the same angle
𝜑2.

We denote byR( �̂�1) the rotation sending the axis ẑ to �̂�1. Using the rotation formula
for spherical harmonics Eq. A.11 and integrating over �̂�1 · �̂�2, Eq. C.4 becomes

𝐼
𝑙1𝑙2𝑙3
𝑚1𝑚2𝑚3 (𝑘1, 𝑘2, 𝑘3) = (𝑘1𝑘2𝑘3)−1(−1)𝑙3

∫
𝑑2 �̂�1 𝑑𝜑2𝑌

∗
𝑙1,𝑚1

( �̂�1)

×
[ 𝑙2∑︁
𝑚′

2=−𝑙2

𝐷
(𝑙2)
𝑚2,𝑚

′
2
(R( �̂�1))𝑌 ∗

𝑙2,𝑚
′
2
(𝜃12, 𝜑2)

] [ 𝑙3∑︁
𝑚′

3=−𝑙3

𝐷
(𝑙3)
𝑚3,𝑚

′
3
(R( �̂�1))𝑌 ∗

𝑙3,𝑚
′
3
(𝜋 − 𝜃13, 𝜑2)

]
.

(C.5)

where 𝐷 (ℓ)
𝑚,𝑚′ (R( �̂�1)) are Wigner 𝐷-matrix elements. As 𝑌 ∗

ℓ,𝑚
(𝜃, 𝜙) is proportional

to 𝑒−𝑖𝑚𝜙, integrating the pairwise products of spherical harmonics over 𝑑𝜑2 gives
factors 2𝜋𝛿𝐾

𝑚′
2,−𝑚

′
3
. Hence

𝐼
𝑙1𝑙2𝑙3
𝑚1𝑚2𝑚3 (𝑘1, 𝑘2, 𝑘3) = 2𝜋(𝑘1𝑘2𝑘3)−1(−1)𝑙3

min(𝑙2,𝑙3)∑︁
𝑚′

2=−min(𝑙2,𝑙3)
𝑌 ∗
𝑙2,𝑚

′
2
(𝜃12, 0)𝑌 ∗

𝑙3,−𝑚′
2
(𝜋 − 𝜃13, 0)

×
∫

𝑑2 �̂�1𝑌
∗
𝑙1,𝑚1

( �̂�1)𝐷 (𝑙2)
𝑚2,𝑚

′
2
(R( �̂�1))𝐷 (𝑙3)

𝑚3,−𝑚′
2
(R( �̂�1)) ,

(C.6)

where 𝐷 (ℓ)
𝑚𝑚′ (R) is the Wigner 𝐷-matrix. Using Eq. A.13, the integral in Eq. C.6

becomes∫
𝑑2 �̂�1𝑌

∗
𝑙1,𝑚1

( �̂�1) 𝐷 (𝑙2)
𝑚2,𝑚

′
2
(R( �̂�1)) 𝐷 (𝑙3)

𝑚3,−𝑚′
2
(R( �̂�1))

=

𝑙2+𝑙3∑︁
𝐽=|𝑙2−𝑙3 |

⟨𝑙2𝑚2 𝑙3𝑚3 |𝐽 (𝑚2 + 𝑚3)⟩⟨𝑙2𝑚′
2𝑙3(−𝑚

′
2) |𝐽0⟩

∫
𝑑2 �̂�1𝑌

∗
𝑙1,𝑚1

( �̂�1)𝐷𝐽
𝑚2+𝑚3, 0(R( �̂�1))

= (−1)𝑚1

√︂
4𝜋

2𝑙1 + 1
⟨𝑙2𝑚2 𝑙3𝑚3 |𝑙1(−𝑚1)⟩⟨𝑙2𝑚′

2𝑙3(−𝑚
′
2) |𝑙10⟩ , (C.7)
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where the second equation above follows from the first by applying the identity
Eq. A.12 to write

𝐷𝐽
𝑚2+𝑚3,0(R( �̂�1)) =

√︂
4𝜋

2𝐽 + 1
𝑌 ∗
𝐽,𝑚2+𝑚3

( �̂�1) , (C.8)

and then using the orthogonality of spherical harmonics Eq. A.10. We obtain the
final expression Eq. C.1 by expressing the Clebsch-Gordan coefficients in terms of
Wigner 3 𝑗’s via Eq. A.14 and inserting Eq. C.7 into Eq. C.6. In writing Eq. C.1 we
have also removed the complex conjugations from the spherical harmonics as they
are real, and used the parity of associated Legendre polynomials Eq. A.8.

It is also instructive to rewrite the integral Eq. C.1 to make explicit the consequence
of isotropy. Using that

𝛿𝐷 (𝒌1 + 𝒌2 + 𝒌3) =
1

(2𝜋)3

∫
d3𝒓𝑒𝑖(𝒌1+𝒌2+𝒌3)·𝒓 , (C.9)

and Eq. A.16 (for 𝛼 = 0), Eq. C.1 becomes

𝐼
𝑙1𝑙2𝑙3
𝑚1𝑚2𝑚3 (𝑘1, 𝑘2, 𝑘3) = 8𝑖𝑙1+𝑙2+𝑙3

∫
𝑟2d𝑟 𝑗𝑙1 (𝑘1𝑟) 𝑗𝑙2 (𝑘2𝑟) 𝑗𝑙3 (𝑘3𝑟)

∫
𝑑2𝒓𝑌 ∗

𝑙1,𝑚1
(𝒓)𝑌 ∗

𝑙2,𝑚2
(𝒓)𝑌 ∗

𝑙3,𝑚3
(𝒓) ,

(C.10)

where the angular integral is the Gaunt factor G𝑙1𝑙2𝑙3𝑚1𝑚2𝑚3 encoding the isotropy. The
above radial integral of the product of three spherical Bessel functions has been
evaluated analytically and by recursion in [185–188], though typically with methods
requiring more computation than Eq. C.1. During the preparation of the paper on
which this chapter is based, the authors became aware of Ref.[189], which also
evaluated the radial integral, leading to a result equivalent to Eq. C.1 via an alternate
derivation.

5.D Details of the bispectrum computation
Legendre expansion coefficients 𝑍𝑙1𝑙2𝑙3 (𝑟, 𝑘1, 𝑘2)
In this subsection we derive the coefficients 𝑍𝑙1𝑙2𝑙3 (𝑟, 𝑘1, 𝑘2) introduced in Eq. 5.66,
which we reproduce here:

�̃�2(𝒌1, 𝒌2, 𝒓) =
∑︁
𝑙1𝑙2𝑙3

𝑍𝑙1𝑙2𝑙3 (𝑘1, 𝑘2, 𝑟) L𝑙1 ( �̂�1 · �̂�2) L𝑙2 ( �̂�1 · 𝒓) L𝑙3 ( �̂�2 · 𝒓)

=
∑︁
{𝑙𝑖𝑚𝑖}

(4𝜋)3 𝑍𝑙1𝑙2𝑙3 (𝑘1, 𝑘2, 𝑟)
(2𝑙1 + 1) (2𝑙2 + 1) (2𝑙3 + 1) 𝑌𝑙1𝑚1 ( �̂�1)𝑌 ∗

𝑙1𝑚1
( �̂�2)𝑌𝑙2𝑚2 ( �̂�1)𝑌 ∗

𝑙2𝑚2
(𝒓)𝑌𝑙3𝑚3 ( �̂�2)𝑌 ∗

𝑙3𝑚3
(𝒓) .

(D.1)
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We first note that the form of 𝑍2(𝒌1, 𝒌2, 𝒓) (see Eq. 5.28) implies that it can be
written as a polynomial in 𝜇1, 𝜇2, �̂�1 · �̂�2, and 𝜇 = (𝑘1𝜇1 + 𝑘2𝜇2)/𝑘 , except for the
terms proportional to 𝑓NL:

𝑓NL
𝛼(𝑘)

𝛼 (𝑘1) 𝛼 (𝑘2)

(
𝑏E

10 + 𝑓 (𝑟)𝜇2
)
. (D.2)

Furthermore, except for the term

𝑓 (𝑟)𝜇2𝐺2 (𝒌1, 𝒌2) , (D.3)

𝑍2(𝒌1, 𝒌2, 𝒓) is a polynomial of in 𝜇1, 𝜇2 and �̂�1 · �̂�2 alone, which allows us to
write the decomposition Eq. 5.66. In fact, Eq. D.3 could also be included in this
decomposition, by writing

𝜇2 =
(𝜇𝑘)2

𝑘2
1 + 𝑘

2
2 + 2𝑘1𝑘2 �̂�1 · �̂�2

=
(𝑘1𝜇1 + 𝑘2𝜇2)2

𝑘2
1 + 𝑘

2
2

∑︁
𝑛≥0

(
− 2𝑘1𝑘2

𝑘2
1 + 𝑘

2
2
�̂�1 · �̂�2

)𝑛
. (D.4)

However, then the sum over 𝑙1, 𝑙2, 𝑙3 in Eq. 5.66 becomes infinite, and truncating this
slowly-converging series after even a small number of terms greatly increases the
number of non-vanishing coefficients 𝑍𝑙1𝑙2𝑙3 . Hence, we opt to treat Eq. D.3 along
with Eq. D.2 separately (and exactly) as described in Appendix 5.D.

Leaving out these terms, we have only 9 coefficients 𝑍𝑙1𝑙2𝑙3 (𝑟, 𝑘1, 𝑘2), which are listed
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below by triplet (𝑙1, 𝑙2, 𝑙3). We have dropped the implicit 𝑟-dependence for brevity.

(0, 0, 0) :
1
3
𝑏E

10 𝑓 +
17
21
𝑏E

10 +
1
2
𝑏E

20 +
1
9
𝑓 2

+
𝑏E

01 𝑓

6𝛼(𝑘1)
+

𝑏E
01 𝑓

6𝛼(𝑘2)
+

𝑏E
11

2𝛼(𝑘1)
+

𝑏E
11

2𝛼(𝑘2)
+

𝑏E
02

𝛼(𝑘1)𝛼(𝑘2)
(D.5)

(0, 0, 2) :
1
9
𝑓 (3𝑏E

10 + 2 𝑓 ) + 𝑓
𝑏E

01
3𝛼(𝑘1)

(D.6)

(0, 1, 1) :
(
𝑘1

2𝑘2
+ 𝑘2

2𝑘1

)
𝑓 (𝑏E

10 +
3
5
𝑓 ) + 𝑏E

01 𝑓

(
𝑘2

2𝑘1𝛼(𝑘2)
+ 𝑘1

2𝑘2𝛼(𝑘1)

)
(D.7)

(0, 1, 3) : 𝑓 2 𝑘2

5𝑘1
(D.8)

(0, 2, 0) :
1
9
𝑓 (3𝑏E

10 + 2 𝑓 ) + 𝑓
𝑏E

01
3𝛼(𝑘2)

(D.9)

(0, 2, 2) :
4
9
𝑓 2 (D.10)

(0, 3, 1) : 𝑓 2 𝑘1

5𝑘2
(D.11)

(1, 0, 0) : 𝑏E
10

(
𝑘1

2𝑘2
+ 𝑘2

2𝑘1

)
+ 𝑏E

01

(
𝑘2

2𝑘1𝛼(𝑘2)
+ 𝑘1

2𝑘2𝛼(𝑘1)

)
(D.12)

(2, 0, 0) :
4
21

(D.13)

Derivation of the observed SFB bispectrum Eq. 5.67
Here we detail the remainder of the derivation of the observed bispectrum Eq. 5.67
after the Legendre expansion of the second-order redshift-space kernel has been
performed as in Section 5.D.

We first insert the decomposition of �̃�2(𝒌1, 𝒌2, 𝒓) (Eq. D.1) into 𝛿𝑔,(2)
𝑙𝑚

(Eq. 5.64),
and use the identity in Eq. A.15 to simplify the complex exponentials. We rid of
the angular integrals over �̂� with the orthogonality relation for spherical harmonics
Eq. A.10. After rearranging for the angular and radial integrals and assuming a
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separable window𝑊 (𝒓) = 𝑊 (𝑟)𝑊 (𝒓), we obtain

𝛿
𝑔,(2)
ℓ𝑚

(𝑘) =
√︂

2
𝜋
𝑘

∫
d𝑟 𝑟2 𝑗ℓ (𝑘𝑟)𝑊 (𝑟) 𝐷2(𝑟) 4𝜋

∫
d𝑘1 𝑘1

(2𝜋)3

∫
d𝑘2 𝑘2

(2𝜋)3

∑︁
{𝑙𝑖𝑚𝑖}

(4𝜋)3𝑍𝑙1𝑙2𝑙3 (𝑘1, 𝑘2, 𝑟)
(2𝑙1+1) (2𝑙2+1) (2𝑙3+1)

× 𝑟2(4𝜋)3
∑︁

{𝐿𝑖𝑀𝑖}

∑︁
𝐿𝑀

𝑖−𝐿1−𝐿2+𝐿3+𝐿4 𝑗𝐿3 (𝑘1𝑟) 𝑗𝐿4 (𝑘2𝑟) 𝛿(1)𝐿1𝑀1
(𝑘1) 𝛿(1)𝐿2𝑀2

(𝑘2)

× 𝜋

2𝑟2 G
𝐿3
𝑀3

𝐿4
𝑀4

𝐿
𝑀

∫
d2𝒓𝑊 (𝒓)𝑌𝐿𝑀 (𝒓)𝑌 ∗

ℓ𝑚 (𝒓)𝑌
∗
𝑙2𝑚2

(𝒓)𝑌 ∗
𝑙3𝑚3

(𝒓)

×
∫

d2 �̂�1𝑌𝑙1𝑚1 ( �̂�1)𝑌𝑙2𝑚2 ( �̂�1)𝑌𝐿3𝑀3 ( �̂�1)𝑌𝐿1𝑀1 ( �̂�1)
∫

d2 �̂�2𝑌
∗
𝑙1𝑚1

( �̂�2)𝑌𝑙3𝑚3 ( �̂�2)𝑌𝐿4𝑀4 ( �̂�2)𝑌𝐿2𝑀2 ( �̂�2) .

(D.14)

We may rewrite this more compactly as

𝛿
𝑔,(2)
ℓ𝑚

(𝑘) =
∫

d𝑘1

∫
d𝑘2

∑︁
𝐿1𝑀1

∑︁
𝐿2𝑀2

V
ℓ𝐿1𝐿2
𝑚𝑀1𝑀2

(𝑘, 𝑘1, 𝑘2) 𝛿(1)𝐿1𝑀1
(𝑘1) 𝛿(1)𝐿2𝑀2

(𝑘2) ,

(D.15)

where we use V to denote the second-order coupling kernel in the SFB bispectrum

V
ℓ𝐿1𝐿2
𝑚𝑀1𝑀2

(𝑘, 𝑘1, 𝑘2) ≡
√︂
𝜋

2
28𝜋 𝑘𝑘1𝑘2

∫
d𝑟 𝑟2 𝑗ℓ (𝑘𝑟)𝑊 (𝑟) 𝐷2(𝑟)

∑︁
𝑙1𝑙2𝑙3

𝑍𝑙1𝑙2𝑙3 (𝑘1, 𝑘2, 𝑟)
(2𝑙1 + 1) (2𝑙2 + 1) (2𝑙3 + 1)

×
∑︁
𝐿3𝐿4

𝑗𝐿3 (𝑘1𝑟) 𝑗𝐿4 (𝑘2𝑟) C𝐿1
𝑀1

𝐿2
𝑀2
ℓ
𝑚
,𝐿3𝐿4
,𝑙1𝑙2𝑙3

. (D.16)

Here 𝐶𝐿1
𝑀1

𝐿2
𝑀2
ℓ
𝑚
,𝐿3𝐿4
,𝑙1𝑙2𝑙3

is a mode coupling coefficient

C
𝐿1
𝑀1

𝐿2
𝑀2
ℓ
𝑚
,𝐿3𝐿4
,𝑙1𝑙2𝑙3

= 𝑖−𝐿1−𝐿2+𝐿3+𝐿4
∑︁

𝑚1𝑚2𝑚3

∑︁
𝑀3𝑀4

∑︁
𝐿𝑀

(−1)𝑀+𝑚1G
𝐿3𝐿4𝐿
𝑀3𝑀4𝑀

H
𝐿ℓ𝑙2𝑙3
−𝑀𝑚𝑚2𝑚3

H
𝑙1𝑙2𝐿3𝐿1
𝑚1𝑚2𝑀3𝑀1

H
𝑙1𝑙3𝐿4𝐿2
−𝑚1𝑚3𝑀4𝑀2

.

(D.17)

and

H
𝑙1𝑙2𝑙3𝑙4
𝑚1𝑚2𝑚3𝑚4 ≡

∫
d2𝒓 𝑊 (𝒓)𝑌𝑙1𝑚1 (𝒓)𝑌𝑙2𝑚2 (𝒓)𝑌𝑙3𝑚3 (𝒓)𝑌𝑙4𝑚4 (𝒓) (D.18)

is the integral over four spherical harmonics and the angular part of the window
function.

Using the form of 𝛿𝑔,(1)
ℓ𝑚

(𝑘) in Eq. 5.10, the terms contributing to the tree-level
3-point correlation function of the SFB modes are〈
𝛿
𝑔,(2)
ℓ𝑚

(𝑘) 𝛿𝑔,(1)
ℓ′𝑚′ (𝑘′) 𝛿𝑔,(1)ℓ′′𝑚′′ (𝑘′′)

〉
=

∫
d𝑘1

∫
d𝑘2

∑︁
𝐿1𝑀1

∑︁
𝐿2𝑀2

V
ℓ𝐿1𝐿2
𝑚𝑀1𝑀2

(𝑘, 𝑘1, 𝑘2)
∫

d𝑞′
∑︁
𝐿′𝑀 ′

W𝐿′𝑀 ′

ℓ′𝑚′ (𝑘′, 𝑞′)
∫

d𝑞′′
∑︁
𝐿′′𝑀 ′′

W𝐿′′𝑀 ′′

ℓ′′𝑚′′ (𝑘′′, 𝑞′′)

×
〈
𝛿
(1)
𝐿1𝑀1

(𝑘1) 𝛿(1)𝐿2𝑀2
(𝑘2) 𝛿(1)𝐿′𝑀 ′ (𝑞′) 𝛿(1)𝐿′′𝑀 ′′ (𝑞′′)

〉
, (D.19)
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along with the two other terms with cyclically permuted superscript indices. Noting
that the SFB power spectrum for the constant-time slice matter density contrast is
homogeneous and isotropic, i.e.

〈
𝛿
(1)
𝐿1𝑀1

(𝑘1) 𝛿(1)𝐿2𝑀2
(𝑘2)

〉
= 𝛿𝐾𝐿1𝐿2

𝛿𝐾𝑀1−𝑀2
(−1)𝑀2𝛿𝐷 (𝑘1 − 𝑘2) 𝑃(𝑘1) , (D.20)

we may apply Wick’s theorem,〈
𝛿
𝑔,(2)
ℓ𝑚

(𝑘) 𝛿𝑔,(1)
ℓ′𝑚′ (𝑘′) 𝛿𝑔,(1)ℓ′′𝑚′′ (𝑘′′)

〉
=

∫
d𝑘1

∑︁
𝐿1𝑀1

(−1)𝑀1V
ℓ𝐿1𝐿1
𝑚𝑀1−𝑀1

(𝑘, 𝑘1, 𝑘1) 𝑃(𝑘1)
∫

d𝑞′
∑︁
𝐿′𝑀 ′

(−1)𝑀 ′
W𝐿′𝑀 ′

ℓ′𝑚′ (𝑘′, 𝑞′)W𝐿′−𝑀 ′

ℓ′′𝑚′′ (𝑘′′, 𝑞′) 𝑃(𝑞′)

+
∫

d𝑞′
∫

d𝑞′′
∑︁
𝐿′𝑀 ′

∑︁
𝐿′′𝑀 ′′

(−1)𝑀 ′+𝑀 ′′
Vℓ𝐿

′𝐿′′

𝑚−𝑀 ′−𝑀 ′′ (𝑘, 𝑞′, 𝑞′′)W𝐿′𝑀 ′

ℓ′𝑚′ (𝑘′, 𝑞′)W𝐿′′𝑀 ′′

ℓ′′𝑚′′ (𝑘′′, 𝑞′′) 𝑃(𝑞′) 𝑃(𝑞′′)

+
∫

d𝑞′
∫

d𝑞′′
∑︁
𝐿′′𝑀 ′′

∑︁
𝐿′𝑀 ′

(−1)𝑀 ′+𝑀 ′′
Vℓ𝐿

′′𝐿′

𝑚−𝑀 ′′−𝑀 ′ (𝑘, 𝑞′′, 𝑞′)W𝐿′𝑀 ′

ℓ′𝑚′ (𝑘′, 𝑞′)W𝐿′′𝑀 ′′

ℓ′′𝑚′′ (𝑘′′, 𝑞′′) 𝑃(𝑞′) 𝑃(𝑞′′) .

(D.21)

From here on we assume a spherically symmetric window𝑊 (𝒓) = 𝑊 (𝑟). Then we
have W𝐿𝑀

ℓ𝑚
(𝑘, 𝑞) = 𝛿𝐾

ℓ𝐿
𝛿𝐾
𝑚𝑀

Wℓ (𝑘, 𝑞). Hence,〈
𝛿
𝑔,(2)
ℓ𝑚

(𝑘) 𝛿𝑔,(1)
ℓ′𝑚′ (𝑘′) 𝛿𝑔,(1)ℓ′′𝑚′′ (𝑘′′)

〉
= 𝛿𝐾ℓ′ℓ′′𝛿

𝐾
𝑚′−𝑚′′ (−1)𝑚′

𝐶ℓ′ (𝑘′, 𝑘′′)
∫

d𝑘1
∑︁
𝐿1𝑀1

(−1)𝑀1V
ℓ𝐿1𝐿1
𝑚𝑀1−𝑀1

(𝑘, 𝑘1, 𝑘1) 𝑃(𝑘1)

+
∫

d𝑞′Wℓ′ (𝑘′, 𝑞′) 𝑃(𝑞′)
∫

d𝑞′′Wℓ′′ (𝑘′′, 𝑞′′) 𝑃(𝑞′′) (−1)𝑚′+𝑚′′ [
Vℓℓ

′ℓ′′
𝑚−𝑚′−𝑚′′ (𝑘, 𝑞′, 𝑞′′) + Vℓℓ

′′ℓ′
𝑚−𝑚′′−𝑚′ (𝑘, 𝑞′′, 𝑞′)

]
.

(D.22)

In Eq. D.15 swapping 𝐿1 ↔ 𝐿2, 𝑘1 ↔ 𝑘2, 𝑀1 ↔ 𝑀2 gives V
ℓ𝐿1𝐿2
𝑚𝑀1𝑀2

(𝑘, 𝑘1, 𝑘2) =

V
ℓ𝐿2𝐿1
𝑚𝑀2𝑀1

(𝑘, 𝑘2, 𝑘1), thus the two terms in brackets in Eq. D.22 are equal. In Appendix
5.D we simplify Vℓℓ

′ℓ′′
𝑚−𝑚′−𝑚′′ and show that it is proportional to the Gaunt factor

Gℓℓ
′ℓ′′

𝑚𝑚′𝑚′′ . Hence we define the angle-averaged quantity

Vℓℓ
′ℓ′′ (𝑘, 𝑘′, 𝑘′′) ≡

∑︁
𝑚𝑚′𝑚′′

(
ℓ ℓ′ ℓ′′

𝑚 𝑚′ 𝑚′′

)
(−1)𝑚′+𝑚′′

Vℓℓ
′ℓ′′

𝑚−𝑚′−𝑚′′ (𝑘, 𝑘′, 𝑘′′) ,

(D.23)

whose simplified expression is given by Eq. D.33.
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In fact, the first line of Eq. D.22 always vanishes when ℓ > 0, which we may see by
the following quick argument. By the remarks at the beginning of Section 5.2 on
observational isotropy, Eq. D.22 must be proportional to the Gaunt factor Gℓℓ′ℓ′′

𝑚𝑚′𝑚′′ ,
such that Eq. D.22 is nonzero only if ℓ, ℓ′, ℓ′′ form a triangle. This condition is
already imposed by the second line of Eq. D.22. Let ℓ > 0 and set ℓ′ = ℓ′′ = 0
such that the triangle condition is violated. As 𝐶0(𝑘′, 𝑘′′) ≠ 0, the integral in the
first line of Eq. D.22 must vanish, and consequently the first line must vanish for
any (ℓ, ℓ′, ℓ′′) with ℓ > 0. The authors of Ref. [166] demonstrate this directly with
a lengthy derivation.

Finally, after angle-averaging with Eq. 5.45 and re-indexing for clarity, the SFB
bispectrum, ignoring contributions from the 𝑓NL and 𝐺2 terms, is given by

𝐵
SFB, �̃�2
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3) = 2
∫

d𝑞2 W𝑙2 (𝑘2, 𝑞2)𝑃(𝑞2)
∫

d𝑞3 W𝑙3 (𝑘3, 𝑞3)𝑃(𝑞3) V𝑙1𝑙2𝑙3 (𝑘1, 𝑞2, 𝑞3)

+ 2 cyc. perm. (D.24)

The contribution from the 𝑓NL and 𝐺2 terms is given in Appendix 5.D (Eq. D.46).
It is of a similar form to the contribution from the terms in �̃�2.

In principle, it is possible to repeat the above derivation while relaxing the assump-
tion that𝑊 (𝒓) is spherically symmetric (but keeping the assumption that the radial
and angular dependencies are separable) by decomposing 𝑊 (𝒓) into spherical har-
monics. However, as in this case we can no longer leverage observational isotropy
of the signal, the calculation is significantly more complicated (and expensive), so
we leave the details to a future work.

Lastly, it is useful to verify that we retrieve Eq. 5.55 in the limit of an isotropic and
homogeneous Universe, i.e. by setting 𝐷 = 𝑏1 = 𝑊 = 1 and 𝑓 = 0. In this case, the
second term in Eq. 5.67 vanishes, and we may take𝑊ℓ (𝑘, 𝑞) = 𝛿𝐷 (𝑘 − 𝑞), such that

𝐵SFB
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3) = 2𝑃(𝑘2)𝑃(𝑘3) V𝑙1𝑙2𝑙3 (𝑘1, 𝑘2, 𝑘3) + 2 cyc. perm. . (D.25)

As it is somewhat tedious to demonstrate equivalence with Eq. 5.55 analytically, we
omit the details here6; as a test of our code, we verify numerically that Eq. D.25 and
Eq. 5.55 are identical in the considered limit.

Simplification of the kernel V𝐿1𝐿2ℓ
𝑀1𝑀2𝑚

(𝑘, 𝑘1, 𝑘2)
We now show that, under the assumption of a spherically symmetric window𝑊 (𝒓) =
𝑊 (𝑟), the kernel Vℓ𝐿1𝐿2

𝑚𝑀1𝑀2
is proportional to the Gaunt factor G𝐿1𝐿2ℓ

𝑀1𝑀2−𝑚, and compute
6For a lengthy proof along these lines see Ref. [166].
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its angle-averaged expression, defined by Eq. D.23. For compactness, we will

denote the Wigner coefficient

(
ℓ1 ℓ2 ℓ3

𝑚1 𝑚2 𝑚3

)
by 𝐾

ℓ1ℓ2ℓ3
𝑚1𝑚2𝑚3 and the coefficient of

proportionality between Gaunt factors and Wigner coefficients by

𝑓ℓ1ℓ2ℓ3 ≡
(
(2ℓ1 + 1) (2ℓ2 + 1) (2ℓ3 + 1)

4𝜋

) 1
2
(
ℓ1 ℓ2 ℓ3

0 0 0

)
, (D.26)

such that Gℓ1ℓ2ℓ3𝑚1𝑚2𝑚3 = 𝑓ℓ1ℓ2ℓ3𝐾
ℓ1ℓ2ℓ3
𝑚1𝑚2𝑚3 .

First, we use the identity Eq. A.23 to evaluate the integral over four spherical
harmonics Eq. D.18, such that we may express Eq. D.17 in terms of Gaunt factors7.
We also use that the sum of the lower indices of the Gaunt factor must vanish, to
write

C
𝐿1
𝑀1

𝐿2
𝑀2
ℓ
𝑚
,𝐿3𝐿4
,𝑙1𝑙2𝑙3

= 𝑖−𝐿1−𝐿2+𝐿3+𝐿4
∑︁

𝐿,𝐻1,𝐻2,𝐻3

∑︁
𝑚1,𝑚2,𝑚3,𝑀3,𝑀4,𝑀

(−1)𝑚+𝑚1+𝑚2+𝑚3

× G
𝐿3𝐿4𝐿
𝑀3𝑀4𝑀

G
𝐿ℓ𝐻1
−𝑀𝑚−𝑁1

G
𝐻1𝑙2𝑙3
𝑁1𝑚2𝑚3

G
𝑙1𝑙2𝐻2
𝑚1𝑚2−𝑁2

G
𝐻2𝐿3𝐿1
𝑁2𝑀3𝑀1

G
𝑙1𝑙3𝐻3
−𝑚1𝑚3−𝑁3

G
𝐻3𝐿4𝐿2
𝑁3𝑀4𝑀2

,

(D.27)

where the sums over 𝑁1, 𝑁2, and 𝑁3 have only one term each, and are thus not
explicitly written. With Eq. A.25, and changing signs on the summation variables,
we can use Eq. A.26 to simplify the inner sum∑︁
𝑚1𝑚2𝑚3

(−1)𝑚1+𝑚2+𝑚3G
𝐻1𝑙2𝑙3
𝑁1𝑚2𝑚3

G
𝑙1𝑙2𝐻2
𝑚1𝑚2−𝑁2

G
𝑙1𝑙3𝐻3
−𝑚1𝑚3−𝑁3

= 𝑓𝐻1𝑙2𝑙3 𝑓𝐻2𝑙1𝑙2 𝑓𝐻3𝑙1𝑙3 (−1)𝐻1+𝑙2+𝑙3+𝐻3+𝑙1+𝑙3
∑︁

𝑚1𝑚2𝑚3

(−1)𝑚1+𝑚2+𝑚3 𝐾
𝐻1𝑙2𝑙3
−𝑁1𝑚2−𝑚3

𝐾
𝑙1𝐻3𝑙3
−𝑚1−𝑁3𝑚3

𝐾
𝑙1𝑙2𝐻2
𝑚1−𝑚2−𝑁2

= 𝑓𝐻1𝑙2𝑙3 𝑓𝐻2𝑙1𝑙2 𝑓𝐻3𝑙1𝑙3 (−1)𝑙1+𝑙2+𝑙3𝐾𝐻1𝐻2𝐻3
−𝑁1−𝑁2−𝑁3

{
𝐻1 𝐻2 𝐻3

𝑙1 𝑙3 𝑙2

}
, (D.28)

where we also used that 𝑙1 + 𝑙2 + 𝐻2 must be even. Then, after expressing all Gaunt
7Note that if we allow for a generic angular dependence of the window𝑊 (𝒓), it is still possible

to evaluate the integral Eq. A.23 by decomposing 𝑊 (𝒓) into spherical harmonics and using the
generalization of the integral Eq. D.17 to a product of five spherical harmonics. However this leads
to an explosion in the number of terms needed to compute the kernel Vℓ𝐿1𝐿2

𝑚𝑀1𝑀2
, so in practice only

spherically symmetric windows are currently computationally feasible.
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factors in terms of Wigner coefficients, Eq. D.27 becomes

C
𝐿1
𝑀1

𝐿2
𝑀2
ℓ
𝑚
,𝐿3𝐿4
,𝑙1𝑙2𝑙3

= 𝑖−𝐿1−𝐿2+𝐿3+𝐿4
∑︁

𝐿,𝐻1,𝐻2,𝐻3

𝑓𝐻1𝑙2𝑙3 𝑓𝐻2𝑙1𝑙2 𝑓𝐻3𝑙1𝑙3 (−1)𝑙1+𝑙2+𝑙3
{
𝐻1 𝐻2 𝐻3

𝑙1 𝑙3 𝑙2

}
(−1)𝑚

× 𝑓𝐿3𝐿4𝐿 𝑓𝐿ℓ𝐻1 𝑓𝐻2𝐿3𝐿1 𝑓𝐻3𝐿4𝐿2

∑︁
𝑀3,𝑀4,𝑀

𝐾
𝐿3𝐿4𝐿
𝑀3𝑀4𝑀

𝐾
𝐿ℓ𝐻1
−𝑀𝑚−𝑁1

𝐾
𝐻2𝐿3𝐿1
𝑁2𝑀3𝑀1

𝐾
𝐻3𝐿4𝐿2
𝑁3𝑀4𝑀2

𝐾
𝐻1𝐻2𝐻3
−𝑁1−𝑁2−𝑁3

= 𝑖−𝐿1−𝐿2+𝐿3+𝐿4𝐾
𝐿1𝐿2ℓ
𝑀1𝑀2−𝑚 (−1)𝑚 (−1)𝑙1+𝑙2+𝑙3

×
∑︁

𝐿,𝐻1,𝐻2,𝐻3

𝑓𝐻1𝑙2𝑙3 𝑓𝐻2𝑙1𝑙2 𝑓𝐻3𝑙1𝑙3 𝑓𝐿3𝐿4𝐿 𝑓𝐿ℓ𝐻1 𝑓𝐻2𝐿3𝐿1 𝑓𝐻3𝐿4𝐿2 (−1)𝐻1+𝐻2+𝐻3

×
{
𝐻1 𝐻2 𝐻3

𝑙1 𝑙3 𝑙2

} 
𝐻2 𝐿3 𝐿1

𝐻3 𝐿4 𝐿2

𝐻1 𝐿 ℓ

 , (D.29)

where we used Eq. A.27 to obtain the last line.

Finally, substituting Eq. D.29 in Eq. D.16 and collecting constant factors, we obtain

V
ℓ𝐿1𝐿2
𝑚𝑀1𝑀2

(𝑘, 𝑘1, 𝑘2) ≡ (32𝜋) 3
2 𝑘𝑘1𝑘2

(
𝐿1 𝐿2 ℓ

𝑀1 𝑀2 −𝑚

)
(−1)𝑚

∑︁
𝑙1𝑙2𝑙3𝐿3𝐿4

𝑔
𝐿1𝐿2ℓ
𝑙1𝑙2𝑙3𝐿3𝐿4

𝐽
ℓ𝐿3𝐿4
𝑙1𝑙2𝑙3

(𝑘, 𝑘1, 𝑘2) ,

(D.30)

where we have defined

𝐽
ℓ𝐿3𝐿4
𝑙1𝑙2𝑙3

(𝑘, 𝑘1, 𝑘2) ≡
∫

d𝑟 𝑟2 𝑗ℓ (𝑘𝑟) 𝑗𝐿3 (𝑘1𝑟) 𝑗𝐿4 (𝑘2𝑟)𝑊 (𝑟) 𝐷2(𝑟) 𝑍𝑙1𝑙2𝑙3 (𝑘1, 𝑘2, 𝑟) ,

(D.31)

and

𝑔
𝐿1𝐿2ℓ
𝑙1𝑙2𝑙3𝐿3𝐿4

≡ (−1)𝑙1+𝑙2+𝑙3
(2𝑙1 + 1) (2𝑙2 + 1) (2𝑙3 + 1) 𝑖

−𝐿1−𝐿2+𝐿3+𝐿4

×
∑︁

𝐿,𝐻1,𝐻2,𝐻3

𝑓𝐻1𝑙2𝑙3 𝑓𝐻2𝑙1𝑙2 𝑓𝐻3𝑙1𝑙3 𝑓𝐿3𝐿4𝐿 𝑓𝐿ℓ𝐻1 𝑓𝐻2𝐿3𝐿1 𝑓𝐻3𝐿4𝐿2

{
𝐻1 𝐻2 𝐻3

𝑙1 𝑙3 𝑙2

} 
𝐻2 𝐿3 𝐿1

𝐻3 𝐿4 𝐿2

𝐻1 𝐿 ℓ

 ,
(D.32)

which is real. There are 9 triplets (𝑙1, 𝑙2, 𝑙3) in the Legendre decomposition of the
kernel 𝑍2, excluding contributions from the kernel 𝐺2 and from terms proportional
to 𝑓NL. As a result, for fixed 𝐿1, 𝐿2, ℓ there are at most 49 terms in the sum of
Eq. D.30. Finally, angle-averaging with Eq. D.23, we obtain

Vℓ𝐿1𝐿2 (𝑘, 𝑘1, 𝑘2) ≡ (32𝜋) 3
2 𝑘𝑘1𝑘2

∑︁
𝑙1𝑙2𝑙3𝐿3𝐿4

𝑔
𝐿1𝐿2ℓ
𝑙1𝑙2𝑙3𝐿3𝐿4

𝐽
ℓ𝐿3𝐿4
𝑙1𝑙2𝑙3

(𝑘, 𝑘1, 𝑘2) . (D.33)
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Contribution from the 𝑓NL and 𝐺2 terms
Here we address the terms in the kernel 𝑍2 (Eq. 5.28) that were left out when
decomposing 𝑍2 as polynomial in �̂�1 · �̂�2, �̂�1 · 𝒓, and �̂�2 · 𝒓 (Eq. 5.66). These terms
are

𝑓NL
𝛼(𝑘, 𝑟)

𝛼 (𝑘1, 𝑟) 𝛼 (𝑘2, 𝑟)

(
𝑏E

10 + 𝑓 (𝑟)𝜇2
)
, (D.34)

and

𝑓 (𝑟)𝜇2𝐺2 (𝒌1, 𝒌2) . (D.35)

To account for them, it will be advantageous to first write the SFB bispectrum in an
alternate form (Eq. D.37), which makes clear the relation of the observed bispectrum
to the bispectrum of an isotropic and homogeneous Universe.

Relation between position-dependent bispectrum and SFB bispectrum

The SFB bispectrum is obtained from the position-dependent Fourier-space bispec-
trum by first transforming Eq. 5.31 to configuration space using Eq. 5.61, and then
transforming into SFB space using Eq. 5.1. We get〈
𝛿obs
𝑔,𝑙1𝑚1

(𝑘1)𝛿obs
𝑔,𝑙2𝑚2

(𝑘2)𝛿obs
𝑔,𝑙3𝑚3

(𝑘3)
〉

=

(
2
𝜋

) 3
2

𝑘1𝑘2𝑘3

∫ (∏
𝑖

1
(2𝜋)3 𝑟

2
𝑖 d𝑟𝑖𝑞2

𝑖 d𝑞𝑖d
2𝒓𝑖d2 �̂�𝑖𝑊 (𝒓𝑖)𝑒𝑖𝒒𝑖 ·𝒓𝑖 𝑗𝑙𝑖 (𝑘𝑖𝑟𝑖)𝑌 ∗

𝑙𝑖 ,𝑚𝑖
(𝒓𝑖)

)
× 𝐵𝑠 (𝒒1, 𝒒2, 𝒒3, 𝒓1, 𝒓2, 𝒓3) (2𝜋)3𝛿𝐷 (𝒒1 + 𝒒2 + 𝒒3) . (D.36)

In the absence of RSD, linear growth, galaxy bias, and window, the observed
SFB bispectrum (Eq. D.36) reduces to the SFB bispectrum in an isotropic and
homogeneous Universe (Eq. 5.50), using Eq. A.6. Unlike in the isotropic and
homogeneous case, however, fixing the lengths 𝑞𝑖 and imposing 𝒒1 + 𝒒2 + 𝒒3 = 0
fixes the angles �̂�𝑖 · �̂� 𝑗 but does not determine 𝐵𝑠 (𝒒1, 𝒒2, 𝒒3, 𝒓1, 𝒓2, 𝒓3), which
depends on the nine angles 𝜇𝑖 𝑗 ≡ �̂�𝑖 · 𝒓 𝑗 to the three lines of sight 𝒓 𝑗 .

Assuming a radial window 𝑊 (𝒓) = 𝑊 (𝑟), the angle-averaged bispectrum is given
by

𝐵
SFB, obs
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3) =
1

(2𝜋)6

(
2
𝜋

) 3
2

𝑘1𝑘2𝑘3

×
∫ (∏

𝑖

𝑟2
𝑖 d𝑟𝑖𝑞2

𝑖 d𝑞𝑖𝑊 (𝑟𝑖) 𝑗𝑙𝑖 (𝑘𝑖𝑟𝑖)
)
I

ang.
𝑙1𝑙2𝑙3

(𝑞1, 𝑞2, 𝑞3, 𝑟1, 𝑟2, 𝑟3) , (D.37)
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where we have defined the angle-averaged angular integral

I
ang.
𝑙1𝑙2𝑙3

(𝑞1, 𝑞2, 𝑞3, 𝑟1, 𝑟2, 𝑟3) ≡
∑︁

𝑚1𝑚2𝑚3

(
𝑙1 𝑙2 𝑙3

𝑚1 𝑚2 𝑚3

) ∫ (∏
𝑖

d2𝒓𝑖d2 �̂�𝑖𝑒
𝑖𝒒𝑖 ·𝒓𝑖𝑌 ∗

𝑙𝑖 ,𝑚𝑖
(𝒓𝑖)

)
× 𝐵𝑠 (𝒒1, 𝒒2, 𝒒3, 𝒓1, 𝒓2, 𝒓3)𝛿𝐷 (𝒒1 + 𝒒2 + 𝒒3) . (D.38)

The integral Iang.
𝑙1𝑙2𝑙3

is closely related to the TSH bispectrum, and would be the same
if we were to integrate over the 𝑞𝑖. However, we use the above definition for clarity
later in this Appendix.

𝐺2 contribution

The contribution from the velocity kernel 𝐺2 in the bispectrum 𝐵𝑠 (Eq. 5.32) is
given by

𝐵𝑠 ⊃ 𝐷1𝐷2𝐷
2
3 (2𝑃(𝑞1)𝑃(𝑞2))

[
𝑏1 + 𝑓1𝜇

2
11

] [
𝑏2 + 𝑓2𝜇

2
22

] [
𝑓3𝐺2(𝒒1, 𝒒2)𝜇2

33

]
+2 cyc. perm. ,

(D.39)

where we write for brevity in this section 𝑏𝑖 = 𝑏E
10(𝑟𝑖) +𝑏

E
01(𝑟𝑖)/𝛼(𝑘𝑖, 𝑟𝑖), 𝑓𝑖 = 𝑓 (𝑟𝑖),

𝐷𝑖 = 𝐷 (𝑟𝑖).

We perform the integrals over 𝒓𝑖 in Eq. D.38 using the identity Eq. A.16. As
𝐺2(𝒒1, 𝒒2) is rotationally invariant, when 𝒒1 + 𝒒2 + 𝒒3 = 0 we may write it as
𝐺2(𝒒1, 𝒒2) = 𝐺2(𝑞1, 𝑞2, 𝑞3), evaluated with �̂� 𝑗 · �̂�𝑘 = 𝜗(𝑞 𝑗 , 𝑞𝑘 , 𝑞𝑙). The 𝐺2

contribution to Eq. D.38 is thus

I
ang.
𝑙1𝑙2𝑙3

⊃
∑︁

𝑚1𝑚2𝑚3

(
𝑙1 𝑙2 𝑙3

𝑚1 𝑚2 𝑚3

) ∫ (∏
𝑗

d2 �̂� 𝑗

)
𝛿𝐷 (𝒒1 + 𝒒2 + 𝒒3)

{
×

[
2

∏
𝑖=1,2

𝐷𝑖𝑃(𝑞𝑖)4𝜋𝑖𝑙𝑖𝑌 ∗
𝑙𝑖 ,𝑚𝑖

(�̂�𝑖)
(
𝑏𝑖 𝑗𝑙𝑖 (𝑞𝑖𝑟𝑖) − 𝑓𝑖 𝑗

′′
𝑙𝑖
(𝑞𝑖𝑟𝑖)

)]
× 𝐷2

3

[
− 4𝜋𝑖𝑙3𝑌 ∗

𝑙3,𝑚3
( �̂�3) 𝑓3𝐺2(𝒒1, 𝒒2) 𝑗 ′′𝑙3 (𝑞3𝑟3)

]
+ 2 cyc. perm.

}
= (4𝜋)3𝑖𝑙1+𝑙2+𝑙3

[
2

∏
𝑖=1,2

𝑃(𝑞𝑖)𝐷𝑖
(
𝑏𝑖 𝑗𝑙𝑖 (𝑞𝑖𝑟𝑖) − 𝑓𝑖 𝑗

′′
𝑙𝑖
(𝑞𝑖𝑟𝑖)

)]
𝐷2

3

(
− 𝑓3𝐺2(𝑞1, 𝑞2, 𝑞3) 𝑗 ′′𝑙3 (𝑞3𝑟3)

)
×

∑︁
𝑚1𝑚2𝑚3

(
𝑙1 𝑙2 𝑙3

𝑚1 𝑚2 𝑚3

) ∫
𝑑2 �̂�1𝑑

2 �̂�2𝑑
2 �̂�3𝑌

∗
𝑙1,𝑚1

( �̂�1)𝑌 ∗
𝑙2,𝑚2

( �̂�2)𝑌 ∗
𝑙3,𝑚3

( �̂�3)𝛿𝐷 (𝒒1 + 𝒒2 + 𝒒3) + 2 cyc. perm. .

(D.40)
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We recognize the integral in the last line of Eq. D.40 as the integral defined in Eq. C.1,
which is proportional to a Wigner-3 𝑗 symbol. Thus, the sum simplifies with the
identity Eq. A.24, and we can express the last line as the integral 𝐼𝑙1𝑙2𝑙3 (𝑞1, 𝑞2, 𝑞3) of
Eq. C.2. We obtain the𝐺2 contribution to the SFB bispectrum by inserting Eq. D.40
into Eq. D.37. The integrals over 𝑟1 and 𝑟2 can be written compactly in terms of the
kernels W𝑙 (𝑘, 𝑞) (Eq. 5.17) as

𝐵
SFB,𝐺2
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3) =
1

(2𝜋)6

(
2
𝜋

) 3
2

𝑘1𝑘2𝑘3(4𝜋)3𝑖𝑙1+𝑙2+𝑙3

×
∫ (∏

𝑖

𝑑𝑞𝑖𝑞
2
𝑖

)
2𝑃(𝑞1)𝑃(𝑞2)

(
𝜋

2𝑘1𝑞1
W𝑙1 (𝑘1, 𝑞1)

) (
𝜋

2𝑘2𝑞2
W𝑙2 (𝑘2, 𝑞2)

)
𝐺2(𝑞1, 𝑞2, 𝑞3)

×
( ∫

𝑑𝑟3𝑟
2
3𝑊 (𝑟3) 𝑗𝑙3 (𝑘3𝑟3)𝐷2(𝑟3) (− 𝑓 (𝑟3) 𝑗 ′′𝑙3 (𝑞3𝑟3))

)
𝐼𝑙1𝑙2𝑙3 (𝑞1, 𝑞2, 𝑞3) + 2 cyc. perm. .

(D.41)

Total contribution from 𝑓NL and 𝐺2 terms

The contribution from the 𝑓NL term Eq. D.34 is analogous to Eq. (D.41). Noting
that we may factorize 𝛼(𝑘, 𝑟) = 𝛾(𝑘)𝐷 (𝑟) with

𝛾(𝑘) ≡ 2𝑘2𝑐2𝑇 (𝑘)
3Ω𝑚𝐻

2
0

, (D.42)

we may define, in analogy to the derivation in 5.4, the kernels 8

W
𝐺2
ℓ
(𝑘, 𝑞) ≡ 2𝑘𝑞

𝜋

∫
𝑑𝑟 𝑟2𝑊 (𝑟) 𝑗ℓ (𝑘𝑟)𝐷2(𝑟)

(
− 𝑓 (𝑟) 𝑗 ′′ℓ (𝑞𝑟)

)
(D.43)

W
𝑓NL
ℓ

(𝑘, 𝑞) ≡ 2𝑘𝑞
𝜋

∫
𝑑𝑟 𝑟2𝑊 (𝑟) 𝑗ℓ (𝑘𝑟)𝐷 (𝑟)

(
𝑏E

10(𝑟) 𝑗ℓ (𝑞𝑟) − 𝑓 (𝑟) 𝑗 ′′ℓ (𝑞𝑟)
)

(D.44)

V
𝑙3𝑙1𝑙2
𝑓NL,𝐺2

(𝑘3, 𝑞1, 𝑞2) ≡
1

(2𝜋) 3
2
𝑖𝑙1+𝑙2+𝑙3

∫
𝑑𝑞3(𝑞1𝑞2𝑞3)𝐼𝑙1𝑙2𝑙3 (𝑞1, 𝑞2, 𝑞3)

×
[
𝐺2(𝑞1, 𝑞2, 𝑞3)W𝐺2

𝑙3
(𝑘3, 𝑞3) +

(
𝑓NL

𝛾(𝑞3)
𝛾 (𝑞1) 𝛾 (𝑞2)

)
W

𝑓NL
𝑙3

(𝑘3, 𝑞3)
]
.

(D.45)

Finally, after reordering the cyclic permutations to match the ordering in the main
text, the combined contribution to the bispectrum signal from the 𝑓NL and 𝐺2 terms

8Note that W𝑙 (𝑘, 𝑞) (Eq. 5.17) differs from Eq. D.44 in that the scale-dependent bias 𝑏(𝑟, 𝑞) is
replaced by 𝑏E

10 (𝑟).
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is

𝐵
SFB, 𝑓NL,𝐺2
𝑙1𝑙2𝑙3

(𝑘1, 𝑘2, 𝑘3) = 2
∫

d𝑞2W𝑙2 (𝑘2, 𝑞2) 𝑃(𝑞2)
∫

d𝑞3 W𝑙3 (𝑘3, 𝑞3) 𝑃(𝑞3) V𝑙1𝑙2𝑙3𝑓NL,𝐺2
(𝑘1, 𝑞2, 𝑞3)

+ 2 cyc. perm. (D.46)

The advantage of expressing Eq. D.45 in the above form is that the integral 𝐼𝑙1𝑙2𝑙3 can
be rapidly (pre)computed without numerical integration via the identity Eq. C.2.
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