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ABSTRACT

The discoveries of the twentieth century proved that neutrinos have mass and can

change flavor. For the past few decades, a major focus of research has been the mea-

surement of the physical parameters which govern this flavor oscillation. These mea-

surements remain inconclusive on a few key questions, including the ordering of the

neutrino masses and whether neutrinos violate 𝐶𝑃 symmetry. NOvA and T2K are

two long-baseline accelerator neutrino experiments working in this space. By placing

detectors in a beam of muon (anti-)neutrinos, these experiments interrogate neutrino

oscillations by measuring
(— )

𝜈𝜇 disappearance and
(— )

𝜈𝑒 appearance. The complemen-

tarity of NOvA’s and T2K’s oscillation measurements motivated the experiments to

pursue a joint oscillation analysis. After bracketing the potential impacts of correla-

tions between the two experiments’ systematic uncertainties and constructing a joint

likelihood function, we share in this thesis the first results from the NOvA-T2K joint

oscillation analysis. We report the world’s most precise measurement of Δ𝑚2
32 to date:

+2.429+0.039−0.035(−2.477 ± 0.035) × 10−3 eV2 assuming the normal (inverted) mass order-

ing, showing a slight preference for the inverted mass ordering. The maximally 𝐶𝑃-

violating value of 𝛿𝐶𝑃 = + 𝜋2 is excluded by 3𝜎 credible intervals, and if we assume

neutrinos are in the inverted mass ordering, we see evidence of 𝐶𝑃 violation at 3𝜎.

Additionally, we present an effort to encapsulate neutrino cross-section models in a

parametrization-agnostic way. We have created a suite of systematic parameters that

are capable of mimicking the action of NOvA’s cross-section model. This method

could be used in a future joint data analysis between long-baseline neutrino exper-

iments. We also introduce Voronoi histograms, an ancillary technique developed

as part of this program. Voronoi histograms are a new way to efficiently bin high-

dimensional data. This method preserves bin density in regions of interest, while

tightly controlling the total number of bins used. The performance gains from us-

ing Voronoi binnings over standard rectangular binnings scale dramatically with the

dimensionality of the data.
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1

C h a p t e r 1

THE LANDSCAPE OF NEUTRINO OSCILLATIONS

1.1 History

The story of neutrinos begins in the early twentieth century with the measurement

of missing energy in beta decay experiments. In 1930, Wolfgang Pauli proposed an

invisible particle which carried off this energy. This particle was dubbed the “neutrino”

by Enrico Fermi in his 1934 theory of beta decay [1, 2].

The existence of the neutrino was finally proven by Reines, Cowan, et al. in 1953 [3]

who detected electron antineutrinos coming from nuclear reactors. Within the decade,

while in exile in the Soviet Union [4], Bruno Pontecorvo first proposed a theory of

neutrino oscillations (initially in the context of neutrino-antineutrino mixing) [5].

In 1962 Leon Lederman, Jack Steinberger, et al. made the discovery of a second type

of neutrino, the muon neutrino [6]. That same year, Maki, Nakagawa, and Sakata

proposed the mixing-angle formalism of oscillations [7] that would allow a neutrino

to oscillate from one flavor to another. In 1965, muon neutrinos were found in cosmic

ray showers in the Kolar Gold Fields of South India and in South Africa [8, 9].

A curious puzzle had emerged by the 1970s: solar neutrino experiments were showing

much lower event rates than expected based on the standard solar model [10]. This

issue, known as the solar neutrino problem, would not see resolution until the end of

the century.

By 1989, measurements of the 𝑍 width gave evidence that there were in fact three

weak-interacting neutrino generations [11]. Indeed, in 2000 the DONUT collaboration

discovered the final fermion in the standard model: the tau neutrino [12].

The resolution of solar neutrino problem came in the late 1990s in the form of the SNO

and Super-Kamiokande experiments proving that the missing solar electron neutrinos

had in fact oscillated into other flavors [13, 14].

1.2 Theory of Neutrino Oscillation

The theory of massive neutrinos begins with the notion that the neutrino mass eigen-

states |𝜈1⟩, |𝜈2⟩, and |𝜈3⟩ are not the same as the three flavor eigenstates |𝜈𝑒⟩, |𝜈𝜇⟩,
and |𝜈𝜏⟩ [1, 15, 16].
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Instead, there exists a 3 × 3 unitary change-of-basis matrix 𝑈𝑃𝑀𝑁𝑆 between the mass

and flavor eigenbases:

©«
𝜈𝑒

𝜈𝜇

𝜈𝜏

ª®®¬ =
©«
𝑈𝑒1 𝑈𝑒2 𝑈𝑒3

𝑈𝜇1 𝑈𝜇2 𝑈𝜇3

𝑈𝜏1 𝑈𝜏2 𝑈𝜏3

ª®®¬
©«
𝜈1

𝜈2

𝜈3

ª®®¬ (1.1)

This matrix is known as the PMNS matrix, named after Pontecorvo, Maki, Nakagawa,

and Sakata [5, 17, 7].

A neutrino in a pure mass eigenstate is stationary under the action of the free-space

Hamiltonian. However, a flavor eigenstate is a superposition of mass eigenstates.

These mass eigenstates propagate independently, meaning that the overall time evo-

lution of the neutrino state is more complicated. Let the neutrino begin in a flavor

state 𝛼:

|𝜈𝛼 (𝑥, 𝑡)⟩ =
∑︁
𝑖

𝑈𝛼𝑖 |𝜈𝑖 (𝑥, 𝑡)⟩

=
∑︁
𝑖

𝑈𝛼𝑖𝑒
i(𝑝𝑖𝑥−𝐸𝑖𝑡) |𝜈𝑖⟩

=
∑︁
𝑖,𝛽

𝑈𝛼𝑖𝑈
∗
𝛽𝑖𝑒

i(𝑝𝑖𝑥−𝐸𝑖𝑡) |𝜈𝛽⟩

Over time, a neutrino produced as a flavor eigenstate may pick up components be-

longing to other flavor states. This is the core of neutrino oscillation.

Oscillations in a Vacuum

Consider a neutrino produced in flavor 𝛼 traveling in a vacuum. Because neutrinos are

so light, we can assume they are very relativistic, so 𝑡 ≈ 𝑥 := 𝐿, where 𝐿 is the distance

traveled by the neutrino. We can also use this fact to rewrite the energy-momentum

relation for the individual mass eigenstates 𝐸2
𝑖
− 𝑝2

𝑖
= 𝑚2

𝑖
:

𝑝𝑖 − 𝐸𝑖 = −
𝑚2
𝑖

𝐸𝑖 + 𝑝𝑖
≈ −

𝑚2
𝑖

2𝐸

where, again assuming relativistic velocities, we denote the neutrino’s energy as 𝐸 ≈
𝑝𝑖 ≈ 𝐸𝑖.

Let us construct the inner product of a neutrino in the pure flavor state 𝛽 and the
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time-evolved state of a neutrino emitted in the 𝛼 state:

⟨𝜈𝛽 |𝜈𝛼 (𝑥, 𝑡)⟩ =
∑︁
𝑖

𝑈𝛼𝑖𝑈
∗
𝛽𝑖𝑒

i(𝑝𝑖𝑥−𝐸𝑖𝑡)

=
∑︁
𝑖

𝑈𝛼𝑖𝑈
∗
𝛽𝑖𝑒

i(𝑝𝑖−𝐸𝑖)𝐿

=
∑︁
𝑖

𝑈𝛼𝑖𝑈
∗
𝛽𝑖 exp

(
−i
𝑚2
𝑖
𝐿

2𝐸

)
From this, we can calculate the transition probability:

𝑃(𝜈𝛼 → 𝜈𝛽) =
��⟨𝜈𝛽 |𝜈𝛼 (𝑥, 𝑡)⟩��2

=
∑︁
𝑖, 𝑗

𝑈𝛼𝑖𝑈
∗
𝛼 𝑗𝑈𝛽 𝑗𝑈

∗
𝛽𝑖 exp

(
−i

Δ𝑚2
𝑖 𝑗

2
𝐿

𝐸

)
(1.2)

where Δ𝑚2
𝑖 𝑗
:= 𝑚2

𝑖
− 𝑚2

𝑗
. As we shall see, certain Δ𝑚2

𝑖 𝑗
are relevant in different oscil-

lation contexts, so two are given special names: Δ𝑚2
sol := Δ𝑚2

21 from solar neutrino

oscillations, and Δ𝑚2
atm := Δ𝑚2

32 ≈ Δ𝑚2
31 from atmospheric oscillations.

We can simplify equation 1.2 by making the further substitution Δ𝑖 𝑗 =
Δ𝑚2

𝑖 𝑗
𝐿

4𝐸 and

splitting it into real and imaginary parts:

𝑃
(
𝜈𝛼 → 𝜈𝛽

)
=

∑︁
𝑖, 𝑗

𝑈𝛼𝑖𝑈
∗
𝛼 𝑗𝑈𝛽 𝑗𝑈

∗
𝛽𝑖𝑒

−i2Δ𝑖 𝑗

=
∑︁
𝑖

���𝑈𝛼𝑖𝑈∗
𝛽 𝑗

���2 + ∑︁
𝑖≠ 𝑗

𝑈𝛼𝑖𝑈
∗
𝛼 𝑗𝑈𝛽 𝑗𝑈

∗
𝛽𝑖 cos 2Δ𝑖 𝑗

−
∑︁
𝑖≠ 𝑗

i𝑈𝛼𝑖𝑈
∗
𝛼 𝑗𝑈𝛽 𝑗𝑈

∗
𝛽𝑖 sin 2Δ𝑖 𝑗

= 𝛿𝛼𝛽 − 4
∑︁
𝑗>𝑖

Re
[
𝑈𝛼𝑖𝑈

∗
𝛼 𝑗𝑈𝛽 𝑗𝑈

∗
𝛽𝑖

]
sin2 Δ𝑖 𝑗

+ 2
∑︁
𝑗>𝑖

Im
[
𝑈𝛼𝑖𝑈

∗
𝛼 𝑗𝑈𝛽 𝑗𝑈

∗
𝛽𝑖

]
sin 2Δ𝑖 𝑗

(1.3)

Note that in the case of antineutrino oscillations, the oscillation probability is similar,

with a change of sign to the Im
[
𝑈𝛼𝑖𝑈

∗
𝛼 𝑗
𝑈𝛽 𝑗𝑈

∗
𝛽𝑖

]
term.

The PMNS matrix is, in general, a complex unitary matrix. This would give it nine

degrees of freedom: three real parameters, and six complex phases. However, we can

absorb some of these complex phases into the original six flavor and mass eigenstates,

leaving us with only a single complex degree of freedom that affects oscillations.
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An immediate consequence of Eq. 1.3 is that if 𝑈𝑃𝑀𝑁𝑆 has an imaginary component,

then the Im
[
𝑈𝛼𝑖𝑈

∗
𝛼 𝑗
𝑈𝛽 𝑗𝑈

∗
𝛽𝑖

]
term is nonzero and therefore 𝑃(𝜈𝛼 → 𝜈𝛽) ≠ 𝑃(𝜈𝛼 →

𝜈𝛽). This would violate 𝐶𝑃 symmetry, so the complex free parameter to the PMNS

matrix is dubbed the 𝐶𝑃-violating phase 𝛿𝐶𝑃.

The three real parameters are commonly written as three rotation angles, also known

as the mixing angles: 𝜃12, 𝜃13, and 𝜃23. These are traditionally known as the solar,

reactor, and atmospheric angles respectively.

In this parametrization, the PMNS matrix can be rewritten as follows:

𝑈𝑃𝑀𝑁𝑆 = 𝑈solar ×𝑈reactor ×𝑈atmospheric

=
©«
𝑐12 𝑠12 0

−𝑠12 𝑐12 0

0 0 1

ª®®¬
©«

𝑐13 0 𝑠13𝑒
−i𝛿𝐶𝑃

0 1 0

−𝑠13𝑒i𝛿𝐶𝑃 0 𝑐13

ª®®¬
©«
1 0 0

0 𝑐23 𝑠23

0 −𝑠23 𝑐23

ª®®¬
=

©«
𝑐12𝑐13 𝑠12𝑐13 𝑠13𝑒

−i𝛿𝐶𝑃

−𝑠12𝑐23 − 𝑐12𝑠23𝑠13𝑒i𝛿𝐶𝑃 𝑐12𝑐23 − 𝑠12𝑠23𝑠13𝑒i𝛿𝐶𝑃 𝑠23𝑐13

𝑠12𝑠23 − 𝑐12𝑐23𝑠13𝑒i𝛿𝐶𝑃 −𝑐12𝑠23 − 𝑠12𝑐23𝑠13𝑒i𝛿𝐶𝑃 𝑐23𝑐13

ª®®¬ (1.4)

where 𝑠𝑖 𝑗 = sin 𝜃𝑖 𝑗 and 𝑐𝑖 𝑗 = cos 𝜃𝑖 𝑗 . This parametrization for 𝛿𝐶𝑃 was chosen espe-

cially because the mixing angle 𝜃13 was known to be quite small. As a result, the

overall PMNS matrix will have a small imaginary component, no matter the value of

𝛿𝐶𝑃.

This means that, to leading order, we can further simplify equation 1.3:

𝑃
( (— )

𝜈𝛼 → (— )

𝜈𝛽
)
≈ 𝛿𝛼𝛽 − 4

∑︁
𝑗>𝑖

Re
[
𝑈𝛼𝑖𝑈

∗
𝛼 𝑗𝑈𝛽 𝑗𝑈

∗
𝛽𝑖

]
sin2

Δ𝑚2
𝑖 𝑗
𝐿

4𝐸
(1.5)

From equation 1.5 we can readily see that transition probabilities show sinusoidal

oscillations in 𝐿/𝐸 . The frequency of these oscillations is proportional to Δ𝑚2
𝑖 𝑗

, and

the amplitude of the oscillations is a product of PMNS matrix elements (and therefore

a function of the mixing angles 𝜃𝑖 𝑗). Because the oscillations go as sin2 Δ𝑖 𝑗 , under our

assumption that 𝑈𝑃𝑀𝑁𝑆 has small imaginary components, oscillation signals are the

same no matter the sign of Δ𝑚2
𝑖 𝑗

. As such, disambiguating the sign of a Δ𝑚2
𝑖 𝑗

requires

interactions between neutrinos and matter to adjust the oscillation probability, as will

be discussed in the next section.

We can rewrite Δ𝑖 𝑗 , the argument of the sine, by reintroducing suppressed units:

Δ𝑖 𝑗 =
Δ𝑚2

𝑖 𝑗
𝐿

4𝐸
= 1.27 ×

Δ𝑚2
𝑖 𝑗[

eV2] × 𝐿/𝐸
[m/MeV] (1.6)
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This provides a good numerical rule-of-thumb for evaluating oscillations: if the 𝐿/𝐸 of

a travelling neutrino (expressed in units of m/MeV) is the same order of magnitude

as
(
Δ𝑚2

𝑖 𝑗

)−1
(expressed in units of eV−2), then it will be dominated by oscillations due

to Δ𝑚2
𝑖 𝑗

. Put another way: the 𝐿/𝐸 range accessible in a given neutrino oscillation

experiment determines which values of Δ𝑚2
𝑖 𝑗

the experiment is most sensitive to. Ex-

perimentally, we see that Δ𝑚2
21 ≈ 7 × 10−5 eV2, and

��Δ𝑚2
32

�� ≈ 2 × 10−3, so we should

look for 𝐿/𝐸 ratios of 𝑂
(
104 − 105

)
or 𝑂

(
103

)
m/MeV respectively [15].

Substituting in PMNS matrix elements into 1.5 allows us to write vacuum oscillation

probabilities as functions of mixing angles. As an example, here are the leading-order

flavor transition and survival probabilities for muon neutrinos (Assuming 𝐿/𝐸 ≫
1/Δ𝑚2

sol, so the oscillation is dominated by Δ𝑚2
31 ≈ Δ𝑚2

32 = Δ𝑚2
atm):

𝑃(𝜈𝜇 → 𝜈𝑒) ≈ sin2 2𝜃13 sin2 𝜃23 sin2
(
Δ𝑚2

atm𝐿

4𝐸

)
𝑃(𝜈𝜇 → 𝜈𝜏) ≈ sin2 2𝜃23 cos4 𝜃13 sin2

(
Δ𝑚2

atm𝐿

4𝐸

)
𝑃(𝜈𝜇 → 𝜈𝜇) = 1 − 𝑃(𝜈𝜇 → 𝜈𝑒) − 𝑃(𝜈𝜇 → 𝜈𝜏)

As a final note on vacuum oscillations, equation 1.3 can be used to show:

𝑃(𝜈𝜇 → 𝜈𝑒) − 𝑃(𝜈𝜇 → 𝜈𝑒) = 4
∑︁
𝑗>𝑖

Im
[
𝑈𝜇𝑖𝑈

∗
𝜇 𝑗𝑈𝑒 𝑗𝑈

∗
𝑒𝑖

]
sin 2Δ𝑖 𝑗

= 16𝐽 sinΔ21 sinΔ32 sinΔ31 (1.7)

where 𝐽 = Im
[
𝑈𝑒1𝑈

∗
𝑒2𝑈𝜇2𝑈

∗
𝜇1

]
is the Jarlskog invariant. First defined analogously for

quark mixing, 𝐽 provides a parametrization-agnostic measure of 𝐶𝑃 violation [18]. In

terms of the standard PMNS parametrization:

𝐽 = cos (𝜃12) cos2 (𝜃13) cos (𝜃23) sin (𝜃12) sin (𝜃13) sin (𝜃23) sin (𝛿𝐶𝑃)

If 𝐽 is nonzero then 𝐶𝑃 symmetry is violated.

Oscillations in Matter

Neutrinos are subject to weak interactions as they pass through matter. This has

practical importance to all neutrino experiments, whether the neutrinos are produced

deep within the Sun and need to travel through its outer layers, or need to pass through

Earth’s crust before reaching a detector.
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Weak interactions via the neutral current (NC) between neutrinos and atomic matter

are the same regardless of flavor. As a result, it can be shown that NC interactions

contribute only an unobservable phase change to neutrino interactions, so will be

neglected for the rest of this section [15].

Charged current (CC) interactions, on the other hand, are only relevant for electron

neutrinos and antineutrinos (see Figure 1.1), as there are essentially no muons or taus

embedded in atomic matter.

𝜈𝑒 𝑒−

𝑒− 𝜈𝑒

𝑊

(a) 𝜈𝑒 CC interaction

𝜈𝑒

𝑒−

𝑒−

𝜈𝑒

𝑊

(b) 𝜈𝑒 CC interaction

Figure 1.1: Feynman diagrams depicting 𝜈𝑒 (left) and 𝜈𝑒 (right) interactions via the
charged current.

The effect of these charged current interactions can be thought of as a potential 𝑉𝑒
that only affects electron neutrinos:

𝑉𝑒 (𝑥) = ±
√
2𝐺𝐹𝑛𝑒 (𝑥)

where 𝐺𝐹 is the Fermi constant, 𝑛𝑒 (𝑥) is the local electron density, and the sign is

positive for neutrinos and negative for antineutrinos.

We can account for this potential by perturbing the kinetic Hamiltonian. In the mass

basis, we can write the original as:

𝐻𝑚 =
1
2𝐸

diag
(
𝑚2
1, 𝑚

2
2, 𝑚

2
3

)
while in the flavor basis, our modification to the Hamiltonian can be written as:

Δ𝐻𝛼 = diag (𝑉𝑒, 0, 0)

Thus, using 𝑈𝑃𝑀𝑁𝑆 to convert between the flavor and mass bases, the full modified

Hamiltonian in the mass basis is:

𝐻′
𝑚 = 𝐻𝑚 +𝑈†Δ𝐻𝛼𝑈

For simplicity, let us take the case of two neutrino flavors 𝜈𝑒 and 𝜈𝜇, and two vacuum

mass eigenstates 𝜈1 and 𝜈2. Here, the PMNS matrix would have only one mixing angle
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and can be expressed as:

𝑈 =

(
cos 𝜃 sin 𝜃

− sin 𝜃 cos 𝜃

)
The modified Hamiltonian will show two new mass eigenstates:

𝑚2
1𝑚,2𝑚 = 𝐸𝑉𝑒 +

𝑚2
1 + 𝑚

2
2

2
± Δ𝑚2

2

√︄(
cos(2𝜃) + 2𝐸𝑉𝑒

Δ𝑚2

)2
+ sin2(2𝜃)

where Δ𝑚2 = 𝑚2
1 − 𝑚

2
2. We can use these to construct a modified mass-squared differ-

ence:

Δ𝑚2
𝑚 = Δ𝑚2

√︄(
cos(2𝜃) + 2𝐸𝑉𝑒

Δ𝑚2

)2
+ sin2(2𝜃)

We can also construct a modified PMNS matrix 𝑈′ which connects the new mass

eigenstates 𝜈1𝑚 and 𝜈2𝑚 to the flavor states. We can then define a modified mixing

angle 𝜃𝑚:

tan 2𝜃𝑚 =
sin 2𝜃

cos 2𝜃 − 2𝐸𝑉𝑒
Δ𝑚2

As before, we can consider Δ𝑚2
𝑚 to be the frequency of oscillations in matter, and the

amplitude of oscillation is some function of 𝜃𝑚. However, unlike before, Δ𝑚2
𝑚 and 𝜃𝑚

are functions of 𝑉𝑒, which as discussed earlier is positive for neutrinos and negative

for antineutrinos.

Importantly, because 𝜃𝑚 is also a function of Δ𝑚2, oscillation signals are sensitive to

the sign of Δ𝑚2. This was not the case in a vacuum, so matter effects are useful for

placing the relative order of the neutrino masses.

This means that matter effects would manifest as a difference in oscillation behavior

between neutrinos and antineutrinos. This is similar to the signal we would expect

from 𝐶𝑃 violation, and indeed in certain regimes of matter effects and values of 𝛿𝐶𝑃,

these effects can compete with each other. For more on this tradeoff in the context of

NOvA and T2K, see Section 3.3.

The MSW effect

Solar neutrinos provide an interesting case for studying matter effects. Electron neu-

trinos produced in nuclear reactions in the core of the Sun need to pass through the

outer layers in order to escape into space. It turns out that, while in a vacuum |𝜈𝑒⟩
has a large component of |𝜈1⟩, in solar matter it is mostly |𝜈2𝑚⟩. The Sun’s density

changes gradually enough that as the neutrino escapes, it is adiabatically pumped
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into the |𝜈2𝑚⟩ state [15]. As the neutrino leaves the solar medium, |𝜈2𝑚⟩ → |𝜈2⟩. As a

result, essentially all solar neutrinos are in the pure |𝜈2⟩ mass eigenstate. This effect is

due to Mikheev, Smirnov, and Wolfenstein, and is known as the MSW effect in their

honor [19, 20].

Note that the MSW effect allows for the sign of Δ𝑚2
21 to be disambiguated. As such,

only the sign of Δ𝑚2
32 (and therefore Δ𝑚2

31 as well) is still unknown.

Open Questions in Three-Flavor Oscillations

There are two open questions surrounding three-flavor oscillations that will be dis-

cussed in this thesis: 𝐶𝑃 violation and the mass ordering.

The extent to which neutrinos violate 𝐶𝑃 is currently unknown. A nonzero value of

sin 𝛿𝐶𝑃 may have implications for theories of leptogenesis and may contribute to the

matter-antimatter asymmetry observed in the universe [21, 22].

While the MSW effect disambiguates the sign of Δ𝑚2
sol, we do not yet know the sign

of Δ𝑚2
atm. Figure 1.2 shows graphically the two options, known as the Normal Order-

ing (NO) and the Inverted Ordering (IO). These are also known in literature as the

Normal Hierarchy (NH) and Inverted Hierarchy (IH) respectively.

𝜈1

𝜈2

𝜈3𝑚2

Normal Ordering

Δ𝑚2
atm

Δ𝑚2
sol

𝜈𝑒
𝜈𝜇
𝜈𝜏 𝜈1

𝜈2

𝜈3

Δ𝑚2
atm

Δ𝑚2
sol

Inverted Ordering

Figure 1.2: Diagram depicting the two possible neutrino mass orderings. Colors depict
the approximate flavor composition of each mass eigenstate. In the Normal Ordering
(NO), 𝜈3 is the heaviest eigenstate (left); in the Inverted Ordering (IO), 𝜈3 is the
lightest eigenstate (right).

Neutrinos being in the IO would be especially interesting, as this would provide con-

straints on the sum of neutrino masses for cosmological experiments. Determining

the mass ordering would also provide context necessary for interpreting neutrinoless

double beta decay measurements [23–25].
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1.3 Experimental Status of Neutrino Oscillation

Solar Neutrinos

An enormous number of electron neutrinos are produced in the Sun. The spectral

flux of solar neutrinos is shown in Figure 1.3.

Figure 1.3: Flux of solar neutrinos from various solar processes at Earth’s orbital
distance. Continuous fluxes are in units of cm−2s−1MeV−1, while the line fluxes are
in units of cm−2s−1 [26]. Marked above the plot are the sensitivity ranges of various
solar neutrino detector technologies. Liquid Scintillator detectors like BOREXINO
and SNO+ have sensitivities have the most sensitivity to 8B.

Because of the MSW effect, solar neutrinos are the best ways to interrogate 𝜃12 as well

as Δ𝑚2
21. However, almost all solar neutrinos are well under the ∼30 MeV minimum

energy required to create a muon in a charged-current interaction. Thus, to observe

solar neutrino oscillations we need to observe one of three phenomena: 𝜈𝑒 charged-

current (𝜈𝑒 CC) neutrino-nucleus interactions, neutral-current (NC) neutrino-nucleus

interactions (which can happen with neutrinos of any flavor), or neutrino-electron

elastic scattering (ES) events (which can happen with neutrinos of any flavor, but

favor electron neutrinos).

The Super-Kamiokande detector (SK), an enormous water Cherenkov detector, has

excellent angular resolution [14]. This let SK make a measurement of neutrino-

electron elastic scattering, by observing an excess of 5-20 MeV neutrinos coming

from the direction of the Sun.

The Sudbury Neutrino Observatory (SNO) used heavy water as a detection medium.

𝜈𝑒 CC events were detectable via the Cherenkov ring associated with the final state
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electron. Additionally, if an incident neutrino had enough energy, NC interactions

could cause deuterons to break apart. The resultant free neutron could capture on

another atom, releasing a detectable electromagnetic shower.

Figure 1.4: Evidence of solar oscillations. The three detection methods for solar
neutrino methods yield different conclusions about the solar neutrino flux. 𝜈𝑒 CC
events only provide information about the 𝜈𝑒 flux at Earth. ES events provide some
information about the 𝜈𝜇 and 𝜈𝜏 fluxes at Earth, but are dominated by 𝜈𝑒 events.
Finally, NC events are identical regardless of neutrino flavor. The joint fit shows that
the overall neutrino flux is consistent with the standard solar model (dashed lines)
[13].

Reactor Neutrinos

Nuclear reactors provide a very pure, very intense source of ∼1 MeV electron an-

tineutrinos. Since the 𝐿/𝐸 of short-baseline reactor experiments are around 102 − 103

m/MeV, reactor neutrinos are dominated by Δ𝑚2
atm oscillations. From Equation 1.2, it

can be shown that to leading order at this 𝐿/𝐸 regime, the size of the 𝜈𝑒 disappearance

signal is dependent on 𝜃13.

The Daya Bay Reactor Neutrino Experiment was the premier experiment measuring

short-baseline reactor oscillations. The eight functionally identical detectors were

located in three experimental halls. Each detector was filled with a liquid scintillator,

doped with gadolinium. Two were close to the Daya Bay and Ling Ao nuclear reactors,

and the third hall was ∼1 km away from the six reactor cores. This allowed Daya Bay

to directly observe the 𝐿/𝐸 oscillation dip (see Figure 1.5).

The primary detection mechanism was inverse beta decay (IBD):

𝜈𝑒 + 𝑝 → 𝑛 + 𝑒+
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Figure 1.5: Electron Antineutrino survival probability as a function of 𝐿eff/⟨𝐸𝜈𝑒⟩,
where 𝐿eff is the effective baseline, and ⟨𝐸𝜈𝑒⟩ is the average antineutrino energy at
that baseline. Data from the far experimental hall, EH3, shows clear indications of
an oscillation dip [27].

A prompt signal from annihilation of the positron would be followed by a delayed

signal from the capture of the neutron on the gadolinium dopant. This provided a

robust signal of an IBD event. Daya Bay was able to measure 𝜃13 to world-leading

precision [27].

Figure 1.6: Daya Bay’s most recent oscillation results [27]. Instead of plotting Δ𝑚2
32 or

Δ𝑚2
31, Daya Bay reports mass-squared differences in Δ𝑚2

𝑒𝑒, a closely related empirical
quantity based on a two-flavor approximation. Specifically, Δ𝑚2

𝑒𝑒 ≃ cos2 𝜃12
��Δ𝑚2

31

�� +
sin2 𝜃12

��Δ𝑚2
32

�� ≈ ��Δ𝑚2
32

�� [28].

As a final note, long baseline (∼100 km) reactor neutrino experiments like KamLAND
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have an 𝐿/𝐸 values around 104 − 105 m/MeV [29]. This gave them sensitivity to solar

oscillations, as that 𝐸/𝐿 is close in magnitude to Δ𝑚2
21. This allowed KamLAND to

make measurements of 𝜃12.

Atmospheric Neutrinos

High energy cosmic rays can interact with matter in Earth’s atmosphere, inducing

extremely energetic hadronic showers. Decaying mesons from these showers will pro-

duce predominantly muon neutrinos, but 𝜈𝑒 production is also common at lower en-

ergies. Atmospheric 𝜈𝜏 production also occurs beyond the TeV scale [30].

Figure 1.7 shows the energy and zenithal flux of atmospheric neutrinos. Most atmo-

spheric neutrinos are produced ∼20 km above Earth’s surface, but since neutrinos will

pass through the matter in Earth easily, the oscillation baseline can vary from 104 to

107 m. Atmospheric neutrinos are also produced a wide range of energies (102 to 105

MeV), meaning atmospheric neutrinos can probe oscillations with
��Δ𝑚2

�� ≈ 10−1 to

10−4eV2. This puts Δ𝑚2
32 in range to dominate oscillations.

Figure 1.7: Energy (left) and zenithal angle (right) fluxes of atmospheric neutrinos
at Earth’s surface. Marked are the sensitivities of current and future experiments.
All neutrino flavors show higher fluxes at angles close to horizontal (cos 𝜃zen = 0), as
these neutrinos come from mesons which are able to pass through more of Earth’s
atmosphere before hitting Earth’s surface and losing energy [30]. There is also more
solid angle perpendicular to the zenith, leading to a geometric bias towards cos 𝜃zen =

0.

Because upward-going neutrinos must have traveled through Earth, these neutrinos

are subject to matter effects (Section 1.2). This gives atmospheric neutrinos a handle

to disambiguate the neutrino mass ordering.

Super-Kamiokande’s excellent directional reconstruction, coupled with its ability to

distinguish
(— )

𝜈𝑒 vs
(— )

𝜈𝜇, allowed them to make measurements of Δ𝑚2
32 and 𝜃23 [31].
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IceCube is an enormous Cherenkov detector that uses the Antarctic ice sheet at the

South Pole. It is able to detect neutrinos from an extremely broad range of energies. In

particular, the DeepCore region of the detector has a higher density of photodetectors,

enabling the detection of neutrino events down to a few GeV, giving it sensitivity to

atmospheric neutrino oscillations (Figure 1.8) [32].

Figure 1.8: The IceCube Experiment is able to clearly measure the 𝜈𝜇 oscillation dip
region due to the DeepCore region of the detector [32].

Long Baseline Accelerator Neutrinos

The measurement of long-baseline (LBL) oscillations of accelerator neutrinos is the

primary subject of this thesis.

While atmospheric neutrinos are typically
(— )

𝜈𝜇, the initial production site, flavor, and

energy are unknown. As such, a high-energy
(— )

𝜈𝜇 source with a known baseline to a

detector would provide a valuable asset for measuring neutrino oscillations. This can

be accomplished using a particle accelerator. Protons with energies of ∼10 to ∼100
GeV can impinge on a target to produce a shower of high energy mesons, especially

charged pions and kaons. Almost all charged pions are subject to the decay 𝜋± →
𝜇± + (— )

𝜈𝜇. A large majority of kaons also decay via analogous processes to produce

high-energy
(— )

𝜈𝜇s. By using a strong focusing magnet and collimators, accelerators can

produce a beam of either 𝜋+ or 𝜋−, whose decays will produce 𝜈𝜇 or 𝜈𝜇 respectively.

The net result is a 100 MeV- to GeV-scale beam of mostly-collimated muon neutrinos

or antineutrinos.
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These neutrinos can be measured before significant oscillations at a near detector at

a short baseline (∼1 km) to obtain an initial neutrino spectrum before oscillations.

Then, at a long baseline from the beam source, a large far detector can measure the

oscillated flux.

With neutrino energies of 102 − 103 MeV and baselines of 105 − 106 m, LBL neutrino

oscillation experiments will have greatest sensitivity to Δ𝑚2
32 oscillations, and as such

are designed to provide a handle to measure 𝜃23. In order to travel the long baselines,

beams must be angled slightly down through Earth to reach a far detector. Thus,

neutrinos will experience strong matter effects, allowing for possible dissambiguation

of the mass ordering. Since the parent meson charge can be chosen via the magnetic

focusing horns, LBL experiments also provide a handle to measure 𝐶𝑃 violation as a

difference in oscillation behavior between 𝜈𝜇 and 𝜈𝜇.

The first experiment to follow this paradigm was the KEK-to-Kamioka (K2K) exper-

iment, which leveraged the KEK Proton Synchrotron in Ibaraki Prefecture, Japan, to

produce a 1-1.5 GeV beam of muon neutrinos aimed at the Super-Kamiokande detec-

tor. SK therefore functioned as K2K’s far detector, located at a baseline of 250 km

from the beam source. The near detector was a much smaller 1 kt water Cherenkov

detector near the beam source, constraining the beam flux and other systematic uncer-

tainties. Operating from 1999 to 2005, K2K was able to measure neutrino oscillations.

The Main Injector Neutrino Oscillation Search (MINOS) turned on in 2006 and mea-

sured oscillations using the NuMI (Neutrinos at the Main Injector) beam at Fermilab

in Illinois, USA. MINOS consisted of a ∼1-kt near detector and a 5.4-kt far detector,

located ∼1 and 735 km from the beam source respectively. Both detectors were built

of steel and plastic scintillator in a toroidal magnetic field [33]. After 2012, with the

construction of NOvA and upgrades to the NuMI beam, MINOS continued taking

data as MINOS+ until 2016 [34].

The current generation of LBL neutrino oscillation experiments are the successors

to MINOS and K2K: NOvA and T2K. These experiments and and a new joint data

analysis between them will be discussed at length in the following chapters. For more

about the NuMI beam and the NOvA experiment, see Chapter 2. For more about the

T2K experiment, see Section 3.1.

1.4 Neutrino Cross Section Measurements

For precise measurements of neutrino oscillations, it is critical to reduce sources of

systematic error. One important area of exploration is in neutrino cross-section mea-
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surements.

MINERvA (Main Injector Neutrino ExpeRiment to study 𝜈-A interactions) was a suc-

cessful experiment to study neutrino interactions on atomic nuclei. The experiment

had a unique design with several passive interaction targets surrounded by a tracking

calorimeter (see Figure 1.9). [35]

Figure 1.9: Schematic of the MINERvA Experiment. The “Nuclear Target Region”
consists of planes of nuclear targets interspersed with more tracking scintillator planes.
[35]

Notably, MINERvA used the NuMI beam, like NOvA and MINOS. In fact, MINERvA

used the front planes of the MINOS near detector to range out muons. One important

consequence is that MINERvA data is relevant to NOvA for tuning cross section

models. Indeed, MINERvA’s tune of the neutrino event generator GENIE proved

important for NOvA and the NOvA-T2K joint fit (see Section 4.10) [36].

MINERvA has been able to measure 𝜈𝜇 cross-sections on a variety of targets at several

energy ranges [37–39]. In addition, it has also produced detailed measurements of the

NuMI flux, probed pion and kaon production from 𝜈𝜇 interactions, and measured the

axial form factor of 𝜈𝜇-proton scattering [40–43].

1.5 Future Oscillation Projects

Progress has been made on solving the outstanding questions of neutrino oscillation

physics. As will be presented in Chapter 4, NOvA and T2K have made precise mea-

surements of
��Δ𝑚2

32

�� and have constrained regions of 𝐶𝑃-violating space. Additional

data may help strengthen these measurements, but in all cases, we need to look to the

next generation of oscillation experiments for definitive information.
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DUNE

The Deep Underground Neutrino Experiment (DUNE) will be Fermilab’s next flagship

long baseline neutrino oscillation experiment. DUNE will be primarily using Time

Projection Chambers (TPCs) to detect and track charged particles, in contrast to

scintillator-based calorimetry like the preceding MINOS and NOvA.

DUNE will consist of a new neutrino beam called the Long Baseline Neutrino Facility

(LBNF), a near detector complex, and a far detector complex [44, 45].

LBNF will be fed from an upgraded Fermilab accelerator complex, and will produce

a 1.2 MW
(— )

𝜈𝜇 beam, with potential upgrades bringing the beam power up to 2.4 MW.

The
(— )

𝜈𝜇 energy spectrum will be peaked at 2.5 GeV [44].

The near detector complex is depicted in Figure 1.10. It will eventually consist of three

main detectors: a liquid-argon TPC (ND-LAr), a gaseous-argon TPC (ND-GAr), and

the System for on-Axis Neutrino Detection (SAND) [45].

Uniquely, the two argon TPCs will be movable, enabling beam neutrino measure-

ments at a variety of off-axis angles. This program, known as the DUNE Precision

Reaction-Independent Spectrum Measurment (DUNE-PRISM), will enable DUNE to

greatly constrain neutrino interaction models by selectively intercepting neutrinos at

different energies [45]. This enables the DUNE near detectors to construct, through

superposition, arbitrary ND spectra. For more about how off-axis beam angles impact

neutrino spectra in the context of the NuMI beam, see Section 2.2.

Figure 1.10: Layout of the DUNE ND Detectors. The DUNE-PRISM program will
allow the two TPC detectors (ND-LAr and ND-GAr) to move from an on-axis (left)
and to various off-axis angles (right). The SAND detector will remain on axis for beam
monitoring. The ND suite will be used to constrain flux and interaction uncertainties,
strengthening oscillation measurements from the FD [45]. Note that ND-GAr will be
built at a later date. A muon range stack will take its place during DUNE Phase-I [46].
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The far detectors will be enormous liquid-argon TPCs located at the Sanford Un-

derground Research Facility (SURF) in Lead, South Dakota. SURF is in the former

Homestake Gold Mine (which was the site of the experiment mentioned in Section

1.1 that discovered the solar neutrino problem) and is at a 1300 km baseline with

respect to LBNF. The initial plans for the DUNE FD call for 20 kt worth of fiducial

volume, upgradeable to 40 kt [44]. Due to the excellent energy reconstruction possi-

ble in a TPC, DUNE’s far detectors will be on-axis relative to the LBNF beam, unlike

current-generation long-baseline oscillation experiments. Each module will consist of

a crystotat containing 17.5 kt of liquid Argon, and a fiducial volume of 10 kt.

Figure 1.11: Schematic of the DUNE Far Detector cavern. The two planned FD mod-
ules will have a fiducial volume of 10 kt each. There will be enough cavern space for
up to two additional modules to be installed at a later date [44].

The 1300 km baseline means that neutrinos produced by LBNF will experience strong

matter effects before detection in SURF. These matter effects will lead to strong signals

in favor of the correct mass ordering in fairly short order. Figure 1.12 shows how the

matter effects strongly break the degeneracy of the mass ordering. DUNE will be

able to determine the mass ordering to 5𝜎 for 100% of 𝛿𝐶𝑃 values within 2-3 years of

turning on [44].

DUNE will also be able to measure 𝐶𝑃 violation (𝛿𝐶𝑃 ≠ 0 or 𝜋) to 5𝜎 for 75% of 𝛿𝐶𝑃
values during its run. If 𝐶𝑃 violation is maximal (𝛿𝐶𝑃 = ± 𝜋

2 ), DUNE will be able to

measure 𝐶𝑃 violation within seven years of staged operation [44].

Prototypes of ND-LAr are being operated and tested in front of the NuMI beam

currently. The FD caverns have been excavated, and DUNE is currently expected to

turn on around 2030.



18

Figure 1.12: Hypothetical bi-event plot for the DUNE after four years of data taking.
The “DUNE result” hypothetical data point shows that even accounting for statistical
uncertainty there is no degeneracy between the normal and inverted mass orderings at
DUNE. Note that this plot integrates over a broad energy range, so actual sensitivity
will be even higher [47]. See Section 3.3 for further discussion of bi-event plots in the
context of NOvA and T2K.

Hyper-Kamiokande

After nearly three decades of Super Kamiokande’s operation, its successor Hyper-

Kamiokande is now under construction. Hyper-Kamiokande (HK), like SK, is a water

Cherenkov detector, but will be much larger. HK will have a total target volume of

258 kton of water, 187 kton of which will be the fiducial volume [48]. This gives HK

a fiducial volume nearly 9 times larger than that of SK.

Figure 1.13: Schematic Diagram of the Hyper-Kamiokande Experimental site.

HK will be located 8 km south of SK in the Tochibora mine. This means that the

HK detector will be able to intercept the J-PARC neutrino beam, at approximately the

same 2.5◦ off-axis angle as SK relative to the J-PARC neutrino beam. Like SK, HK

will be able to conduct analyses on both atmospheric as well as accelerator neutrinos.
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For more about the J-PARC beam and how SK detects neutrinos, see Section 3.1.

Like T2K, HK will be using the ND280 complex at J-PARC to monitor the neutrino

beam flux and composition. In addition to the ND280 complex, there are plans to

build a movable ∼800 tonne water Cherenkov detector roughly 1 km from the J-PARC

beam source. Such a water Cherenkov detector could also be loaded with gadolinium

for analysis of neutron production, among other ways it can be used to help reduce

detector systematic errors at HK [48].

During its nominal run, HK will be able to measure 𝛿𝐶𝑃 to 5𝜎 for 60% of true 𝛿𝐶𝑃
values. The lower beam energy than DUNE causes weaker matter effects. This can

lead to degeneracies at certain values of 𝛿𝐶𝑃 depending on the mass hierarchy. As

such, combining beam and atmospheric measurements can break this degeneracy and

lead to robust 𝛿𝐶𝑃 measurements [49].

In addition to the detector currently under construction at Tochibora, there are dis-

cussions for a second identical water Cherenkov detector to be built at the second

oscillation maximum. The current preferred site for such a second detector would be

at Mount Bisul in Korea, located at a baseline of 1,088 km and an off-axis angle of 1.3◦

relative to the J-PARC neutrino beam. This would greatly increase physics sensitivities

for both neutrino oscillations and other astrophysical measurements [48].

The main cavern for HK in Tochibora is currently under construction, with the top

dome of the cavern excavated by early 2024. HK is currently expected to start taking

data by 2027.

JUNO

The Jiangmen Underground Neutrino Observatory ( JUNO) is an upcoming reactor

neutrino experiment in southern China. The detector will consist of a 20 kt liquid

scintillator volume [50] located at a baseline of ∼50 km relative to several nuclear

reactor cores. Like the Daya Bay Experiment (Section 1.3), JUNO will detect reactor

antineutrinos via inverse beta decay. Unlike Daya Bay, however, the detector is much

larger, the baseline is much longer, and the liquid scintillator will not be loaded with

gadolinium. These differences give JUNO a different mechanism to measure neutrino

oscillations.

JUNO’s sensitivity to the neutrino mass ordering comes from the interference between

Δ𝑚2
32 and Δ𝑚2

31 oscillations, as depicted in Figure 1.15a.

As a result, JUNO may be able to measure the neutrino mass ordering to 3𝜎 signif-
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Figure 1.14: Schematic of the JUNO Detector. The liquid scintillator detector will be
surrounded by a water Cherenkov detector which provides shielding as well as vetos
[50].

(a) JUNO MO Signal (b) JUNO Spectrum

Figure 1.15: JUNO’s ability to distinguish the MO is due to the interplay between Δ𝑚2
32

and Δ𝑚2
31 (left). Due to JUNO’s medium baseline, it will be able to see oscillations

associated with both Δ𝑚2
21 and Δ𝑚2

32 (right) [51].

icance within six years of operation. JUNO’s future results will be complementary

with the LBL experiments, meaning that combined measurements will have increased

sensitivities [51].

As of December 2024, JUNO is filling its detectors, with first data collection to begin

in August 2025 [52].
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C h a p t e r 2

THE NOvA EXPERIMENT

2.1 The NuMI Beam

The Neutrinos at the Main Injector (NuMI) beam has served several experiments,

notably MINOS, MINERvA, and NOvA.

Figure 2.1 depicts the Fermilab accelerator complex. Ionized hydrogen is sent through

the linear accelerator, accelerating the protons from 750 keV to 400 MeV. After exiting

the linac, protons accelerate to 8 GeV in the Booster ring and are transferred in

bunches to the Recycler. Protons are then sent to the Main Injector, with which the

Recycler shares a tunnel. The Main Injector accelerates protons up to a final energy

of 120 GeV. Notably, new bunches of protons recharge the Recycler while the Main

Injector accelerates its proton bunches. This reduces NuMI’s cycle time to 1.3 s [53].

Figure 2.1: The Fermilab Accelerator Complex. Protons reach a peak energy of 120
GeV before reaching the NuMI target hall [53].

At the NuMI Target hall, protons impinge on a target composed of 48 graphite “fins”

(Figure 2.2). The resultant cascade of daughter particles passes through a pair of

magnetic focusing horns, which deflect and focus charged pions into a beam. These

pions will decay into 𝜇± and
(— )

𝜈𝜇 in the 675 m long decay pipe. Any hadrons that

pass through the horns and decay pipe are absorbed in the 5m thick absorber of
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aluminum, concrete, and steel, while the remaining muons are absorbed in the 200 m

of rock between the NuMI target hall and the MINOS/NOvA Near Detector caverns.

Figure 2.2: The NuMI target (left), and the two magnetic focusing horns (center, left),
capable of producing a 1 MW beam [54]

Figure 2.3: Schematic of the NuMI beam in the Forward Horn Current configuration,
producing a predominantly 𝜈𝜇 beam. Because the horn current can be reversed, the
NuMI beam is also capable of producing a 𝜈𝜇-dominated beam [53].

The current going to the horns is reversible. In the Forward Horn Current (FHC)

configuration, the horns will focus 𝜋+, which produce 𝜈𝜇 after decaying, while in the

Reverse Horn Current (RHC) configuration, the horns focus 𝜋−, which decay into 𝜈𝜇.

The final neutrino beam will not be pure 𝜈𝜇 in FHC-mode or pure 𝜈𝜇 in RHC-mode,

since there will be significant contributions from decaying kaons, muons, and wrong-

sign pions. These decays will contaminate the neutrino beam with
(— )

𝜈𝑒’s and wrong-sign
(— )

𝜈𝜇’s. The intrinsic
(— )

𝜈𝑒 component is an important background for
(— )

𝜈𝜇 →
(— )

𝜈𝑒 oscillation

measurements. Observations of NuMI flux from the NOvA Near Detector can help

constrain this background. Finally, the wrong-sign 𝜈𝜇 contamination of FHC beam and

𝜈𝜇 contamination of RHC beam is an important consideration for NOvA, especially

because NOvA is not magnetized and therefore does not have the ability to detect

muon charge.

After first proton delivery in 2004, NuMI operated at a beam power of 400 kW [55],

beamline components were upgraded to 700 kW in 2012 for the beginning of NOvA’s
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data taking. As NOvA came online, the power of the NuMI beam was slowly ramped

up until it finally reached the designed power of 700 kW in January 2017 [56]. In

2019, NuMI went through another long shutdown to replace the target and magnetic

focusing horns in order to achieve a beam power of 1 MW. NuMI briefly reached this

power in June 2024 [57]. The total integrated exposures of the ND and FD up to May

31, 2024 are shown in Figure 2.4.

Figure 2.4: Integrated and daily exposures for the NOvA Near (top) and Far (bottom)
detectors up to May 31, 2024. The gray boxes indicate the exposures used for the 2020
and 2024 NOvA 3-flavor analyses [58, 59].

Due to electrical transformer issues limiting power draw at Fermilab, NuMI will not

be operating in FY25.

2.2 Off-Axis Neutrino Beams

Beam neutrinos primarily come from pion decay, which has one dominant decay

mode: 𝜋± → 𝜇± + (— )

𝜈𝜇. In the center of momentum frame, the decay products are

monoenergetic, with the neutrino having energy 𝐸CM
𝜈 ≈ 29.8 MeV.

In the lab frame, say the pion is moving with some large speed 𝛽 in the 𝑧-direction. If
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we take the neutrino’s angle relative to the beam direction to be 𝛼 in the CM frame,

we can compute the Lorentz-boosted four-momentum of the neutrino in the lab frame:

𝑝
𝜇
𝜈 =

©«
𝛾𝐸CM

𝜈 (1 + 𝛽 cos𝛼)
𝐸CM
𝜈 sin𝛼

0

𝛾𝐸CM
𝜈 (𝛽 + cos𝛼)

ª®®®®®¬
(2.1)

If the neutrino’s angle relative to the axis is 𝜃 in the lab frame, we can write the

following expression:

cos 𝜃 =
𝑝𝑧𝜈

| ®𝑝𝜈 |
=
𝑝𝑧𝜈

𝐸𝜈
=

𝛽 + cos𝛼
1 + 𝛽 cos𝛼

Solving for cos𝛼, we get:

cos𝛼 =
cos 𝜃 − 𝛽
1 − 𝛽 cos 𝜃 (2.2)

Substituting this expression into Eq (2.1), we see that the neutrino’s energy in the lab

frame is:

𝐸𝜈 =
𝐸CM
𝜈 𝑚𝜋

1 − 𝛽 cos 𝜃 · 1
𝐸𝜋

(2.3)

where we use the fact that 𝐸𝜋 = 𝛾𝑚𝜋 is the energy of the parent pion. Note that when

off-axis (𝜃 > 0), at high values of 𝐸𝜋 we see that 𝐸𝜈 ∝ 1
𝐸𝜋

.

Alternatively, we can rewrite Eq. (2.3) to an equivalent formulation:

𝐸𝜈 =
1 − 𝛽2

1 − 𝛽 cos 𝜃 ·
𝐸CM
𝜈

𝑚𝜋

𝐸𝜋 (2.4)

From this formulation, we can see that at small values of 𝐸𝜋, or on-axis (𝜃 = 0),

𝐸𝜈 ∝ 𝐸𝜋.

Thus, we see that when off-axis, 𝐸𝜈 begins rising linearly with 𝐸𝜋 before leveling off

and falling as 1
𝐸𝜋

. Figure 2.5 shows this behavior graphically, highlighting the off-axis

angles of NOvA and T2K. Note that the vast majority of pions produced at NuMI are

around 10-20 GeV.

The upshot is that off-axis, the energy spectrum of neutrinos is more sharply peaked.

This means that the 𝐿/𝐸 of neutrinos from the beam source will be more constant,

meaning that proportionally more neutrinos will be in the oscillation region. Also,

an overly broad beam can lead to backgrounds from NC events in the oscillation re-

gions. Because not all the energy exchanged in an NC interaction will be visible, high-

energy improperly reconstructed NC events may enter the oscillation region. Thus,
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Figure 2.5: Neutrino Energy as a function of parent pion energy at several off-axis
angles relative to the beam center. The bolded curves correspond to the off-axis
angles of NOvA (blue) and T2K (red). The shaded bands indicate the oscillation dip
regions corresponding to each experiment’s baselines.

by keeping the beam spectrum more sharply peaked, there is less ability for these NC

backgrounds to affect the oscillation measurement.

The NuMI Off-Axis 𝜈𝑒 Appearance experiment (NOvA) was designed to take advan-

tage of this effect. The far detector site was chosen to have an off-axis angle of 14.6

mrad and is as far as possible from the NuMI beam source without leaving the United

States. The far detector site is situated along the Ash River, just south of Voyageurs

National Park and the Canadian border (Figure 2.6).

Figure 2.6: Map of northern Minnesota. The orange line depicts the center of the
NuMI beampath, which passes through the MINOS far detector hall in the Soudan
mine. The NOvA Far Detector site is located 11.8 km away from the beam center along
the blue line 14.6 mrad separated from the NuMI beam. The NOvA Far Detector is
sited by the Ash River, just south of Voyageurs National Park and the Canadian border.
Maps data: Google, ©2021, Landsat/Copernicus, NOAA.
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Using beam simulations to get the actual energy distribution of daughter neutrinos, the

unoscillated neutrino spectrum NOvA sees from NuMI is sharply peaked at around 2

GeV (Figure 2.7).

Figure 2.7: Simulated neutrino spectra at the NOvA far detector on-axis and at some
off-axis angles relative to the NuMI beamline, assuming no oscillations. Note that
larger off-axis angles result in a narrower spectrum at the expense of total flux [60].

2.3 NOvA Detectors and Data Acquisition

The NOvA detectors are functionally identical, segmented tracking calorimeters. The

Far Detector (FD) is 14 kton and consists of 896 planes of liquid scintillator-containing

cells. The Near Detector (ND) is 290 ton, and consists of 192 planes. In addition, the

ND includes a muon catcher with an additional 22 planes interspersed with 4 inch

thick iron plates. These extra planes only cover 2
3 the height of the detector and help

contain high energy muons for better energy estimation [61]. The ND is located at a

baseline of ∼1 km relative to the NuMI source, and the FD is at a baseline of 810 km.

Figure 2.8: The NOvA Near Detector (left, author for scale), and Far Detector (right).
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Figure 2.9: Schematic depicting the NOvA near and far detectors. Both detectors are
made of alternating planes of horizontal and vertically oriented PVC extrusions [61].

The basic data-gathering unit of a NOvA detector is a cell. The detector is constructed

of alternating planes of extruded PVC cells that run either the width or height of the

detector.

Figure 2.10: Depiction of the NOvA cell. Each cell is 3.8 cm wide and 5.9 cm deep
along the beam direction. A loop of wavelength-shifting fiber twice the length of the
cell is inserted to collect any scintillation light and send it to the APDs [62, 63].

Each cell contains a loop of fiber and is filled with a mineral oil-based liquid scintil-

lator. This fiber is twice the length of the cell, and is responsible for collecting light

and transporting it to be read out. Charged particles passing through the cell will

excite pseudocumene, the primary scintillant. Pseudocumene primarily emits in the

ultraviolet, but our readout electronics require longer wavelenghts of light. As a result,
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the scintillation light is shifted by a chain of wavelength shifters: the initial pseudoc-

umene scintillation excites the wavelength shifter PPO, which emits and excites the

wavelength shifter bis-MSB, which emits and excites wavelength shifters embedded

in the fiber. The final green photons travel the length of the fiber to the detectors’

readout electronics [63].

When a charged particle deposits enough energy to pass a threshold, we term this

a “cell hit”. Cells run either the full height or width of the detector, so each cell hit

only contains two spatial dimensions: vertical cells determine 𝑥𝑧, and horizontal cells

determine 𝑦𝑧 (where 𝑧 is the beam direction, 𝑥 is the horizontal axis, and 𝑦 is the

vertical axis). Because the planes of cells alternate vertical and horizontal, each time

a charged particle leaves a vertical cell it will enter a horizontal cell and vice versa.

Thus, by combining adjacent events, NOvA can reconstruct full three-dimensional

tracks (see Figure 2.11).

Figure 2.11: Illustration of particles passing through the NOvA detector. Because
each plane alternately contains horizontal and vertical cells, each hit only provides
two spatial coordinates, along with timing information. However, this is sufficient to
reconstruct full three-dimensional tracks. Image courtesy of Fermilab.

Light from 32 cells is gathered in wavelength shifting fibers and sent to an avalanche

photodiode (APD). These solid state components are capable of a quantum efficiency

of 85% in the 500-550 nm range output by the wavelength shifting fibers. The output

from the APDs above threshold is digitized via a Front End Board (FEB).

Because the APD noise reduces with temperature, each APD is outfitted with a thermo-

electric cooler (TEC) capable of bringing their teperature down to −15◦C. To prevent
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Figure 2.12: A NOvA APD. Each of the 32 dark rectangles is a single pixel, designed
to be optically mated to both ends of a single loop of wavelength-shifting fiber coming
from a cell. Hoses delivering dry gas are connected to the plastic connectors on either
side of the APD, protecting it from condensation when cooled.

condensation on the APD, it is constantly bathed in dry gas. The TECs themselves

are more efficient when cooled, so they are actively cooled with 4◦ C chilled water.

The TECs are controlled by a daughterboard attached to the FEB.

Each FEB recieves power at three different voltages from Power Distribution Units

(PDUs) arranged around the detector. The high-voltage supply is used by the APDs,

a lower-voltage supply powers the TECs, and the lowest-voltage supply powers the

rest of the FEB electronics [61].

Data from 64 FEBs is sent to a Data Concentrator Module (DCM). The DCM is

responsible for collating incoming data from FEBs and sends packets to a set of buffer

nodes nearby.

For accurate results from the NOvA detectors, all electronics must have excellent tim-

ing synchronization. To do this, NOvA developed custom electronics called Timing

Distribution Units (TDU) to synchronize all parts of the detector to GPS time. The

NOvA timing system builds a tree with TDUs as root nodes, FEBs as leaves, and

DCMs in the middle. Each level of the tree carefully synchronizes its timing informa-

tion with the level below, before repeating with the next level until the entire detector

is synchronized. This system is accurate enough for all electronics in the Far Detector

to agree on the current time within 15.6 ns [64].

NOvA streams all data from the DCMs into a circular buffer that can hold a maximum

of 20 s worth of data. As a result, no event triggering occurs on the FEBs or DCMs,

and instead occurs on the live data stored in the circular buffer nodes. Each NuMI

spill is treated as a trigger, and all data from the spill window is saved.



30

Figure 2.13: Example PDU (foreground) and DCM (background) on the Far Detector.
The gold boxes surrounding are FEBs, and are responsible for digitizing APD output
from 32 cells [61].

Given the 1.3 s NuMI rep rate and the 10 𝜇s spill time, if NOvA were only to store

data associated with the NuMI trigger, it would throw away well over 99% of NOvA’s

live data readout [65]. Instead, NOvA makes use of its buffered readout to use Data-

Driven Triggers (DDTs) to construct various events, beyond the NuMI trigger. This

enables NOvA to use live detector readout to improve detector calibration, conduct

Beyond-the-Standard Model (BSM) searches, and use external triggers like those from

SNEWS and LIGO [66, 67].

(a) 𝜈𝜇 CC event (b) 𝜈𝑒 CC event

Figure 2.14: Event Displays from the NOvA 2020 neutrino event samples. 𝜈𝜇 events
display a long track corresponding to the muon, whereas 𝜈𝑒 events show an electro-
magnetic shower corresponding to an electron [68, 69].

2.4 Event Selection and Reconstruction

The oscillation analysis requires selecting and reconstructing beam neutrinos. The

data associated with a NuMI trigger gets clustered into “slices”, where each slice



31

corresponds to regions with a high density of cell hits in time and space, taking care

that cell hits that happen at the same time and 𝑧 coordinates but come from different

physics events should not be merged into the same slice [70].

First, slices pass basic data quality cuts. Any slice caused by a beam neutrino needs to

be temporally associated with the 10 𝜇s NuMI spill window. Additionally, slices need

to be physically contained within the fiducial volume, as if an interaction occurs too

close to the edge of the detector, visible energy can escape the detector, preventing

accurate energy estimation.

NOvA uses a convolutional neural network (CNNevt) to score events on whether they

look most like
(— )

𝜈𝜇 CC,
(— )

𝜈𝑒 CC, NC, or cosmogenic background events. Figure 2.15

shows a t-SNE (𝑡-distributed stochastic neighbor embedding) plot visualizing the clus-

ters developing among feature vectors at the second-to-last layer of the neural network.

Figure 2.15: t-SNE visualization of CNNevt feature vectors at the penultimate layer.
Each point is colored by true interaction type. Event displays from the training sample
are overlaid to show the differences in topology between events [71]. Note that t-SNE
is purely for visualizing high-dimensional data. Distances between points do not have
physical meaning.

At the Far Detector, cosmic rates are about 130 kHz since the detector is on the

surface. This means that there should be an average of ∼1.3 cosmic ray particles per

10 𝜇s NuMI spill window. As such, NOvA uses energy depositions outside of the

NuMI spill window to train both a Boosted Decision Tree (BDT) as well as another

convolutional neural network to identify cosmics. These models are able to bring

cosmogenic backgrounds down to under 5% of the selected sample.

Neutrino energy estimation is handled separately for 𝜈𝜇 and 𝜈𝑒 CC events. In both

cases, the general principle is to measure the energy of the charged lepton along with
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the energy of the hadronic system. The sum of these quantities provides an estimate

for the incident neutrino energy.

2.5 Simulation and Calibration

Monte Carlo Simulation (MC) begins with modeling of the NuMI beamline using the

geant4 package to produce an estimated flux of neutrinos from the NuMI beam [72].

NOvA then uses PPFX (Package for Predicting the FluX), which leverages data from

MINERvA to reweight the naïve geant4 flux prediction to better match observed

NuMI data [40].

NOvA feeds these flux predictions into a modified version of the GENIE event gen-

erator to create simulated events in the detectors [73]. GENIE handles neutrino scat-

tering, and produces a set of final-state daughter particles of the interaction. These

final-state particles are then sent through geant4 to propagate through the detector

geometry, depositing energy. Cosmic rays are simulated via the CRY library, and like

GENIE, the daughter particles of cosmic ray interactions are propagated through the

detector via geant4 [74].

Next, NOvA uses a custom simulation stack to turn energy depositions into simulated

APD signals. A ray tracer model estimates light collection in the wavelength-shifting

fibers. Finally, a parametrized model of the APD and readout electronics turns simu-

lated photoelectrons into the digitized readout for the given event [75].

If simulation is the process of turning raw energy depositions in the detector into elec-

tronic output, calibration is the process of turning electronic outputs into estimated

energy depositions. NOvA calibrates each detector in two stages: relative calibration

to ensure detector performance is uniform across the detector, and absolute calibra-

tion to set the detector’s energy scale [76].

Relative calibration itself is a multi-step process, accounting for a number of effects

that can cause output photoelectrons to be inconsitent spatially across the detector.

These include effects due to attenuation between the signal source and the readout

electronics, and “shadowing” effects where (especially in the Far Detector) energy

deposition is higher near the top of the detector compared to the lower parts which

are shielded by the overlying detector matter.

The absolute calibration is determined via minimum-ionizing particles as they stop in

the detector [77]. NOvA has observed a 0.3% drop in observed light per year, so this

absolute calibration happens multiple times over shorter time periods.
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2.6 Extrapolation

NOvA is able to leverage the identical technology underpinning each detector. Any

inadequacies of the simulation for the Near Detector would also affect the Far Detector.

For example, if NOvA simulation consistently underpredicts the expected neutrino

counts at a given kinematic bin in the ND, we can expect the simulation would also

undercount that bin in the FD by a similar degree. This decision led NOvA (and

before it, MINOS) to use a technique called extrapolation, where ND data is not fit

to, but is instead used to build a data-driven FD prediction using simulation (Figure

2.16).

Figure 2.16: NOvA’s extrapolation process to use Near Detector Data to form a data-
driven prediction for the Far Detector. Because the Near and Far Detectors are func-
tionally identical, we expect very strong correlations in systematic errors between the
two detectors. Extrapolation takes advantage of this fact by using Data-MC discrep-
ancies to build a more accurate prediction of Far Detector spectra [78].

To get from ND Data to an FD prediction, we construct a series of weights. The

first weights convert ND Data into estimated true spectra. These spectra are then

converted into true FD spectra, accounting for beam geometry, attenuation, and os-

cillation. Finally, the FD true spectra are used to create a predicted reconstructed

spectrum. This data-driven prediction is then fit to FD data in the final oscillation

analysis. For more on the extrapolation procedure, see [77].

The benefit of extrapolation is that it greatly reduces the systematic error on NOvA’s

oscillation measurements. Figure 2.17 shows the effect of extrapolation on the system-

atics budget. Because the extrapolation process expects some homogeneity between

the detectors, those systematic errors which do depend on the detector are slightly

increased. However, this is more than offset by the reduction in uncertainty for those

which extrapolation greatly helps.

Rather than exclusively binning in 𝐸𝜈, NOvA also separates the extrapolation into bins

of transverse lepton momentum 𝑝𝑇 . Because the FD is so much bigger than the ND, it
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Figure 2.17: Systematic Errors with and without extrapolation for 𝜈𝜇 (left) and 𝜈𝑒
(right) reconstruction. Large systematic errors which are correlated between the near
and far detector are traded for smaller systematic errors where the detectors differ, as
in calibration and in lepton reconstruction [79].

is better able to contain leptons with larger transverse momenta (Figure 2.18). Thus,

by separating events by 𝑝𝑇 , extrapolated predictions are less sensitive to modeling of

𝑝𝑇 , at the expense of a modest increase in lepton reconstruction uncertainty.

Figure 2.18: The larger size of the FD means that leptons can have larger transverse
momenta while still being contained.

2.7 Binning

As the strength of oscillations depends on the neutrino energy 𝐸𝜈, NOvA’s fits are

done over binnings that are primarily in reconstructed neutrino energy. NOvA con-

siders several factors when optimizing the binning, including the energy resolution

and memory demands on the final fits [80].

𝜈𝜇 Analysis Binning

The 𝜈𝜇 energy binning is fine between 1 and 2 GeV, where we expect the oscillation

signal, and is coarser elsewhere. The 𝐸𝜈 bin widths are chosen to make the contents
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of each bin roughly equal in an unoscillated spectrum [81].

NOvA’s 𝜈𝜇 energy resolution depends on how much of the incoming neutrino’s energy

is sent into the daughter muon. Since the muon energy estimation is much better than

the hadronic energy estimation, we divide each bin of the FD 𝐸𝜈 spectrum into four

quantiles based on the hadronic energy fraction 𝐸frac =
𝐸had
𝐸𝜈

=
𝐸𝜈−𝐸𝜇
𝐸𝜈

. Figure 2.19

shows the 2-dimensional 𝜈𝜇 spectrum, with quantiles demarcated. This also helps,

since cosmic and NC backgrounds are reconstructed to have high hadronic energy

fractions, which increases the signal purity of the lower 𝐸frac quantiles.

Figure 2.19: A 2D ND Spectrum depicting Hadronic Energy Fraction 𝐸frac vs Neu-
trino energy for FHC (left) and RHC (right). The 𝐸frac quantiles are drawn over the
spectrum. [82].

Figure 2.20a shows the spectrum at the ND using these bins, split into the four quan-

tiles.

𝜈𝑒 Analysis Binning

Due to the low statistics of 𝜈𝑒 events, we cannot bin as finely as in 𝜈𝜇 events. NOvA

splits the 𝜈𝑒 sample into three categories to optimize the signal-to-background ratio.

Events which pass all prior cuts and have a high 𝜈𝑒 score from CNNevt are binned

separately from those with lower scores. These two samples correspond to the “core”

𝜈𝑒 samples. However, our cosmic rejection and containment cuts may discard real

𝜈𝑒 events. To improve efficiency, we construct a “peripheral” bin from events which

fail either cut but have very high CNNevt scores and/or high BDT scores for cosmic

rejection.

The “core” samples are binned in 6 𝐸𝜈 equal-width bins each. The “peripheral” sample

is treated as a separate, energy-integrated bin, since peripheral events have no ND

equivalent. As a result, there is no ND spectrum that can be extrapolated to construct

a FD peripheral spectrum.
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Spectra at the ND from the 2020 NOvA analysis using this binning are depicted in

Figure 2.20. Note that the peripheral sample is only in the FD.

(a) 𝜈𝜇 Spectrum (b) 𝜈𝑒 Spectrum

Figure 2.20: Spectra at the near detector, showing the final analysis binnings for 𝜈𝜇
(left) and 𝜈𝑒 (right). Note that the 𝜈𝑒 ND spectrum is essentially a measurement of the
beam 𝜈𝑒 background, with the high CNNevt sample having a higher purity of beam 𝜈𝑒
events. Also note that the peripheral sample does not exist in the ND [77].

2.8 Systematic Uncertainties

Simulation will never match reality. As a result, NOvA’s simulation will introduce

systematic biases that need to be accounted for to produce accurate oscillation results.

For each source of systematic uncertainty, we create new output spectra by adjusting

the associated model in the base MC.

Some sources of systematic uncertainty, like those corresponding to light levels in the

detector, require rerunning the base MC with the model changed. However, most

other systematics can be handled much less intensively by reweighting the base simu-

lation.

Each source of systematic uncertainty is associated with one or more parameters,

whose value can be interpreted as the deviation from the base simulation. Arbitrary
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shifts to a systematic parameter are found by interpolating between pre-calculated

spectra.

Figure 2.21 shows a summary of systematic errors in NOvA after extrapolation.

Figure 2.21: Summary of systematic uncertainties in NOvA, using the full extrapola-
tion procedure. NOvA uses 67 individual systematic parameters, which are grouped
into categories and added in quadrature for display above [83]. Note that the 𝑝𝑇 ex-
trapolation, depicted in orange, is used in oscillation analyses.

The largest individual systematic uncertainty is the 5% energy scale calibration uncer-

tainty. Other detector-related systematics include those related to NOvA’s modeling

of light and detector readout (see Section 2.5).

While the extrapolation procedure does greatly reduce cross-section and detector sys-

tematics which are correlated between the detectors, it does introduce error associated

with differences between the detectors. This can be seen in Figure 2.17, where the sys-

tematic groups listed as “Near-Far Uncor.” and “Lepton Reconstruction” show an

increase in uncertainty after extrapolation.

Neutrons also lead to an important uncertainty. Because they are neutral, energy

associated with a daughter neutron from a neutrino interaction may be displaced

from the interaction vertex. Difficulties in modeling neutron scattering in the detector

lead to an associated systematic uncertainty.

The NOvA Test Beam program was designed to help improve our detector response

models. For more on this, see Appendix A.

2.9 Neutrino Interaction Uncertainties

Finally, neutrino interaction modeling forms the largest remaining source of uncer-

tainty in the experiment. NOvA considers four main ways that neutrinos can un-
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dergo charged-current (CC) interactions with hadronic matter, from lowest- to highest-

energy:

• Quasielastic Scattering (QE): the incident neutrino scatters mostly elastically

via 𝑊± exchange. Inelasticity is due to the difference in masses between the

parent and daughter nucleon and the charged lepton.

• Two-Particle-Two-Hole Scattering (2p2h): the incident neutrino scatters off

a pair of nucleons instead of a single nucleon via the Meson Exchange Current

(MEC) in an otherwise QE event. This ejects both nucleons from the nucleus.

Such scattering evnts are important to model for NOvA, especially as GENIE

does not include 2p2h events by default.

• Resonant Scattering (RES): the incident neutrino causes a struck nucleon to

enter an excited state, leading to additional final state daughter mesons.

• Deep Inelastic Scattering (DIS): the incident neutrino scatters inelastically

off of the partons in a nucleon, creating a broad spectrum of daughter hadrons.

In addition to these processes, very low-energy neutrinos can scatter coherently off

of the entire nucleus. Such coherent scattering (COH) events are rare and can be

ignored in this discussion.

Neutral-current (NC) neutrino interactions do not produce a charged lepton to detect.

This makes it difficult to identify the event’s energy, or the type of neutrino-nucleus in-

teraction. NOvA’s measurements are therefore sensitive to NC modeling uncertainty.

NOvA adjusts the GENIE 2.12.2 model for each of the above interaction channels.

NOvA’s systematic uncertainties related to cross-section models also require some

modification beyond the GENIE default. This introduces additional uncertainties

related to changes to the QE nuclear model, suppression of RES events at low 𝑄2, and

NOvA’s custom 2p2h model, which is based on the Empirical MEC model packaged

with GENIE [84]. The result of NOvA’s GENIE tune is shown in Figure 2.22.

The net result of these uncertainties is displayed in Figure 2.23. Chapter 5 will discuss

a method for replacing these systematics in a parametrization-agnostic way.
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Figure 2.22: NOvA applies weights to GENIE to correct for the inaccuracies for both
FHC (left) and RHC (right) beams [84].

Figure 2.23: The overall impact of NOvA’s cross section modeling uncertainties. The
shaded band shows ±1𝜎 relative to the central value of simulation, with each GENIE
parameter’s contribution added in quadrature. In multiple kinematic variables, and
for both FHC (left column) and RHC (right column) beams, NOvA’s ND data falls
within the 1𝜎 band [84].
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2.10 Fitting

NOvA runs both frequentist and Bayesian fits to FD data. Both fits find the 𝜒2 surface

describing the difference between the data-driven predictions and FD data by adjusting

the free parameters: the core physics parameters governing neutrino oscillation, and

the 67 systematic parameters. In this thesis, we will be solely reporting results from

the Bayesian fit.

There are six main oscillation parameters (see Section 1.2). We use external values

for the solar parameters Δ𝑚2
21 and 𝜃12, which leaves Δ𝑚2

32, 𝜃23, 𝛿𝐶𝑃, and 𝜃13. Of

these four, reactor neutrino experiments have made much stronger measurements on

𝜃13 than NOvA can. As a result, we run fits of all four free oscillation parameters,

as well as with an external constraint on 𝜃13 informed by the latest reactor neutrino

measurements.

We punish the fitter from moving the systematic parameters too far from their central

values by introducing a penalty term into the overall likelihood function.

NOvA runs two separate Bayesian fitters, both variants of Markov Chain Monte Carlo

(MCMC): Aria and Stan. Both fitters produce nearly identical results.

The Aria fitter was developed by NOvA to implement the Metropolis-Rosenbluth-

Rosenbluth-Teller-Teller (MR2T2) MCMC sampling procedure. For a more detailed

explanation of MCMC, and specifically the Aria Fitter used by NOvA for the NOvA-

T2K joint fit, see Appendix B.

The other MCMC fitter leverages the Stan library for Hamiltonian MCMC. Hamilto-

nian MCMC uses a physics-based metaphor to sample the posterior distribution. The

posterior distrubtion is treated like a physical surface, and sampling is done by treat-

ing a proposed step direction as a particle experiencing gravity while sliding along

this surface. The dynamics of this particle are computed by numerically integrating

Hamiton’s equations. While Hamiltonian MCMC requires much more computation

per step, each step is much more uncorrelated than in MR2T2 MCMC, requiring fewer

steps to properly sample the posterior distribution.

Unlike frequentist fits, Bayesian fits require a prior as input to create posterior proba-

bility distributions. In general, we choose flat priors for physics parameters. However,

there can be some subtleties with physics quantities like 𝛿𝐶𝑃. For example, flat prior

in 𝛿𝐶𝑃 would not be flat in sin 𝛿𝐶𝑃, and vice versa. As a result, for quantities like

this, we try both priors to ensure our final credible intervals are not sensitive to the
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choice of prior. This especially affects measurements of the Jarlskog invariant, as it is

nonlinearly dependent on multiple oscillation parameters.

2.11 Recent NOvA 3-Flavor Results

As of the 2020 NOvA analysis the FD saw 211 𝜈𝜇 CC and 82 𝜈𝑒 CC events in an FHC

beam; and 105 𝜈𝜇 CC and 33 𝜈𝑒 CC events in an RHC beam. The 𝜈𝑒 and 𝜈𝑒 event

counts are well above the estimated background rates over the same time of 26.8+1.6−1.7
𝜈𝑒 events and 14.0+0.9−1.0 𝜈𝑒 events, showing clear evidence of oscillation.

Observed FD spectra, along with the frequentist best-fit FD prediction are depicted

in Figure 2.24.

(a) 𝜈𝜇 Spectrum (b) 𝜈𝑒 Spectrum

Figure 2.24: Spectra at the Far Detector. The best-fit prediction from the frequentist
analysis is depicted in purple, with the shaded band showing 1𝜎 in systematic uncer-
tainty. FD Data is overlaid in black [77].

We can then run physics fits on this data. Figure 2.25 show the results of our Bayesian

fit, using the reactor constraint. The credible intervals were created with Stan, al-

though Aria contours look virtually identical [85].

Note that “1𝜎” credible intervals and contours are defined to contain the same amount

of posterior as a ±1𝜎 interval does for a Gaussian distribution (namely ∼68%).
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When we run fits, we allow Δ𝑚2
32 to be either positive or negative, which corresponds

to the Normal and Inverted Orderings (NO and IO) respectively. The total 1𝜎 interval

would therefore be the union of the NO and IO 1𝜎 intervals depicted.

Figure 2.25: Contours for 𝛿𝐶𝑃 vs sin2 𝜃23 (left) and sin2 𝜃23 vs Δ𝑚2
32 (right) [85].

We can evaluate physics conclusions by seeing how the posterior probability is dis-

tributed. The final fit shows a that 68% of the posterior probability lies in the Normal

Ordering, indicating a slight preference. We also see a slight preference for the upper

octant of 𝜃23, which holds 63% of the posterior probability. Another way of reporting

this preference is via a Bayes factor: the ratio of posterior probabilities for two com-

peting hypotheses. If the Bayes factor is greater than 1, then the posterior shows a

preference for 𝐴 over 𝐵. Thus, the Bayes factors for the NO and upper octant are 2.08

and 1.67 respectively.

Conclusions on 𝐶𝑃 violation can be found by looking at the Jarlskog invariant 𝐽:

𝐽 = cos (𝜃12) cos2 (𝜃13) cos (𝜃23) sin (𝜃12) sin (𝜃13) sin (𝜃23) sin (𝛿𝐶𝑃)

As shown in Figure 2.26, 𝐶𝑃-conservation is accepted within a 3𝜎 credible interval,

regardless of choice of prior. We can again look at Bayes factors, although here we

are comparing the two hypotheses of 𝐽 = 0 and 𝐽 ≠ 0. It is not possible to directly

calculate a nonzero posterior probability for the point hypothesis 𝐽 = 0, so NOvA uses

the Savage-Dickey method to calculate Bayes factors [86]. Using this approach, we see
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that 𝐶𝑃 violation is slightly preferred with a Bayes factors of 1.0-1.2 (depending on

the choice of 𝛿𝐶𝑃 prior) in the NO and 3.4-3.8 in the IO. This indicates that there is

a slightly stronger preference for 𝐶𝑃 violation in the IO compared to in the NO.

Figure 2.26: The Jarlskog invariant 𝐽 with two different choices for prior. One prior
is flat in 𝛿𝐶𝑃, whereas the other is flat in sin 𝛿𝐶𝑃. In both cases, the 𝐶𝑃-conserving
value of 𝐽 = 0 is accepted within the 3𝜎 credible interval [85].

As discussed in the previous section, reactor experiments provide tight constraints

on 𝜃13. Figure 2.27 shows the posterior distribution in 𝜃13 and 𝜃23, with the reactor

measurement overlaid. Especially in the NO, we see that the slight preference for the

upper octant in 𝜃23 is due to the reactor constraint breaking the degeneracy we see in

octant measurements.
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Figure 2.27: sin2 𝜃23 and sin2 𝜃13 posterior distributions, with the state-of-the-art reac-
tor neutrino measurements of 𝜃13 overlaid. Imposing the reactor constraint can break
the degeneracy in 𝜃23 octant, and causes NOvA’s measurements to slightly prefer the
upper octant [85].
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C h a p t e r 3

T2K AND THE JOINT FIT

The Tokai-to-Kamioka Experiment (T2K) is a similar long-baseline accelerator neu-

trino oscillation experiment to NOvA. NOvA and T2K have complementary abilities

to measure neutrino oscillations, leading to efforts to combine measurements from

both experiments. Ideally, a joint fit would provide tighter constraints on oscillation

parameters than either experiment could produce individually. This chapter will dis-

cuss T2K and the motivation for the joint fit that is the result of this thesis.

3.1 T2K

The T2K experiment is a long-baseline oscillation experiment in Japan. Neutrinos are

produced at the J-PARC accelerator facility in Tokai, Ibaraki Prefecture. The beam

then travels 295 km to the Super-Kamiokande detector nestled deep in the Japanese

Alps. Similar to NuMI, the J-PARC neutrino beam is created by accelerating protons

into a rod-shaped graphite target. Daughter mesons are focused via magnetic horns

into a beam, and decay to produce neutrinos. By flipping the polarity of the magnetic

horns, the beam can be made primarily of either 𝜈𝜇 or 𝜈𝜇.

Figure 3.1: The T2K neutrino beam runs 295 from the J-PARC accelerator facility
in Tokai, Ibaraki Prefecture, to the Super-Kamiokande detector in Gifu Prefecture.
Maps Data: Google ©2021, Data SIO, NOAA, U.S. Navy, NGA, GEBCO, Land-
sat/Copernicus, Data Japan Hydrographic Association, Data LDEO-Columbia, NSF,
NOAA, TMap Mobility.
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The J-PARC neutrino beam is oriented such that Super-Kamiokande is off the beam

axis, like NuMI. However, it is at a sharper angle of 2.5◦ off-axis (compared to NOvA’s

14.6 mrad off-axis angle). This results in the unoscillated spectrum expected at SK

to be peaked at a lower energy than NuMI, around 600 MeV (see Figure3.2). The

lower energy and lower baseline mean that T2K is sensitive to Δ𝑚2
32 oscillations, like

NOvA.

Figure 3.2: Simulated neutrino spectrum at SK due to the 2.5◦ off-axis T2K beamline,
assuming no oscillations [87].

Located 280 meters downstream of the beam source is the ND280 complex of near de-

tectors (Figure 3.3). The complex consists of an on-axis beam monitoring component

and a magnetized off-axis neutrino detector.

Figure 3.3: The ND280 detector complex. INGRID, the on-axis beam monitor is
located in the lower floors, whereas the magnetized off-axis detector suite is located
above [88].

The INGRID (Interactive Neutrino GRID) detector provides on-axis beam monitor-

ing. It consists of several identical square modules arranged in a cross. Each module
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is made of alternating planes of iron and scintillating bars. INGRID’s main purpose

is as a measurement of beam direction, intensity and symmetry.

The off-axis detectors are responsible for constraining beam flux, energy, and flavor

composition. These consist of the Pi-Zero Detector (P∅D), three Time Projection

Chambers (TPCs), and two Fine Grained Detectors (FGDs), all surrounded by an

Electromagnetic Calorimeter (ECAL). All these detectors in turn are located inside

a magnet capable of creating a dipole field with a strength of 2 T. The P∅D consists

of drainable bags of water, which serve as target, instrumented with strips of plastic

scintillator to track charged particle motion. The TPCs use gaseous Argon as their

detecting medium, and the cathode and anode planes are oriented such that the drift

electric field is aligned with the external magnetic field. The FGDs are made of strips

of plastic scintillator arranged in alternating planes (similar to NOvA’s scintillator

cells) which allow for 3D track reconstruction within the FGD volume. Finally the

surrounding ECAL consists of layers of plastic scintillator and lead to contain and

measure any energy that leaves the inner off-axis detectors.

Like its predecessor experiment K2K (see Section 1.3), T2K does not have a cus-

tom far detector, and instead leverages the 50 kton Super-Kamiokande (SK) water

Cherenkov detector. When neutrinos undergo CC interactions in SK, the resultant

charged lepton will create Cherenkov radiation, which emanates outwards in a cone

in the lepton’s direction of travel. When the Cherenkov cone intersects with the outer

wall of PMTs, it will leave a ring-shaped signal. The size, location, and shape of the

ring can be used to estimate the location of the neutrino interaction vertex, the lep-

ton’s flavor, and its energy. Electrons scatter frequently in the detector medium, and

can create electromagnetic showers, whereas muons scatter less. This allows SK to

disambiguate 𝜈𝜇 and 𝜈𝑒 events as 𝜈𝜇 events will have “sharp” rings whereas 𝜈𝑒 events

will have “fuzzy” rings (Figure 3.4). These rings are also referred to as “muon-like”

and “electron-like” respectively.

Final state particles from the hadronic system can cause additional Cherenkov rings if

any daughter particles are past the energy threshold. As such, T2K separates samples

by the number and type of rings seen. The five samples used in the 2020 analysis

are 1R𝜇 (1 muon-like ring) in 𝜈- and 𝜈-mode beams, 1R𝑒 (1 electron-like ring) in 𝜈-

and 𝜈-mode beams, and 1R𝑒1d𝑒 (1 electron-like ring associated with a 𝜈𝑒 CC event

and another electron-like ring created from the final state hadronic system) in 𝜈-mode

beam.

Backgrounds to the oscillation analysis include beam 𝜈𝑒’s, wrong-sign neutrinos, and
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Figure 3.4: Event Displays for muon-like (left) and electron-like (right) events at SK.
Reconstructed event vertex coordinates are depicted with white crosses, and the pink
diamond indicates the incident neutrino beam direction [87].

NC events which produce a single pion. In NC 𝜋0 events, if the two decay photons

of the neutral pion are sufficiently aligned, the resultant electromagnetic shower can

look like a single fuzzy Cherenkov ring. Meanwhile, NC 𝜋± events at low momentum

can produce Cherenkov rings that look muon-like.

As of 2023, T2K has analyzed ten data-taking runs. Over this time, it has accumulated

318 1R𝜇 events in 𝜈-mode beam, 138 1R𝜇 events in 𝜈-mode beam, 94 1R𝑒 events in

𝜈-mode beam, 16 1R𝑒 events in 𝜈-mode beam, and 14 1R𝑒d𝑒 events in 𝜈-mode beam.

3.2 Latest T2K Results

Unlike NOvA, which is able to use extrapolation to build data-driven FD predictions,

T2K has to fit their simulation to both ND280 and SK data. T2K’s analysis requires

many more nuisance parameters in order to give the simulation enough degrees of

freedom to properly fit data. In total, T2K ends up needing to run fits on well over

700 parameters, of which over 500 are normalization parameters for regions of phase

space in ND280. This makes fits challenging. T2K accomplishes these fits in two

different ways in parallel analyses: one frequentist and one Bayesian [89]. As with

NOvA, we will only report the results of the Bayesian analysis.

The fits to ND280 and SK data can be done either sequentially or simultaneously. A

separate ND280 fit can constrain uncertainties before a final fit. This final fit is done

with an MCMC fitter called MaCh3, which uses a slightly modified version of the

MR2T2 algorithm due to Hastings [90]. Because MCMC is capable of running fits with

large numbers of nuisance parameters, MaCh3 is able to manage the simultaneous fit.

Figure 3.5 shows the spectra observed at SK. Good data-Monte Carlo agreement shows
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clear evidence of
(— )

𝜈𝜇 disappearance and
(— )

𝜈𝑒 appearance.

Figure 3.5: Neutrino energy spectra for the five SK samples. For each sample, the or-
ange points represent data with Poisson error bars, and the colored bands correspond
to the posterior density of predictions produced by the Bayesian fit. The 1R𝜇 samples
show a clear dip corresponding with oscillations [91].

Results from the most recent T2K oscillation fit are shown in 3.6, both with and

without external constraints on 𝜃13 from reactor neutrino experiments.

(a) 𝛿𝐶𝑃 posterior probability (b) Δ𝑚2
32 and sin2 𝜃23 credible intervals

Figure 3.6: Posterior probability and credible intervals for (a) 𝛿𝐶𝑃 and (b) Δ𝑚2
32 and

sin2 𝜃23. The intervals and contours are presented both with (red) and without (blue)
𝜃13 constraints from the Particle Data Group [91].

In summary, T2K finds that 𝐶𝑃-conservation is included in the 95% (2𝜎) credible in-

terval. T2K has a mild preference for the normal mass ordering, and a mild preference
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for the upper octant, but these are not statistically significant.

3.3 NOvA vs T2K

Given that NOvA and T2K are both probing similar physics, it is worth comparing

and contrasting their measurements.

A useful tool for comparing NOvA and T2K is a “bi-event plot”. These plots show

how changes to oscillation parameters affect the
(— )

𝜈𝑒 appearance signals. In Figure 3.7,

𝛿𝐶𝑃 and the sign of Δ𝑚2
32 are varied across all possible values, and all other oscillation

parameters are fixed in value.

Figure 3.7: Bi-event plot for NOvA and T2K, depicting 𝜈𝑒 and 𝜈𝑒 candidate events
at the resepective far detectors. 𝛿𝐶𝑃 is allowed to vary from −𝜋 to 𝜋, and all other
oscillation parameters are set to the maximum posterior probability values listed in
Chapter 4 [92].

In the absence of matter effects, 𝐶𝑃 violation would manifest as a change in the

appearance probabilities for 𝜈𝑒 and 𝜈𝑒. For example, if 𝛿𝐶𝑃 = + 𝜋2 , then we would

expect an excess of 𝜈𝑒 appearance and a deficit of 𝜈𝑒 appearance relative to oscillations

without 𝐶𝑃 violation. The opposite (a deficit of 𝜈𝑒 and an excess of 𝜈𝑒) would be

expected if 𝛿𝐶𝑃 = − 𝜋
2 .

The introduction of matter effects allows for the disambiguation of the sign of Δ𝑚2
32.

In the normal ordering, we expect an excess of 𝜈𝑒 and deficit of 𝜈𝑒 events relative to

no 𝐶𝑃 violation and no matter effects, with the opposite being true for the inverted

ordering.
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NOvA’s baseline is around thrice that of T2K. Due to the experiments having similar

𝐿/𝐸 , NuMI neutrinos therefore carry three times the energy as J-PARC neutrinos,

leading to stronger matter effects. This means NOvA has a greater ability to disam-

biguate the neutrino mass ordering. However, this can actually make it more difficult

to disambiguate 𝛿𝐶𝑃, as values of 𝛿𝐶𝑃 around + 𝜋2 in the normal ordering and − 𝜋
2 in

the inverted ordering can produce similar
(— )

𝜈𝑒 appearance signals.

Thus, while the two experiments are probing the same physics, the different baselines

make their measurements complementary. NOvA has greater sensitivity to the mass

ordering, while T2K’s measurement of 𝛿𝐶𝑃 is uncorrelated from the mass ordering.

The actual results from NOvA and T2K are also compellingly different. T2K’s data

has shown an excess of 𝜈𝑒-like and a deficit of 𝜈𝑒-like events at SK (relative to oscil-

lations without matter effects). In comparison, NOvA’s FD data lies directly between

the predicted event counts for normal and inverted mass orderings. T2K therefore

has a stronger preference for 𝐶𝑃 violation than NOvA, although as seen in Section

3.2, it is still not statstically significant enough for a definitive statement.

Figure 3.8: 𝛿𝐶𝑃 vs sin2 𝜃23 contours for NOvA (shaded) and T2K (solid black). Note
that in the normal mass ordering, NOvA and T2K’s confidence intervals do not greatly
overlap, whereas there is more overlap in the inverted ordering [93].

Beyond the bi-event plot, we can look at the confidence intervals produced by the full

oscillation analyses. In Figure 3.8, we see that there are few regions of the sin2 𝜃23-𝛿𝐶𝑃
confidence intervals with significant overlap in the normal ordering. This “tension”

has led some theorists to speculate that there may be new physics behind the difference
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[94, 95]. However, there are still significant overlaps in the 95% confidence intervals,

especially in the inverted ordering.

3.4 Why Do a Joint Fit?

Given the two experiments’ complementarity, it is natural to consider combining the

measurements. Qualitatively, Figure 3.8 already points to the idea that the inverted

ordering would be preferred in a joint fit.

Approximate global fits based on the publicly available log-likelihood projections exist

[15, 96]. However, these analyses are unable to use the full detector response models,

near and far detector datasets, energy estimators, systematic uncertainty treatments,

and full likelihood calculations over the full high-dimensional oscillation parameter

space. The joint fit presented in Chapter 4 incorporates all of these features. A joint

fit between the two experiments also provides an opportunity for cross-pollination be-

fore the next generation of oscillation experiments. Members of each collaboration

would be provided opportunities to learn how the other collaboration conducts their

oscillation analysis. In particular, the joint fit allows both collaborations to compare

and contrast ways to incorporate near detector data and reduce the impact of system-

atic errors. Additionally, the experiments would be able to understand each others’

neutrino interaction models. This would even provide opportunities to correlate neu-

trino interaction systematics where possible [97].

As a result, NOvA and T2K began pursuing a joint fit produced directly by working

groups from the two collaborations.
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C h a p t e r 4

THE NOvA-T2K JOINT FIT

4.1 Preparing the Joint Fit

Between such large and complicated analyses, there were several architectural and

technical challenges in order to produce a joint result. Comparing Figures 4.1a and

4.1b, we see that there are substantial differences between the way the two experiments

structure their analyses. For technical reasons, it is not feasible to share code or merge

the two code bases. Additionally, to ensure robustness of the result, we want both T2K

and NOvA to be able to run the full joint fit and reproduce the final results.

(a) The NOvA analysis (b) The T2K Analysis

Figure 4.1: Comparison of the NOvA and T2K analysis flows. While NOvA uses
extrapolation to create data-driven FD predictions that are fit to FD Data, T2K first
fits to ND280 data to constrain their model before final SK fits [93].

The solution is to containerize each experiment’s likelihood function. Each experi-

ment creates an Apptainer container which holds a streamlined version of the entire

analysis. A fitter should be able to pass oscillation and systematic parameter set-

tings into the container, and receive a log-likelihood. This required the creation of

the Bifrost library to facilitate communication into and out of the container and the

DummyLLH library to standardize the data format used for the fit parameters and

log-likelihood [98, 99]. This architecture is sketched in Figure 4.2. Each experiment
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is able to marginalize and assign penalty terms to systematic parameters in order to

construct a joint likelihood.

Figure 4.2: Schematic depicting the intended code structure for the joint fit. Red indi-
cates NOvA code, and Blue indicates T2K code. The rainbow-shaded lines demarcate
the boundaries of each container, so each experiment is unable to read the code of
the other [93].

Because the final fits will end up including ∼100 T2K parameters and all ∼100 of

NOvA’s, MCMC fitters are perfect tools for this. Both collaborations have MR2T2

MCMC fitters: MaCh3 from T2K and Aria for NOvA, which are used for the final

joint fits.

4.2 Asimov Data Points

As we test the joint analysis, we run fits to Asimov fake data [100]. This is fake

data created by fixing the unknown physics parameters to set values, and without

introducing any statistical fluctuations. In this thesis, I will be showing fits done at

the following three Asimov points:

• Asimov 0: The NOvA best-fit point

• Asimov 1: The T2K best-fit point

• Asimov 4: Similar to the NuFIT global best fit (Inverted Ordering)

Asimov 0 and 1 are useful as it allows us to force each experiment to fit to data that

looks like what the other saw. Finally Asimov 4 lets us test fits in the region of phase

space where the final result may lie.

4.3 Should We Introduce Correlations?

Ultimately, NOvA and T2K are both trying to measure neutrino ocillations. As the

underlying physics are the same, it’s worth considering when and how to correlate
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systematic parameters between the two experiment, and whether an improper treat-

ment of these would bias the final results. We can break these potential sources of

correlation into three major sections: flux models, detector response models, and

cross-section models. In each we need to consider which models/systematics are sig-

nificant, if correlations can be drawn between the two experiments, and whether these

correlations themselves are significant.

4.4 Flux Models

The two experiments see fluxes at very different energies and use different simulation

software to predict fluxes. In addition, the two experiments use different data sets to

tune their flux models.

NOvA uses 120 GeV protons from the NuMI beamline [62]. NOvA’s flux model uses

thin target data from the NA49 experiment, which collected data with a beam at a

slightly higher energy of 158 GeV [101]. This is scaled to NOvA energies.

T2K’s beam is at 31 GeV. They use NA61/SHINE data which operated at J-PARC

beam energy and also uses a replica target of the T2K beam, in addition to thin

target data. Figure 4.3 shows that the two hadronic production datasets are similar

enough for the joint fit.

Figure 4.3: Comparison of hadronic production data from NA49 (used by NOvA)
and NA61/SHINE (used by T2K) [102]. The left figure shows 𝜋+ production, with 𝜋−

production on the right.

Studies have shown that there is a negligible difference between the two model tunings

(see Figure 4.4).

T2K also did a study to verify that results are insensitive to the choice of Hadronic

interaction model. NOvA uses geant4 v9.2.p03 with the FTFP_BERT model while

T2K uses FLUKA 2011.2x and geant3. T2K shows that geant4 does not strongly

affect the main beam region (see Figure 4.5).
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Figure 4.4: Comparison of T2K flux predictions using only thin-target data instead of
replica target data from NA61/SHINE.

Figure 4.5: Comparison of T2K predicted QE selected fluxes using geant4 and
FLUKA. 𝜈 beam on the left, and 𝜈 beam on the right.

Finally, both experiments sought to find sources of of possible correlations in flux

uncertainties. As many flux uncertainties are based on the specific source data and

the specific experimental apparatus, the only possible place correlations can be intro-

duced are in the hadronic interaction models. However, the data and tuning methods

used by NOvA and T2K are quite different. Even more importantly, beam uncertain-

ties have some of the smallest impacts on oscillation measurements (see Figure 2.21).

As a result, the joint fit does not incorporate any flux correlations.

4.5 Detector Response Models

Detector calibration provides the largest single source of systematic uncertainty for

both experiments. NOvA’s calibration systematic is the largest source of error (Figure

2.21). On T2K, SK calibration error is the largest individual systematic.
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NOvA’s energy estimator depends on the material properties of the NOvA detector for

calorimetry or to range out muons. This has no direct analog in SK. Each experiment

also uses primarily internal data for calibration. As such, no correlations can be drawn

from the between the two experiments’ calibration systematics [103].

T2K handles pion multiplicity as separate selections, so secondary interactions lead

to a powerful source of error. NOvA makes no such distinction. Because overall

hadronic energy is estimated calorimetrically, secondary interactions from pions do

not introduce significant error. Thus, even if it were possible to correlate T2K’s pion

selection systematics to NOvA, there would be little to no effect.

Inversely, low energy neutrons degrade NOvA’s calorimetric energy estimation. This

results in a large source of systematic error on NOvA. Since almost all interactions

at T2K energies are quasielastic, neutrino energy estimation is done exclusively via

lepton reconstruction. As a result, these low-energy neutrons do not have a large effect

on T2K’s oscillation results. Thus, correlations on neutron uncertainties can also be

ignored.

4.6 Cross Section Models

The two experiments use completely different interaction simulation software. NOvA

uses GENIE to simulate neutrino interactions, whereas T2K uses NEUT. The two

analyses are so tighty tied to the choice of event generator that it is infeasible for the

experiments to be able to switch to using the same software for the joint fit. The upshot

is that it makes it very difficult to draw correlations between the two experiments. For

a deeper dive into a possible avenue to accomplish this task, see Chapter 5.

First, the joint fit group sought to bracket the possible effects of correlating interaction

systematics. Afterwards, we would look for systematics that can be correlated across

the two experiments with minimal technical overhead. Towards this, we started by

looking for the largest individual interaction systematics in each experiment.

A one-to-one mapping of systematics is impossible between NOvA and T2K. Table 4.1

shows a list of neutrino interaction systematics, broken down into broad categories.
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Category NOvA Parameters T2K Parameters

CCQE

ZNormCCQE
ZExpAxialFFSyst2020_EV1
ZExpAxialFFSyst2020_EV2
ZExpAxialFFSyst2020_EV3
ZExpAxialFFSyst2020_EV4

RPAShapeenh2020
RPAShapesupp2020

MA QE
Q2_norm_0
Q2_norm_1
Q2_norm_2
Q2_norm_3
Q2_norm_4
Q2_norm_5
Q2_norm_6
Q2_norm_7

EB Dial C nu
EB Dial C nubar
EB Dial O nu

EB Dial O nubar

MEC

MECEnuShape2020Nu
MECEnuShape2020AntiNu

MECShape2020Nu
MECShape2020AntiNu

MECInitStateNPFrac2020Nu
MECInitStateNPFrac2020AntiNu

2p2h Norm nu
2p2h Norm nubar

2p2h C to O
2p2h Shape C
2p2h Shape O

2p2h Edep low Enu
2p2h Edep high Enu
2p2h Edep low Enubar
2p2h Edep high Enubar

RES

MaCCRES
MvCCRES
MaNCRES
MvNCRES

LowQ2RESSupp2020

CA5
MA RES

ISO Bkg Low PPi
ISO Bkg

FSI
hNFSI_MFP_2020

hNFSI_FateFracEV1_2020

FEFQE
FEFQEH
FEFINEL
FEFABS
FEFCX

Table 4.1: A list of all large cross-section parameters in NOvA (ignoring PCA), and all
cross-section parameters in T2K. Parameters are grouped by true interaction mode.
Adapted from [104].
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T2K conducted internal studies to determine its most important systematics. This

was accomplished by individually forcing each systematic parameter away from its

central value, and observing how that would change credible intervals. The system-

atics resulting in the largest changes to credible intervals would be the final results.

Of note, none of the systematic parameters were able to change the Δ𝑚2
32 credible

intervals by a noteworthy amount. As a result, T2K created a fake extra-large energy

scale systematic to amplify potential effects for these bracketing studies.

On the NOvA side, extrapolation means that the cross-section parametrization only

affects measurements at the level of ND-FD differences. Before doing data fits, NOvA

tunes the GENIE event generator to ND Data, making modifications where significant

Data-MC disagreement arises [84]. See Section 2.9 for a further explanation of the

NOvA cross section tune.

Table 4.2 summarizes the final results of the biggest individual systematics for NOvA

and T2K.

Oscillation
Parameter

Largest NOvA
Systematic(s)

Largest T2K Systematic(s)

𝛿𝐶𝑃
second class currents and

radiative correction
𝜎𝜈𝑒/𝜎𝜈𝜇 and 𝜎𝜈𝑒/𝜎𝜈𝜇

sin2 𝜃23 Neutron visible energy 2p2h C-O scaling

Δ𝑚2
32 Calibration *7% SK energy scale

Table 4.2: The most impactful systematics for each experiment. Note that in T2K’s
actual analysis, the SK energy scale is only 2% and has been boosted to 7% here to
make it impactful.

4.7 Impact of Correlations on the Joint Fit

Because T2K cannot use extrapolation to mitigate the effects of systematic errors, it

needs to put very tight constraints on their cross-section model at ND280 in order

to accurately predict event rates at SK. By imposing these constraints, interaction

uncertainties become comparable to SK detector uncertainties in all selection samples.

If it were technically feasible to correlate the two models, an immediate side effect

would be that NOvA’s cross-section model would be constrained by T2K’s ND280 fit.

To bracket the impact of this effect, a “shrink-and-pull” study was done on NOvA,

wherein for each systematic parameter, the central value is “pulled” away from the

tuned value and the uncertainty is “shrunk”. This leaves the fitter unable to return the
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parameter to the original tuned central value. If the shrunk-and-pulled model returns

similar credible intervals, we can be sure that NOvA’s oscillation measurements are

indeed highly independent of any additional external constraints from ND280 on the

cross-section model.

To estimate the magnitude of the “shrink” T2K’s ND280 fit could put on NOvA,

we observe how T2K interaction uncertainties are reduced by the ND280 fit. These

reductions in uncertainty are averaged across the systematics in each interaction cat-

egory to inform what shrink NOvA should apply for its systematics in that category.

Since T2K is at too low an energy to provide any significant statsitical power on DIS

events, NOvA’s DIS systematics are left unchanged. Table 4.3 shows the effect of this

procedure on each category.

Category Average shrink

CCQE 44%
MEC 58%
RES 58%
DIS 100%
FSI 43%

Table 4.3: Average total magnitude for systematics in each category after the shrink
imposed by the T2K ND280 fit in each systematic category.

To finish bracketing the effects of possible correlations, the model’s central values are

“pulled”, since ND280 would suggest some shifting of the best-fit model. This was

accomplished by throwing each NOvA systematic on a [−1𝜎, +1𝜎] interval (before

shrinking the uncertainties). This was repeated a few times, and fits were done as long

as the overall bias on the mean neutrino energy, hadronic energy and muon energy

are all less than 2%, 2%, and 5% respectively for both FHC and RHC, to ensure the

model remains reasonably compatible with NOvA’s own ND data.

The results of this study on NOvA contours can be seen in Figure 4.6. The fact that

the contours hardly change indicates that NOvA’s extrapolation is robust to potential

constraints from the T2K ND280 Fit.

T2K ran its own version of the shrink-and-pull study where it included the NOvA like-

lihood to test the impact on joint results. After shrinking and pulling each systematic

individually, the only systematics which meaningfully affected the contours were those

large systematics already identified in Table 4.2.
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Figure 4.6: Contours in oscillation parameters due to shrink caused by T2K. Left
plots are a comparison of the contours in 𝛿𝐶𝑃 vs sin2 𝜃23 (top) and sin2 𝜃23 vs Δ𝑚2

32 re-
spectively. The right plots show the difference between the two log-likelihood surfaces
(“nominal” - “shrink+shift”). These differences are close to 0 everywhere, indicating
that NOvA’s fit procedure is robust to any strong constraints imposed by the T2K ND
Fit. The blue contours on the right plots are only to provide a visual aid of where the
most relevant regions in this space lie.

With the list of impactful systematics from Table 4.2 in hand, we can impose correla-

tions or anti-correlations between these systematics and evaluate how that affects the

final fit. Figures 4.7, 4.8 and 4.9 show the impacts on 𝛿𝐶𝑃, sin2 𝜃23, and Δ𝑚2
32 of adding

these correlations or anticorrelations. There is no appreciable impact of correlations

on these credible intervals.
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(a) Marginalized posterior in 𝛿𝐶𝑃, as-
suming correlations most impactful
to 𝛿𝐶𝑃 (Asimov 1)

(b) Marginalized posterior in Δ𝑚2
32,

assuming correlations most impactful
to 𝛿𝐶𝑃 (Asimov 1)

(c) Marginalized posterior in sin2 𝜃23,
assuming correlations most impactful
to 𝛿𝐶𝑃 (Asimov 1)

(d) Marginalized posterior in sin2 𝜃13,
assuming correlations most impactful
to 𝛿𝐶𝑃 (Asimov 1)

Figure 4.7: Impact of correlating or anticorrelating the systematics most important
to 𝛿𝐶𝑃 measurements. Namely, T2K’s 𝜈𝑒-𝜈𝜇 and 𝜈𝑒-𝜈𝜇 cross section ratios are corre-
lated to NOvA’s second class current and radiative correction systematics. 𝛿𝐶𝑃, which
should most be affected by correlating these sysetmatics, is marked with an asterisk.
Note that there is almost no change in credible intervals due to either correlating or
anticorrelating these systematics.
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(a) Marginalized posterior in 𝛿𝐶𝑃, as-
suming correlations most impactful
to sin2 𝜃23 (Asimov 4)

(b) Marginalized posterior in Δ𝑚2
32,

assuming correlations most impactful
to sin2 𝜃23 (Asimov 4)

(c) Marginalized posterior in sin2 𝜃23,
assuming correlations most impactful
to sin2 𝜃23 (Asimov 4)

(d) Marginalized posterior in sin2 𝜃13,
assuming correlations most impactful
to sin2 𝜃23 (Asimov 4)

Figure 4.8: Impact of correlating or anticorrelating the systematics most important to
sin2 𝜃23 measurements. Specifically, T2K’s 2p2h C-O scaling is correlated with NOvA’s
neutron visible energy systematic. sin2 𝜃23, which should most be affected by correlat-
ing these sysetmatics, is marked with an asterisk. Note that there is almost no change
in credible intervals due to either correlating or anticorrelating these systematics.
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(a) Marginalized posterior in 𝛿𝐶𝑃, as-
suming correlations most impactful
to Δ𝑚2

32 (Asimov 4)

(b) Marginalized posterior in Δ𝑚2
32,

assuming correlations most impactful
to Δ𝑚2

32 (Asimov 4)

(c) Marginalized posterior in sin2 𝜃23,
assuming correlations most impactful
to Δ𝑚2

32 (Asimov 4)

(d) Marginalized posterior in sin2 𝜃13,
assuming correlations most impactful
to Δ𝑚2

32 (Asimov 4)

Figure 4.9: Impact of correlating or anticorrelating the systematics most important
to Δ𝑚2

32 measurements. Specifically, T2K’s 7% SK energy scale is correlated with
NOvA’s calibration systematics. Δ𝑚2

32, which should most be affected by correlating
these sysetmatics, is marked with an asterisk. Note that there is almost no change in
credible intervals due to either correlating or anticorrelating these systematics.
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4.8 The “Nightmare” Studies

The above plots show that correlating individual systematics would have no apprecia-

ble effect on the joint fit. What if, instead, correlations and anti-correlations between

several systematic parameters somehow conspired to sabotage the joint fit? We can

more directly explore how correlations can change our fit results by creating new

systematic errors that are on the scale of statistical uncertainty.

T2K identified two so-called “nightmare” paremeters:

• The Δ𝑚2
32 nightmare: Shifting the reconstructed neutrino energy would bias

the oscillation maximum region and would affect Δ𝑚2
32 measurements.

• The sin2 𝜃23 nightmare: Changing the normalization of reconstructed event

counts in the oscillation dip region would affect sin2 𝜃23 (and to a lesser extent

𝛿𝐶𝑃 measurements).

NOvA identified the following nightmare parameter to complement T2K’s nightmares:

• The NOvA nightmare: An artificially huge boost (4𝜎) to the neutron system-

atic could cause NOvA’s FD spectra to vary on the scale of statistical uncertainty.

Given the size of these fake systematic parameters, the impact of correlations should

be readily apparent. To test this, we create fake data sets where NOvA and T2K’s

nightmares are correlated. We then compare likelihood contours generated by doing

the fits where we assume no correlation, 100% correlation (correct), or 100% anticor-

relation (incorrect). The output contours are shown in Figures 4.10 and 4.11.

Once again, the fits are largely robust to the affect of such large correlations. As

long as we do not pick the wrong correlation (e.g. assuming anticorrelation when in

reality two parameters are positively correlated), we are safe neglecting the effects of

correlations.
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(a) sin2 𝜃13 vs 𝛿𝐶𝑃 (b) sin2 𝜃23 vs Δ𝑚2
32 (c) sin2 𝜃23 vs sin2 𝜃13

Figure 4.10: Impact of assuming the wrong correlation with the T2K Δ𝑚2
32 nightmare

and the NOvA neutron nightmare. These nightmare parameters should strongly im-
pact Δ𝑚2

32 measurements, and indeed we see that incorrectly assuming an anticorrela-
tion between the nightmare parameters leads to markedly different contours. However,
assuming no correlation mostly recovers the same contours. Thus, we see that it is
safer to ignore correlations between NOvA and T2K systematics than to assume an
incorrect correlation.

(a) sin2 𝜃13 vs 𝛿𝐶𝑃 (b) sin2 𝜃23 vs Δ𝑚2
32

(c) sin2 𝜃23 vs 𝛿𝐶𝑃 (d) sin2 𝜃23 vs sin2 𝜃13

Figure 4.11: Impact of assuming the wrong correlation with the T2K sin2 𝜃23 night-
mare and the NOvA neutron nightmare. These nightmare parameters should strongly
impact sin2 𝜃23 measurements, as well as 𝛿𝐶𝑃 to a lesser extent. Indeed, we see that
incorrectly assuming an anticorrelation between the nightmare parameters leads to
markedly different contours. However, assuming no correlation mostly recovers the
same contours. Thus, we see that it is safer to ignore correlations between NOvA and
T2K systematics than to assume an incorrect correlation.
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4.9 Correlating 𝛿𝐶𝑃 parameters

Both experiments incorporate systematic parameters to account for higher-than-tree-

level corrections to
(— )

𝜈𝑒 cross-sections [105]. These parameters are relevant to 𝛿𝐶𝑃 (see

Table 4.2).

This makes it very achievable to correlate these parameters between the two exper-

iments. We start with the following correlation matrix, which forces 𝜈𝑒 and 𝜈𝑒’s to

behave the same way between the two experiments, and puts the desired anticorrela-

tions between 𝜈𝑒 and 𝜈𝑒’s.



𝜎T2K
𝜈𝑒

𝜎T2K
𝜈𝑒

𝜎NOvA
𝜈𝑒

𝜎NOvA
𝜈𝑒

𝜎T2K
𝜈𝑒

1 −0.5 1 −0.5
𝜎T2K
𝜈𝑒

−0.5 1 −0.5 1

𝜎NOvA
𝜈𝑒

1 −0.5 1 −0.5
𝜎NOvA
𝜈𝑒

−0.5 1 −0.5 1


Converting the above into a covariance matrix on systematic shifts and taking into

account NOvA’s normalization on systematic shifts, we get the following:



𝜎T2K
𝜈𝑒

𝜎T2K
𝜈𝑒

𝜎NOvA
𝜈𝑒

𝜎NOvA
𝜈𝑒

𝜎T2K
𝜈𝑒

8 × 10−4 −4 × 10−4 0.04 −0.02
𝜎T2K
𝜈𝑒

−4 × 10−4 8 × 10−4 −0.02 0.04

𝜎NOvA
𝜈𝑒

0.04 −0.02 2 −1
𝜎NOvA
𝜈𝑒

−0.02 0.04 −1 2


By including this covariance matrix in the fit, we are able to cleanly account for the

correlations in these specific uncertainties.

4.10 Fake Data Fits

T2K’s fit procedure (see Figure 4.1b) requires a fit of ND280 Data with a very sophis-

ticated cross-section model to provide constraints for the final SK fit. To make sure

their analysis still has the flexibility to fit data produced from out-of-model variations,

T2K runs several fits using fake data generated with alternative models. Ideally, T2K

should be able to recover very similar results using these fake data. These so-called

Fake Data Studies (FDS) are the primary method by which T2K can stress-test its fit

procedures. These are very similar to the “nightmare” studies mentioned in Section

4.8. The joint fit thus sought to conduct our own fake data studies.
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Two of these FDS were to see how the joint fits would be affected by effectively only

using one experiment’s cross-section tune. This is of course complicated by the fact

that NOvA and T2K do not tune their cross-section model to the other experiment’s

energy range. As such these are not true FDS, so these results were not used to assess

the bias of the fits and are instead used as a sanity check.

Two other fake data studies were based on models that proved to be the most impactful

to the T2K-only 2020 analysis. A final FDS was to address inconsistencies in pion

secondary interactions from the T2K 2020 analysis. In summary, the sive FDS are:

• T2K-like reweight: (Sanity check, not used to assess joint fit bias) A reweight

of NOvA’s GENIE cross-section model to resemble the NEUT model used by

T2K after the ND280 fit.

• NOvA-like reweight: (Sanity check, not uesd to assess joint fit bias) A reweight

of T2K’s NEUT model to resemble the GENIE model used by NOvA.

• Minerva 1𝜋: Significant in the 2020 T2K Analysis. Motivated by the low-𝑄2

suppression of pion production observed in MINERvA and in bubble chamber

experiments at Argonne and Brookhaven relative to GENIE v2 [36]. This FDS

implements this low-𝑄2 suppression.

• NonQE: Significant in the 2020 T2K Analysis. Motivated by the fact that CC0𝜋

events are underpredicted. The resulting pulls on the QE model are quite large,

so this FDS instead accounts for this CC0𝜋 excess using non-QE parameters.

• Pion SI: Confirming the fix of a bug in T2K’s 2020 analysis. This bug centered

around a mismatch between NEUT and geant4, where secondary interactions

from pions were not getting properly propagated between the two models.

These analyses are repeated at each of the three Asimov points described in Section

4.2.

Bias Metrics

Before embarking on the FDS, we need to decide on metrics to determine whether

the results of an FDS are acceptable or show evidence of significant bias.

The final requirements are:
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Δmid ≤ 0.25 · 2𝜎syst.
Δ𝜎 ≤ 0.1 · 𝜎Asimov

where:

• Δmid is the change in the midpoint of the credible interval;

• 𝜎syst. =
√︃
𝜎2
Asimov − 𝜎

2
stat. is the systematic uncertainty;

• 𝜎stat. is statistical uncertainty;

• Δ𝜎 = |𝜎Asimov − 𝜎FDS | is the change in uncertainty width due to this FDS;

• 𝜎Asimov and 𝜎FDS are the overall fit uncertainties for Asimov data and Fake Data,

respectively.

Put in words: the midpoint of the credible interval should not be shifted too far relative

to the size of systematic uncertainty, and the change in uncertainty should not be too

large relative to the overall uncertainty from fits to Asimov data.

FDS Results

Figure 4.12 shows the result of shifts in an example FDS (Minerva 1𝜋). While shifting

the model causes ND spectra to change, extrapolation means that FD spectra are

resilient to this change (Figure 4.13).
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Figure 4.12: Comparisons of ND spectra from the Minerva 1𝜋 FDS. This alternative
model can substantially affect ND spectra.

Figure 4.13: Comparisons of FD spectra from the Minerva 1𝜋 FDS. The black curve
shows the initial FD MC spectrum. The red dots depict the shifted fake data, and
the red curve with the drawn error band shows the result of extrapolation. NOvA’s
extrapolation procedure is resilient to the effect of this FDS. This is reflected in table
4.4, where we see that none of the FDS are sufficient to cause issues.
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Table 4.4 shows a summary of the bias metrics. All FDS pass.

Oscillation
Parameter

FDS
max Δmid

2𝜎syst.
(Asimov)

Target: < 25%
max Δ𝜎

𝜎Asimov
(Asimov)

Target: < 10%

sin2 𝜃23

MINERvA 1𝜋 14.38% (0) 9.6% (1)
non-QE 6.93% (1) 4.7% (4)
pion SI 2.39% (0) 4.7% (4)
T2K-like 0% (1) 4.7% (4)

NOvA-like 3.47% (1) 4.7% (4)

Δ𝑚2
32

MINERvA 1𝜋 3.47% (4) 3.6% (4)
non-QE 19.46% (0) 7.1% (0)
pion SI 10.21% (4) 3.7% (1)
T2K-like 12.13% (4) 4.0% (1)

NOvA-like 4.81% (0) 4.0% (1)

Table 4.4: Summary table of the bias metric results. The Asimov point where bias
metrics are maximized is noted in parentheses. These bias metrics were calculated
without accounting for the fact that some of these modified Asimov “universes” lend
themselves to intrinsically different oscillation sensitivity. This means that the above
bias metrics are actually somewhat inflated, but they all pass anyway. Note that for
some FDS, statistical credible intervals are discontinuous, which makes it impossible
to calculate bias metrics as described in the text. In these cases, the changes in credible
intervals and contours are inspected visually. In summary, no FDS shows any strong
bias, including the T2K-like and NOvA-like sanity-check studies. Adapted from [106].

4.11 Data Fits

Between the two experiments, there are 1,010 neutrino events, distributed as shown

in Table 4.5.

Channel NOvA T2K

𝜈𝑒 82
94 (𝜈𝑒)

14 (𝜈𝑒 1𝜋)
𝜈𝑒 33 16
𝜈𝜇 211 318
𝜈𝜇 105 137

Table 4.5: Number of neutrino events collected by each experiment up to 2020. There
are a total of 1,010 events between the two experiments, with roughly equal statistics
across the two.

Figures 4.14 and 4.15 show NOvA and T2K data with predictions drawn from the

joint-fit posterior distribution overlaid.
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(a) 𝜈𝜇 sample (b) 𝜈𝑒 sample

(c) 𝜈𝜇 sample (d) 𝜈𝑒 sample

Figure 4.14: Posterior predicted spectra from the NOvA-T2K joint fit for NOvA. Note
that here the

(— )

𝜈𝜇 samples are integrated over the four hadronic energy fraction quan-
tiles [107].

(a) 𝜈𝜇 sample (b) 𝜈𝑒 0𝜋 sample (c) 𝜈𝑒 1𝜋 sample

(d) 𝜈𝜇 sample (e) 𝜈𝑒 sample

Figure 4.15: Posterior predicted spectra from the NOvA-T2K joint fit for the five T2K
samples [107].

We can test the compatibility of the datasets with the posterior distribution via the

posterior predictive 𝑝-values (PPP) of the experiments [108]. These values show that

our data is described well by the joint fit (Table 4.6).

NOvA and T2K are not as sensitive to 𝜃13 as reactor neutrino experiments. As a

result, we can stand to benefit by using reactor measurements as a constraint on the
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Channel NOvA T2K Combined

𝜈𝑒 0.90
0.19 (𝜈𝑒) 0.62

0.79 (𝜈𝑒 1𝜋)
𝜈𝑒 0.21 0.67 0.40
𝜈𝜇 0.68 0.48 0.62
𝜈𝜇 0.38 0.87 0.72

Total 0.64 0.72 0.75

Table 4.6: Posterior predictive 𝑝-values for each dataset. All PPP values show good
agreement with data (an ideal PPP value is 0.5).

posterior distributions.

All of the following plots are made both with and without a reactor constraint. Un-

less otherwise noted, all of the following plots show the posterior distribution without

assumption of the neutrino mass ordering (Both MO), the posterior distribution as-

suming the NO (NO Conditional), and the posterior distribution assuming the IO

(IO Conditional). Finally, all of the following plots presented here were made with

NOvA’s Aria fitter.

Looking at the 𝛿𝐶𝑃 posteriors we can draw a few conclusions (Figure 4.16). First,

we see that the NOvA-T2K joint fit can exclude 𝛿𝐶𝑃 = 𝜋
2 from 3𝜎 credible intervals.

Switching to the Jarlskog invariant (Figure 4.17), we see that 𝐽 = 0 (𝐶𝑃 conservation)

is excluded in the inverted ordering from 3𝜎 credible intervals (Figure 4.17).

We see noteably tight bounds on Δ𝑚2
32 (Figure 4.18), and as will be discussed in the

next section, this measurement is world-leading.

Figure 4.19 shows how NOvA-T2K’s 𝜃13 measurement gives a less precise measurement

than the 2020 PDG reactor angle measurement of sin2 2𝜃13 = 0.085 ± 0.0027. Figure

4.20 shows that reactor experiments help us break the degeneracy in 𝜃23 and turn

a slight preference for the lower octant into a slight preference for the upper octant

[109]. Figure 4.21 shows the joint contours in 𝜃23 vs 𝜃13, which demonstrates how this

degeneracy breaking comes about.

Finally, Figures 4.22, 4.23, 4.24, and 4.25 show more 2D contours over various pairs

of oscillation parameters.
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Figure 4.16: 1D posterior distributions of 𝛿𝐶𝑃. Posteriors are made both with (top)
and without (bottom) the 𝜃13 reactor constraint. In contrast to later figures, the NO
and IO curves (blue and orange respectively) are non-conditional, meaning they show
how the overall posterior density on 𝛿𝐶𝑃 is distributed between the NO and IO.
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Figure 4.17: 1D posterior distributions of the Jarlskog Invariant 𝐽, using two different
priors. Posteriors are made over both mass orderings (top), normal ordering (center),
and inverted ordering (bottom). The left column includes the 𝜃13 reactor constraint,
while the right column does not include the reactor constraint.
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Figure 4.18: 1D posterior distributions of
��Δ𝑚2

32

��. Posteriors are made using the Aria
fitter, over both mass orderings (top), normal ordering (center), and inverted ordering
(bottom). The left column includes the 𝜃13 reactor constraint, while the right column
does not include the reactor constraint.
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Figure 4.19: 1D posterior distributions of sin2 𝜃13. Posteriors are made using the Aria
fitter, over both mass orderings (top), normal ordering (center), and inverted ordering
(bottom). The left column includes the 𝜃13 reactor constraint, while the right column
does not include the reactor constraint. Note the change in x-axis when adding the
reactor constraint.
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Figure 4.20: 1D posterior distributions of sin2 𝜃23. Posteriors are made using the Aria
fitter, over both mass orderings (top), normal ordering (center), and inverted ordering
(bottom). The left column includes the 𝜃13 reactor constraint, while the right column
does not include the reactor constraint.
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Figure 4.21: 2D posterior distributions of sin2 𝜃23 vs sin2 𝜃13. Posteriors are made over
both mass orderings (top), normal ordering (center), and inverted ordering (bottom).
The left column includes the 𝜃13 reactor constraint, while the right column does not
include the reactor constraint. Note the change in y-axis when adding the reactor
constraint.
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Figure 4.22: 2D posterior distributions of 𝛿𝐶𝑃 vs sin2 𝜃23. Posteriors are made over
both mass orderings (top), normal ordering (center), and inverted ordering (bottom).
The left column includes the 𝜃13 reactor constraint, while the right column does not
include the reactor constraint.
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Figure 4.23: 2D posterior distributions of sin2 𝜃23 vs
��Δ𝑚2

23

��. Posteriors are made using
the Aria fitter, over both mass orderings (top), normal ordering (center), and inverted
ordering (bottom). The left column includes the 𝜃13 reactor constraint, while the right
column does not include the reactor constraint.
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Figure 4.24: 2D posterior distributions of 𝛿𝐶𝑃 vs
��Δ𝑚2

23

��. Posteriors are made over
both mass orderings (top), normal ordering (center), and inverted ordering (bottom).
The left column includes the 𝜃13 reactor constraint, while the right column does not
include the reactor constraint.
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Figure 4.25: 2D posterior distributions of 𝛿𝐶𝑃 vs sin2 𝜃13. Posteriors are made over
both mass orderings (top), normal ordering (center), and inverted ordering (bottom).
The left column includes the 𝜃13 reactor constraint, while the right column does not
include the reactor constraint.
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We can compare the above credible intervals with NOvA and T2K individually. The

Figure 4.26 shows how the joint fit shows a slight preference for the IO and provides

tighter bounds on Δ𝑚2
32 than either parent experiment. The 𝛿𝐶𝑃 vs sin2 𝜃23 contours

(Figure 4.27) show that the contours lie at the overlap between the NOvA and T2K.

Additionally, we see that the highest posterior density occurs in the inverted ordering,

which is the part of the phase space where NOvA and T2K have strongest overlap.

Figure 4.26: Comparison of Δ𝑚2
32 between the NOvA-only, T2K-only and NOvA-T2K

posteriors. The joint fit shows greater posterior density in the IO, despite the parent
experiments preferring the NO.
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(a) Normal Ordering

(b) Inverted Ordering

Figure 4.27: Comparison of 𝛿𝐶𝑃 vs sin2 𝜃23 between the NOvA-only, T2K-only and
NOvA-T2K. As expected, the joint contour lies between the NOvA-only and T2K-
only contours, and a slight majority of the posterior distribution lies in the inverted
ordering.
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Comparing across other experiments we can notice a few things:

Our 𝛿𝐶𝑃 and 𝜃23 measurements are consistent with all other experiments (Figures 4.28

and 4.29). Additionally, 𝜃13 measurements are consistent with other experiments, al-

though reactor experiments have more precision, particularly Daya Bay (Figure 4.30).

(a) Normal Ordering

(b) Inverted Ordering

Figure 4.28: Comparison of 𝛿𝐶𝑃 measurement with other experiments.

(a) Normal Ordering

(b) Inverted Ordering

Figure 4.29: Comparison of 𝜃23 measurement with other experiments.

Finally, we see that the NOvA-T2K joint fit has provided the tightest constraint on��Δ𝑚2
23

�� to date (Figure 4.31).
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Figure 4.30: Comparison of sin2 𝜃13 measurement with other experiments.

(a) Normal

(b) Inverted

Figure 4.31: Comparison of Δ𝑚2
32 measurement with other experiments.

4.12 2D Reactor Constraints

The high precision we have achieved in measuring
��Δ𝑚2

32

�� can lead us towards a better

way to interface with reactor neutrino experiments in determining the mass ordering.

As Nunokawa et al. show, reactor neutrino and accelerator neutrinos are expected to

show slight tension in
��Δ𝑚2

32

�� when assuming the incorrect mass ordering and more

agreement in the correct mass ordering [110]. Looking at a comparison between
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Daya Bay and the NOvA-T2K result 4.32, we see that reactor neutrino experiments

and NOvA-T2K differ more in the inverted than in the normal ordering. This would

suggest that if we switched to a 2D reactor constraint by including Daya Bay’s
��Δ𝑚2

32

��
measurements, we might see a preference for the normal ordering vs inverted order-

ing. Indeed, we see that the ordering preference flips back to the normal ordering

when we use a 2D reactor constraint (Figure 4.33). This preference is still statistically

insignificant.

(a) Normal Ordering (b) Inverted Ordering

Figure 4.32: Comparison of Δ𝑚2
32 posteriors for NOvA vs Daya Bay. The agreement

between NOvA+T2K and Daya Bay is stronger in the NO than in the IO.

Figure 4.33: Comparison of Δ𝑚2
32 posteriors without reactor constraint (purple,

shaded), with a 𝜃13 reactor constraint (green), and with a 2D reactor constraint (red).
Note that using the 2D constraint flips the joint fit’s mass ordering preference to NO.
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4.13 Summary of Results

All told, we report the following exciting results:

• Measurement of Δ𝑚2
32 at world-leading precision.

• Exclusion of 𝛿𝐶𝑃 = + 𝜋2 from 3𝜎 credible intervals, with no assumptions about

other oscilation parameters.

• A slight preference for the inverted ordering.

• Assuming the IO, evidence of 𝐶𝑃 violation at 3𝜎.

These results are summarized in Tables 4.7 and 4.8.

Preference Bayes Factor

Mass Ordering Inverted Ordering 1.3
𝜃23 Octant Upper Octant 3.5

Table 4.7: Bayes factors for the joint fit’s preferences for the neutrino mass ordering
and the octant of 𝜃23. Neither Bayes factor is significant, so our results indicate only
slight preferences for the Inverted Ordering and the Upper Octant.

Parameter Value (NO Conditional) Value (IO Conditional)

𝛿𝐶𝑃 [𝜋] −0.870+0.350−0.210 −0.470+0.170−0.150

sin2 𝜃23 [0.462, 0.486] ∪ [0.522, 0.582] 0.563+0.021−0.039

Δ𝑚2
32

[
10−3eV2] 2.429+0.039−0.035 −2.477 ± 0.035

Table 4.8: Measured values from the NOvA-T2K joint fit of 𝛿𝐶𝑃, sin2 𝜃23, and Δ𝑚2
32.
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C h a p t e r 5

GENIE IN A BOTTLE

One of the great challenges of the joint fit, as explained in Section 4.6 is the different

parametrization of cross-section models. Table 4.1 provides a compelling depiction of

how different the cross-section parametrization is between NOvA and T2K.

5.1 Motivation

It is not possible to directly port GENIE’s knobs into NEUT. The fake data studies

described in Section 4.10 describe a way to reweight data to create fake data that

resembles the central value tune of the other experiment. This does not allow one to

actually adopt the other experiment’s cross-section model parametrization, as fits still

take place in the original parametrization used by the experiment.

This chapter will describe a method that may make it possible for future joint fits

to efficiently correlate systematic parameters between two experiments, regardless of

how disparate the underlying model parametrizations are.

5.2 Premise

Consider an analysis of a single long baseline neutrino experiment. The basic premise

behind a fit is that systematic errors on any simulations or models used are treated as

nuisance parameters in service of oscillation fits. To do this, experiments will typically

make a tunable simulation which will be fit to data.

Simulation begins by creating neutrino interactions with detector material using a

neutrino event generator like GENIE or NEUT. The resultant daughter particles prop-

agate through the detector material in physics simulation software like geant4, de-

positing energy. The MC then uses a detector simulation to produce simulated output

for the event.

These simulated readouts can be fed into the usual selection and reconstruction pro-

cess, allowing us to get MC spectra in reconstructed variables that can be compared

directly with data.

Almost every step in the above process differs between two experiments like NOvA

and T2K. Specifically, the neutrino event generators used, GENIE and NEUT re-

spectively, use completely different parametrizations to each other. There is no easy
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translation between the two generators. Additionally, the fact that NOvA and T2K

have such radically different processes mean that all downstream components of the

simulation pipeline are necessarily different to each other too. Given how tightly inte-

grated the tuning of event generators is to each experiment’s analysis, it is infeasible

for both experiments to share a single framework.

However, there is one transient part of the process which is necessarily common be-

tween the two experiments: the outputs from the event generators. These outputs con-

sist of truth information about the simulated events’ energies, momenta and topolo-

gies. These simulated events (henceforth described as “true events”) are a common

platform that can be used to connect, and possibly correlate the two models.

5.3 Truth Bin Systematics

Shifting a cross-section systematic parameter will ultimately adjust the rate of events

as a function of the event’s true final state variables. The Truth Bin Systematic is

a construction to take advantage of this truth information. By binning up this final

state space, we can let each bin correspond to a Truth Bin Systematic. Shifting this

systematic parameter will correspond to increasing or decreasing the weight of events

in its bin of phase space.

A sufficiently dense binning would provide a similar degree of control over true spectra

as the underlying cross-section model. However, we obviously would have removed

all the physics by doing this. However, we can bring this physics back by introducing

correlations between Truth Bin Systematics. By calculating the correlated effects of

the cross-section model on truth bins, we can effectively encode the uncertainties of

the model into a covariance matrix on truth bins. In essence, we have put “GENIE in

a Bottle”.

Figure 5.1 walks through a toy example. Consider some spectrum we need to fit to

data. Systematic parameters will adjust this spectrum according to the underlying

cross-section model.

Since we fit histograms and not continuous spectra, we can consider having to fit one

histogram to another. The idea behind Truth Bin Systematics is to translate the action

of a single model-based systematic parameter into the action of correlated shifts to

each bin of the underlying histogram in truth space.
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(a) A toy spectrum (b) Shifted spectrum

(c) Toy histogram (d) Shifted histogram

(e) Covariance Matrix across truth
bins

(f) Shifting an individual bin as a
Truth Bin Systematic

Figure 5.1: A walkthrough of a toy model of Truth Bin Systematics. in Figure 5.1a,
we see a sample true spectrum of some physics parameter which can be adjusted
according to a systematic dial (Figure 5.1b). In practice, we bin this spectrum (Figure
5.1c). By seeing how shifts to the systematic parameter affect histograms in this truth
variable (Figure 5.1d), we can construct a covariance matrix (Figure 5.1e). The idea
behind Truth Bin Systematics is to shift each bin separately (Figure 5.1f), subject to
correlations enforced by the covariance matrix. Note that this toy model never leaves
the realm of truth variables. In an actual experiment, while Truth Bin Systematics still
act on truth information, our final spectra will be in reconstructed variables.
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Of course, the individual Truth Bin Systematics should not be treated as independent

from one another. To figure this out, we can calculate the way the underlying model

shifts correlate individual bins. Methods for doing this are discussed in Section 5.5.

An example covariance matrix is depicted in Figure 5.1e.

5.4 Fitting

When fitting to data, cross-section parameters are typically included as part of the

set of nuisance parameters. This means that the fitter will adjust these parameters in

order to optimize the 𝜒2 of the data vs MC at a given set of oscillation parameters.

Because the cross-section models encode empirical physics, we should include this

prior knowledge when fitting these parameters. This can be done via the inclusion of

penalty terms to the 𝜒2 calculation:

𝜒2penalty =
∑︁
𝑖∈systs

𝑧2𝑖

where 𝑧𝑖 represents the fractional shift away from the central value of the 𝑖th systematic

parameter, expressed in units of 𝜎𝑖 (the standard deviation of systematic 𝑖). Adding

this term to the nominal 𝜒2 incentivizes the fitter to keep model parameters close to

their central values

The above formulation assumes no correlations between systematics. This assumption

is easily adjusted to include correlations, as we need for our Truth Bin Systematics:

𝜒2penalty =
∑︁

𝑖, 𝑗∈systs
𝑧𝑖

(
𝜌−1

)
𝑖 𝑗
𝑧 𝑗

where 𝜌 is the correlation matrix across all systematics.

If we start with 𝑆 uncorrelated physics-based systematics, and convert these into 𝑇

Truth Bin Systematics, we effectively change the nuisance parameter space from an

𝑆- to a 𝑇 -dimensional space. We need to insist that 𝑇 > 𝑆 so that we can be sure that

the Truth Bin Systematics are capable of capturing the same number of degrees of

freedom as the original suite of systematics. In practice, we can set 𝑇 ≫ 𝑆, in order

to improve the chances that the 𝑇 Truth Bin Systematics can capture the potentially

complex behavior of the original systematic model.

The fact that we would be encoding 𝑆 degrees of freedom into the 𝑇 Truth Bin Sys-

tematics suggests that there should be some degenerate degrees of freedom. This

would lead to the correlation matrix being singular. In order to guarantee that an

inverse is calculable, we will boost the diagonal elements of the covariance matrix a
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small amount. In essence, we are slightly (but negligibly) increasing the variances of

individual truth bins.

5.5 Calculating Covariance Matrices

In order to calculate a covariance matrix, we have tried two methods: Monte Carlo

Estimation and Linear Approximation, each with pros and cons.

Monte Carlo Estimation

The conceptually simpler way to estimate the covariance matrix between Truth Bins is

to calculate it via Monte Carlo sampling. We throw the underlying systematic model

parameters randomly millions of times, and use the resultant shifts in truth bins to

estimate the covariance matrix 𝑈:

𝑈𝑖 𝑗 = E[𝑡𝑖𝑡 𝑗 ] − E[𝑡𝑖]E[𝑡 𝑗 ]

where 𝑡𝑖 is the fractional shift on the 𝑖th Truth Bin and the expectation values E [· · · ]
are calculated over the throws of the original systematic parameters.

One final subtlety: due to nonlinearities in the systematic model, it is possible that

the average shift to a Truth Bin is nonzero. As such, when calculating the covariance

matrix, care must be taken to also save the average shift for each bin 𝐸 [𝑡𝑖]. This

matters when it comes time to calculate the penalty term, as the “central value” for

Truth Bin Systematic 𝑖 should correspond to 𝐸 [𝑡𝑖].

Linear Approximation

This approach is based on the propagation of errors [29]. To first order, we can

approximate the covariance matrix between truth bins as follows:

𝑈𝑖 𝑗 =
∑︁
𝑘,𝑙

𝜕𝑡𝑖

𝜕𝑠𝑘

𝜕𝑡 𝑗

𝜕𝑠𝑙

����
CV
𝑉𝑘𝑙

where 𝑡𝑖 represents the relative shift on the 𝑖th truth bin, 𝑠𝑘 represents the amount

of change applied to the 𝑘th systematic, the partial derivatives are evaluated at the

central value of the systematic parameters, and 𝑉𝑘𝑙 = cov[𝑠𝑘 , 𝑠𝑙] is the covariance

matrix of the original systematic model parameters.

In matrix notation we can rewrite the above as:

𝑈 = 𝐴𝑇𝑉𝐴
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where 𝐴𝑖 𝑗 =
𝜕𝑡 𝑗
𝜕𝑠𝑖

���
CV

.

This means that if we can calculate 𝜕𝑡𝑖
𝜕𝑠𝑘

, the rate of change of truth bin 𝑖 under changes

of the underlying systematic 𝑘 , we can calculate the covariance matrix on Truth Bin

Systematics.

In practice, we take a linear approximation by shifting the underlying systematic to

two points, and calculating the difference between the resultant shifts to the truth bin.

Unlike in the Monte Carlo Estimation, we assume the Truth Bin Systematic shifts are

centered at zero. One caveat is that by construction, this method cannot accurately

handle systematics that are severely nonlinear.

One final note on this method is that it is in principle reversible: starting from a Truth

Bin Covariance matrix 𝑈𝑖 𝑗 , it should be possible to find a covariance matrix 𝑉𝑘𝑙 such

that 𝑈 = 𝐴𝑇𝑉𝐴. The upshot is that the original Truth Bin Covariance Matrix could

instead have been created from a different model:

𝑉1
𝑈=𝐴𝑇1𝑉1𝐴1−−−−−−−−→ 𝑈

𝑈=𝐴𝑇2𝑉2𝐴2−−−−−−−−→ 𝑉2

The power here is that it is in principle possible to use a truth binning to translate a

tuning from one interaction model to another, like NEUT into GENIE and vice versa.

5.6 Applications of this Technique

One potential end goal for this method is to make cross-section tunes portable from

one neutrino event generator to another. This could also provide an apples-to-apples

comparison between two otherwise unrelated parametrizations of the neutrino cross-

section model.

Future joint fits between NOvA and T2K, for example, could use Truth Bin Systemat-

ics to examine and implement correlations between the two cross-section parametriza-

tions.

While the joint fit represents a promising future application, we show in this thesis

that Truth Bin Systematics can be successfully applied for the existing cross-section

parametrization in a single experiment. As such, we will implement Truth Bin Sys-

tematics for NOvA alone.
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5.7 Choosing a Truth Binning for NOvA

To replace NOvA’s systematics with a set of Truth Bin Systematics we need to ensure

that we are capturing as much physics as is relevant to the NOvA cross-section model.

As such, we cannot get away with one kinematic variable like in the toy example. In-

stead we need a binning in several variables, both kinematic and topological. Ideally,

this choice of variables should provide the suite of Truth Bin Systematics with enough

degrees of freedom to encapsulate the underlying cross-section model variations.

Kinematic Variables

Consider the generic neutrino scattering process (Figure 5.2):

𝜈ℓ + 𝑛→ ℓ− + (hadronic system)

Figure 5.2: Simple neutrino scattering process. The primary kinematic variables be-
yond the incident neutrino energy 𝐸𝜈, are the four-momentum transfer ®𝑞 from the
neutrino into the nucleon, and the invariant mass of the hadronic system 𝑊 . Note
that the components of 𝑞𝜇 contain the information needed to calculate 𝑊 . Other cal-
culable variables of interest include 𝐸had, which is the energy of the hadronic system
(accessible via 𝑞0) and the lepton transverse momentum 𝑝𝑇 (accessible via the spatial
components of ®𝑞).

In NOvA, our primary observables are the travel direction of and energy deposited

by the charged lepton, and the energy deposited by the hadronic system. Because we

can assume that the incident neutrino is coming from the beam source, and assuming

that the nucleon is at rest before the interaction, we can use the observables to derive

many others: the incident neutrino energy 𝐸𝜈, the four-momentum transfer into the

hadronic system ®𝑞, the lepton transverse momentum 𝑝𝑇 , etc.

In fact, the kinematics of this process is uniquely determined by 𝐸𝜈 and ®𝑞. Going fur-

ther, it can be shown that only two degrees of freedom of ®𝑞 are sufficient to completely



97

describe the kinematics of the interaction [16]. Therefore, there is no obvious benefit

to going beyond three kinematic dimensions when setting up Truth Bin Systematics.

Topological Categories

We want to encapsulate many different types of interactions via truth bins.

First, we consider the flavor of the incoming neutrino as well as the charge of the weak

current in the scattering process. This yields five categories: 𝜈𝜇 CC, 𝜈𝜇 CC, 𝜈𝑒 CC, 𝜈𝑒
CC, and NC.

Next, we need a proxy for interaction types. Because different cross-section model

parametrizations demarcate interaction types differently, we find a different topolog-

ical marker. The number of pions produced from the interaction provides such a

marker. Thus, we can divide the sample into three buckets:

• 0 𝜋: Mostly Quasielastic (QE), some 2-particle-2-hole (2p2h) events

• 1 𝜋: Mostly Resonant (RES), some Deep Inelastic Scattering (DIS) events

• 2+ 𝜋: Mostly DIS

Final-state interactions within the nucleus can cause events of various interaction types

to appear in other pion-count categories (e.g. some RES events are in the 0 𝜋 sample,

while some QE events are in the 1 𝜋 sample).

Final Bin Totals

In summary, we will be considering the following space of truth bins:

{
𝐸𝜈, 𝑄

2, 𝑞0
}
× {𝜈 Flavor} × {𝜋 Count} .

If we were to use standard rectangular bins the kinematic space with 𝑂 (𝑛) divisions

per axis, then we would have as many as 𝑂 (𝑛3) bins. Since each truth bin corresponds

to a nuisance parameter we need to fit over, computationally, we cannot afford to have

𝑛 be much greater than 10 (> 1000 systematics per topological category). However,

low values of 𝑛 mean that each truth bin covers a very large region of phase space,

reducing the flexibility of the final Truth Bin Systematics.

The problem of finding a suitable kinematic binning required the development of a

new analysis tool: the Voronoi histogram. Chapter 6 will go into greater detail on the
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method. For now, suffice it to say that Voronoi histograms make it possible to create

usable binnings over data of any dimensionality with any desired number of bins.

If we choose Voronoi histograms with 100 bins for each topological category, a full fit

would involve 1,500 systematic parameters.

5.8 Closure Test: 𝜈𝜇 CC Events

We want to verify that Truth Bin Systematics are capable of capturing the behavior

of the original cross-section systematic parameters. To start, let us consider a smaller

set of events: 𝜈𝜇 CC only.

We can use the observed distribution of 𝜈𝜇 CC events in each of the three pion-

multiplicity samples to construct 100-bin Voronoi histograms. This gives us 300 truth

bins. To encode the impact of the cross-section parametrization on these truth bins,

we calculate the covariance matrix (Figure 5.3).

Figure 5.3: The bin-to-bin covariance (left) and correlation (right) matrices for 𝜈𝜇 CC
events in 300 truth bins. The dashed black lines separate the 300 total bins into 100
each with 0 𝜋, 1 𝜋, and 2+ 𝜋 respectively. Note that each bin represents a region of
3D phase space; the relative ordering of bins within each pion-count sample is not
important. The correlation matrix is calculated by throwing NOvA’s cross-section
parameters millions of times, and seeing how the spectra changes in truth bins.

With this 300×300 covariance matrix, we can construct our Truth Bin Systematics. If

the Truth Bin Systematics accurately mimic the original cross-section systematic pa-

rameters, then we should expect that random throws of Truth Bin Systematics should

look similar to random throws of cross-section systematic parameters.

We can assess if this is true by seeing how random throws of Truth Bin Systematics

shift spectra in reconstructed phase space. We can construct a bin-to-bin covariance



99

matrix on these spectra.

While NOvA’s cross-section model assumes no correlations between systematics, Truth

Bin Systematics are by definition highly correlated. Thus, we need to ensure that “ran-

dom” throws of Truth Bin Systematics obey the correlation matrix from Figure 5.3.

This can be done by using the Cholesky decomposition of the inverse of the correla-

tion matrix to weight a random vector [15].

Also, since the goal is to observe the action of systematic parameters on MC spectra,

we will skip the normal oscillation and extrapolation steps, and will instead be acting

on raw Far Detector MC.

The results of this closure test can be seen in Figure 5.4.

(a) Reconstructed Neutrino Energy (b) Reconstructed Hadronic Energy

(c) Reconstructed Muon 𝑝𝑇 (d) Reconstructed 𝑊

Figure 5.4: Bin-to-bin covariance matrices on unextrapolated reconstructed spectra
under the action of Truth Bin Systematics (left in each subfigure) and the original
GENIE cross-section parametrization (right). These covariance matrices are calcu-
lated by randomly throwing the suite of systematic parameters, and calculating the
covariance matrix of the shifts experienced by each bin. In all tested variables, there
is remarkable agreement between both suites of systematic parameters.

There is remarkably good agreement between the covariance matrices produced by

throwing the Truth Bin Systematics and the original cross-section systematics. We can

look closer at this agreement by focusing on the diagonal elements of the covariance

matrix. Figure 5.5 shows the standard deviation of shifts on each bin induced by both

systematic suites.
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(a) Reconstructed Neutrino Energy (b) Reconstructed Hadronic Energy

(c) Reconstructed Muon 𝑝𝑇 (d) Reconstructed 𝑊

Figure 5.5: For each bin of the reconstructed spectrum, we calculate the standard
deviation of shifts caused by either Truth Bin Systematics (teal) or the original GENIE
cross-section parametrization (black). We see good agreement between both suites of
systematic parameters. Note that in these plots, the bins are mapped onto the actual
reconstructed variable x-axis, instead of the bin number as shown in previous figures.
These curves correspond to the square roots of the diagonal elements of the covariance
matrices depicted in Figure 5.4

Again, we see excellent agreement between the actions of Truth Bin Systematics and

those of the original cross-section parameters. We have thus demonstrated that Truth

Bin Systematics are capable of encapsulating the NOvA cross-section model uncer-

tainties in a model-agnostic parameter space.
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C h a p t e r 6

VORONOI HISTOGRAMS

A common problem in particle physics applications relates to dealing with binning

histograms in multiple dimensions. In applications where limiting the number of bins

is important, naïve approaches of using rectangular bins can lead to major inefficien-

cies. Indeed, in Section 5.7 we saw that we needed bins in three dimensions, but since

each bin corresponded to a new systematic parameter, we desperately needed to keep

the total number of bins low. In this chapter, I will introduce the concept of using

Voronoi diagrams to partition space in an efficient manner for the use of histograms.

6.1 Voronoi Diagrams

Consider a space P, in which are distributed a set of 𝑛 points 𝑠𝑖, known as “sites”.

Define the “Voronoi diagram” as a partition of the space into 𝑛 “Voronoi cells”, one

for each site. This partition is defined as follows.

Let dist(𝑎, 𝑏) be a distance function between two points 𝑎, 𝑏 in P. Then we define

the Voronoi cell for site 𝑠𝑖 as the set of points 𝑝 ∈ P such that dist(𝑝, 𝑠𝑖) ≤ dist(𝑝, 𝑠 𝑗 )
for all 𝑗 ≠ 𝑖.

A simple example of such a diagram can be seen in Figure 6.1.

Figure 6.1: A simple example of a Voronoi diagram. Each black dot is a site, and
the surrounding colored region denotes its Voronoi cell. For example, consider the
blue region at the top left of the image, and the site contained therein. Each point in
this blue region is closer to this site than it is to any other site. File from Wikimedia
Commons [111].

Put another way, the Voronoi diagram partitions space into cells based on which of

the 𝑛 sites is closest.
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History

Given that the idea behind Voronoi Diagrams is naturally motivated, the concept

has been discovered and rediscovered numerous times. Figure 6.2 highlights a few

such early uses before mathematical formalism as described above was described by

Georgy Voronoy.

(a) From René Descartes’s Le Monde
(1664)

(b) From John Snow’s On the mode of com-
munication of cholera (1854)

Figure 6.2: (a) An early version of a Voronoi diagram found in René Descartes’s 1664
treatise on science Le Monde. The “Suns” are denoted by labels 𝑆, 𝜀, 𝐸 and 𝐴 in the
above figure [112]. (b) John Snow’s 1854 map of cholera cases relative to the locations
of various water pumps in the Soho neighborhood of London. Black bars indicate
fatal cholera cases surrounding the water pump on Broad Street [113].

Descartes’s 1664 treatise Le Monde describes an attempt to divide the night sky into

several regions, each of which consists of a “heaven turning about the Sun” [112]. This

effectively partitions space into a weighted Voronoi Diagram where stars are sites. It is

unclear whether this visualization technique originated with Descartes or was simply

a contemporary way of describing the night sky [114].

One of the first practical applications came in 1854 at the dawn of modern epidemiol-

ogy. The physician John Snow charted the locations of fatal cholera cases in the Soho

neighborhood of London, and found that: “nearly all the deaths had taken a short dis-

tance from the pump [on Broad Street]. There were only ten deaths decidedly nearer

to another street pump.” [113]. Here, Snow had effectively used a Voronoi diagram

where local street water pumps acted as sites, and found that almost all cholera cases

in the outbreak were within the Voronoi Cell corresponding to the Broad Street pump.

Snow’s hand drawn map can be seen in Figure 6.2b.
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Other early uses and applications of Voronoi Diagrams came in such varied fields as

meteorology, geology, crystallography, ecology, demography, and information theory

[114].

6.2 Capacity-Constrained Voronoi Diagrams

Consider a continuous distribution 𝑓 (𝑥) over a variable 𝑥 which we intend to split

into 𝑁 bins over 𝑥. Our goal is for each bin to contain the same integrated density

(that is, the integral of the distribution over each bin contains 1
𝑁

of the total integral

of the distribution). This can be done by scanning across the domain of 𝑓 , creating

bin boundaries as needed:

1. Create a bin boundary 𝑥0 at the start of the domain of 𝑓 .

2. Find 𝑥1 such that the integral of 𝑓 (𝑥) from 𝑥0 to 𝑥1 equals 1
𝑁

of the total integral.

Create a new bin boundary at 𝑥1.

3. For 𝑖 from 1 to 𝑁−1, find 𝑥𝑖+1 such that the integral of 𝑓 (𝑥) from 𝑥𝑖 to 𝑥𝑖+1 equals
1
𝑁

of the total integral. Create a new bin boundary at 𝑥𝑖+1.

By construction, we see that there is exactly one set of bin-edges for 1-dimensional

histograms such that each bin contains the same integrated density, or “capacity”.

In contrast, in two or more dimensions, there are infinitely many ways to partition

space such that each bin of a histogram would have the same integrated capacity. A

trivial example of such a “capacity-constrained” partition would be to run the above

algorithm over just one of the dimensions of the underlying distribution.

To reduce the openness of this problem, I propose the following practical criteria for

finding good “capacity-constrained” binnings:

• The bins should be “compact” or “round”.

• Figuring out which bin a given point lies within should run in 𝑂 (𝑁𝑑) time with

𝑁 bins in 𝑑 dimensions.

• The binning should be storable with 𝑂 (𝑁𝑑) floating-point numbers.

In general, binnings which require axis-aligned bin boundaries may fail any of the

above criteria. Rather than using a grid-based partition of space as the binning, we
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can use a Voronoi diagram. Thus, our goal will be to find a set of Voronoi sites which

partition space into a capacity-constrained binning.

In most use cases, we want bins to group together data points which are physically

close to each other in Cartesian space. This naturally leads one to consider algorithms

for 𝑘 -means clustering as a starting point. 𝑘 -means clustering is a technique often

used in unsupervised machine learning applications. Lloyd’s Algorithm for 𝑘 -means

clustering involves iteratively updating a set of Voronoi sites until a certain stopping

criterion is met [115]. This means that Lloyd’s algorithm provides a natural jumping-

off point for creating an algorithm for choosing Voronoi sites.

Balzer (2009) lays out such an algorithm based on Lloyd’s algorithm which can create

a Voronoi diagram that can balance the contents of each Voronoi cell [116]. This so-

called capacity-constrained Voronoi Diagram iteratively jitters sites towards a better

global configuration, where the goodness-of-fit is determined by the integrated density

per bin. Examples from Balzer (2009) can be seen in Figure 6.3

(a) 20 Sites, equal capacities (b) 100 Sites, unequal capacities

Figure 6.3: Example from Balzer (2009) [116] showing the path individual Voronoi
sites take to find a capacity-constrained configuration. In the above, the area of each
cell needs to be the same for each site (left) or each site needs a different, specified
capacity (right).

In practice, the underlying distributions we run on are discrete. Specifically, consider a

cloud of points we intend to bin into a histogram. The Voronoi diagram will partition

space such that each point lands in the cell corresponding to the closest site. As such,

the capacity of a given cell is calculated by summing the weights from each point

which is assigned to this cell. An important consequence of this is that it may not
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always be possible to create a perfectly capacity-constrained histogram, as the above

constructive proof in 1D relies on the partitioned distribution being continuous.

Regardless, the algorithm can still providing useful results. Instead of planning on

a perfectly capacity-constrained histogram, if we allow a stopping criterion, we can

get sufficiently capacity-constrained distribution of sites that satisfy the original need

behind this technique: avoiding excessive empty bins. The figure of merit used as the

stopping criterion is related to the variance of capacities across all bins. A low figure

of merit corresponds to all bins having similar capacities, while a high figure of merit

corresponds to wide variance in bin capacities.

Finally, an important consideration is the choice of distance metric. In principle a

Voronoi binning can be made with the raw Euclidean distance. In practice, how-

ever, the histogram’s axes could have numerical values could be orders of magnitude

apart. As a result, we rescale both axes before calculating the Voronoi binning via the

Euclidean metric.

6.3 Algorithm Performance

When implemented, The Capacity-constrained Voronoi site-finding algorithm shows

some sensitivity to the initial conditions. This can be seen in Figure 6.4.

In the course of preparing the NOvA analysis, we adjust 2p2h models using a his-

togram in 𝑞0−𝑞3 space. This is a good test space to demonstrate Voronoi histograms,

as depicted in Figure 6.5. The standard rectangular binning is compared to a Voronoi

binning with an equal number of bins, and as intended, the histograms maintain

high resolutions in areas of high data density. Unrolling the Voronoi histogram into

a 1D distribution shows just how much more uniform the Voronoi binning is than a

standard rectangular binning.

Figure 6.6 shows that the number of bins can be greatly reduced while maintaining

resolution in areas of interest. Excitingly, these gains over rectangular binnings only

get more pronounced as the dimensionality increases.

6.4 Area Normalization

One subtlety heretofore ignored is that Voronoi diagrams will create cells which are

unbounded in space. This is because every point in space always have at least one

“closest site”. This means that every point in space belongs to a Voronoi cell. Specif-

ically, these unbounded cells will correspond to sites which lie on the convex hull of

the set of sites.
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Figure 6.4: Evolution of the Voronoi site-finding algorithm on the same three-
dimensional data using 20 different random seeds. The above plot is log-log in it-
eration count vs a figure-of-merit the algorithm optimizes. Note that despite some
mitigating measures, the algorithm performance is quite sensitive to the initial distri-
bution of sites.

The upshot is that certain functionality we expect from rectangular-binned histograms

will not work the same way as Voronoi counterparts.

Most obviously is area normalization, as is used to provide a color axis in Figs. 6.5d

and 6.6. The cells with infinite area would not be area-normalizable. Thus, these sites

need to be clipped to finite area. The most natural way to bound a Voronoi histogram

is to take a page from traditional rectangular histograms and impose a rectangular

bounding box on the space described by the Voronoi histogram.

In practice, this requires effectively ray-tracing along individual edges of the Voronoi

diagram to see if they intersect the edges of the bounding box. The 2D edge cases in

the algorithm that needed to be handled by my implementation of the algorithm are

depicted in Figure 6.7.

Once all Voronoi cells have finite area and the topology of each cell has been fixed by

clipping to the bounding box, calculating cell areas is simple via the shoelace formula

[117]. This allows for area normalizing all bin contents, and allows for color-mapped
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(a) 560 rectangular bins

(b) 560 rectangular bins

(c) Unwrapped rect. hist.

(d) 560 Voronoi bins

(e) 560 Voronoi bins

(f) Unwrapped Voronoi hist.

Figure 6.5: An example usage of Voronoi Histograms. The first row depicts the 2D
histograms, each with 560 bins. The underlying binnings are depicted in the second
row, which makes it clear that the Voronoi binning has high resolution in the region
of interest, but low resolution in areas with few events. Finally, the bottom row shows
an unwrapping of the top histograms into a 1D spectrum. The uniformity of the
rectangular bins means that some bins will have very high capacities, while others
have almost no events. In contrast, the Voronoi binning chosen for this distribution
leads to a fairly uniform spectrum.

2D Voronoi histograms as above.

While the functionality of unbounded Voronoi histograms will work without mod-

ifications at higher dimensions, volume normalization becomes substantially more

complicated beyond two dimensions. First of all, there are substantially more edge

cases like those shown in Figure 6.7 in higher dimensions.

More pressingly, there is no equivalent of the shoelace formula to provide a closed-form

expression for the volume of a polytope [118]. Instead, the state-of-the-art techniques

for measuring volumes instead rely on random sampling techniques [119].

Despite these difficulties, it is important to note that higher dimensional Voronoi

histograms still have uses, even if they are not area normalizable. See Section 5.7 for
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(a) 280 bins (b) 140 bins

Figure 6.6: 𝑞0 − 𝑞3 Voronoi histograms with fewer bins. With half or even one quarter
the bins as the original rectangular binning (Fig. 6.5a), Voronoi histograms maintain
the resolution in the regions of interest.

Figure 6.7: Two-dimensional edge cases for clipping a Voronoi diagram to a bounding
box. Each of these edge cases will modify the number of vertices and edges for cells
on the boundary of the histogram. Cases (a) and (b) are finite and infinite edges
respectively which lie entirely outside the bounding box and so can be removed from
the appropriate cells. Cases (c) and (d) correspond to finite/infinite edges which escape
the bounding box and need to be clipped to the point of intersection with the bounding
box. Finally, cases (e) and (f) involve finite/infinite edges whose vertices are outside
the bounding box, but the edges partially fall within the box. These edges need to be
clipped to the points where they enter/exit the box.

a situation where 3D Voronoi histograms are still useful.

6.5 Possible Extensions

Function Fitting

While the above work is useful for creating bounded histograms in two dimensions,

as well as unbounded histograms in two or more dimensions, there are further uses
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for histograms. One example common in particle physics is function fitting, in which

the integral of a function across a bin is compared against the measured content of

the bin.

In traditional rectangular histograms, these integrals are often approximated by eval-

uating the function at the center of the bin, and taking that as the average value across

the bin. This simple approximation does not work as easily for Voronoi cells as the

nonrectangular shape means that it is not clear what to use as a representative point

for evaluating the function. Candidates include the centroid of the cell, or the location

of the site generating the cell. Either way, if the function varies significantly along the

size of the cell, a simple one-point approximation will be inadequate. Instead, sam-

pling methods will yield more accurate approximations of the integral of the function

across the cell. This is true in the case of rectangular bins too, although sampling

methods are simpler to implement in the case of rectangular bins.

The volume measurement algorithms in the above section depend on being able to

sample points from within the polytopes. As such, if such sampling methods are

implemented to area normalize these higher-dimensional Voronoi histograms, it will

be simple to apply these in function fitting applications as well.

Alternative site-finding heuristics

One assumption made early in this process is that the capacity of each bin needs to be

constant from bin to bin. However, this is a choice made to solve a specific problem,

namely that of finding efficient binnings. It is equally easy to imagine different heuris-

tics for optimization. One simple example is alluded to in the above section: choosing

bins that don’t contain large gradients of an underlying function. This would make it

easier to approximate the value of the function’s integral across the bin.
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C h a p t e r 7

CONCLUSION

Neutrino oscillation measurements are entering a transitional period. NOvA and

T2K are both mature experiments with many years of beam data and hundreds of

observed far-detector neutrinos between them. However, definitive statements on the

open questions of neutrino oscillation still elude us. What is the mass ordering? Do

neutrinos violate 𝐶𝑃 symmetry?

We can expect the next generation of neutrino oscillation experiments to start turning

on by the end of this decade. Between DUNE, Hyper-Kamiokande, and JUNO, we

will soon see major progress on these outstanding questions of neutrino oscillations.

For now, though, NOvA and T2K have successfully completed the first ever joint

fit between long baseline accelerator neutrino oscillation experiments. We presented

measurements of Δ𝑚2
32 at world-leading precision: 2.429+0.039−0.035×10

−3 eV2 in the normal

mass ordering or −2.477 ± 0.035 × 10−3 eV2 in the inverted. We exclude 𝛿𝐶𝑃 = + 𝜋2
from 3𝜎 credible intervals. If we assume the inverted ordering (which our results give

a very slight preference for), our results exclude 𝐶𝑃 conservation from 3𝜎 credible

intervals.

These excellent results were built on the hard work of both collaborations and the

joint working group which bridged them. Each experiment will continue to take data,

and will continue to discuss options for supporting future joint analyses [120]. Both

experiments have updated data sets available, and plan to release joint analyses up

until the release of the final datasets around 2027. There is always much more to learn

from each other.

“GENIE in a Bottle” is a promising framework for handling cross-sections in a model-

agnostic way. This technique can find use in a future joint data analysis, whether

between NOvA and T2K or between future experiments.

Finally, Voronoi histograms are a very extensible idea. There are many potential

applications where precise binning is needed in high-dimensional spaces.
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A p p e n d i x A

THE NOvA TEST BEAM EXPERIMENT

As shown in Figure 2.21, some of the largest individual systematics in NOvA’s oscil-

lation measurements come from detector calibration, lepton reconstruction, and de-

tector response modeling. As mentioned in Section 2.6, the extrapolation procedure

significantly helps with reducing systematic errors. However, errors could be reduced

even further if we could observe particles of known species, energy, and momentum

pass through a NOvA detector. This motivated the construction of the NOvA Test

Beam experiment.

As part of my work on NOvA, I spent significant time at Fermilab helping prepare

the detector and beamline components for data taking.

A.1 Experiment Overview

The NOvA Test Beam detector was built in the MC7 enclosure along the MCenter

secondary beamline at the Fermilab Test Beam Facility (FTBF). Figure A.1 depicts

the beam path at FTBF.

Figure A.1: Beam Paths at the Fermilab Test Beam Facility. Primary beam consists of
120 GeV protons coming from the switchyard (see Figure 2.1 for a diagram of the full
Fermilab accelerator complex). Secondary beam is sent down the MCenter beamline
towards the MC7 enclosure, where the NOvA Test Beam Detector was located [121].

Protons from the main injector are sent to the Switchyard. From there, some of these

120 GeV protons are diverted towards the MCenter beamline. At MC6, the MCenter

beam is sent through secondary beamline components, converting the beam to lower-
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energy protons and pions. These particles are then sent to the tertiary beam source

in the MC7 enclosure. By instrumenting this tertiary beamline, NOvA can identify

particles before they reach the NOvA Test Beam detector.

Figure A.2: Photograph of the MC7 enclosure in Fermilab taken with a fish-eye lens.
The beam comes from the right side. The analyzer magnet is located near the center-
right of the image, above the orange safety netting. The NOvA Test Beam Detector
is the large black rectangular prism located at the left of the image [122].

The detector consisted of 63 planes in two blocks, with a total mass of 30 tonnes. This

is about 10% the volume of the Near Detector. Most of the detector electronics are

leftovers from the construction of the Far Detector.

Because the Test Beam detector was designed to reuse NOvA detector parts, we could

mostly reuse the Data Acquisition (DAQ) system from the main detectors. Aside from

accounting for the much smaller detector volume, the biggest change made to the Test

Beam DAQ was accounting for the much higher event rates. As a way to mitigate noisy

channels, FEBs automatically shut-off when event rates go too high. Unfortunately

for Test Beam, the event rates from beam events could be enough to shut off FEBs,

especially for cells near the front of the detector. As a result, the Test Beam DAQ was

modified to repeatedly send reset signals to all FEBs.

A.2 Beamline components

The Tertiary beamline was instrumented with three main sets of detectors: a Time-of-

Flight (ToF) system for measuring particle energies, a set of Multi-Wire Proportional

Chambers (MWPCs) for measuring momenta, and a Cherenkov counter for tagging

electrons. Figure A.3 shows the tertiary beamline schematically.

The ToF system consisted of three scintillator paddles. Two of these paddles were

optically mated to photomultiplier tubes (PMTs), and the third was instead mated

to a Silicon photomultiplier (SiPM) for readout. At 1 GeV particle momenta, this

system provided the ability to separate protons, kaons, and faster species. However,
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Figure A.3: Schematic of the Test Beam Tertiary beamline. 64 GeV protons from
the secondary beam strike a copper target. The daughter particles from the collision
pass through several beamline detectors for particle tagging. The analyzer magnet is
used to select for specific particles. An additional Time-of-Flight scintillator paddle
was inserted between the Cherenkov counter and the fourth MWPC later during data-
taking [122].

the other beamline components were needed to properly separate muons, pions, and

electrons [123].

The MWPCs and analyzer magnet were responsible for momentum reconstruction.

Each MWPC consists of a set of horizontal and vertical anode wires set at a large

voltage relative to a cathode. A passing tertiary beam particle passing through can

ionize the argon-based gaseous medium inside the chamber. These ions will drift

toward the anode wires. By seeing which wires produce signals coincident with a

beam trigger, we can locate the original beam particle’s trajectory in three-dimensional

space. Because MWPCs are located both before and after the analyzer magnet, it

becomes possible to measure how much the particle bends in the magnetic field,

enabling momentum measurements.

Finally, the Cherenkov counter consists of a tube filled with 1 atm CO2. Carbon Diox-

ide’s low index of refraction means that only electrons will be traveling fast enough

to produce Cherenkov light. This allows for differentiating electrons from muons and

pions.

A new Data Acquisition System (DAQ) had to be built specifically for the beamline

components, and specifically. Each beamline component had to be triggered to record

all events with each 4.2 ms beam spill and recorded all events, and care had to be

taken to match specific events from each detector [124].
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A.3 Current Status

Data was taken from 2019 to 2022. In this time, the NOvA Test Beam detector ac-

cumulated events associated with 33,975 particles that pass analysis cuts [125]. This

sample includes over 9,000 protons, 2,000 electrons, and 350 kaons. Figure A.4 shows

spectra of the particles seen in the Test Beam detector.

(a) Momentum vs Time-of-Flight (b) Reconstructed masses

Figure A.4: Spectra of reconstructed analysis-quality events at the Test beam. These
events passed beamline and mass cuts [126].

Because their masses are so similar, it is not possible to separate muons and charged

pions with exclusively beamline components. As such, work is ongoing to use data

from the NOvA Test Beam Detector to distinguish these particles.

Figure A.5: Event Display for a 0.8 GeV/𝑐 pion candidate in the NOvA Test Beam
detector [125].

NOvA is currently preparing several analyses to use the collected Test Beam data to

improve detector response models for protons, pions, and electrons. This data can

also be used to improve our calibration by building energy scale systematics which

are dependent on particle species and energy. Finally, we can use Test Beam data as

a way to test reconstruction algorithms [127].
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A p p e n d i x B

MR2T2 MCMC

NOvA has built the Aria fitter which implements the Metropolis-Rosenbluth-Rosenbluth-

Teller-Teller (MR2T2) MCMC algorithm (also known in literature as the Metropolis

algorithm) [128]. This algorithm is able to estimate a posterior distribution and find

Bayesian credible intervals.

Consider Bayes’ Rule:

𝑃(𝜃 |𝑥) = 𝑃(𝑥 |𝜃)𝑃(𝜃)
𝑃(𝑥) (B.1)

where 𝑥 is data, 𝜃 is the model parameters, 𝑃(𝜃 |𝑥) is the posterior distribution,

𝑃(𝑥 |𝜃) := L(𝑥, 𝜃) is the likelihood of the data given the model parameters, and 𝑃(𝜃)
is the prior distribution for 𝜃.

The goal is to approximate the posterior 𝑃(𝜃 |𝑥). As data is fixed, let us make the

definition 𝜋(𝜃) := 𝑃(𝜃 |𝑥). We will use a Markov chain, which is a sequence of random

variables 𝜃𝑖 such that 𝜃𝑖+1 only depends on 𝜃𝑖. If the Markov chain holds the following

property: (
lim
𝑛→∞

𝜃𝑛

)
∼ 𝜋(𝜃)

Then, new iterations from the Markov chain will be distributed according to the pos-

terior distribution, as desired. The evolution of the Markov chain is governed by its

transition probability 𝑃(𝜃′|𝜃), namely the probability of moving to state 𝜃′ given that

the chain is at state 𝜃

This can happen if 𝜋 is the unique stationary distribution of the Markov chain. Most

Markov chains have a unique stationary distribution as long as they can reach all

possible states of 𝜃 with nonzero probability [129]. In order for that stationary distri-

bution to be equal to our desired posterior 𝜋, we can apply a stricter condition on the

transition probability [90]:

𝜋(𝜃)𝑃(𝜃′|𝜃) = 𝜋(𝜃′)𝑃(𝜃 |𝜃′) (B.2)

We can break the transition probability up into two pieces:

𝑃(𝜃′|𝜃) = 𝑔(𝜃′|𝜃)𝐴(𝜃′, 𝜃) (B.3)
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where 𝑔(𝜃′|𝜃) is the probability of proposing 𝜃′ as the next step in the chain, given that

we started at 𝜃, and 𝐴(𝜃′, 𝜃) is the probability of accepting the proposal and actually

shifting the chain to 𝜃′. Using Equation B.2 we can see:

𝜋(𝜃)
𝜋(𝜃′) =

𝑃(𝜃 |𝜃′)
𝑃(𝜃′|𝜃)

=
𝑔(𝜃 |𝜃′)𝐴(𝜃, 𝜃′)
𝑔(𝜃′|𝜃)𝐴(𝜃′, 𝜃)

⇒ 𝐴(𝜃′, 𝜃)
𝐴(𝜃, 𝜃′) =

𝜋(𝜃′)𝑔(𝜃 |𝜃′)
𝜋(𝜃)𝑔(𝜃′|𝜃)

Now, we can take advantage of Bayes’ Rule (Eq. B.1), remembering that we defined

𝜋(𝜃) = 𝑃(𝜃 |𝑥) and L(𝑥, 𝜃) = 𝑃(𝑥 |𝜃):

𝐴(𝜃′, 𝜃)
𝐴(𝜃, 𝜃′) =

𝑃(𝑥 |𝜃′)𝑃(𝜃′)
𝑃(𝑥) 𝑔(𝜃 |𝜃′)

𝑃(𝑥 |𝜃)𝑃(𝜃)
𝑃(𝑥) 𝑔(𝜃′|𝜃)

=
L(𝑥, 𝜃′)𝑃(𝜃′)𝑔(𝜃 |𝜃′)
L(𝑥, 𝜃)𝑃(𝜃)𝑔(𝜃′|𝜃) (B.4)

Thus, we must choose 𝐴(𝜃, 𝜃′) to satisfy this property. The MR2T2 choice is:

𝐴(𝜃′, 𝜃) = min
(
1,

L(𝑥, 𝜃′)𝑃(𝜃′)𝑔(𝜃 |𝜃′)
L(𝑥, 𝜃)𝑃(𝜃)𝑔(𝜃′|𝜃)

)
If the proposal density 𝑔(𝜃′|𝜃) is chosen to be a function of |𝜃 − 𝜃′|, and therefore

symmetric in 𝜃 and 𝜃′, then 𝑔(𝜃 |𝜃′) = 𝑔(𝜃′|𝜃). The acceptance probability simplifies:

𝐴(𝜃′, 𝜃) = min
(
1,

L(𝑥, 𝜃′)𝑃(𝜃′)
L(𝑥, 𝜃)𝑃(𝜃)

)
(B.5)

Note that if L(𝑥, 𝜃′)𝑃(𝜃′) > L(𝑥, 𝜃)𝑃(𝜃), then 𝐴(𝜃′, 𝜃) = 1 and the proposal to jump

to 𝜃′ is always accepted. In this case, the acceptance probability of the reverse will be

𝐴(𝜃, 𝜃′) = L(𝑥,𝜃)𝑃(𝜃)
L(𝑥,𝜃′)𝑃(𝜃′) , and Equation B.4 holds.

Thus in MR2T2 MCMC, the acceptance ratio is simply:

𝑎(𝜃′, 𝜃) = L(𝑥, 𝜃′)𝑃(𝜃′)
L(𝑥, 𝜃)𝑃(𝜃)

To go from one step to the next in the chain, generate a proposal 𝜃′ and a number

𝛼 uniformly between 0 and 1. If 𝛼 < 𝑎(𝜃′, 𝜃), then accept the proposal 𝜃′ and add

it to the chain. If 𝛼 > 𝑎(𝜃′, 𝜃), then reject the proposal and add 𝜃 to the chain

again. After enough iterations, 𝜃𝑛 will be distributed according to the desired posterior

distribution.
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