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ABSTRACT

The phonon, a quantum of atomic vibrations, is a core ingredient in the description
of materials’ behavior at both high and low temperatures. A harmonic theory of
lattice dynamics treats phonons as independent, noninteracting normal modes with
long lifetimes. The proper description of phenomena in solids requires the phonons
to interact depending on temperature, or in other words, to act anharmonically. The
phonon interaction in highly anharmonic crystals can result in intermodulation and
an additional coherent scattering intensity at frequencies of the sums and differ-
ences of classical normal modes. At low temperatures, anharmonic interaction is
triggered by nuclear quantum effects of zero-point motion, which can be observed
as intermodulation and negative thermal expansion (NTE). In the thesis, I expand
the general understanding of intermodulation phenomena using computational and
experimental methods by adding missing parts expected in the theoretical intermod-
ulation picture, such as phonon second harmonic generation and nuclear quantum
intermodulation.

The latent heat, 𝐿, is central to melting, but its atomic origin remains elusive. It is
proportional to the entropy of fusion, Δ𝑆fus = 𝐿/𝑇m (𝑇m is the melting temperature),
which depends on changes of atom configurations, atom vibrations, and thermal
electron excitations. Here, I use machine-learned molecular dynamics to comple-
ment experimental results in the aim of separating Δ𝑆fus into these components for
Ge, Si, Bi, Sn, Pb, and Li. When the vibrational entropy of melting, Δ𝑆vib is zero,
Δ𝑆fus ≃ 1.2 𝑘B per atom. This result provides a baseline for Δ𝑆config and nearly
coincides with “Richard’s Rule” of melting. The Δ𝑆fus deviates from this value
for most elements, however, we show that this deviation originates with extra Δ𝑆vib

and extra Δ𝑆config. These two components are correlated for positive and negative
deviations from Richard’s rule — the extra Δ𝑆config is consistently ∼80% of Δ𝑆vib.

The phenomenon of second harmonic generation (SHG) was found for phonons
in anharmonic NaBr by inelastic neutron scattering. The temperature dependence
of this phonon SHG was measured from 300 K to 650 K. At 300 K the second
harmonic (SH) is seen as a high-energy branch around 33 meV, nearly independent
of ®𝑄. The temperature effective potential (TDEP) method and classical molecular
dynamics (MD) simulation with machine learning interatomic potential were able to
reproduce the SH, and showed that SHG occurs with the flat transverse optical (TO)
phonon branch. A classical model of a nonlinear medium explains the intensity
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and lifetime of the SH, compared to those of the TO modes. Also successful was a
quantum model based on the Heisenberg-Langevin equation for interacting phonons
coupled to a thermal bath, which also predicts a spectral distribution of the SH. The
measured temperature dependence of the intensity of the second harmonic showed
that it follows the Planck distribution of a one-phonon quasiparticle, and not two
TO phonons.

The anharmonic behavior of phonons and thermal expansion of hexagonal zinc
were studied from 15 to 690 K by inelastic neutron scattering (INS) and ab initio
simulations. Phonon spectra were measured for𝑄-points over the full Brillouin zone,
giving the phonon density of states (DOS), and dispersions along high-symmetry
directions. The dispersions were crisp at 15 K, but diffuse intensity was observed
at energies above them. The dispersions broadened with temperature, 𝑇 , and the
diffuse intensity grew relatively stronger. This diffuse intensity appeared in all INS
measurements and simulations, except for classical molecular dynamics at 15 K.
The TDEP method was used to calculate the free energy and thermal expansion
with the nuclear quantum effect from zero-point vibrational dynamics. For 𝑇 <

100 K the nuclear quantum effect was essential for obtaining the negative thermal
expansion, and path integral molecular dynamics (PIMD) was particularly effective
for obtaining the negative thermal expansion in the basal plane. A Heisenberg-
Langevin model for interacting phonons coupled to a thermal bath was able to
reproduce the shape and intensity of the diffuse spectral features.

Atomic vibrational dynamics in cuprite, Cu2O, was studied by inelastic neutron
scattering and molecular dynamics (MD) simulations from 10 K to 900 K. At 300 K,
a diffuse inelastic intensity (DII) appeared in the phonon dispersions, and dominated
the spectral intensity at higher temperatures. Classical MD simulations with a
machine learning interatomic potential reproduced general features of the DII. Better
agreement with experiment was obtained with the addition of a stiffer potential at
close approaches of the Cu and O-atoms. The DII originates from random phase
shifts of vibrating O-atoms that have brief (∼10 fs) anharmonic interactions with
neighboring Cu-atoms. The spectrum of DII gives information about the interaction
time of anharmonic interactions between atoms, and its intensity gives a strength of
coupling between vibrating atoms and a thermal bath.
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C h a p t e r 1

INTRODUCTION

Life is motion. This general phrase has more to tell us than you think. Not only do
we have to constantly move physically as living beings, but the microscopic building
blocks of matter themselves are also constantly involved in never-ending motion.
When people ask me, "What are you studying?" to shorten years of practice and a
pile of books, I describe my research subject in a line that always includes the word
for one kind of motion called "vibration."

The things we use in everyday life are built from materials. The choice of material
for a particular application is driven by its properties, such as the ability to transfer
electric current, heat, or mechanical properties. The characteristics of the materials
result from the motion of individual atoms constructing material unseen by the
human eye. The increase in temperature enriches this motion, changing material
behavior. This thesis focuses on new phenomena in microscopic collective motion
inside materials at low and high temperatures.

Imagine tapping a tuning fork and hearing a pure, clear note. Now, tap two forks
at once, and you might notice new, unexpected tones emerging from the interaction
of sounds. The effect can also be seen in the water waves interfering on the lake’s
surface or two prism experiments with laser light. These illustrations refer to wave
blending phenomena called intermodulation. The atomic vibrations are treated as
waves propagating in the solid. Applying analogy to material science, a similar
phenomenon is called phonon intermodulation — the interaction of atomic motion
waves to create new vibrational patterns, altering how materials behave.

Atomic vibrations can be probed with neutrons. Neutron techniques rely on the
neutron changing its momentum and energy in a scattering event. The collected
data give insight into the structure and atomic motion of materials. The experimental
data presented in the thesis is collected at inelastic neutron scattering experiments,
giving the basis for the theoretical discussions on new phenomena in solid-state
physics.

Modern computational methods provide a direct comparison to the experiment
data. This simulation relies on the material’s description from the first principles,
where configuration consisting of atoms and surrounding electrons are translated
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into potential energy surface. The energy surface is key in determining macroscopic
solid properties like stability. Machine learning techniques transfer the accuracy of
first principle methods to classical simulations of atomic motion. In the classical
limit, the time dependence of atomic positions is obtained using Newton’s law. The
realistic comparison is achieved with many atoms and requires high-performance
computers (HPC) computations.

In Chapter 2 of the thesis, I present background information on techniques used
in the study. These include inelastic neutron scattering as the major experimental
technique. For the computational techniques, I focus on computations based on
Density Functional Theory as the first principle model, Many-Body theory for
anharmonic phonons, and Molecular Dynamics (MD) for accurate macroscopic
anharmonicity treatment.

Chapter 3 discusses the contributions to the entropy of melting. The computations
provides data for elements that can not be accessed experimentally. In the chapter I
discuss Bayesian learning of thermodynamic integration technique, that allows ac-
curate estimation of the entropy difference upon melting of elements through large
scale Molecular Dynamics (MD) simulation. Combining theory and experiment
we found out that excess entropy of fusion (compared to richargs rule) is propor-
tional to vibrational contribution. Additionally, excess configurational part shows
proportionality with respect to vibrational part of the entropy.

Chapter 4 presents study of diffuse inelastic intensity (DII) in cuprite. DII is a
new concept in the field of neutron scattering. DII arises from random phase shifts
of atomic vibrations in strongly anharmonic solids. In the vibrational spectra of
cuprite measured by inelastic neutron scattering, it appears at high temperatures
as a featureless background that overwhelms phonon dispersions. I show how the
DII can be reproduced in classical molecular dynamics simulations with machine
learning interatomic potential modified to account for hard wall collisions at low
atomic separations.
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Chapter 5 addresses the second harmonic generation from anharmonic phonons in
sodium bromide. I observed a new feature in the inelastic neutron scattering exper-
iment. Using computations, I identified the origin of the new feature. Nonlinear
optics was applied to the phonon intermodulation theory to describe the intensity dis-
tribution between modes and estimate characteristic anharmonic coupling strength.
The temperature dependence of the second harmonics showed that intermodulation
results in the formation of coherent excitation of vibrations generated through the
coupling of modes of the same frequency in the thermodynamic equilibrium.

Chapter 6 focuses on intermodulation phenomena in hexagonal Zinc single crystals
at low temperatures. I show that anharmonic coupling of zero point oscillations
is responsible for the formation of diffuse intensity at high energies in inelastic
neutron scattering spectra. Additionally, I explore how anharmonic effects at low
temperatures result in negative thermal expansion in zinc, an effect of material
decreasing in volume upon heating.

Chapter 7 discusses future directions. This includes computational perspectives on
the interaction of dipole, spin, and lattice degrees of freedom, new possibilities for
intermodulation studies for optical materials, and possible experiments for future
more detailed exploration of the DII.
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C h a p t e r 2

BACKGROUND

2.1 Introduction
The phonon, a quasiparticle of atom vibrations, is a fundamental concept in solid-
state physics. It describes the collective motion of atoms in the material, where
individual atoms experience mostly local interactions. In the first approximation,
these vibrational dynamics are presented in terms of the normal modes of the crystal
lattice. In this formulation, the vibrations can be quantized. The elementary quanta
of the excitation is called phonon.

In the thesis, I use experimental, computational, and theoretical methods to study
anharmonic phonon behavior in solids. The experiment provides the basis for the
phenomenon’s existence. The computations complement experiments by providing
a ready-to-use toolbox of existing theory. If the same result can be obtained in
simulation, what is left is to design a theory that interprets the observations. These
are the steps I tried to follow at work.

2.2 Neutron Scattering
Experimentally, one of the most informative ways to study phonon behavior is
inelastic neutron scattering (INS). The source of observation in the scattering ex-
periment lies in the deviation of neutron motion interacting with the crystal lattice.
The motion of the neutron is characterized by energy 𝐸 and momentum ®𝑘 . In the
scattering event, the neutron changes its energy Δ𝐸 = 𝐸𝑖 − 𝐸 𝑓 , and momentum
®𝑄 = ®𝑘𝑖 − ®𝑘 𝑓 through interaction with the crystal nucleus. If the change in energy
equals 0, the scattering is called elastic. For inelastic scattering, the initial energy
of the neutron, 𝐸𝑖, before hitting the target is different from the energy 𝐸 𝑓 after
the interaction. The momentum transfer ®𝑄 is related to the neutron propagation
wavevector. The amplitude of the wavevector is associated with the energy transfer
by Planck’s constant ℏ. I present a schematic diagram of the scattering event in Fig.
2.1

Let us introduce the notion of neutron cross section 𝜎𝑠. Mathematically, the scat-
tering cross section is the number of neutrons scattered Φ𝑠 related to the total flux
of neutrons coming from the source Φ0. For neutron scattering, the more critical
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Figure 2.1: Illustration of the neutron scattering event. On the left, the incident neu-
tron with momentum ®𝑘𝑖 and energy ®𝐸𝑖 scatters of the sample changing momentum to
®𝑘 𝑓 and energy ®𝐸 𝑓 . This results in the formation of the phonon with energy Δ𝐸 and
momentum ®𝑄. On the right, the triangular diagram of the momentum conservation
low.

role is played by its differential analog. In this case, we are looking for the number
of neutrons scattered at a particular solid angle 𝑑Ω, having a final energy in the
interval {𝐸 𝑓 , 𝐸 𝑓 + 𝑑𝐸 𝑓 }. The resulting cross section is called partial differential
cross section (PDCS):

𝜎𝑠 =
Φ𝑠

Φ0
, 𝑃𝐶𝐷𝑇 =

𝑑2𝜎

𝑑Ω𝑑𝐸 𝑓
. (2.1)

The PDCS obtained in the neutron experiment gives information about lattice dy-
namics of the material. It can be directly related to the quanta of lattice vibration
operators 𝐴̂, 𝐴̂†. To be more accurate, the observable quantity is the autocorrelation
function of these operators ⟨𝐴̂†(𝑡0) 𝐴̂(𝑡1)⟩. The autocorrelation function shows the
correlation of atomic motion in material separated by time evolution between 𝑡0 and
𝑡1. Since it depends only on differences in time, in the matter of notation, 𝑡0 is taken
as 0, and 𝑡1 is denoted as 𝑡. Since the possible scattering events are restricted by
phonon exited in the particular material, scattering can be directly related to the
phonon autocorrelation function

𝑑2𝜎

𝑑Ω𝑑𝐸 𝑓
=

| ®𝑘 𝑓 |
| ®𝑘𝑖 |

𝜎

4𝜋ℏ

∫ ∞

−∞
⟨𝐴̂† 𝐴̂(𝑡)⟩ exp (−𝑖𝜔𝑡)𝑑𝑡. (2.2)

I changed the notation here, replacing energy transfer Δ𝐸 with the corresponding
frequency of excited phonon 𝜔.

Thus, measuring the partial differential cross section along with momentum and
energy transfer gives information about the vibrational properties of the material.
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If I omit the terms in the Eq. 2.2 that correspond to particular experimental setup
(| ®𝑘 𝑓 |, | ®𝑘𝑖 |, 𝜎), I are left with

𝑆( ®𝑄, 𝜔) = 1
2𝜋ℏ

∫ ∞

−∞
⟨𝐴̂† 𝐴̂(𝑡)⟩ exp (−𝑖𝜔𝑡). (2.3)

𝑆 is called the dynamical structure factor and is only material dependent.

Precise measurement of PDCS as a function of momentum and energy transfer can
be done with a highly focused neutron beam. Hence, all the experiments shown in
this thesis are performed on a Wide-Angular-Range Chopper Spectrometer (ARCS)
[1] at the Spallation Neutron Source (SNS) [2] at Oak Ridge National Laboratory
(ORNL). Fig. 2.2 shows details of ARCS instruments with individual components
labeled.

Figure 2.2: Scheme of the ARCS instrument with labeled components.

ARCS is a time-of-flight instrument. In the measurements, the neutrons are collected
in the event mode. Each neutron coming to the detector is characterized by the arrival
time and position on a two-dimensional detector bank. The third spatial dimension
is given by the distance between the sample and the detector and by the relation
between the neutron energy and the wavevector.

Three types of solid materials samples are used in INS experiments: single-crystal,
polycrystalline, and powders. In the thesis, I focus on single-crystal experiments.
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The main feature of the single crystal is its ideal periodic lattice arrangement. It can
be considered a toy model to study the properties of the materials in the absence
of defects and distortions. Since the single-crystal is perfectly periodic, I can get
information about high symmetry points of particular lattices from the INS dataset.
The information on the material behavior at high symmetry points allows one to
perform analyses of material properties without exploring the entire Brillouin Zone
(BZ).

2.3 Vibrations in solid
The solids are modeled as a periodic system of nuclei with point mass. The
nucleus lives in the potential energy surface formed by light electrons. In the Born-
Oppenheimer approximation, the motion of electrons and displacement of nuclei
live on different time scales [3].

The Hamiltonian of the lattice motion has the form

𝐻 =
∑︁
𝐼

𝑝2
𝐼

2𝑀𝐼

+Φ, (2.4)

where 𝑀𝐼 is the nuclear mass and Φ is the potential energy term.

Assuming that the nucleus vibrates around the equilibrium position, we expand the
Φ with respect to displacement.

Φ = 𝑈0 +
��

����
∑︁
𝑖𝛼

Φ
′𝛼
𝑖 𝑢

𝛼
𝑖 + 1

2!

∑︁
𝑖 𝑗𝛼𝛽

Φ
′′𝛼𝛽
𝑖 𝑗

𝑢𝛼𝑖 𝑢
𝛽

𝑗
+ 1

3!

∑︁
𝑖 𝑗 𝑘𝛼𝛽𝛾

Φ
′′′𝛼𝛽𝛾
𝑖 𝑗 𝑘

𝑢𝛼𝑖 𝑢
𝛽

𝑗
𝑢
𝛾

𝑘
+ ..., (2.5)

where Φ
′ , Φ′′ , and Φ

′′′ are coefficients of the expansion. In equilibrium Φ
′ cancels

out. The harmonic limit treats order three coefficients Φ′′′ and higher to be zero.

In the harmonic approximation, atomic displacement can be decomposed in a sum
of crystal normal modes

®𝑢𝑖 =
1

√
𝑚𝑖

∑︁
®𝑞
𝐴 ®𝑞 ®𝜖 𝑖®𝑞𝑒

𝑖( ®𝑞· ®𝑅−𝜔 ®𝑞𝑡) . (2.6)

The ®𝑞 is the wave vector, 𝐴 ®𝑞, 𝜖 𝑖®𝑞, and 𝜔 ®𝑞 are the wavevector, the amplitude, polar-
ization and the frequency of the normal mode, respectively.

The frequency and the polarization vector are found by solving eigenvalue problem
of dynamical matrix Φ( ®𝑞):

𝜔2
®𝑞𝜖 ®𝑞 = Φ′′( ®𝑞)𝜖 ®𝑞, Φ′′

𝑖 𝑗 ( ®𝑞) =
∑︁
®𝑅

Φ′′
𝑖 𝑗
( ®𝑅)

√
𝑚𝑖𝑚 𝑗

𝑒𝑖 ®𝑞·
®𝑅 . (2.7)
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The Eq. 2.5 in the limit of small displacements strongly connects to perturbation
theory applied to crystal potential [4].

𝐻 = 𝐻0 + 𝜆𝐻3 + 𝜆2𝐻4 + ..., (2.8)

where 𝐻0 denote harmonic Hamiltonian, 𝐻3, 𝐻4 arise from high order phonon-
phonon interaction.

In the thesis, I look at the phenomena coming from the 𝐻3 term of the expansion.
This term translates into an interaction involving three phonons. Since phonons
obey Bose-Einstein statistics, the third order part of the Hamiltonian in Eq. 2.5
1
3!

∑
𝑖 𝑗 𝑘𝛼𝛽𝛾 Φ

′′′𝛼𝛽𝛾
𝑖 𝑗 𝑘

𝑢𝛼
𝑖
𝑢
𝛽

𝑗
𝑢
𝛾

𝑘
can be directly related to a three phonon process by re-

placing 𝑢𝛼
𝑖

in terms of phonon creation and anihilation operators, 𝑥 ®𝑞 𝑖 = 𝑎̂
†
−®𝑞 𝑖 + 𝑎̂ ®𝑞 𝑖,

where q is the phonon momentum in the reciprocal space of the crystal lattice. The
resulting Hamiltonian has a form

𝐻3 =
1
3!

∑︁
qq′q′′

∑︁
𝑖 𝑗 𝑘

ℏ3/2

23/2𝑁1/2
Φ( ®𝑞𝑖, ®𝑞′ 𝑗 , ®𝑞′′𝑘)
√
𝜔 ®𝑞𝑖𝜔 ®𝑞′ 𝑗𝜔 ®𝑞′′𝑘

𝛿 ®𝑞+®𝑞′+®𝑞′′, ®𝐺

× (𝑎̂†−®𝑞𝑖 + 𝑎̂ ®𝑞𝑖) (𝑎̂†−®𝑞′ 𝑗 + 𝑎̂ ®𝑞′ 𝑗 ) (𝑎̂†−®𝑞′′𝑘 + 𝑎̂ ®𝑞′′𝑘 ), (2.9)

where𝜔 ®𝑞𝑖,𝜔 ®𝑞′ 𝑗 , and𝜔 ®𝑞′′𝑘 , are frequencies of the harmonic oscillator;Φ( ®𝑞𝑖, ®𝑞′ 𝑗 , ®𝑞′′ 𝑘)
is the three phonon scattering intensity, and ®𝐺 is the reciprocal lattice vector. The
operator part in the Eq. 2.9 represents some of the following three phonon pro-
cesses: absorption of the phonon with the formation of two phonons, absorption
of two phonons with the formation of the phonon, and spontaneous formation and
absorption of three phonons (the last two processes violate the energy conservation
law and are usually omitted in practice). The Φ( ®𝑞𝑖, ®𝑞′ 𝑗 , ®𝑞′′ 𝑘), later denoted as
Φ

®𝑞 ®𝑞′ ®𝑞′′
𝑠𝑠′𝑠′′ for notation purposes, is directly related to the third-order force constants

from Eq. 2.5

Φ
®𝑞 ®𝑞′ ®𝑞′′
𝑠𝑠′𝑠′′ =

∑︁
𝑖 𝑗 𝑘

∑︁
𝛼𝛽𝛾

𝜖 𝑖𝛼𝑠 𝜖
𝑗 𝛽

𝑠′ 𝜖
𝑘𝛾

𝑠′′√
𝑚𝑖𝑚 𝑗𝑚𝑘

√
𝜔 ®𝑞,𝑠𝜔 ®𝑞′,𝑠′𝜔 ®𝑞′′,𝑠′′

Φ
𝛼𝛽𝛾

𝑖 𝑗 𝑘
exp

[
𝑖
(
®𝑞 · ®𝑟𝑖 + ®𝑞′ · ®𝑟 𝑗 + ®𝑞′′ · ®𝑟𝑘

) ]
,

(2.10)

where𝑚𝑖, 𝑚 𝑗 , 𝑚𝑘 are atomic masses for third order matrix element, and 𝜖 𝑖𝛼𝑠 , 𝜖 𝑖𝛽
𝑠′ , and

𝜖
𝑖𝛾

𝑠′′ are the corresponding normal mode eigenvectors.

The many-body theory relates the result in Eq. 2.9 to the real (Δ) and imaginary
(𝑖Γ) parts of the self-energy of the phonon. The imaginary part is [5–7]
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Γ
®𝑞
𝑠 (𝑉,𝑇) =

ℏ𝜋

16

∑︁
®𝑞′ ®𝑞′′

∑︁
𝑠′,𝑠′′

���Φ®𝑞 ®𝑞′ ®𝑞′′
𝑠𝑠

′
𝑠′′

���2 (
𝑛 ®𝑞′,𝑠′ + 𝑛 ®𝑞′′,𝑠′′ + 1

)
× 𝛿

(
Ω − 𝜔 ®𝑞′,𝑠′ − 𝜔 ®𝑞′′,𝑠′′

)
+

(
𝑛 ®𝑞′,𝑠′ − 𝑛 ®𝑞′′,𝑠′′

) [
𝛿

(
Ω − 𝜔 ®𝑞′,𝑠′ + 𝜔 ®𝑞′′,𝑠′′

)
− 𝛿

(
Ω + 𝜔 ®𝑞′,𝑠′ − 𝜔 ®𝑞′′,𝑠′′

)]
,

(2.11)

where ℏΩ is the probing energy from the neutron, 𝜔2
®𝑞,𝑠 are the eigenvalues of the

dynamical matrix, and 𝑛 are the Planck occupancy factors (where 𝑛(ℏ𝜔,𝑇)).

The real part can be found through the Kramers-Kronig transformation of the com-
plex function [5–7]

Δ®𝑞,𝑠 (Ω®𝑞,𝑠) =
1
𝜋

∫
Γ(𝜔 ®𝑞,𝑠)
𝜔 ®𝑞,𝑠 −Ω

𝑑𝜔 ®𝑞,𝑠 . (2.12)

Large deviations of Δ®𝑞,𝑠 (Ω®𝑞,𝑠) from a Lorentzian lineshape are consequences of a
high degree of anharmonicity.

Another important classification can be made on the basis of Eq. 2.5. The quasihar-
monic (QH) approximation assumes that terms beyond Φ

′′ are zero but allow terms
to depend on volume Φ

′′
= Φ

′′ (𝑉). In the anharmonic (AH) expansion, all terms
Φ

′′ and Φ
′′′ are treated as functions of volume V and temperature T.

The vibrational part of the Helmholtz free energy is

𝐹vib =
∑︁
®𝑞,𝜈

[1
2
ℏ𝜔 ®𝑞,𝜈 + 𝑘𝐵𝑇 ln(1 − 𝑒−𝛽ℏ𝜔 ®𝑞,𝜈 )

]
. (2.13)

In the AH approximation 𝐹vib = 𝐹 (𝑇,𝑉) through renormalization of frequencies
𝜔 ®𝑞,𝜈 (𝑇,𝑉), while in QH approximation 𝐹vib depends explicitly on volume, and
implicitly on temperature as 𝑉 (𝑇).

Phonon intermodulation phenomena
A harmonic theory of lattice dynamics treats phonons as independent, noninteracting
normal modes with long lifetimes. The Born – von Kármán model of a periodic
crystal predicts up to 3𝑅 branches for a crystal with 𝑅 number of atoms in its
unit cell. Approaches based on many-body perturbation theory for anharmonic
interactions [5, 7, 8] account for thermal shifts and finite lifetime of these 3𝑅 branches
through three- and four-phonon scattering, and the numbers and degeneracies of
these phonon branches have been consistent with most measurements by inelastic
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neutron scattering (INS) on single crystals. Modern techniques for INS on single
crystals have enabled the observation of new phonon branches in addition to the 3𝑅
expected for a harmonic crystal [9–13]. Experimental investigations of NaI ionic
crystal revealed a low-energy “intrinsic localized mode” (ILM) [9, 10], which can
alter thermal transport properties [11, 12]. In NaBr, this ILM was found to be a
lower sideband from intermodulations of TA and TO modes and their upper sideband
was found [13]. These findings of intermodulation phonon sidebands (IPS) were
supported by a quantum Langevin model for intensity redistribution and independent
calculations with many-body perturbation theory.

For a classical picture, assume the initial phonon wavefunction 𝜓i𝑛 is a superposition
of two waves with frequencies 𝜔𝑎 and 𝜔𝑏

𝜓i𝑛 = 𝜓𝑎i𝑛 + 𝜓
𝑏
i𝑛 , (2.14)

𝜓i𝑛 = 𝐴(𝑒𝑖𝜔𝑎𝑡 + 𝑒−𝑖𝜔𝑎𝑡)
+ 𝐵(𝑒𝑖𝜔𝑏𝑡 + 𝑒−𝑖𝜔𝑏𝑡). (2.15)

. With a quadratic nonlinearity, the response of the medium, 𝜓o𝑢𝑡 , is

𝜓o𝑢𝑡 = 𝜂𝜓i𝑛 + 𝜖𝜓2
i𝑛 + ... (2.16)

Substituting 𝜓i𝑛 from Eq. 2.15 into 𝜖𝜓2
i𝑛 of Eq. 2.16 generates a pair of cross terms

with frequencies 𝜔𝑎 + 𝜔𝑏 and 𝜔𝑎 − 𝜔𝑏, the “intermodulation phonon sidebands”
[13], and “second harmonics” with frequencies 2𝜔𝑎 and 2𝜔𝑏. The cross terms have
been observed at modest temperatures by INS measurements on NaBr [13].

Temperature Dependent Effective Potential
One way to estimate terms in Eq. 2.5 is by minimizing the difference between forces
predicted by model Hamiltonian 𝐹𝑖𝛼

𝑇𝐷𝐸𝑃
=

∑
𝑗 𝛽Φ

′′𝛼𝛽
𝑖 𝑗

𝑢
𝛽

𝑗
+ 1

2
∑
𝑗 𝑘 𝛽𝛾 Φ

′′′𝛼𝛽𝛾
𝑖 𝑗 𝑘

𝑢
𝛽

𝑗
𝑢
𝛾

𝑘
and a

reference model 𝐹𝑖𝛼
𝑟𝑒 𝑓

. The usual choice for the reference model is density functional
theory. The coefficients Φ

′′𝛼𝛽
𝑖 𝑗

, and Φ
′′′𝛼𝛽𝛾
𝑖 𝑗 𝑘

are parameterized with symmetrically
irreducible set Θ, which is found in the optimization problem

min
Θ

| |F𝑇𝐷𝐸𝑃 (Θ) − F𝐷𝐹𝑇 | |2. (2.17)

The stochastic temperature-dependent effective potential (sTDEP) [14–17] was used
throughout the work. In short, the method obtains coefficients for a model Hamil-
tonian using an ensemble average of the Hellman-Feynman forces in an ab initio
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simulation of supercells with thermally displaced atoms. The model potential ex-
plicitly includes cubic anharmonicity by obtaining third-order order force constants
at finite temperatures. These third-order force constants are used to calculate real and
imaginary parts of the phonon self-energy, following the many-body perturbation
theory [5, 18] as in Eq. 2.11 and Eq. 2.12.1

2.4 Moment Tensor Potential (MTP)
In the thesis, lattice dynamics simulations were performed with the moment tensor
potential (MTP). In this model, the total interaction energy of the structure is
presented as the sum of the atomic contributions 𝑉(ri). Here, ri is the atomic
neighborhood encoded in the set of vectors connecting atom 𝑖 with the neighboring
atoms 𝑗 , ri = {𝑟𝑖 𝑗 }. Each contribution𝑉 (ri) is expanded as a linear combination of
basis functions 𝐵𝑘 (ri). Thus, the total energy of a configuration 𝑥 could be written
as

𝐸 (𝑥) :=
𝑁∑︁
𝑖=1

∑︁
𝑘

𝜃𝑘𝐵𝑘 (ri), (2.18)

where 𝑁 is the number of atoms in the configuration 𝑥, θ are the adjustable param-
eters to be found by minimizing the difference between 𝐸 (𝑥) and the DFT energy,
together with forces and virial stresses of the training set of configurations 𝑥. The ba-
sis functions are constructed as different contractions of moment tensor descriptors
of atomic environments

𝑀𝜇,𝜈 (𝑢) :=
𝑛∑︁
𝑖=1

|𝑢𝑖 |2𝜇𝑢⊗𝜈𝑖 (𝑢), (2.19)

where integers 𝜇, 𝜈 ≥ 0 index different descriptors, and 𝑢⊗𝜈 is the Kronecker product
of 𝜈 copies of the vector 𝑢. This functional form respects all the physical symmetries.
The details can be found in [19, 20].

There are two methodologies for assembling a training set. The first one is passive
learning; the potential is trained using the whole dataset of structures processed by
the reference model. This approach requires a large dataset of reference model (DFT,
in our case) calculations to cover the system’s phase space. Learning on-the-fly or
active learning (AL) methodology enables a potential to be trained automatically
only on configurations where significant extrapolation is detected. In this case,
only a few configurations required for the phase space of the system description

1The quartic in the potential energy expansion has the same inversion symmetry as the quadratic,
so it is not practical to fit a quartic term independently. Nevertheless, the effects of the quartic term
are accounted for, approximately, by the static offset and the quadratic term.
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are processed by the reference model. This approach significantly decreases the
number of DFT calculations required for potential training. The technique is one of
the advantages of using MTP, which makes it highly efficient for on-the-fly learning
[21, 22].

The main advantage of MTP potential for material science calculations is its flexible
form. This allows training the potential by minor tuning of the basis set during the
MD run. Another advantage is learning on the fly, significantly reducing the number
of reference model calculations.

Velocity-velocity correlation functions
Correlation functions provide statistical relationships between random variables.
The correlation 𝐶 (𝑥, 𝑡) of the random variable 𝐴(𝑥), a function of space, and 𝐵(𝑡),
a random function of time is

𝐶 (𝑥, 𝑡) = ⟨𝐴(𝑥)𝐵(𝑡)⟩ , (2.20)

where the brackets represent the expectation value of the variables. For correlations
of random independent variables of vector functions, Eq. 2.20 is modified for vector
components

𝐶𝑖 𝑗 (𝑥, 𝑡) = ⟨𝐴𝑖 (𝑥)𝐵 𝑗 (𝑡)⟩ . (2.21)

Here 𝐶𝑖 𝑗 (𝑥, 𝑡) is the 𝑖 𝑗 𝑡ℎ component of the correlation matrix, written as

𝐶 (𝑥, 𝑡) =
∑︁
𝑖

∑︁
𝑗

⟨𝐴𝑖 (𝑥)𝐵 𝑗 (𝑡)⟩ . (2.22)

Studies of lattice dynamics require time and space relationships. Autocorrelation
functions give correlations of the same quantity at two distinct points. For random
variables 𝐴(𝑥) and 𝐵(𝑡)

𝐶𝐴𝐴 (𝑥1, 𝑥2) = ⟨𝐴(𝑥1)𝐴(𝑥2)⟩ (2.23)

and
𝐶𝐵𝐵 (𝑡1, 𝑡2) = ⟨𝐵(𝑡1)𝐵(𝑡2)⟩, (2.24)

for the spatial autocorrelation of 𝐴, 𝐶𝐴𝐴, and the temporal autocorrelation of 𝐵,
𝐶𝐵𝐵.

For phonon dispersions, we want the autocorrelation of the position of an atom at two
different times. This is equivalent to knowing the vibrational response of materials
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and corresponds to the construction of the Van Hove function [5] we evaluated the
correlation with the mode-projected velocity, a form of current density

®𝑗 ( ®𝑞, 𝑡) =
𝑁∑︁
𝑖

®𝑣𝑖 (𝑡) exp[𝑖 ®𝑞 · ®𝑟𝑖 (𝑡)] . (2.25)

Here ®𝑞, ®𝑟𝑖 (𝑡), and ®𝑣𝑖 (𝑡) are the respective wavevector, position, and mass-weighted
velocity of atom 𝑖 at time 𝑡. The Fourier transforms of the current autocorrelation
function

〈
®𝑗 (𝑡, ®𝑞) ®𝑗 (0,−®𝑞)

〉
give a vibrational density of states at a particular point

of the Brillouin zone,

𝑔(𝜔, ®𝑞) =
∫ ∞

0

〈
®𝑗 (𝑡, ®𝑞) ®𝑗 (0,−®𝑞)

〉
exp(−𝑖𝜔𝑡) 𝑑𝑡. (2.26)

Unlike perturbation theory methods, autocorrelation methods contain all orders of
anharmonicity. However, autocorrelation functions require substantially larger time
and length scales to reach convergence than methods based on perturbation theory.

Thermodynamic properties such as vibrational entropy and free energy play a signif-
icant role in determining system stability at finite temperatures. These qualities can
be calculated directly from the vibrational density of states. The velocity autocor-
relation function (VACF) method is used as in Eq. 2.26 to reproduce the vibrational
density of states with anharmonic effects. VACF ⟨𝑣(𝑡) |𝑣(0)⟩ can be calculated ex-
plicitly from molecular dynamics simulation. The Fourier transform of the VACF
obtains the vibrational density of states [23].

𝑔(𝜈) =
∫ ∞

0
cos 2𝜋𝜈𝑡

〈
𝑣(0)𝑣(𝑡)

〉
〈
𝑣(0)2〉 𝑑𝑡, (2.27)

where 𝜈 is the vibrational frequency, and the average ⟨•⟩ is taken over all atoms. The
advantage of such a method is its high accuracy in the vibrational density of states
description. On the other hand, calculation for large system should be performed
to achieve this accuracy, so one can use ab initio molecular dynamics only for very
approximate calculations [24].
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C h a p t e r 3

BAYESIAN LEARNING OF THERMODYNAMIC
INTEGRATION APPLIED TO ATOMISTIC ORIGIN OF THE

ENTROPY OF MELTING

Bayesian learning thermodynamic integration formulation is taken from "Bayesian
learning of thermodynamic integration and numerical convergence for accurate
phase diagrams" [1] For the entropy of melting of elements, I refer to "Atomistic
origin of the entropy of melting from inelastic neutron scattering and machine
learned molecular dynamics" [2].

Melting is the iconic first-order phase transition where a material changes from a
solid to a liquid at the melting temperature, 𝑇m. In equilibrium, this occurs when
the Gibbs free energy,

𝐺 = 𝑈 − 𝑇𝑆 + 𝑃𝑉, (3.1)

of the solid equals that of the liquid. The energy absorbed at 𝑇m, the latent heat,
is defined as 𝐿 = 𝑇mΔ𝑆fus, where Δ𝑆fus is the entropy of fusion. The definition
of 𝐿 corresponds to the condition Δ𝐺 = 𝐺 l − 𝐺s = 0, and Δ𝑆fus results from the
inequality of 𝜕𝐺/𝜕𝑇 for the solid and liquid at 𝑇m.

Estimating 𝑇m is central to many investigations [3–6]. A well-known predictor is
the Lindemann criterion, which states that melting occurs when the square root of
the mean-squared atom displacement reaches approximately 10% of the interatomic
distance [7]. While it has had some success, its conceptual basis includes only the
solid phase. An effort to include the thermodynamics of the liquid in this criterion
led to mixed results [8]. More recently, advances in computational methods [9, 10]
have allowed for increasingly accurate melting temperature predictions for various
materials [11–13].
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Despite the improvements in predicting melting temperatures, work remains to
codify the thermodynamics of melting. To date, a common “rule" for the entropy
of fusion is the empirical Richard’s rule, which states Δ𝑆fus ≈ 1.1 𝑘B per atom
for monatomic systems [14]. Elements with much larger entropies of fusion are
considered to melt anomalously (see Fig. 3.1) [15]. Some efforts to explain these
anomalies consider a separation of the entropy of fusion into components from
changes in atomic vibrations, configurations, and electronic excitations [16–18]

Δ𝑆fus = Δ𝑆fus,vib + Δ𝑆fus,config + Δ𝑆fus,el. (3.2)

Experimentally quantifying these atomic components of the entropy of fusion is a
challenge. However, methods that measure the dynamic response function, such as
neutron or x-ray scattering, show promise for identifying and analyzing vibrational
motion in liquids [19–22]. For solids, using vibrational spectra for assessing the
vibrational entropy is well established for scattering techniques [23–25]. Extending
these analyses to the liquid state is difficult owing to the quasielastic scattering from
diffusion, which widens the intense elastic peak to cover the vibrational spectra at
low energies. In fact, most neutron studies on liquid dynamics focus on diffusion.

Here, advances in experimental and computational methods were used to quantify the
thermodynamic contributions to the entropy of fusion in pure elements. Simulations
used molecular dynamics with machine-learning interatomic potentials for Ge, Si,
Pb, and Li. The computations complement time-of-flight (TOF) inelastic neutron
scattering (INS) experiments on Ge, Bi, Sn, and Pb to obtain the vibrational entropy
across the melt. To our knowledge, this is the first experimental quantification of
the vibrational contribution to melting. Vibrational entropy accounts for most, but
not all, of the anomalous deviation from Richard’s rule.

3.1 Thermodynamic Integration with MTP
To reproduce dynamics across the melting transition, machine-learned moment
tensor potentials (MTP) [26] for Ge, Si, Pb, and Li were trained on DFT data
following [27]. For each element, the MTP potentials were actively trained on the
fly by running MD simulations for a grid of volumes and temperatures near melting
conditions. The interatomic potentials from this procedure were used to calculate
the total change in entropy between the solid and liquid phases of each element with
Bayesian learning thermodynamic integration. The vibrational entropy contribution
of each phase was calculated from the vibrational density of states (PDOS) obtained
from velocity autocorrelation function analyses [28]. The quasielastic peak was
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Figure 3.1: Entropies of fusion, Δ𝑆fus, and their number distribution. (a) Entropies
of fusion for elements up to uranium, plotted versus atomic number. The elements
chosen for this study are indicated by a vertical line and are annotated with the value
of their entropy of fusion. Circles (crosses) designate experimentally (computa-
tionally) studied elements. (b) Distribution of Δ𝑆fus for the first 92 elements. The
dashed lines in (a) and (b) show Richard’s rule of 1.1 𝑘B per atom.

subtracted from the total PDOS for the liquid phase. Additional details on MLIP
construction and computational data analyses are given below.

Theory of Bayesian learning thermodynamic integration
In the current section, we will obtain the relations between free energy derivatives
and statistical averages as will be used by Gaussian processes. In what follows,
we distinguish the extensive and intensive quantities in the notation: the former
will have a hat accent: 𝐸̂ , 𝑉̂ . The corresponding intensive, per-atom quantities are
𝐸 = 𝐸̂/𝑁 , 𝑉 = 𝑉̂/𝑁 , where 𝑁 will denote the number of atoms.

Free energy

Let x be a configuration with 𝑁 atoms enclosed in a volume 𝑉̂ (we will interchange-
ably use 𝑉̂ for the actual region in space and its measure) with periodic boundary
conditions. Let 𝐸̂ (x) be the potential energy of the interatomic interaction. We
assume that the units for the temperature 𝑇 are the same as for the energy 𝐸̂ ; in other
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words, our Boltzmann constant is 𝑘B = 1.

We define the free energy by

−𝑇 log
∫
𝑉̂𝑁

exp(−𝐸̂ (x)/𝑇)dx = 𝐹̂r𝑒 𝑓 − 𝑇𝑆, (3.3)

where 𝐹̂r𝑒 𝑓 will be explicitly assigned later (differently for each phase), and we will
call 𝑆 the entropy. We will rely on comparing the absolute free energies of different
phases (as opposed to the free energy difference between phases); therefore, it is
important to choose 𝐹̂r𝑒 𝑓 and 𝑆 consistently across phases.

For solid we choose

𝐹
(s)
r𝑒 𝑓 := 𝐸0 + 𝑇

(
− log(𝑁𝑉) + 1 − 3

2 log(2𝜋𝑇)
)
, (3.4)

where 𝐸0 = 𝐸0(𝑉) is the potential energy at zero temperature for the given volume.
Here and in what follows the superscript (𝑠) denotes the solid phase. Choosing 𝐹 (s)

r𝑒 𝑓
in the form (3.4) is motivated by the fact that in this case the entropy admits a simple
low-temperature expansion

𝑆(s) = − 1
2𝑁 log det 𝐻̂ − log(𝑉) +𝑂 (𝑇), (3.5)

where 𝐻̂ is the Hessian of the energy 𝐸̂ at the equilibrium configuration x0. For
the derivation of (3.4) and (3.5), refer to Supplemental Material. A well-defined
zero-temperature limit of 𝑆(s) such as (3.5) is important for reconstructing the free
energy with a Gaussian process, as molecular dynamics can generate the data on
derivatives of 𝑆 and thus allow, without (3.5), one to reconstruct 𝑆(s) = 𝑆(s) (𝑇,𝑉)
only up to an additive constant.

Indeed, an NVT-thermostatted molecular dynamics produces the averages of the
form

⟨ 𝑓 ⟩ :=

∫
𝑉̂𝑁

𝑓 (x) exp(−𝐸̂ (x)/𝑇)dx∫
𝑉̂𝑁

exp(−𝐸̂ (x)/𝑇)dx
.

One can then find that

𝜕𝑆(s)

𝜕𝑇
= 𝑇−2⟨𝐸 − 𝐸0⟩ −

3
2
𝑇−1, and (3.6)

𝜕𝑆(s)

𝜕𝑉
= 𝑇−1⟨𝑃 − 𝑃0⟩, (3.7)

where 𝑃0 := − 𝜕𝐸0
𝜕𝑉

is the pressure at zero temperature. Here, and in what follows
by 𝑃 we denote the virial part of the pressure. The virial pressure is, in fact, easier
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to compute from molecular dynamics. The derivation of (3.6) and (3.7) is given in
Supplemental.

Also, we consider the liquid and gas phases. A single free energy curve can describe
these phases because they are indistinguishable at temperatures above the critical
one. Hence, we will denote the corresponding phase by superscript ( 𝑓 ) and refer to
it as the fluid phase. For the fluid, we simply choose ideal gas as a reference,

𝐹
(f)
r𝑒 𝑓 := −𝑇 log(𝑁𝑉), (3.8)

so that
lim
𝑇→∞

𝑆(f) = lim
𝑉→∞

𝑆(f) = 0. (3.9)

This equality is a consequence of our definition of free energy in (3.3). In the limit
of 𝑇 → ∞, the exponent in the integral is approaching one. Hence, the integral
itself is equal to 𝑁𝑉 . In the same manner, when 𝑉 → ∞, the interaction between
particles is negligible (𝐸̂ (x) → 0) and the integral also approaches 𝑁𝑉 .

The derivatives of 𝑆(f) are thus

𝜕𝑆(f)

𝜕𝑉
= 𝑇−1⟨𝑃⟩, and (3.10)

𝜕𝑆(f)

𝜕𝑇
= 𝑇−2⟨𝐸⟩. (3.11)

The derivation of (3.10) and (3.11) is very similar to the corresponding formulas
for the solid, hence we omit such a derivation.

The harmonic (3.4) and ideal gas (3.8) limits are not always applicable—for instance,
there are systems with solid phases being dynamically unstable at low temperature.
For such systems, the limit (3.4) is irrelevant. In such cases, we determine the
additive constant of the free energy through fitting to the melting (or, more generally,
coexistence) point of a phase. We find melting point at pressure 𝑃 by solving the
system of equations

𝜕𝑆( 𝑓 )

𝜕𝑉 ( 𝑓 ) =
𝑃

𝑇
+ 1
𝑇

𝜕𝐹
( 𝑓 )
r𝑒 𝑓

𝜕𝑉 ( 𝑓 )

𝜕𝑆(𝑠)

𝜕𝑉 (𝑠) =
𝑃

𝑇
+ 1
𝑇

𝜕𝐹
(𝑠)
r𝑒 𝑓

𝜕𝑉 (𝑠)

𝑆( 𝑓 ) − 𝑆(𝑠) =
𝐹
( 𝑓 )
r𝑒 𝑓 − 𝐹

(𝑠)
r𝑒 𝑓

𝑇
+
𝑃
(
𝑉 ( 𝑓 ) −𝑉 (𝑠) )

𝑇
,

(3.12)
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with respect to the temperature 𝑇 and specific volumes of solid and fluid, 𝑉 ( 𝑓 ) and
𝑉 (𝑠) .

Gaussian process regression
The derivatives of the entropy from an NVT molecular dynamics (MD) cannot be
obtained without some noise arising from averaging over a finite trajectory. Due
to randomness in the initial state or in the thermostat, such a trajectory is random.
Thus, the free energy that we reconstruct from the MD data is also random, but
hopefully, it has a narrow distribution around the true free energy. The effect of a
thermostat—let us consider a Langevin thermostat, for instance—consists of making
a large number of small perturbations to the trajectory [29]. Thanks to the central
limit theorem, it is hence reasonable to assume that averages over such a trajectory
are distributed according to the Gaussian distribution. This assumption brings us to
the Gaussian process framework.

In the Gaussian process framework, we assume that the data, and the recon-
structed free energy, are distributed according to a multivariate Gaussian distri-
bution. We assume zero mean—any prior information about a nonzero mean
is already accounted for in 𝐹r𝑒 𝑓 . Further, we assume that the values of the
free energy at different points (𝑉1, 𝑇1) and (𝑉2, 𝑇2) are correlated with covariance
Cov(𝑆(𝑉1, 𝑇1), 𝑆(𝑉2, 𝑇2)) = 𝑘

(
(𝑉1, 𝑇1), (𝑉2, 𝑇2)

)
. Such a distribution of functions

𝑆(𝑉,𝑇) is called the Gaussian process (GP) and 𝑘 is called the kernel. A simple
example of the kernel is

𝑘 ((𝑉1, 𝑇1), (𝑉1, 𝑇1)) ∼ exp

(
− (𝑇1 − 𝑇2)2

2𝜃2
𝑇

)
exp

(
− (𝑉1 −𝑉2)2

2𝜃2
𝑉

)
. (3.13)

A property of Gaussian processes that will be very helpful in our application is
that any linear functional of the Gaussian process is also Gaussian-distributed. For
example, the derivative with respect to volume (as, e.g., in (3.10)) at (𝑉1, 𝑇1) is
correlated with 𝑆(𝑉2, 𝑇2) as given by the following formula:

Cov
(
𝜕𝑆

𝜕𝑉1
(𝑉1, 𝑇1), 𝑆(𝑉2, 𝑇2)

)
=

𝜕

𝜕𝑉1
𝑘
(
(𝑉1, 𝑇1), (𝑉2, 𝑇2)

)
.

This allows us to make predictions based on data. In the most general case, each
data point is a linear functional 𝑋 on 𝑆, for example ⟨𝑆 |𝑋1⟩ = 𝑆(𝑉,𝑇), ⟨𝑆 |𝑋2⟩ =

𝜕
𝜕𝑉
𝑆(𝑉,𝑇), etc. The data are usually given with noise, hence the input data to our

Gaussian process are of the form (𝑋1, 𝑌1,Δ𝑌1), (𝑋2, 𝑌2,Δ𝑌2), . . . , which means that
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⟨𝑆 |𝑋𝑖⟩ is measured (e.g., from molecular dynamics) as 𝑌𝑖 ± Δ𝑌𝑖, or to be precise,
⟨𝑆 |𝑋𝑖⟩ is distributed according to the normal distribution, N

⟨𝑆 |𝑋𝑖⟩ ∼ N
(
𝑌𝑖, (Δ𝑌𝑖)2) .

We denote Cov
(
⟨𝑆 |𝑋1⟩, ⟨𝑆 |𝑋2⟩

)
= 𝑘 (𝑋1, 𝑋2) extending the definition for the kernel.

We assume that the uncertaintiesΔ𝑌𝑖 are all statistically independent from each other.

Suppose we want to make a prediction of 𝑌∗ = ⟨𝑆 |𝑋∗⟩; for simplicity one can think
of 𝑌∗ = 𝐹 (𝑉∗, 𝑇∗). The Gaussian process framework is a particular case of the
Bayesian framework in which the prediction problem is formulated as the following
question: what is the most likely value of 𝑌∗ given data 𝑋𝑖, 𝑌𝑖, and Δ𝑌𝑖. To that end
we form a joint distribution[

Y

𝑌∗

]
∼ N ©­«

(
0

0

)
,

(
𝐾 (X ,X) + diag(𝚫Y ) 𝐾 (X , 𝑋∗)

𝐾 (𝑋∗,X) 𝐾 (𝑋∗, 𝑋∗).

)ª®¬ ,
where X , Y , and 𝚫Y 1 are the vectors composed of 𝑋𝑖, 𝑌𝑖, and Δ𝑌𝑖, which makes
𝐾 (X ,X) a matrix composed of 𝑘 (𝑋𝑖, 𝑋 𝑗 ). From this, we find that 𝑌∗ is normally-
distributed with mean

𝑌∗ = 𝐾 (𝑋∗,X) [𝐾 (X ,X) + diag(𝚫Y )]−1Y ,

and variance

Var(𝑌∗) = 𝐾 (𝑋∗, 𝑋∗) − 𝐾 (𝑋∗,X) [𝐾 (X ,X) + diag(𝚫Y )]−1𝐾 (X , 𝑋∗). (3.14)

The variance of a nonlinear functional F (𝑆), which is needed to predict the un-
certainty of determining the melting point (3.12), is derived in Supplemental in the
limit of a large amount of data (in which can we can linearize F (𝑆) around the mean
prediction 𝑆).

For a given application, one needs to find the right values of hyperparameters
θ = (𝜃𝑇 , 𝜃𝑉 ) in (3.13). This is done by maximizing the so-called marginal likeli-
hood 𝑝(Y |X , θ) which is proportional to the probability that the underlying data is
distributed according to the hyperparameters θ. The marginal likelihood is calcu-
lated according to the formula

log 𝑝(Y |X , θ) = −1
2
Y 𝑇 [𝐾 (X ,X) + d𝑖𝑎𝑔(𝚫Y )]−1Y

− 1
2

log |𝐾 (X ,X) + d𝑖𝑎𝑔(𝚫Y ) | − 𝑛

2
log(2𝜋),

(3.15)

1diag(𝚫Y ) is an operation of transforming vector to diagonal matrix.
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where |𝐾 | denotes the determinant of the matrix 𝐾 and 𝑛 is the dimension of the
model (number of input points).

The Bayesian variance expressed in equations (3.14) and (3.25) does not directly
depend on Y . This allows us to define the quantity

H(𝑄, 𝑋∗) = − log
V(𝑄 |X ∪ 𝑋∗)

V(𝑄 |X) , (3.16)

which expresses an expected improvement of the variance of 𝑄 after adding a new
point 𝑋∗ to the dataset X . We will call (3.16) the information function. By
maximizing H with respect to 𝑋∗, we find the point that is best in reducing the
variance of the quantity 𝑄. This gives rise to our active sampling algorithm, whose
essence is to simply greedily add points with maximum information to the training
set, one by one. For simplicity, when deciding which new point to add to the training
set, we assume that we would add data with zero variance.

Moment Tensor Potential training
Large-scale molecular dynamics (MD) simulations were performed with the use of
Moment Tensor Potentials (MTPs) [30, 31] as implemented in the MLIP software
package [27]. A total of four MTPs were fit to quantum mechanical data.

Moment tensor potentials for each element were trained to reproduce both the solid
and liquid phases and their lattice dynamics near and across the melt. Training
for each followed the procedure described in [27] for calculating the melting point.
In the pretraining stage, a level-16 MTP with a cutoff radius of 5 Å and a mindist
parameter of 1.4 Å was trained with 20 configurations sampled from ab initio molec-
ular dynamics. Next, on-the-fly training was performed using classical molecular
dynamics for the solid and liquid phases near the melting point. The temperature
and lattice constant grids for the active selection runs for each material are shown
in Table 3.1. Configurations selected from this training were processed with low-
fidelity DFT to reduce computational cost2. The final training set, generated from a
subset of these configurations, was run with high-accuracy DFT calculations using
VASP [32–34]. Another round of active learning was also performed in this step.

A summary of the fitting procedure parameters is shown in Table 3.1, where 𝑁conf is
the number of configurations in the training set and Δ𝐸 is the mean potential energy
difference per atom between the MTP and the ab initio model. 𝐹rel and 𝑆rel are the

2Term "low-fidelity" refers to one k-point DFT calculation. This reduces selection cost by a two
orders of magnitudes compare to high accuracy kpoint grid.
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Table 3.1: Ranges of parameters used in the active learning process, including tem-
peratures, 𝑇(K) and increment, and cubic cell lattice constants, 𝑎(Å) and increment
used for each material.

Element phase 𝑇 (𝐾);Δ𝑇 (K) 𝑎 (Å);Δ𝑎 (Å)
Li solid 300-450; 50 3.42-3.68; 0.04
Li liquid 500-650; 50 3.42-3.68; 0.04
Pb solid 300-700; 100 5.000-5.225; 0.025
Pb liquid 600-1000; 100 5.000-5.225; 0.025
Ge solid 700-1100; 100 5.60-5.93; 0.03
Ge liquid 900-1300; 100 5.60-5.93; 0.03
Si solid 1200-1500; 100 5.40-5.60; 0.05
Si liquid 1700-2000; 100 5.40-5.60; 0.05

relative energy and stress difference per atom and are computed using

𝐴rel =

√︄
⟨(Δ𝐴 − Δ𝐴)2⟩

⟨(𝐴MTP − 𝐴MTP)2⟩
, (3.17)

where Δ𝐴 is the difference in force or stress between the ab initio model and the
moment tensor potential, and Δ𝐴 is its mean value.

Thermodynamic Integration using Bayesian learning
Illustrative example: performing integration with a Gaussian process

Before applying Gaussian processes to reconstruct the free energy function from
its derivatives, let us consider an illustrative problem of simply reconstructing
𝑓 (𝑥) = sin(𝑥) on the interval [0, 𝜋] from its value 𝑓 (𝑥) = 0 and nine noisy values
of 𝑓 ′(𝑥). To that end, we take nine evenly spaced points, 𝑥1 = 0, 𝑥2 = 𝜋/8, . . . ,
𝑥9 = 𝜋 and consider 𝑦𝑖 = 𝑓 ′(𝑥𝑖) + N (0, 𝜎2) (i.e., added to 𝑓 ′(𝑥𝑖) some normally
distributed noise) with variance 𝜎 = 0.1. The added noise simulates the statistical
noise always present in averages taken over finite MD trajectories.

The results of the comparison are shown in Figure 3.2. To mimic thermodynamic
integration, the state-of-the-art method used for calculating the free energy, we use
the second-order trapezoidal quadrature rule, shown with red in the figure. The
“integration” with the Gaussian process was done as outlined in Section 3.1. We
see that the accuracy of the two methods is comparable, but the Gaussian process
yields smoother results and also gives an accurate confidence interval.
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Figure 3.2: Illustration of integration via the trapezoidal quadrature rule (red) and
Gaussian process (blue) on noisy data. The left graph shows how the function 𝑓 (𝑥) =
sin(𝑥) is reconstructed and the right one shows how the derivative is reconstructed.
The Gaussian process has the same accuracy, but produces a smooth result and also
yields uncertainties of prediction within which the exact solution (purple) falls.

Dataset generation

Thermodynamic data were generated from molecular dynamics calculations using
LAMMPS [35] with Moment Tensor Potentials (see section above for how to gener-
ate these). Simulations of 4800 ps were run on a grid of volumes and temperatures
near the melting point for each element in its solid and liquid phase. The average
of the pressure and potential energy of each grid point was taken over 480 val-
ues (one value per 10 ps of the calculation) to ensure the statistical independence
of the samples. Each simulation was performed with a randomly chosen number
of atoms to include information about the finite size dependence of the computed
thermodynamic data. The melting point for each element was predicted from a
coexistence calculation following the procedure in [36] for uncertainty estimation.
The confidence interval for the computational values of the melting point presented
in the main text is less than 2 K for all elements.

A Bayesian learning Thermodynamic Integration workflow (Fig. 3.3) was con-
structed using the thermodynamic data from MD on a temperature-pressure grid
(Fig. 3.4). Data generated from this step were fed into a Gaussian Process regres-
sion with a physically informed kernel function. The kernel for the solid phases
dynamically stable (subscript ss) at low temperatures is chosen as

𝑘ss
Li(𝑥1, 𝑥2) ∼ exp

(
− (𝑇1 − 𝑇2)2

2𝜃2
𝑇

)
exp

(
− (𝜌1 − 𝜌2)2

2𝜃2
𝜌

)
exp

(
−

(
1
𝑁1

− 1
𝑁2

)2 𝜃2
𝑁

2

)
.

For liquid (subscript liq) and solid phases dynamically unstable at low temperatures
(subscript uc) we do not have reference at zero temperature. In order to account
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for divergence of entropy at this limit we modify temperature part of the kernel by
adding the 1

𝑇
term:

𝑘
su,liq
Li (𝑥1, 𝑥2) ∼

(
𝜃2
𝑇

𝑇1𝑇2
+ exp

(
− (𝑇1 − 𝑇2)2

2𝜃′2
𝑇

))
exp

(
− (𝜌1 − 𝜌2)2

2𝜃2
𝜌

)
exp

(
−

(
1
𝑁1

− 1
𝑁2

)2 𝜃2
𝑁

2

)
.
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Figure 3.3: General scheme of the Bayesian framework for calculating free energy
as a function of volume and temperature.

This process provided a flexible, nonparametric, analytical, functional form, which
allowed a reconstruction of the free energy and its derivatives with an estimation
of the confidence interval. The resulting statistical error of the computed entropy
differences was less than 0.1 %.

Autocorrelation function analyses
The Moment Tensor Potentials obtained with the procedure described in the previous
section were used to perform large-scale molecular dynamics simulations with the
LAMMPS code [35]. The supercell size was 20×20×20 of the conventional unit
cell of the corresponding solid phase. The calculations were performed in two
subsequent steps. In the first step, the system was equilibrated near melting. For the
solid phase, this corresponded to a molecular dynamics run at zero pressure at the
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Figure 3.4: Thermodynamic data for free energy integration from Molecular Dy-
namics simulation of Li, Pb, Si, and Ge in the crystalline solid (gray triangles),
liquid (black circles), and melting point (grey diamonds).

melting temperature for 40 ps. The procedure for liquids included an additional pre-
equilibrium melting stage in which the system was kept at a high temperature (four
times the melting temperature) for 40 ps. In the second step, the equilibrated phases
were run in the microcanonical (NVE) ensemble for 10 ps. The autocorrelation
function was then computed using outputs from this step.

The Fourier transform of the autocorrelation function was used to obtain the an-
harmonic vibrational density of states. For the liquid phase, the contributions from
diffusive processes were removed by subtracting a Lorentzian fit from the density
of states. The computational densities of states for different elements are shown
in Fig. 3.5. Finally, the vibrational contribution to the entropy was calculated from
both phases using Eqn. 3.18.

𝑆vib = 3𝑘B

∫
𝑔(𝜀) [(𝑛(𝜀) + 1) ln (𝑛(𝜀) + 1) − 𝑛(𝜀) ln (𝑛(𝜀))]𝑑𝜀. (3.18)

3.2 Inelastic Neutron Scattering
Inelastic neutron scattering experiments were performed on high-purity polycrys-
talline granules of Ge (99.999%), Bi (99.997%), Sn (99.99%), and Pb (99.99%)
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Figure 3.5: Vibrational DOS curves from velocity autocorrelations of Li, Pb, Si,
and Ge in the crystalline solid (gray triangles) and liquid (black circles) from
computations. Note the large softening in liquid Ge and the small stiffening in
Li and Pb. All DOSs are normalized to one.

encapsulated in vacuum-sealed quartz tubes. The high-temperature furnace MI-
CAS was used to heat the samples to approximately 200 K above their melting
temperatures, allowing data collection in the solid and liquid phases [37]. Spec-
tra from empty ampules in a vanadium sachet were also collected for background
subtraction at the temperatures of interest for background subtraction.

All measurements were taken on the time-of-flight direct geometry wide-angular
range chopper spectrometer (ARCS) at the Spallation Neutron Source (SNS) at
Oak Ridge National Laboratory [38]. Single phonon scattering and vibrational
densities of states (DOS) for the crystalline solids were obtained using the Mantid
and multiphonon packages, and multiple scattering corrections were calculated with
MCViNE [39–41].

Liquid Spectra Analyses
Accessing a sufficient range of momentum transfer, 𝑄, to capture the structure
and dynamics in liquids using time-of-flight (TOF) neutron scattering presents a
challenge due to the balance between energy resolution and the kinematic energy
cutoff in reciprocal space. An incident energy of 50 meV provided sufficient energy
resolution (approximately 2 meV at the elastic peak) and allowed 𝑄-cuts from 0.5-8
Å−1. An advantage of the TOF method is that it allows simultaneous data acquisition
with high statistical quality over a wide range of𝑄, and the selection of𝑄 for analysis
can be done post-measurement.
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After subtracting the signal from the empty sample holder, the scattering intensities
were separated into diffusive and vibrational components. These intensities were
symmetrized using the condition of detailed balance and normalized to the total
intensity of the static structure factor, 𝑆(𝑄) yielding 𝑆(𝑄n, 𝜀)/𝑆(𝑄), where 𝑄n is a
selected value of 𝑄 and 𝜀 is the energy. The quasielastic peak for each 𝑄n was then
fit to the well-established incoherent response function,

𝑆(𝑄, 𝜀) = 𝐴

𝜋

ℏΓ(𝑄)
𝜀2 + (ℏΓ(𝑄))2 ∗ 𝑅(𝑄, 𝜀), (3.19)

where 𝐴 is a scaling factor, Γ is the peak width, and ∗𝑅(𝑄, 𝜀) denotes a convolution
with the resolution function. Within the hydrodynamic regime (where 𝑄 < 𝑄0/2
and𝑄0 is the location of the first peak in 𝑆(𝑄) [42]), these fits agree with previously
reported self-diffusion coefficients, 𝐷, from the relationship Γ = 𝐷𝑄2 [43–46].

Each fit was then subtracted from the observed intensity to remove effects from dif-
fusion (diffusive processes do not describe atomic vibrations [47], and, as discussed
later, diffusion does not contribute substantially to the latent heat).

To analyze the range of𝑄-cuts with distinct vibrational dynamics, a 𝑆(𝑄n, 𝜀) specific
density of states (DOS) algorithm was developed. DOS curves from individual 𝑄n

for the liquid were summed and normalized to obtain a total vibrational density of
states, 𝑔(𝜀). This workflow was repeated on the solid for the same 𝑄n.

3.3 Results and Discussion
Vibrational Densities of States
The left columns of Figure 3.6 (a), (b) show background-corrected inelastic neutron
scattering spectra for polycrystalline and liquid Ge and Pb near their melting tem-
peratures, 𝑇m,Ge = 1211 K and 𝑇m,Pb = 601 K. Intensities for each element are
on the same scale so a direct comparison of features between the solid and liquid
phases is possible. Selected constant-𝑄 slices for liquid Ge and Pb are shown in the
right column of Fig 3.6 (a), (b). Gray error bars show the excellent statistical quality
of the data — the error bars are often smaller than the marker size. Dashed lines
illustrate the resolution-convoluted quasielastic fits of Eqn. 3.19. Each matches well
the expected Lorentzian shape and intensities [44, 48–50].

In agreement with previous studies [51–53], Fig. 3.6 shows non-diffusive contribu-
tions to the scattering intensities. Similar intensities are also found for Bi and Sn.
After corrections to remove intensities from quasielastic, multiple scattering (MS),
and multiphonon (MP) scattering, the vibrational spectra remain. These are used to
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Figure 3.6: Inelastic neutron scattering spectra for solid and liquid Ge and Pb.
Total 𝑆(𝑄, 𝜀) in the crystalline solid (top left) and liquid (bottom left) phases after
background subtraction, with selected 𝑆(𝑄n, 𝜀) (right) normalized to 𝑆(𝑄) for (a)
Ge and (b) Pb near their respective melting temperatures. The 𝑆(𝑄, 𝜀) intensity
bars for the solid and liquid phases of each element are the same and are on a log
scale. The dashed lines under the constant𝑄 cuts are quasielastic fits to the data that
include a convolution with the 𝑄 and 𝜀-dependent instrument resolution function.
Standard errors (grey bars) are generally smaller than the symbol size.
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Figure 3.7: Experimental DOS curves. Each DOS curve is from 𝑄-cuts of Pb, Sn,
Bi, and Ge in the crystalline solid (gray triangles) and liquid (black circles) phases.
Note the large softening in liquid Ge and the small stiffening in Pb. All DOSs are
normalized to one.

obtain the 𝑄-weighted densities of states (DOSs) in Fig. 3.7 for Pb, Sn, Bi, and Ge.
Crystalline solid DOSs obtained from the same𝑄 values are plotted for comparison.

The upper vibrational modes in liquid Pb extend to energies higher than those of solid
Pb, showing a stiffening from approximately 10 to 12 meV. This is unexpected since
most materials exhibit the opposite behavior with increasing temperature. Results
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Figure 3.8: Atomistic components of the entropy of fusion from inelastic neutron
scattering and molecular dynamics. (a) Vibrational (light gray), and extra (dark
gray) contributions to the entropies of fusion in Ge, Bi, Sn, and Pb determined from
𝑄-weighted densities of states. Error bars were estimated from the two scalings of
the neutron-weighted density of states (see details in Methods: Density of States
Analysis). (b) Vibrational (light gray), configurational (dark gray), and electronic
(black) contributions to the entropies of fusion in Ge, Si, Pb, and Li from computa-
tions. The horizontal dashed line is the total entropy of fusion, Δ𝑆fus = 1.1 𝑘B per
atom, according to Richard’s rule.

for Sn are more typical, showing a small softening of the vibrational spectrum upon
melting. Nevertheless, the average energies of both solid and liquid DOS curves for
Pb and Sn are similar. The elements Bi and Ge, which show large deviations from
Richard’s rule, exhibit significant differences between their vibrational DOSs for
crystalline and liquid phases. The highest vibrational peak in Bi softens from 11.4
to 8 meV. Ge shows an even greater decrease in energy between its solid and liquid
states (32.8 to 17.2 meV). Computed DOSs (Fig. 3.5) corroborate these results.

Figure 3.8(a) shows the vibrational contributions to the entropy of fusion of Ge,
Bi, Sn, and Pb from the inelastic neutron scattering measurements. The difference
between the total and vibrational entropies of fusion, denoted Δ𝑆extra, for each
element is also shown. Computational results for Ge, Si, Pb, and Li are presented
in Fig. 3.8(b). For Ge and Pb, there is excellent agreement between the vibrational
entropies from simulations and experiments (see Table 3.2). The dashed horizontal
line in Fig. 3.8 depicts the total entropy according to Richard’s rule.

Richard’s Rule and Anomalous Melting
Figure 3.1 shows numerous deviations from Richard’s rule, with values of Δ𝑆fus

that span an order of magnitude. A step beyond Richard’s rule has been to classify
melting as normal or anomalous based on whether materials follow or deviate from
Δ𝑆fus = 1.1 𝑘𝐵 per atom. However, Fig. 3.1(b) shows that this binary classification
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Table 3.2: Thermodynamic contributions to the entropy of fusion from experimental
| computational methods.

Element Δ𝑆fus Δ𝑆fus,vib Δ𝑆fus,config Δ𝑆fus,el
exp.|comp. (𝑘B per atom) (𝑘B per atom) (𝑘B per atom) (𝑘B per atom)
Ge 3.67|3.78 1.47|1.48 |||2.14 |||0.16
Si 3.58|3.51 |||1.09 |||2.24 |||0.19
Bi 2.50||| 0.57||| ||||| |||||
Sn 1.67||| 0.25||| ||||| |||||
Pb 0.95|1.03 -0.17|-0.08 |||1.03 |||0.07
Li 0.80|0.81 |||-0.21 |||1.02 |||0.00

lacks nuance.

Figure 3.9 shows a trend for all our results. The best fit line shows that Δ𝑆fus,vib is
zero for Δ𝑆fus ≈ 1.2 𝑘B per atom, which is close to the value used for Richard’s rule.
If Richard’s rule were representative of all elements, Δ𝑆fus − 1.2 ≈ 0 (all units in 𝑘B

per atom), so deviations can be represented as

Δ𝑆fus − 1.2 = 𝛿𝑆vib + 𝛿𝑆config , (3.20)

where 𝛿 denotes the “extra" entropy. The linear relationship of Fig. 3.9 is

Δ𝑆fus − 1.2 = 1.8 𝛿𝑆vib . (3.21)

Equating Eqns. 3.20 and 3.21, the extra configurational entropy is proportional to
the extra vibrational entropy

𝛿𝑆config = 0.8 𝛿𝑆vib . (3.22)

This proportionality of 𝛿𝑆config and 𝛿𝑆vib indicates that structural changes which
increase the number of accessible configurations also decrease the vibrational fre-
quencies. The balance between configurational and vibrational entropies may affect
the atomic structures of liquid alloys, surfaces, and interfaces [54].

3.4 Conclusion
The Bayesian learning thermodynamic integration workflow was used to comple-
ment INS experiment in the task of quantifying entropy of melting of elements. The
computational methods to model melting required large numbers of atoms and em-
ployed classical molecular dynamics with machine-learned interatomic potentials.
These potentials were trained with ab initio molecular dynamics calculations on
smaller systems. Computational results gave changes in vibrational entropies upon
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Figure 3.9: Vibrational entropies across the melt versus the total entropy of fusion.
Circles (crosses) are from experimental (computational) results. The intercept at
Δ𝑆fus,vib = 0 occurs at Δ𝑆fus ≈ 1.2 𝑘B per atom, near the value of Richard’s rule.

melting that were in excellent agreement with the INS results for Ge and Pb and
provide results inaccessible in the INS experiment for Li and Si. These simulations
also reproduced the total latent heat with good accuracy.

There is an emerging correlation between the latent heat of melting and the difference
in vibrational entropies of the solid and liquid phases. To a good approximation,
Richard’s rule corresponds to melting with zero change in vibrational entropy,
which occurs when Δ𝑆fus ≈ 1.2 𝑘B per atom. Deviations from Richard’s rule are
proportional to the change in vibrational entropy upon melting. However, these
deviations also include an extra Δ𝑆config equal to 80% of Δ𝑆vib.

3.5 Supplemental Materials
Derivation of Free Energy Relations
Reference for Solid

Let us expand the free energy (3.3) around 𝑇 = 0. To that end we split x into two
families of degrees of freedom: 𝑥𝑁 and x̃ = (𝑥1, . . . , 𝑥𝑁−1). Let 𝛽 := 𝑇−1. The
determinant of the Jacobian of this transformation is 1 and hence we can write

𝛽𝐹̂r𝑒 𝑓 (𝑇) − 𝑆(𝑇) = − log
∫

d𝑥𝑁
∫

exp(−𝛽𝐸̂ (x̃, 𝑥𝑁 ))dx̃.

Because of translational symmetry, we can fix 𝑥𝑁 = 0 in the inner (second) integral
and hence

𝛽𝐹̂r𝑒 𝑓 (𝑇) − 𝑆(𝑇) = − log 𝑉̂ − log
∫
𝑉̂𝑁−1

exp(−𝛽𝐸 (x̃, 0))dx̃.
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Now note that for small 𝑇 , only the energy near the ground state x0 is relevant.
Given a ground state x0, it is repeated (𝑁 − 1)! times in the integral because of
permutation invariance in 𝐸 (x̃, 0). Hence

𝛽𝐹̂r𝑒 𝑓 (𝑇) − 𝑆(𝑇) = − log 𝑉̂ − log(𝑁 − 1)! − log
∫
x̃∼x0

exp(−𝛽𝐸 (x̃, 0))dx̃,

where the integration is taken specifically around the ground state x0. 𝐸 (x̃, 0) has
a nondegenerate Hessian around the ground state around which we will expand

𝛽𝐹̂r𝑒 𝑓 (𝑇) − 𝑆(𝑇) = − log 𝑉̂ − log(𝑁 − 1)! + 𝛽𝐸̂0

− log
∫

exp(−⟨x|𝐻̃ |x⟩/(2𝑇))dx +𝑂 (𝑇),

where 𝐻̃ is the Hessian of 𝐸 (x̃, 0) at the ground state. Carrying out the integration
and calculating yields

𝛽(𝐹̂r𝑒 𝑓 (𝑇) − 𝐸̂0) − 𝑆(𝑇) = − log 𝑉̂ − log(𝑁 − 1)!

− log
(
(2𝜋𝑇)3𝑁−3/det 𝐻̃

)1/2 +𝑂 (𝑇)
= − log 𝑉̂ + log(𝑁) − log 𝑁!

− 1
2 (3𝑁 − 3) log(2𝜋𝑇) + 1

2 log det 𝐻̃ +𝑂 (𝑇)
= − log 𝑉̂ + log(𝑁) − 𝑁 log 𝑁 + 𝑁 − log(2𝜋𝑁) +𝑂 (𝑁−1)
− 1

2 (3𝑁 − 3) log(2𝜋𝑇) + 1
2 log det 𝐻̃ +𝑂 (𝑇)

=𝑁
(
− log 𝑁 + 1 − 3

2 log(2𝜋𝑇) + 1
2𝑁 log det 𝐻̃

)(
− log 𝑉̂ + 1

2 log(2𝜋) + 3
2 log(𝑇)

)
+𝑂 (𝑇 + 𝑁−1).

We can now make the reverse change of variables from x̃ back to x, with det 𝐻̃ =

det 𝐻̂, where 𝐻̂ is the (3𝑁−3) × (3𝑁−3) Hessian of 𝐸̂ computed at the ground state
and projected onto the subspace orthogonal to the center of mass 𝑥c =

1
𝑁

∑
𝑖 𝑥𝑖. And

finally, we will use the simplified version of this formula for the intensive quantities

𝛽(𝐹r𝑒 𝑓 (𝑇) − 𝐸0) − 𝑆(𝑇) = − log 𝑁 + 1 − 3
2 log(2𝜋𝑇) + 1

2𝑁 log det 𝐻̂ +𝑂 (𝑇 + 𝑁−1).

Hence for solid, we choose

𝐹r𝑒 𝑓 (𝑇) := 𝐸0 + 𝑇
(
− log(𝑁𝑉) + 1 − 3

2 log(2𝜋𝑇)
)
,

which is the same as (3.4), and then (3.5) follows. We note that we could leave
out 𝑉 from 𝐹r𝑒 𝑓 , but then it would enter the expression for 𝜕𝑆/𝜕𝑉 and hence create
asymmetry with the liquid.
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Derivative for Solid

An NVT-thermostatted molecular dynamics used in this work produces the averages

⟨ 𝑓 ⟩ :=

∫
𝑓 (x) exp(−𝛽𝐸̂ (x))dx∫

exp(−𝛽𝐸̂ (x))dx
.

Here the integral is over 𝑉̂𝑁 , and we omit the region of integration when it is clear
from the context.

Let us use this formula to find
𝜕 (𝛽𝐹r𝑒 𝑓 − 𝑆)

𝜕𝛽
= − 𝜕

𝜕𝛽
log

∫
exp(−𝛽𝐸 (x))dx

= −
( ∫

exp(−𝛽𝐸 (x))dx
)−1

∫
(−𝐸 (x)) exp(−𝛽𝐸 (x))dx.

Then we can determine the relation between the mean potential energy and the free
energy:

⟨𝐸⟩ =
𝜕 (𝛽𝐹r𝑒 𝑓 − 𝑆)

𝜕𝛽
= −𝑇2 𝜕 (𝛽𝐹r𝑒 𝑓 − 𝑆)

𝜕𝑇
.

Hence

−𝜕𝑆
𝜕𝛽

= −
𝜕 (𝛽𝐹r𝑒 𝑓 )
𝜕𝛽

+ ⟨𝐸⟩

= − 𝜕

𝜕𝛽

(
𝛽𝐸0 − log 𝑁 + 1 − 3

2 log(2𝜋𝑇)
)
+ ⟨𝐸⟩

= − 𝜕

𝜕𝛽

( 3
2 log(𝛽)

)
+ ⟨𝐸 − 𝐸0⟩ = ⟨𝐸 − 𝐸0⟩ − 3

2𝑇,

or
𝜕𝑆(𝑇,𝑉)
𝜕𝑇

= 𝑇−2⟨𝐸 − 𝐸0⟩ − 3
2𝑇

−1. (3.23)

Let us find a similar expression for the partial derivative with respect to volume 𝑉 .

𝜕 (𝛽𝐹r𝑒 𝑓 − 𝑆)
𝜕𝑉

= − 𝜕

𝜕𝑉
log

∫
exp(−𝛽𝐸 (x))dx

= −
( ∫

exp(−𝛽𝐸 (x))dx
)−1

∫
𝛽

(
−𝜕𝐸 (x)

𝜕𝑉

)
exp(−𝛽𝐸 (x))dx − 1/𝑉.

Assuming that − 𝜕𝐸 (x)
𝜕𝑉

= 𝑃(x), the formula can be rewritten as

𝜕 (𝛽𝐹r𝑒 𝑓 − 𝑆)
𝜕𝑉

= −
( ∫

exp(−𝛽𝐸 (x))dx
)−1

∫
𝛽𝑃(x) exp(−𝛽𝐸 (x))dx − 1/𝑉.
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From this, we can derive the relation between the mean full pressure (sum of the
ideal and virial parts) and free energy

⟨𝑃⟩ = −1
𝛽

𝜕 (𝛽𝐹r𝑒 𝑓 − 𝑆)
𝜕𝑉

− 1
𝛽𝑉
.

Hence

− 𝜕𝑆
𝜕𝑉

= −
𝜕 (𝛽𝐹r𝑒 𝑓 )
𝜕𝑉

− 𝛽⟨𝑃⟩

= − 𝜕

𝜕𝑉

(
𝛽𝐸0 − log(𝑁 (𝑉)) + 1 − 3

2 log(2𝜋𝑇)
)
− 𝛽⟨𝑃⟩ − 1

𝑉

= 𝛽(𝑃0 − ⟨𝑃⟩),

or

𝜕𝑆

𝜕𝑉
=
𝜕𝑆(𝑇,𝑉)
𝜕𝑉

= 𝑇−1⟨𝑃 − 𝑃0⟩. (3.24)

Calculation of the Hessian term
The term 𝑁−1 log det 𝐻̂ can be calculated by integrating over the crystal Brillouin
zone. Hessian is a matrix of second derivatives with respect to displacement.

First, let us define Hessian for the interaction of two atoms. For this system, the
Hessian is just a 3 × 3 matrix calculated as

𝐻𝑖 𝑗 = − 𝜕2𝐸

𝜕𝑟𝑖𝜕𝑟 𝑗
, 𝑖, 𝑗 ∈ {1, 2, 3}.

Here 𝑟𝑖, 𝑟 𝑗 are the components of the vector r, and 𝐸 is the potential energy of the
system. The Hessian matrix for a larger system is constructed by adding such 3 × 3
blocks of two-atom interactions. For simplicity, we will only consider the fcc lattice
case, which can be easily extended to an arbitrary lattice.

We start by denoting fcc the infinite fcc lattice with the point (0, 0, 0) excluded. For
a given vector in the k-space k, cutoff 𝑟𝑐𝑢𝑡 and the per-atom volume𝑉 , we define the
Fourier transform of the Hessian matrix as

𝐻̃𝑖 𝑗 =
∑︁
r∈fcc
|r |<𝑟c𝑢𝑡

𝐻𝑖 𝑗 (r)
(
1 − cos(2𝜋k · r)

)
.

We also define the auxiliary function

𝑅̃𝑖 𝑗 =
∑︁
r∈fcc
|r |<1

(1 − cos(2𝜋k · r)),
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which will help us to integrate the singularity at k = (0, 0, 0).

The vectors k lie in the Brillouin zone of fcc lattice. The Brillouin zone Br of fcc
lattice is the set of points k defined as:

Br{k : |k|2 ≤ |k − x|2,x ∈ bcc}.

Finally we express the value of log det 𝐻̂ as follows:

log det 𝐻̂ = 2
©­­«

∫
0<𝑘1,𝑘2,𝑘3<1,k∈Br

log det(𝐻̃/𝑅̃)
ª®®¬ + 6

©­­«
∫

0<𝑘1,𝑘2,𝑘3<1,k∈Br

log 𝑅̃
ª®®¬

(note that 𝐻̃ is a 3x3 matrix, hence the factor of 6 in the second term).

The material-independent part,
∫

0<𝑘1,𝑘2,𝑘3<1,k∈Br log 𝑅̃ is integrated beforehand with
the accuracy of 10−15.

The error of this calculation, for the purpose of feeding it to the Gaussian process
regression framework, is as the mean square of accuracy and difference of log det 𝐻̂
values for the nearest cutoffs.

Variance of a nonlinear functional

The melting point, defined as a system of equations (3.12), is a nonlinear functional
of Gaussian processes. In this case, we reduce the problem to a linear functional,
obtained by expanding the original functional in the Taylor series around the mean
of the Gaussian process. We denote the original nonlinear functional as F = F (𝑆).
Then, the functional is linearized near the solution and the quantity of interest is
now approximated with a linear functional, F (𝑆) ≈ F (𝑆) + ⟨𝑆 − 𝑆, 𝐽⟩, where 𝑆 is
the mean predicted entropy, and 𝐽 is the gradient (Jacobian) of F evaluated at 𝑆.
We can then evaluate variance, similarly to (3.14)

V[F ] ≈ V[𝐽] = 𝐾 (𝐽, 𝐽) − 𝐾 (𝐽,X)𝑇𝐾 (X ,X)−1𝐾 (𝐽,X). (3.25)
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C h a p t e r 4

DIFFUSE INTENSITY FROM PHONON NOISE IN INELASTIC
NEUTRON SCATTERING IN CUPRITE

Adapted from "Diffuse Intensity from Phonon Noise in Inelastic Neutron Scattering"
[1].

4.1 Introduction
There are historical and conceptual parallels between INS and elastic scattering
measurements of structures of materials by coherent diffraction. The centers and
intensities of sharp diffraction peaks have long been used to solve the structures of
crystals. Crystals with smaller coherence lengths 𝑟 show a broadening of diffraction
peaks in wavevector,𝑄, similar to the broadening of phonon peaks in energy, 𝐸 , from
short lifetimes in 𝑡. Today, methods that Fourier transform the diffraction data over
a wide range of wavevectors ®𝑄 give real-space pair distribution functions (PDFs) of
atom positions in ®𝑟. These PDFs show short-range atomic structures not available
from sharp peaks from Bragg diffraction [2]. In particular, between and beneath the
Bragg peaks is a diffuse elastic scattering that originates from localized disorder in
atom positions, as from static displacement disorder or thermal vibrations. Diffuse
elastic scattering originates with randomness in the phase of waves scattered from
displaced atoms. This differs conceptually from the broadening of Bragg peaks
from small crystal sizes, and the two processes are independent — diffuse scattering
occurs in large crystals at high temperatures, which also show a Debye-Waller
attenuation of their sharp Bragg diffractions [2–5].

The concept of diffuse elastic scattering from displacements in 𝑟 has an analog in
diffuse inelastic scattering in 𝐸 from randomness in atom movements in 𝑡, and this
is the subject of the present chapter. For an oscillation in a pure harmonic potential,
the phase increases linearly with time as 𝜔𝑡, where 𝜔 is angular frequency. The
harmonic oscillator follows the circle in phase space with equal phase angles in equal
times shown in Fig. 4.1a (with axes scaled suitably in momentum 𝑝 and position 𝑞).
The phase advances nonlinearly with time if non-harmonic forces occur in a part of
the vibrational cycle. The extreme case of an oscillation in a hard-wall potential is
shown in Fig. 4.1a. With hard walls set at a distance of 𝜋/2 from the maximum
displacement of a harmonic oscillator having the same 𝑝max, the oscillation period is
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Figure 4.1: Examples of nonlinearities in phase space of an oscillator.(a) Trajectory
in 𝑝-𝑞 (momentum-position) phase space of harmonic oscillator and hard-wall
oscillator (rectangle with instant reversal at walls). Both have the same velocity at
𝑞 = 0 and have the same period. (b) Example of phase space for an oscillation with
a potential that is harmonic at small 𝑞 but with moveable hard walls at larger 𝑞.

the same as the harmonic oscillator. When the oscillator hits the hard wall, there is a
sudden advance of phase of 1.13 radians as its momentum is reversed abruptly. This
is depicted as an instantaneous process with the vertical dashed lines. A similarly
abrupt advance in phase occurs for the oscillator shown in Fig. 4.1b with a potential
that is harmonic at low displacements but has hard walls at higher displacements.
These hard walls would have variations in their positions if they originated from
neighboring atoms that are themselves moving.

If the potential becomes stiffer as the displacement goes out of the range of harmonic
behavior, the phase advances more rapidly with time. This could occur if a vibrating
atom interacts with neighboring atoms that behave as stiff spheres. If these inter-
actions were to occur consistently at the same phase in the oscillation cycle, there
would be little to distinguish the dynamics measured by inelastic scattering other
than a change in frequency. However, randomness in the timings or magnitudes of
these phase shifts will give a random component to the phase of inelastic scatter-
ing. This analog to phase errors from displacement disorder in atom positions will
generate diffuse inelastic scattering (DII) with a broad spread in energy.

Here, my colleagues and I report observations of DII in INS measurements of phonon
spectra of cuprite, Cu2O. In a recent study on phonons and anomalous thermal
expansion of cuprite, [6], experimental data showed a substantial broadening of
the energies of optical modes at 300 K, along with the appearance of some diffuse
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intensity in the inelastic spectrum. At the temperatures of 700 K and 900 K reported
here, the optical modes are barely visible as distinct peaks, and DII replaces their
spectral intensity at high energies. The simple interpretation of DII is a vibrational
mode coupled to a stochastic noise source, modeled with the Schrödinger–Langevin
equation. The model includes a damping of the oscillating atom with a coupling
to a source of noise. A more realistic analysis with a distribution of phase shifts
from interatomic interactions provides a better correspondence with experiment.
Molecular dynamics (MD) simulations on cuprite under comparable conditions
reproduce some of the DII. The MD simulations provide the DII more reliably when
the interatomic potentials are augmented with a more repulsive core. The spectral
width of the DII can be used to obtain the time duration of anharmonic interactions
between Cu and O-atoms, which is approximately 10 fs, considerably shorter than
the coherence time for damping of the phonon modes.

4.2 Experimental Measurements and Ab Initio Simulation
INS measurements
The INS measurements were performed with the time-of-flight wide angular-range
chopper spectrometer, ARCS [7], at the Spallation Neutron Source [8]. Phonon
dispersions at 10 K and 300 K from the same single crystal were presented previously
in Ref. [6]. The data from 700 K and 900 K are presented here for the first time.

Raw data were acquired as time-stamped detections of individual neutrons into
pixels of the large-area (𝜋 sr) detector array. We used the software Mantid to reduce
the single crystal data to the four-dimensional S( ®𝑄,𝜀) [9]. An additional analysis
assessed the data statistics, alignment, nonlinearities, and possible abnormalities in
the different Brillouin zones. We found no problems, so we folded data throughout
®𝑄 into an irreducible wedge in the first Brillouin zone using symmetry operators.
Before folding each zone, we subtracted the multiphonon scattering calculated in
the incoherent approximation.

After folding, we thermally weighted the spectral intensities for better visualization
of the high energy modes using the factor:

𝜀

[
1 − exp

(
−𝜀
𝑘𝐵𝑇

)]
× S( ®𝑄, 𝜀) = Sweighted( ®𝑄, 𝜀) (4.1)

where 𝜀 = ℏ𝜔. More explanation of this data processing appears in the Supplemental
of our prior publication on cuprite [6].
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Ab inito and molecular dynamics simulations
Anharmonic vibrational dynamics were first calculated with the method used in our
previous work at lower temperatures [6]. Here, a stochastic temperature-dependent
effective potential (sTDEP) [10–15] was used to fit an ensemble average of the
Hellman-Feynman forces in an ab initio simulation of supercells with thermally-
displaced atoms. The model potential accounts explicitly for cubic anharmonicity
and includes the effects of quartic anharmonicity through renormalizing the har-
monic potential. TheSupplemental and Ref. [13] explain how the real and imagi-
nary parts of the cubic self-energy correction modify the phonon spectra, following
many-body perturbation theory [16, 17]. Results in the Supplemental show that
sTDEP account for some, but not all, of the DII in the experimental data of Fig. 5.1.

The DII is most prominent at high temperatures, so classical molecular dynamics
(MD) was used for a second, independent, computational effort. We obtained the
spectral intensity through the Fourier transform of a velocity-velocity autocorrelation
function, projected onto ®𝑄. These MD calculations required long lengths and
extended times for good resolution of phonon features in ®𝑄 and 𝜔 [18]. These
simulations were performed with a machine learning interatomic potential (MLIP),
trained with input from density functional theory (DFT) calculations performed on
supercells with VASP [19–22]. The DFT calculations used plane-wave basis sets,
the projector augmented wave (PAW) method, exchange-correlation functionals in
the generalized gradient approximation (GGA) [23, 24], and supercells generated
with thermally-displaced atoms. These training supercells were 3×3×3, containing
162 atoms. The 𝑘-grid was 2 × 2 × 2, and the kinetic energy cutoff was 520 eV.
There were 523 supercells in the training set.

Machine-learned moment-tensor potentials [25] were used to model the interatomic
interaction in classical MD simulations with the LAMMPS code [26]. The supercell
size was 30×30×30 with 162,000 atoms. The projected velocity-velocity autocorre-
lation functions came from 20 statistically independent cuts of 80 ps MD trajectories
to ensure convergence in the time domain. The results from MD calculations were
post-processed in the package VVCORE [27]. The Supplemental provides addi-
tional details on MLIP construction, calculations with the temperature-dependent
effective potential, other interatomic potentials, and computational data analyses.
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Figure 4.2: Experimental and computational vibrational spectra projected onto
high-symmetry directions. Columns from left to right: INS data, MD MLIP with
Cu-O bound splined to ZBL potential at low separations; and MD MLIP without
ZBL potential. Rows from top to bottom: 900 K, 700 K, 300 K, 10 K. Each panel is
normalized with respect to its total inelastic intensity (data are on log scale at right).
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4.3 Results and Discussion
INS measurements and simulations
The first column of Fig. 4.2 shows experimental phonon dispersions along some
high-symmetry crystallographic directions after folding to include the usable Bril-
louin zones in the data sets. The lower-energy acoustic dispersions are qualitatively
similar at all temperatures. At higher temperatures, the dispersions show obvious
changes at energies above 20 meV. Even at 300 K, there is broadening of the highest
optical branches, but at 900 K, only a diffuse, featureless band of inelastic intensity
is seen at energies above 20 meV. This DII is not a deficiency of data processing;
the acoustic dispersions were analyzed simultaneously and retained much of their
structure at high temperatures. (The exposure to high temperature did not alter the
sample, either. The 10 K data were acquired last.) The DII shows little variation of
intensity with ®𝑄, consistent with inelastic scattering from a system with poor phase
coherence.

The right column of Fig. 4.2 shows results from MD simulations with micro-
canonical ensembles after thermal equilibration. The middle column of Fig. 4.2
shows results from MD simulations with MTP potential splined to Ziegler-Biersack-
Littmark (ZBL [28]) potential for short distances between copper and oxygen atoms.
The ZBL part of the potential serves as a stiff wall at close approaches of Cu- and
O-atoms, causing phase errors in their vibrations. The major parameters of the
ZBL potential in this case are the inner and outer cutoff of the switching function.
For Cu-O pairs, the inner cutoff corresponds to the characteristic distance at which
potential starts to play a role in the interaction. It was chosen to be the maximum
displacement at 900 K and is equal to 1.55 A. The outer cutoff is selected to be
equal to 3 % bond compression or 1.82 A to ensure negligible contribution from
ZBL at 10 K and moderate contribution at 300 K from measures of anharmonicity
(Supplemental Material). The contribution of ZBL potential beyond the outer cut-
off was set to zero. Overall, these MD simulations account for the experimental
spectra temperature dependence with more success than the sTDEP results in the
Supplemental that use lower-order anharmonicity. The discrepancies between simu-
lation and experimental results are attributed to the simplified nature of the potential
describing small interatomic separations.
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4.4 Theory
Schrödinger-Langevin equation
Both classical and quantum Langevin equations are phenomenological equations
that include randomness in forces or energies. For the classical Langevin equation,
the damping and fluctuations depend on velocity, ®𝑣(𝑡), with time derivatives being
accelerations that relate to forces. The Schrödinger equation, based on energy, is
adapted as

𝜕𝜓

𝜕𝑡
= −i(H/ℏ)𝜓 −𝑈𝜓 + 𝑙 (𝑡)𝑉𝜓 , (4.2)

where H is the Hamiltonian without fluctuations or damping and 𝑈 is a constant
that gives the rate of damping of 𝜓. The 𝑙 (𝑡) gives random fluctuations (normalized
as below), and𝑉 is a constant giving the strength of coupling between wavefunction
and fluctuations. After a time Δ𝑡, the wavefunction 𝜓(𝑡 + Δ𝑡) evolves to

𝜓(𝑡 + Δ𝑡) = 𝜓(𝑡) + 𝜕𝜓
𝜕𝑡

���
𝑡
Δ𝑡 , (4.3)

𝜓(𝑡 + Δ𝑡) = 𝜓(𝑡)
[
1 − i(H/ℏ)Δ𝑡 −𝑈Δ𝑡 +𝑉

∫ 𝑡+Δ𝑡

𝑡

𝑙 (𝑡′) d𝑡′
]
, (4.4)

𝜓∗(𝑡 + Δ𝑡) = 𝜓∗(𝑡)
[
1 + i(H ∗/ℏ)Δ𝑡 −𝑈Δ𝑡 +𝑉†

∫ 𝑡+Δ𝑡

𝑡

𝑙∗(𝑡′′) d𝑡′′
]
, (4.5)

giving the probability density

𝜓∗(𝑡+Δ𝑡)𝜓(𝑡+Δ𝑡) = 𝜓∗(𝑡)𝜓(𝑡)−2𝜓∗(𝑡)𝑈𝜓(𝑡)Δ𝑡+𝜓∗(𝑡)𝑉†𝑉𝜓(𝑡)
∫ 𝑡+Δ𝑡

𝑡′′=𝑡

∫ 𝑡+Δ𝑡

𝑡′=𝑡
𝑙∗(𝑡′) 𝑙 (𝑡′′) d𝑡′ d𝑡′′ ,

(4.6)
where the imaginary terms have canceled their complex conjugates. The time shifts
of d𝑡′ and d𝑡′′ are independent. Without an absolute reference, the time correlations
depend on the difference of the two times, 𝜏 = 𝑡′′ − 𝑡′

𝜓∗(𝑡+Δ𝑡)𝜓(𝑡+Δ𝑡) = 𝜓∗(𝑡)𝜓(𝑡)−2𝜓∗(𝑡)𝑈𝜓(𝑡)Δ𝑡+𝜓∗(𝑡)𝑉†𝑉𝜓(𝑡)
∫ Δ𝑡

0
⟨𝑙∗(0) 𝑙 (𝜏)⟩th d𝜏 ,

(4.7)
where ⟨ ⟩th denotes the thermodynamic average of the integrations in Eq. 4.6.

When 𝑈 and 𝑉 are zero, the Schrödinger equation is recovered in Eq. 4.2, and
normalization gives ⟨𝜓 |𝜓⟩th = 1. Equation 4.7 shows that the parameter𝑈 causes a
loss of wavefunction amplitude and probability density, but by setting

2𝑈 = 𝑉†𝑉 , (4.8)

if the time correlation ⟨𝑙∗(0) 𝑙 (𝜏)⟩th is normalized in Δ𝑡, there is a cancellation of
the last two terms of Eq. 4.7 and

⟨𝜓(𝑡 + Δ𝑡) |𝜓(𝑡 + Δ𝑡)⟩th = 1 . (4.9)
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Probability is therefore conserved if fluctuations are the source of the dissipation, as
set by Eq. 4.8. This is a result of the fluctuation-dissipation theorem for quantum
mechanics. The assumptions that 𝑉 is a constant and that the time structure of 𝑙 (𝑡)
is included accurately in Eq. 4.7 allows us to neglect the higher powers of Δ𝑡 in the
time evolution of 𝜓(𝑡).

The Schrödinger-Langevin equation is [29]

𝜕𝜓

𝜕𝑡
= −i(H/ℏ)𝜓 − 1

2
𝑉†𝑉𝜓 + 𝑙 (𝑡)𝑉𝜓 . (4.10)

The fluctuation function 𝑙 (𝑡) has a zero mean, so for large 𝜏

1
𝜏

∫ 𝜏

0
𝑙 (𝑡) d𝑡 = 0 . (4.11)

The autocorrelation function of 𝑙 (𝑡) is 𝑃𝑙 (𝑡)

𝑃𝑙 (𝑡) =
1
𝜏

∫ 𝜏

0
𝑙∗(𝑡 + 𝑡′) 𝑙 (𝑡′) d𝑡′ , (4.12)

𝑃𝑙 (𝑡) = ⟨𝑙∗(𝑡) 𝑙 (0)⟩th , (4.13)

where the average over time 𝜏 is recognized as the thermodynamic average of 𝑙 (𝑡)
shifted with respect to itself.

Inelastic Scattering and Diffuse Inelastic Intensity
In the incoherent approximation, the inelastic intensity is [30–32]

𝐼 (𝜔) = K
∫ ∞

−∞
exp(i𝜔𝑡)⟨𝜓∗(𝑡)𝜓(0)⟩th d𝑡 . (4.14)

For cubic crystals K is

K =
𝑘 𝑓

𝑘𝑖

𝑁

𝑀
exp(−2𝑊)𝑄

2

3
𝜎

2𝜋ℏ
, (4.15)

where N is the number of atoms, M is the atomic mass, 𝜎 is the neutron scattering
cross section, and ®𝑄 is the momentum transfer. The ratio of final to initial wavevec-
tors, 𝑘 𝑓 /𝑘𝑖, accounts for the change in flux from the change in the neutron velocity
after scattering. The 𝜓(𝑡) describes the dynamics of the center-of-mass of a nucleus
that scatters the neutron.

The inelastic spectrum of Eq. 4.14 requires a product of

𝜓(0) = 𝜓0(0) + 𝑙 (0)𝑉𝜓0(0) , (4.16)

𝜓∗(𝑡) = 𝜓∗
0(0)

[
exp

(
−i𝜔0𝑡 −

1
2
𝑉2𝑡

)
+𝑉†

∫ 𝑡

0
𝑙∗(𝑡′) d𝑡′

]
, (4.17)
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where 𝜓0 is the amplitude of the wavefunction when 𝑉 = 0 and the energy of the
oscillator is ℏ𝜔0. Following the approach of Eqs. 4.6 to 4.13, the thermodynamic
average is

⟨𝜓∗(𝑡)𝜓(0)⟩th = |𝜓0 |2

×
[
exp (−i𝜔0𝑡) exp(−1

2
𝑉2𝑡) +𝑉2𝑃𝑙 (𝑡)

]
. (4.18)

There are no cross terms in Eq. 4.18 owing to Eq. 4.11 and ⟨𝜓∗
0(0) |𝜓0(0)⟩ = 1.

After the Fourier transforms of Eq. 4.18, Eq. 4.14 for the inelastic intensity has two
terms

𝐼 (𝜔)/K ∝ 𝑉2

(𝜔 − 𝜔0)2 +𝑉4 +𝑉2 P̃𝑙 (𝜔) . (4.19)

The first term is the familiar spectrum of a damped harmonic oscillator, a Lorentzian
function about 𝜔0 of breadth 𝑉2, with integrated area of 𝜋 for all 𝑉2.

The second term in Eq. 4.19 is from the fluctuations. It is new for inelastic
scattering. An instantaneous time correlation 𝑃𝑙 (𝑡) = 𝛿(𝑡) is a simple example. Its
Fourier transform, P̃𝑙 (𝜔) = 1/

√
2𝜋, is a flat, diffuse, white-noise background in the

inelastic intensity. Although this term is new in the context of inelastic scattering,
for elastic scattering a diffuse intensity is well known for disordered materials [3].

The assumption 𝑃𝑙 (𝑡) = 𝛿(𝑡) is convenient, but brings unphysical consequences. Its
spectrum extends to infinite 𝜔, which is a consequence of an instantaneous shift in
phase. This discontinuity in 𝑡 gives an infinite 𝜕𝜓/𝜕𝑡 (or an infinite energy in Eq.
4.2), and the area of P̃𝑙 (𝜔) is divergent. Physically, 𝑃𝑙 (𝑡) = 𝛿(𝑡) must be moderated
with a breadth in time. We expect 𝑃𝑙 (𝑡) to peak at 𝑡 = 0 with some spread in
time, 𝜏1, as in the generalized Langevin equation [33]. Its Fourier transform, P̃𝑙 (𝜔),
suppresses the DII at large𝜔. A large 𝜏1 gives more suppression of high frequencies
in the inelastic spectrum.

DII in cuprite
The two-fold coordination of Cu-atoms in cuprite (Fig. 4.3a) is unusually low.
Figure 4.3b (derived from Fig. 3 in Ref. [6]) shows the partial phonon DOS of
Cu-atoms and of O-atoms in cuprite at 300 K. It suggests a natural approximation
for the partial DOS of Cu-atoms as a mode with frequency 3 THz (12 meV), and the
partial DOS of O-atoms as a mode of 17 THz (70 meV). With these very different
frequencies, the dynamics of Cu- and O-atoms can be treated as independent, local
Einstein oscillator modes.
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Figure 4.3: Atom arrangement and phonon density of states in cuprite. (a) Tetra-
hedral arrangement of Cu-atoms about O-atom in cuprite. (b) Phonon partial DOS
from sTDEP calculations using second-order terms at 300 K. Solid curves are Cu-
atoms, dashed are O-atoms.
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Figure 4.4: Characteristic timescale of DII in cuprite from Fourier transform of
vibrational spectra. (a) Average inelastic intensity from left column of Fig. 2, and
(b) its Fourier transform. (c) Fourier transform from 0 to 100 fs. (𝐹 [𝐼 (𝜔)] ≡ 𝑃(𝑡))
Temperatures from top to bottom are 900 K, 700 K, 300 K, and 10 K.

With small vibrational displacements at low temperatures, the interatomic forces
are aproximately harmonic, having a linear increase in phase with time (Fig. 4.1a).
Crisp phonon dispersions are seen at 10 K in Fig. 5.1. When the atoms vibrate with
larger amplitudes, the interatomic forces depart from harmonic behavior as the O-
and Cu-atom neighbors approach each other more closely.



55

Intensities and energies

The scattering intensity from the Schrödinger-Langevin equation, Eq. 4.19, has two
terms that depend on 𝑉 , which parameterizes both the damping and the coupling
to the noise function, 𝑙 (𝑡). The Lorentzian function for the damped harmonic
oscillator is normalized, but the DII is not normalizable without further information
on how high frequencies in the spectrum are suppressed by the finite time of the
Cu-O interactions. We can, however, compare the maximum intensities of the two
features, since the maximum height of the Lorentzian goes as𝑉−2 and the broad DII
goes as 𝑉2/

√
2𝜋 (for a 𝛿-function time correlation of 𝑙 (𝑡)). Assuming the peaks at

12 and 70 meV in Fig 4.4a are Lorentzian functions, and taking the DII at 45 meV,
we obtain relative values of 𝑉2 of approximately 0.63 at 10 K, 1.6 at 300 K, 2.7
at 700 K, 3.6 at 900 K. These relative values show that 𝑉2 increases approximately
linearly with temperature, 𝑇 .

A calibration for the physical values of 𝑉2 is possible using the breadths of the
phonon peaks. Assuming they are Lorentzian functions, their energy broadening
from 10 K to 300 K gives a 𝑉2 at 300 K, allowing the scaling of the relative values
of 𝑉2 for O-atoms for higher temperatures of 𝑉2 ≃ 1.6 × 1011 + 9.5 × 108 𝑇 in
units of s−1 (and 𝑇 in K). This trend is approximately 60% smaller for the modes
associated with Cu-atoms, but this lower-energy region of the phonon spectrum has
contributions from multiple phonon branches and is less reliable.

Intensities and times

Figure 4.4b shows Fourier transforms of the experimental scattering intensities.
The shortest periodicities, which are visible at low temperatures, are at 17 THz.
Their time structure at 10 K shows a modulation at 3 THz. These frequencies of 3
and 17 THz correspond to oscillation frequencies of Cu and O-atoms shown in the
partial DOS curves of Fig. 4.3b. The oscillations at 17 THz are strongly damped
at higher temperatures, consistent with the broadened peaks in Fig. 4.4a centered
around 25 and 70 meV. These broadenings in Fig. 4.4a can be used to extract
coherence times, 𝜏𝑐 in the usual way for damped harmonic oscillators of Lorentzian
lineshape, and assuming no lifetime broadening at 10 K. The peak around 70 meV,
in the range of O-atom vibrations, has a 𝜏c of approximately 1,000 fs at 300 K,
600 fs at 700 K, 400 fs at 900 K. The diffuse band around 25 meV is more difficult
to analyze because it is in the range of multiple lower-energy phonon branches,
and is not entirely consistent with Cu atom dynamics, which are centered around
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12 meV and not 25 meV. Nevertheless, the broad spectral feature around 25 meV has
approximate 𝜏c of 2,700 fs at 300 K, 1,700 fs at 700 K, 1,000 fs at 900 K. (The peak
broadenings at 10 K are dominated by the energy spread of the phonon bands and
the resolution of the instrument.)

Figure 4.4c shows the shortest time correlations at the four temperatures. The peak
at 𝑡=0 has a narrow breadth, but it is wider than the 𝛿-function obtained for a flat
background over the same range of energy. This breadth does not change signif-
icantly with temperature, but dominates the area of the time correlation function
𝑃(𝑡) at high temperature. It is consistent with the experimental DII of Fig. 5.1
which has an intensity that grows with temperature (the intensity of the DII clearly
dominates the area of the 𝐼 (𝜔) in the top curve of Fig. 4.4a), but has a shape that
remains approximately the same with temperature. The limited range of energy
of the phonon spectrum and the overlap of the DII with phonon peaks impair the
quantitative information at the shortest time scales. From Fig. 4.4c I obtain an
anharmonic interaction time of Cu and O-atoms of approximately 10 fs or less. This
seems consistent with the characteristic time of a collision between stiff spheres.
For comparison, the half-period of the O-atom vibrations is approximately 30 fs,
and for Cu-atoms it is 160 fs. By modeling the spectra as broadened Lorentzian
function on a background of DII, the fraction of DII in the spectra is 40% at 300 K,
70% at 700 K, 80% at 900 K.

In summary, the DII originates from the shortest time correlations, consistent with
anharmonic interaction times of approximately 10 fs or less during close approaches
of the O- and Cu-atoms as the phase advances more rapidly than for a harmonic
oscillation. Although the 17 THz oscillations of the O-atom extend to long times
at 10 K in Fig. 4.4b, they are damped at 300 K and higher temperatures, consistent
with the broadening of peaks at 70 meV. These broadened peaks become a smaller
fraction of the total intensity as the DII builds up across the energy range of the
measured phonon spectra.

Model of semi-periodic phase shifts
Some periodicity in the anharmonic interactions is expected as O-atoms vibrate
against Cu neighbors with a frequency 𝜔O/(2𝜋) = 17 THz. The second model
assumes the anharmonic interactions occur twice per period of the O-atom vibration,
when the O-atom is at its largest displacements and closest to its neighbors. The
interactions occur at multiples of half-periods, 𝜏 = 𝜋/𝜔O, but there is a distribution
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in their strengths, and even their sign because for approximately half the interactions
the neighboring O and Cu atoms may be displaced in the same direction. We
assume the distribution of times for interactions are Gaussian functions centered at
𝑛𝜏, and each Gaussian has a greater width with larger 𝑛 as the memory of the initial
interaction is lost.

The model in this section retains the approximation that the phase shifts are abrupt.
Because each peak in 𝜓(𝑡) will have an overlap with a peak in 𝜓(𝑡 − 𝑡′) within the
Gaussian spread in time, the net overlaps for 𝑃(𝑡) will remain constant and 𝑃(𝑡)
is normalized. In this model, the changes in phase average to zero, but the mean-
squared error in phase grows with time. For the first interaction, the stochastic
change of 𝜓O(𝑡) for O-atoms is assumed to have a standard deviation 𝛾 for its
Gaussian probability distribution, so for the first interaction near the time 1 𝜏

𝑃1(𝑡) =
1

√
𝜋 𝛾

exp[−(𝑡 − 𝜏)2/𝛾2] . (4.20)

The second change in phase adds to the phase uncertainty of the O-atom. With
respect to the phase at the initial time, the time distribution is the convolution of Eq.
4.20 with itself, giving a Gaussian with standard deviation

√
2𝛾. The convolution

with Eq. 4.20 is performed at each time interval 𝑛𝜏

𝑃𝑛 (𝑡) =
1

√
𝜋 𝛾

exp[−(𝑡 − 𝜏)2/𝛾2] ∗ 𝑃𝑛−1(𝑡) , (4.21)

giving a total time correlation function for the phase errors of

𝑃g𝑑 (𝑡) =
∞∑︁

𝑛=−∞

1√︁
|𝑛| 𝜋 𝛾

exp[−(𝑡 − 𝑛𝜏)2/(|𝑛| 𝛾2)] . (4.22)

This 𝑃g𝑑 (𝑡) is a sum of Gaussians spaced by intervals of 𝜏, with widths increasing
as

√︁
|𝑛|. The case 𝑛 = 0 can be taken as the limit 𝑛→ 0, giving a 𝛿-function of unit

area. (Terms with negative 𝑛 give the time distributions of interactions that give the
reference phase at 𝑡 = 0.)

The intensity from Eq. 4.14 is calculated with the time correlation function of Eq.
4.22. Its Fourier transform is

𝑃g𝑑 (𝜔) =

∞∫
−∞

exp(−i𝜔𝑡) (4.23)

×
∞∑︁

𝑛=−∞

1√︁
|𝑛| 𝜋 𝛾

exp[−(𝑡 − 𝑛𝜏)2/(|𝑛| 𝛾2)] d𝑡 .
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Substituting 𝑡′ = 𝑡 − 𝑛𝜏 and taking Fourier transforms of the series of Gaussian
functions:

𝑃g𝑑 (𝜔) =
∞∑︁

𝑛=−∞
exp(−𝜔2 |𝑛|𝛾2/4) exp(−i𝑛𝜔𝜏) . (4.24)

Evaluating Eq. (4.24) as two geometric series for positive and negative 𝑛

𝑃g𝑑 (𝜔) = 1
1 − exp

[
− 𝜔2𝛾2/4 + i𝜔𝜏

] + c.𝑐. − 1 . (4.25)

Reduction to a form with all terms being real is convenient, giving the intensity

𝐼 (𝜔)
𝑉2K

=
1 − exp[−𝜔2𝛾2/2]

1 + exp(−𝜔2𝛾2/2 − 2) exp[−𝜔2𝛾2/4] cos(𝜔𝜏)
. (4.26)

The ratio 𝛾/𝜏 is the fractional amount of phase shift per half cycle.

Physical features of DII
A time-time correlation function 𝑃g𝑑 (𝑡) is shown in Fig. 4.5a for 𝛾 = 𝜏/3. The
corresponding 𝐼 (𝜔) of Eq. (4.26) is shown in Fig. 4.5b for this 𝛾/𝜏 = 1/3 and
two other values, with a sharper peak at 𝜔0 = 2𝜋/𝜏 for smaller 𝛾/𝜏. For small and
moderate values of 𝛾/𝜏, at small 𝜔 the 𝐼 (𝜔) of Eq. 4.26 rises with 𝜔, and has a
plateau at approximately 2𝜔0. The roll-off at low frequencies seems consistent with
the experimental intensity, as shown in Fig. 4.5c. Notably, there is little intensity
variation with 𝑄, which is presented vertically in Fig. 4.5c.

An assumption of the model from Sect. 4.4 is that the phase noise has only an
instantaneous time correlation, so 𝑃1(𝑡) of Eq. 4.20 is a Gaussian distribution from
𝛿-functions having overlaps at different times. The instantaneous time correlation
of 𝑃(𝑡 = 0) = 𝛿(𝑡) requires an instantaneous change in the positions of neighboring
atoms responsible for 𝑙 (𝑡). Classically, this requires an infinite force, or quantum
mechanically, the energy operator iℏ 𝜕𝜓/𝜕𝑡 is infinite. Physically, we expect in-
teratomic anharmonic forces to be comparable to the forces on vibrating atoms,
so the time correlation of 𝑃(𝑡) should be some fraction of the atom’s vibrational
period. A function with a spread of interaction times should be convoluted with
𝑃(𝑡), broadening it. This convolution is equivalent to multiplying the 𝐼 (𝜔) in Fig.
4.5b by P̃𝑙 (𝜔) as in Eq. 4.19. So although the 𝐼 (𝜔) from instantaneous interatomic
interactions extends to infinity in 𝜔, the finite time of the interaction provides atten-
uation at large 𝜔. In principle, it should be possible to determine a characteristic
time of anharmonic interatomic interactions by experimental measurements of the
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width of the DII. The present measurements do allow a semi-quantitative analysis,
as discussed with Fig. 4.4.

Two new parameters in the previous discussion are 𝑉 and 𝛾. The parameter 𝑉 gives
the coupling amplitude between a vibrational mode and the surrounding thermal
bath. It plays the role of Φ( ®𝑘1, ®𝑘2, ®𝑘3) in three-phonon processes, but 𝑉 ignores the
details of the wavevectors and the kinematics of energy and momentum conservation.
On the other hand, the parameter 𝑉 includes the phonon occupancy numbers, so
𝑉 is expected to increase with 𝑇 . In classical dynamics, the parameter 𝛾 gives
the distribution of the changes in the phase of an O-atom for each non-harmonic
interaction with a Cu-atom. The parameter 𝛾 value should also increase with larger
thermal displacements at larger 𝑇 .

Figure 4.5: Illustration of semi-periodic model application to cuprite. (a) Time-time
correlation function of Eq. (4.22) for 𝛾 = 𝜏/3. (b) Intensity 𝐼 (𝜔) of Eq. 4.26 from
Fourier transform of panel a, for different ratios of 𝛾/𝜏 (c) Comparison of predicted
spectral weight from Cu-atoms with the experimental data from cuprite at 700 K.
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The DII in cuprite is large and replaces the optical dispersions at high temperatures,
but other anharmonic crystals retain discernible phonon dispersions without obvious
DII. Nevertheless, DII may exist beneath phonon peaks in the spectra of other
anharmonic crystals. DII looks like a background from other sources, so it may
have been discarded in some previous experimental studies. There is evidence for DII
in the phonon DOS of Ag2O, which is structurally similar to cuprite and has weakly
constrained O-M-O (M=Cu, Ag) bonds [34]. Other crystals that may show such DII
include skutterudites, clathrate inclusion compounds, and methylammonium lead
iodide perovskite. Rattling motions of atoms or molecules within the confines of hard
walls give random departures from harmonic potentials and incoherent phase shifts
[35–37]. The nonlinear interactions in these systems should be possible to study
from the spectral features of DII. Open quantum systems are systems that interact
with their environments, leading to loss of coherence and introduction of noise into
their dynamics, as in the Caldeira–Leggett model, for example, [38, 39]. The DII
gives new information on how phase noise depends on interatomic potentials, and
gives physical estimates of characteristic decoherence times.

4.5 Summary and Conclusion
Cuprite, Cu2O, has rapidly vibrating O-atoms with neighboring Cu-atoms having
much slower dynamics. The bonds between O 2p and Cu 3d states have a nonlinear
force-distance curve, with an increase in stiffness as the first-neighbor Cu and O
atoms approach each other. During the close approach, there is a brief advance in
phase of both Cu and O-atoms, compared to the dynamics in a harmonic potential.
For the O-atoms, these phase shifts depend on the dynamics of their Cu neighbors,
which are largely uncorrelated to the O-atom dynamics. The random timings of
these brief phase shifts from anharmonic interactions cause diffuse inelastic intensity
(DII). The DII from cuprite is largely incoherent, and has a broad energy spectrum
owing to the brief 10 fs anharmonic interactions. The DII is present even at 300 K
where it coexists with inelastic intensity from damped phonons. As the DII increases
with temperature, there is a decrease in the spectral weight of the distinct phonon
peaks.

A model based on the Schrödinger–Langevin equation gives inelastic scattering
from damped phonons and shows how DII arises from phase shifts with random
timings. The intensity and shape of the DII depend on the strength of coupling to the
noise bath and the timing of the anharmonic interactions. At higher temperatures,
the coupling to the noise source, and the intensity of the DII, increase linearly with
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𝑇 . The coupling parameter 𝑉2 increases with temperature from approximately 1011

to 1012 s−1.

Ab initio simulations of Cu2O with stochastic temperature-dependent effective po-
tentials showed some diffuse features that resemble DII, but not with the intensity
and breadth of the experimental measurements. Molecular dynamics simulations
gave better spectral intensities when a Langevin thermostat was used (see Supple-
mental), but this thermostat did not account for the correlation between the atom
positions and the phase noise. Simulations with the best agreement with experi-
ment included the addition of a harder potential at closer approaches of the Cu- and
O-atoms.

4.6 Supplemental Materials
Multiphonon correction
The multiphonon correction was performed in the incoherent scattering approxima-
tion. The procedure is iterative, and was described in [40]. The general formula for
𝑛-phonon scattering is

𝑆𝑛 (𝑞, 𝜀) = 𝑠𝑛 (𝑞)
∫ ∞

−∞
𝐴1(𝜀 − 𝜀′)𝐴𝑛−1(𝜀′)𝑑𝜀′ , (4.27)

or using ∗ to denote convolution

𝑆𝑛 (𝑞, 𝜀) = 𝑠𝑛 (𝑞) (𝐴1(𝜀) ∗ 𝐴𝑛−1(𝜀)) , 𝑛 ≥ 2 , (4.28)

where 𝐴1(𝜀) is the one-phonon density of states (DOS). The 𝑠𝑛 (𝑞) are obtained
from the expansion of the Debye-Waller factor.

𝑠𝑛 (𝑞) =
(2𝑊 (𝑞))𝑛

𝑛!
𝑒−2𝑊 (𝑞) . (4.29)

Here 𝑠𝑛 (𝑞) depends only on the magnitude of the momentum transfer 𝑞 = | ®𝑄 |. The
𝐴1(𝜀) is obtained iteratively, starting with an approximation for the phonon DOS,
and using it to correct the experimental data set for multiphonon scattering at all 𝑞,
recovering a more reliable 𝐴1(𝜀) for each iteration.

Figure 4.6 shows the scattering intensity and the multiphonon correction as a func-
tion of | ®𝑄 | for the single crystal of cuprite at 900 K. The |𝑄 | ranges from 0 to 10 Å−1,
which accounts for all zones in the single crystal data. Each zone was corrected
for multiphonon scattering before folding into the first Brillouin zone. Figure 4.6
shows the intensity of the multiphonon scattering, although the subtraction was
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performed in 3D space in different zones. Some of the higher zones were not used
if they suffered from too much multiphonon scattering (comparable to the 1-phonon
scattering), or were truncated by the kinematics of the time-of-flight technique.

Higher-Order Anharmonicity and Coherence
The previous report on the thermal expansion of cuprite near room temperature [6]
describes in detail the sTDEP computations used for the results in Fig. 4.7 (left
column) below. This earlier work suggested that phonon interactions beyond the
third order are required, even at 300 K. A comparison of Fig. 1 to the experimental
dispersions in the main text shows that the linewidths from sTDEP are qualitatively
inadequate to account for the phonon spectra of cuprite at 700 K and 900 K. The
phonon self-energy corrections for the fourth-order loop diagram do not have an
imaginary component, so better calculations with a many-body theory approach
may require five-phonon processes or higher. The phase space for such multi-
phonon kinematics is vast. To my knowledge, there are no reports of complete
calculations with five-phonon processes. Higher-order perturbation theory may not
be appropriate for calculations of DII.

In principle, the MLIP calculations include effects from higher-order phonon anhar-
monicity (although it was not practical to isolate the contributions from 5-phonon
diagrams, for example). With the MLIP approach, the main text shows a signifi-
cant improvement in the agreement with the experimental results at 700 K and 900 K
when the Langevin thermostat is employed (right column of Fig. 4.7). The Langevin
thermostat gives a random component to the nuclear accelerations, which causes
shifts in phase of the vibrational dynamics. This is evidence that the generation of
DII requires randomness in the anharmonic interactions, not just large anharmonic-
ity. Although the Langevin thermostat offers more accurate simulations, it gives
random phase shifts at each time step, and not at the closest approach of Cu- and
O-atoms. The Langevin thermostat does not account fully for the time dynamics of
the O-atoms in cuprite, but it generates DII that is more realistic than obtained in
the NVE ensemble.

Machine Learning Interatomic Potentials (MLIP) Construction
I used moment tensor potentials (MTP) [25] to model the interatomic interactions.
Moment tensors are flexible basis functions helpful in learning the lattice dynam-
ics of a system, including anharmonic effects [41]. The construction of machine
learning interatomic potentials (MLIP) followed the procedure of Ref. [42]. I gen-
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Figure 4.6: Illustration of subtraction of multiphonon correction of cuprite at 900 K.
(a) 𝑆𝑒𝑥𝑝 ( |𝑄 |, 𝐸), reduced data after background subtraction and rebinning into | ®𝑄 |.
(b) calculated multiphonon correction 𝑆𝑀𝑃 ( |𝑄 |, 𝐸) for 2 ≥ 𝑛 ≤ 8. (c) data of
panel a after subtraction of multiphonon scattering. to the total scattering function
𝑆𝑒𝑥𝑝 ( |𝑄 |, 𝐸).
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Figure 4.7: Comparison between vibrational spectra computed with sTDEP and
autocorrelation function analyses. (left column) Calculated sTDEP phonon disper-
sions along high-symmetry directions. (right column) MD simulations with noise
from Langevin thermostat. Temperatures from top to bottom: 900 K, 700 K, 300 K,
and 10 K.
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erated the MLIP from configurations actively sampled from molecular dynamics
simulations at temperatures from 10 K to 900 K. The training set contained 523
configurations post-processed with VASP providing reference energies, forces, and
stresses [19–22]. The average difference between the fitted potential and the po-
tential from the ab initio model was 0.4 meV/atom. Using Eq. 3.17, I calculated a
relative difference of 5 % in forces, and 4 % in stresses.

ZBL potential
To evaluate the effects of hard (or stiff) sphere interactions between adjacent Cu
and O atoms, the MTP potential was modified with a ZBL potential [28] at low
atomic separations. The transition between interatomic potentials is done by adding
a function that smoothly decays to zero between an inner core radius and an outer
cutoff. The potential energies along Cu-O bonds in cuprite of MTP and MTP-ZBL
potentials are shown in Fig. 4.9 right panel. To calculate the curve, oxygen was
displaced from its equilibrium position in Cu2O octahedra along its nearest-neighbor
direction.

Analyses of characteristic damping time
To estimate the coherence time of vibrations in cuprite, I first obtained an averaged
inelastic intensity for the experimental data, and for molecular dynamics simulations
with MTP-ZBL potential, using the data that provided the left and the middle column
of Fig. 1 in the main text. I then performed Fourier transforms of these spectra.
Their squared norms are presented in Fig. 4.8. From Fig. 4.8b and e, I can estimate
the characteristic decay time of the autocorrelation function to be approximately
equal 3×10−13 s (𝛾/𝜏O= 6) at 300 K to 1×10−13 s (𝛾/𝜏O= 2) at 900 K. These are
consistent with the estimates in the main text.

In Fig. 4.8a and d the longer periodicity in the time domain, approximately 4×10−13 s
corresponds to an energy of about 10 meV, which is the peak in the partial phonon
DOS of Cu atoms [6]. The very short oscillations in Fig. 4.8b and e are truncation
effects from the edge of the energy interval. Nevertheless, Fig. 4.8b shows that
at high temperatures, the time correlation function becomes nearly a 𝛿-function,
consistent with the approximate 𝑃𝑙 (𝑡) for the DII used in the main text.

The FWHM of the peak around 𝑡 = 0 in Fig. 4.8c corresponds to the characteristic
time of the measured DII from stiff Cu-O interactions. Figure 4.8c shows that
this time is approximately 10 fs. The Fourier analyses of spectra obtained with the
ZBL-MTP potential give a similar interaction time of 10 fs in Fig. 4.8f.
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Figure 4.8: Average phonon density of states from Fig. 1 in the main text (left) and
its Fourier transform (right). (a), (b), (c) for experimental data, and (d), (e), (f) for
molecular dynamics simulations with a MTP-ZBL potential. Temperatures from
top to bottom are: 900 K, 700 K, 300 K, and 10 K.

Measure of anharmonicity
To quantify anharmonicity in Cu2O, I followed the procedure introduced in [43]
and later used in [44]. The method analyzes how much the forces in molecular
dynamics simulations deviate from the forces of an effective harmonic model, 𝐹 (2)

𝐼,𝛼
,
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𝛼,𝛽

𝐹
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𝐼,𝛼

= −
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𝐽,𝛽

Φ
𝐼,𝐽

𝛼,𝛽
Δ𝑅

𝛽

𝐽
. (4.30)
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The anharmonic measure is computed as a relative error of an effective harmonic
model averaged over the MD trajectory.

𝜎𝐴𝑀𝐷 =

√√√√√√√√∑
𝐼,𝛼

〈(
𝐹𝑀𝐷
𝐼,𝛼

− 𝐹 (2)
𝐼,𝛼

)2〉
𝑇∑

𝐼,𝛼

〈(
𝐹𝑀𝐷
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)2〉
𝑇

, (4.31)

where 𝑇 is the time average over the MD trajectory. Similarly, an anharmonic
contribution beyond second order can be introduced.
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The 𝐹 (3)
𝐼,𝛼

is the contribution to the force from third-order forceconstants Φ𝐼,𝐽,𝐾
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The configurations for anarmonicity quantification were sampled from 2 ps MD
trajectories with 162 atoms supercell and a time step of 1 fs, resulting in a dataset of
2000 configurations for model fitting. Before sampling, a system was equilibrated
for 20 ps at the corresponding temperature. The results are shown in Figure 4.9.
The data indicate that the Cu2O dynamics is anharmonic, especially when the inner
potential is described by a ZBL potential. The anarmonicity measure for simulation
with ZBL, 𝜎𝐴

𝑀𝐷
> 0.8, may give a threshold for candidates for materials to exhibit

DII in vibrational spectra. Since DII originates from random phase alterations
of atomic vibrations similar to interaction in hard wall potential, including high
order forceconstants does not have a significant impact on the measure as seen from
dashed lines in Figure 4.9. Comparing the corresponding value to the tables in
[43], the potential candidates are perovskites and noble metal halides. However, I
should note that using effective harmonic forceconstants reduces the anharmonicity
measure compared to the one presented in [43] since it partially includes anharmonic
effects through dynamical matrix normalization.1

1In [43] the calculations assumes Φ𝐼,𝐽
𝛼,𝛽
, Φ

𝐼,𝐽,𝐾

𝛼,𝛽,𝛾
obtained with finite differences method of the

lattice Hamiltonian with respect to displacement, whereas in our work we use TDEP values which
are temperature dependent computed from residue fitting of potential energy surface.
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Figure 4.9: Anharmonicity quantification in cuprite. Left panel: anharmonicity
measure for temperatures in Figure 2 of the main text. The blue color corresponds
to Molecular Dynamics simulations with MTP describing interatomic interaction;
results with MTP potential splined to ZBL are red; the anharmonicity measure
after including third-order forceconstant contribution is shown with dashed lines.
Right panel: potential energy along Cu-O bond for MTP (blue) and MTP-ZBL (red)
potentials.
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C h a p t e r 5

PHONON SECOND HARMONIC GENERATION IN SODIUM
BROMIDE

Adapted from "Phonon second harmonic generation in NaBr studied by inelastic
neutron scattering and computer simulation" [1].

5.1 Introduction
The classical theory of nonlinear media offers a simplified framework for under-
standing wave interactions in a nonlinear medium. In contrast to linear systems,
the response of a nonlinear medium includes intermodulation branches1 at the sums
and differences of two strongly-excited frequencies, as reported for NaBr [2]. Also
predicted are second harmonics (SH) of these frequencies, which are expected with
intensities comparable to those of the if they are indeed phonon intermodulations.
Second harmonic generation (SHG) is well-known in nonlinear optics, but has not
been reported to date for anharmonic phonons. The prior study of NaBr [2] did not
use an incident neutron beam of sufficient energy measure them, so a new set of
measurements was undertaken to confirm the presence of IPS branches and to seek
the SHG of phonons in NaBr.

In this chapter I report observations of SHG, with a new branch at 33 meV in INS
spectra of NaBr. This SH feature is attributable to the frequency doubling of the
transverse optical (TO) mode. The SH spectrum becomes increasingly broadened
with temperature from 300, 425, 550, and 650 K. The origin of the SH branch is
found with 𝑎𝑏 𝑖𝑛𝑖𝑡𝑖𝑜 calculations and perturbation theory with cubic perturbations
to second order. Molecular dynamics (MD) simulation on NaBr under comparable
conditions reproduces the temperature dependence of the SHG in the classical
limit. The quantum model predicts formation of second harmonic and intensity
distribution between TO, IPS and SHG. The measured temperature dependence of
the SH spectral intensity was fit with Planck factors for one excitation of 33 meV,
and with two excitations of half the frequency. The temperature dependence of the
SH feature is that of a single excitation at its (doubled) energy, which is the behavior
of an independent quasiparticle of high energy.

1Attributed to use intermodulation phonon sidebands (IPS) in the case of phonon intermodulation
as defined in Section 2.
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5.2 Experiment
The INS measurements were performed with the time-of-flight wide angular range
chopper spectrometer, ARCS [3], at the Spallation Neutron Source [4]. I used
the same single crystal studied previously in Ref. [2]. However, I took a new set of
measurements with a higher incident energy of the neutron beam, and with less mass
in the aluminum sample holder to suppress background and better reveal fine features
in phonon spectra. The measurements were performed with the sample assembly in
an electrical resistance furnace in vacuum at temperatures of 300 K, 425 K, 550 K,
and 650 K. Data postprocessing included subtraction of background from the sample
holder and sample environment, along with correction for multiphonon scattering
in the incoherent approximation [5] at each Brillouin zone in the dataset. Some
of the higher zones were incomplete owing to the kinematical limitations of the
measurements or had a high fraction of multiphonon scattering. These were not
included in the subsequent processing. After subtraction of the unwanted scattering,
the data were folded back into an irreducible wedge in the first Brillouin zone.
Additional details of experimental data postprocessing are given in the Supplemental
Material section.

Figure 5.1 shows experimental phonon dispersions along high-symmetry crystallo-
graphic directions, after folding back to the first Brillouin zone. Especially at 300 K,
the phonon dispersions at energies below 27 meV are consistent with the branches
expected from a harmonic model. Nevertheless, the flat intermodulation sideband
around the points X and K at approximately 27 meV is prominent, confirming the
previous result [2]. A new feature is seen as a flat branch at all ®𝑄 around 33 meV at
twice the energy of the bright horizontal branch at approximately 16.5 meV. These
two new features are most clear in the data at 300 K. They shift to lower energies at
425 K. At high temperatures, the features begin to overlap with the optical modes.
The TO mode shifts to lower energy with temperature from approximately 16.5 meV
at 300 K to 15 meV at 650 K. The SH feature softens gradually with temperature,
shifting from 33 meV at 300 K to 30 meV at 650 K. The breadth of this SH feature
undergoes significant broadening with temperature, as seen by comparing the data
at 300 K and 425 K.

5.3 Computation
Temperature dependent effective potential
Results in the Supplemental Material show that sTDEP predicts semi-quantitatively
the formation of high-energy branches from IPS and SHG. Phonon lineshapes at
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Figure 5.1: Inelastic neutron scattering data from NaBr single crystal. Each panel
is normalized with respect to its total inelastic intensity (data are on a linear scale).

300 K from the sTDEP method are shown in Fig. 5.2a. The effective harmonic
dispersion for the TO branch and the intensity from SHG are shown with white
and orange lines, respectively. To analyze the origin of second harmonic in terms
of three-phonon processes, I used a branch elimination technique similar to [2].
Specifically, I eliminated contributions from all three-phonon processes involving
the transverse optical branch in the energy range between 14 meV and 16 meV (Fig.
5.2b). This involved setting to zero all three-phonon matrix elements Φ®𝑞 ®𝑞′ ®𝑞′′

𝑠𝑠
′
𝑠
′′ in Eq.

2.11 that correspond to effective harmonic phonon frequencies 𝜔 ®𝑞,𝑠, 𝜔 ®𝑞′,𝑠′ or 𝜔 ®𝑞′′,𝑠′′

in this energy interval.

Finally, I estimated the contributions to the scattering function around 31 meV from
the coupling of harmonic modes through three phonon interactions. The total
scattering function in the limit of small self-energies was approximated as

𝜎
𝑞,𝑞′

𝑠,𝑠′ (Ω) ∝
2𝜔𝑞𝑠Γ

𝑞,𝑞′

𝑠,𝑠′(
Ω2 −

(
𝜔
𝑞
𝑠

)2
)2 . (5.1)

Figure 5.2c shows diffuse intensity around 31 meV as the original phonon lineshape
obtained with sTDEP. The intensity was calculated as the partial contribution to the
phonon spectral function at 31 meV and is computed for harmonic branches along
high symmetry directions using Eqs. 2.11 and 5.1. The major contribution to the
second harmonic spectral function is from the coupling between TO modes.
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Figure 5.2: Illustration on band elimination technique. (a) sTDEP phonon dis-
persions along high-symmetry directions at 300 K. (b) phonon lineshapes at 300 K
where contributions from three-phonon processes associated with transverse optical
mode are set to zero. (c) harmonic modes that give the maximum contribution to
the second harmonic spectral lineshape through three-phonon processes.

Molecular dynamics simulations with machine learning interatomic potential
The coupling of vibrational modes is an anharmonic phenomenon. It is expected
to be stronger at higher temperatures, so classical molecular dynamics (MD) was
used to simulate SHG. The spectral intensity was obtained by the Fourier trans-
formation of a velocity-velocity autocorrelation function, projected onto ®𝑄. These
MD calculations required large supercells and extended times for good resolution
of phonon features in ®𝑄 and 𝜔 [6]. The simulations were performed with a machine
learning interatomic potential (MLIP), trained with input from density functional
theory (DFT) calculations performed with VASP [7–10]. The DFT calculations
used plane-wave basis sets, projector augmented wave (PAW) pseudopotentials,
exchange-correlation functionals in the generalized gradient approximation (GGA)
[11, 12], and supercells generated with thermally-displaced atoms with the sTDEP
method [13]. These training supercells were 5 × 5 × 5, containing 250 atoms. The
𝑘-grid was 3× 3× 3, and the kinetic energy cutoff was 550 eV. The final training set
contained 352 configurations.

A machine-learned moment-tensor potential [14] was used to model the interatomic
interaction in classical MD simulations with the LAMMPS code [15]. The super-
cell size was 30 × 30 × 30 with 216,000 atoms. The projected velocity-velocity
autocorrelation functions came from 200 statistically independent cuts of 50 ps MD
trajectories to ensure convergence in the time domain. The results from MD cal-
culations were post-processed with the package VVCORE [16]. The Supplemental
provides additional details on MLIP construction and computational data analyses.
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Figure 5.3: Vibrational spectra of NaBr obtained with autocorrelation function
analyses. (left column) Phonon dispersions along high-symmetry directions calcu-
lated by projected velocity-velocity autocorrelation function method. (right column)
Temperature dependence of vibrational spectrum at particular 𝑞-cuts. Temperatures
from top to bottom: 650 K, 550 K, 425 K, and 300 K.

The vibrational spectra along high symmetry directions obtained from autocorre-
lation function analyses of MD trajectories are shown in Fig. 5.3. The calculations
using MLIP better reproduce the temperature dependence of the second harmonic.
The SH is the flat spectral branch around 30 meV at 300 K. At high temperatures, this
branch is expected to soften in energy by twice as much as the TO mode. However,
the vibrational spectra are spreading above 40 meV at 650 K owing to the substantial
decrease in the lifetime of the SH. The shortening of the SH is shown in Fig. 5.3
(right column) for individual 𝑞-points. The SH is distinct at 300 K and 425 K, but it
merges with the optical modes at 550 K and 650 K.
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5.4 Theory
Nonlinear medium
The process of second harmonic generation can be understood with a classical
model of two oscillations in a nonlinear medium. The input wavefunction 𝜓i𝑛 is a
superposition of two damped harmonic oscillator waves with frequencies 𝜔𝑎 and
𝜔𝑏 and characteristic damping parameters 𝛾𝑎 and 𝛾𝑏

𝜓i𝑛 = 𝜓𝑎i𝑛 + 𝜓
𝑏
i𝑛 , (5.2)

𝜓i𝑛 = 𝐴/2(𝑒𝑖𝜔𝑎𝑡 + 𝑒−𝑖𝜔𝑎𝑡)𝑒−𝛾𝑎𝑡

+ 𝐵/2(𝑒𝑖𝜔𝑏𝑡 + 𝑒−𝑖𝜔𝑏𝑡)𝑒−𝛾𝑏𝑡 . (5.3)

For a linear medium, the output 𝜓o𝑢𝑡 is proportional to the input wavefunction 𝜓i𝑛.
For a nonlinear medium, 𝜓o𝑢𝑡 is a sum of linear and coupling terms

𝜓o𝑢𝑡 = 𝜓
(1)
o𝑢𝑡 + 𝜓

(2)
o𝑢𝑡 + ...

𝜓o𝑢𝑡 =
∑︁
𝑎′
𝜒
(1)
𝑎′ 𝜓

𝑎′

i𝑛 +
∑︁
𝑐

∑︁
𝑎′𝑏′

𝜓𝑎
′

i𝑛 𝜒
(2)
𝑎′𝑏′𝑐𝜓

𝑏′

i𝑛 + ... (5.4)

I consider only the first nonlinear contribution to the output wavefunction

𝜓
(2)
o𝑢𝑡 = 2𝜓𝑎i𝑛 𝜒̃

(2)
𝑎𝑏
𝜓𝑏i𝑛 + 𝜓

𝑎
i𝑛 𝜒̃

(2)
𝑎𝑎 𝜓

𝑎
i𝑛 + 𝜓

𝑏
i𝑛 𝜒̃

(2)
𝑏𝑏
𝜓𝑏i𝑛, (5.5)

where 𝜒̃(2)
𝑎′𝑏′ =

∑
𝑐 𝜒

(2)
𝑎′𝑏′ . Writing 𝜓𝑎i𝑛 and 𝜓𝑏i𝑛 in Eq. 5.3 in the form of cosines,

𝜓
(2)
o𝑢𝑡 =

[{
𝜒̃𝑎𝑎𝐴

2/2 𝑒−2𝛾𝑎𝑡 + 𝜒̃𝑏𝑏𝐵2/2 𝑒−2𝛾𝑏𝑡
}

(5.6)

+ 𝜒̃𝑎𝑏𝐴𝐵
{

cos(𝜔𝑎 + 𝜔𝑏) + cos(𝜔𝑏 − 𝜔𝑎)
}
𝑒−(𝛾𝑎+𝛾𝑏)𝑡 (5.7)

+
{
𝜒̃𝑎𝑎𝐴

2 cos(2𝜔𝑎)𝑒−2𝛾𝑎𝑡 + 𝜒̃𝑏𝑏𝐵2 cos(2𝜔𝑏)𝑒−2𝛾𝑏𝑡
}]
. (5.8)

Expressions 5.7 and 5.8 give new peaks in the phonon spectra of an anharmonic
crystal with frequencies 𝜔𝑎 +𝜔𝑏, 𝜔𝑏 −𝜔𝑎, 2𝜔𝑎 and 2𝜔𝑏. The components 𝜔𝑎 +𝜔𝑏
and 𝜔𝑎 − 𝜔𝑏 were discussed in [2]. Here, I report the observation of the second
harmonic with frequency 2𝜔𝑎 in the anharmonic vibrational spectrum.

The new modes are shown in Fig. 5.4. The positions and broadenings of the SH and
IPS spectral features were obtained from the centers and linewidths of transverse
acoustic and optical modes at lower energies. The final lineshapes of the IPS and
SH take into account the resolution function calculated as a limit of linewidth at zero
temperature. The parameters 𝐴 and 𝐵 are equal to the area under the Lorentzian
peak at the corresponding 𝑞-point. This is in agreement with the wavefunction
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Figure 5.4: Predictions of the classical model of a nonlinear medium (solid red line)
for experimental spectra (open circles) at 300 K for (a) ®𝑄 = [0.6 0 0.6], (b) [0.6 0 0],
(c) [0.75 0 0.75], (d) [1 0 0].

representation of the oscillations in Eq. 5.3. The coupling constants 𝜒̃𝑎𝑎 and 𝜒̃𝑎𝑏

were calculated from the ratio of second harmonic intensity and squared intensity
of the transverse optical mode corrected with thermal occupancy factors as shown
below. The 𝜒̃𝑎𝑎 exhibits some variation ranging from approximately 1.2-1.6 meV at
the zone center to 0.6-0.7 meV at the zone edge. For the modeling, I choose a mean
value of 1.1 meV for the zone. The corresponding coupling constant for the IPS,
𝜒̃𝑎𝑏, was evaluated near the zone edge to minimize overlapping contributions from
the longitudinal optical branch. The resulting average coupling constant for IPS is
3.7 meV. This value is in excellent agreement with the previous report [2].

Heisenberg-Langevin equation
For later comparison to SHG, I first summarize phonon sideband generation by
solving a quantum Hamiltonian for three coupled phonons 𝑗 , 𝑗 ′, 𝑗 ′′ as in [2]

𝐻𝑠𝑦𝑠 = 𝐻0 + ℏ
𝜂

2
(𝑎̂†

𝑗
+ 𝑎̂ 𝑗 ) (𝑎̂†𝑗 ′ + 𝑎̂ 𝑗 ′) (𝑎̂

†
𝑗 ′′ + 𝑎̂ 𝑗 ′′), (5.9)

where 𝐻0 =
∑
𝑘= 𝑗 , 𝑗 ′, 𝑗 ′′ ℏ𝜔𝑘

(
𝑎̂
†
𝑘
𝑎̂𝑘 + 1/2

)
is the Hamiltonian of three uncoupled

oscillators. Taking 𝑗 = 𝑗 ′ as a simplified example and denoting 𝑎̂ 𝑗 = 𝑎̂ and 𝑎̂ 𝑗 ′′ = 𝑏̂
Hamiltonian takes a form

𝐻𝑠𝑦𝑠 = 𝐻0 + ℏ
𝜂

2
(𝑎̂† + 𝑎̂)2(𝑏̂† + 𝑏̂). (5.10)
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Neglecting terms in the rotating wave approximation (RWA) in quantum optics, and
neglecting terms that do not conserve energy (𝑎†𝑎†𝑏† and 𝑎𝑎𝑏)

𝐻𝑠𝑦𝑠 = 𝐻0 + ℏ
𝜂

2
(𝑎̂†𝑎̂ + 𝑎̂𝑎̂†) (𝑏̂† + 𝑏̂). (5.11)

If the phonons are coupled to a thermal bath, the spectral function at equilibrium
can be found with the Heisenberg–Langevin equation [2]

𝑆𝑎𝑏 [𝜔] =
ℏ𝛾𝑎 (𝑛𝑎 + 1

2 )
2𝑚𝜔𝑎

|𝜒𝑎 + 2𝑖𝜔𝑏𝑔2𝜒2
𝑎𝜒𝑎𝑏 𝜒̄𝑎𝑏 |2, (5.12)

where 𝜒𝑎 and 𝜒𝑎𝑏, are defined as phonon propagation susceptibility functions
for oscillators 𝑎 and 𝑏, and 𝑛 is the Planck thermal occupation factor 𝑛(𝜔,𝑇) =

[exp(ℏ𝜔/𝑘𝑏𝑇) − 1]−1.

𝜒−1
𝑎 = −𝑖(𝜔 − 𝜔𝑎) +

𝛾𝑎

2
, (5.13)

𝜒−1
𝑎𝑏 = −𝑖(𝜔 − 𝜔𝑎 − 𝜔𝑏) +

𝛾𝑏

2
, (5.14)

𝜒̄−1
𝑎𝑏 = −𝑖(𝜔 − 𝜔𝑎 + 𝜔𝑏) +

𝛾𝑏

2
. (5.15)

Here, 𝜔 and 𝛾 are frequency and decay rate of the oscillator.

The formation of phonon second harmonics is similar. I use Eq. 5.12 with two modes
being degenerate but having an independent set of quantum operators, following the
quantum optics analogy for second harmonic generation and downconversion [17].
In [17], the authors treat SHG and laser impulse with sets of quantum operators that
do not commute. As a result, Eq. 5.12 transforms into

𝑆𝑎𝑎 [𝜔] =
ℏ𝛾𝑎 (𝑛𝑎 + 1

2 )
2𝑚𝜔𝑎

|𝜒𝑎 + 2𝑖𝜔𝑎𝑔2𝜒2
𝑎𝜒𝑎𝑎 𝜒̄𝑎𝑎 |2, (5.16)

where 𝜒𝑎 and 𝜒𝑎𝑎, are defined as phonon propagation susceptibility functions for
oscillator 𝑎 and its SH

𝜒−1
𝑎𝑎 = −𝑖(𝜔 − 2𝜔𝑎) +

𝛾𝑎

2
, (5.17)

𝜒̄−1
𝑎𝑎 = −𝑖𝜔 + 𝛾𝑎

2
. (5.18)

In Eq. 5.12 for the IPS formation and Eq. 5.16 for the SHG, the first term
corresponding to 𝑔 = 0 is the Lorentzian peak at frequency 𝜔𝑎. The two equations
differ in their last terms. The spectral intensity for the TO mode 𝑎, the IPS, and the
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Figure 5.5: Results from the Heisenberg–Langevin model for SHG at 300 K
in the medium-strong coupling regime. (left) Spectral function from Heisen-
berg–Langevin applied to two coupled TO phonons. (right) Intensity distribution
between TO, IPS and SHG.

SH are obtained by combining the second terms of Eq. 5.12 and Eq. 5.16

𝑆[𝜔] =
ℏ𝛾𝑎 (𝑛𝑎 + 1

2 )
2𝑚𝜔𝑎

|𝜒𝑎 + 2𝑖𝜔𝑏𝑔2𝜒2
𝑎𝜒𝑎𝑏 𝜒̄𝑎𝑏

+ 2𝑖𝜔𝑎𝑔2𝜒2
𝑎𝜒𝑎𝑎 𝜒̄𝑎𝑎 |2 . (5.19)

Predictions at 300 K for medium-strong coupling (𝑔 ≃ 𝛾𝑎) are shown in Fig. 5.5. In
the left panel the TO mode,𝜔𝑎, is represented as a flat energy branch with a center at
16.5 meV and FWHM 𝛾𝑎 equal to 3 meV. Equation 5.16 predicts the formation of a
diffuse second harmonic around 33 meV. In the right panel the intensity distribution
is estimated for the TO, IPS and SH features using the Eq. 5.19 with 𝜔𝑏 and 𝛾𝑏
equal to 8.2 meV and 2.1 meV. The integrated intensities of TO, IPS and SHG peaks
𝐼T𝑂 : 𝐼I𝑃𝑆 : 𝐼S𝐻 are in the ratio of 26:2:1, in agreement with the experimental values
of 27:4:1.

Second Harmonic Generation in NaBr
Measurements from 300 to 650 K were used to obtain thermal trends of the intensities
of the TO modes and the SH features. I obtained temperature-dependent lifetimes
and thermal shifts of these features in the experimental data by averaging over the
first Brillouin zone with a grid of 171 × 171 × 171 points in reciprocal space after
the data were corrected by the single crystal postprocessing procedures explained
earlier. (This included the subtraction of multiphonon scattering in the incoherent
approximation.) Fitting the spectral features gave average energies, breadths, and
intensities (details of peak fitting are presented in the Supplemental) The fits and
results are presented in Fig. 5.6.
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Figure 5.6: Temperature dependence of averaged vibrational spectra: left and center
columns - vibrational spectra at 300 K, 425 K, 550 K, 650 K with fitted peaks.
Spectra are normalized to 1. (bottom left) temperature dependence of the phonon
breadth, and (bottom right) phonon energy shift, with respect to 300 K data for
transverse optical (TO) mode and second harmonic generation (SHG). Slopes of the
bottom plots are presented in the text.
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Figure 5.6 shows how the average energies shift with temperature. The SH peak
around 33 meV shifts approximately twice as much as the corresponding TO peak
(7 ·10−3 meV/K for TO versus 13 ·10−3 meV/K for SH). This is as expected if the TO
energy is doubled for the SH. The temperature dependence of the broadening (−3 ·
10−3 meV/K for TO versus −8 · 10−3 meV/K for SH) shows that at all temperatures,
the widths in energy of the SH peak are approximately twice the widths of the TO
peaks. From Eq. 5.8 I expect the lifetime of the SH to be approximately half as long
as the lifetime of its corresponding TO modes. The temperature dependence of the
shifts and broadenings of the spectral features are consistent with SHG, but do not
definitively differentiate between a quasiparticle with an energy of 33 meV, or the
creation of two phonons of 16.5 meV (although 2-phonon scattering was subtracted
from the data).

To distinguish SHG from the excitation of two TO phonons, I analyzed thermal
occupancy based on intensities from Fig. 5.6 before normalization and thermal
factor corrections. The temperature dependences of intensities were fit to the sum
of Planck occupancy factors for one phonon with energy 2𝜔T𝑂 , and two phonon
occupancy factors with energy 𝜔T𝑂 .

𝐼 (𝑇) = 𝐼0(300) + 𝐼1 𝑛(2𝜔T𝑂 , 𝑇) + 𝐼2 𝑛2(𝜔T𝑂 , 𝑇) , (5.20)

where 𝐼0(300) is the intensity of the feature at 300 K, and 𝑛(𝜔,𝑇) is the Planck
occupancy factor for frequency 𝜔 and temperature 𝑇 . The expression of Eq. 5.20
was fit to the intensities of spectral features in the experimental data at 2𝜔T𝑂 , and
it was found that the term 𝐼1 accounts for 88 % of the temperature dependence of
the mode at 33 meV. The SH can be treated as an independent quasiparticle from
the viewpoint of statistical mechanics. The distinct SH peak in Fig. 5.6 allows for
a thermal anaysis that was not practical for the data from the IPS in [2]. To check
the method of fitting with Eq. 5.20, I fit to the temperature dependence of the TO
modes. This gave 94 % of the TO mode as originating with single phonon scattering,
nearly the 100% that is expected.

I obtained an anharmonic coupling constant 𝜒̃𝑎𝑎 as

𝜒̃𝑎𝑎 ≈
𝐼S𝐻𝐺

𝑛(𝜔S𝐻𝐺 , 𝑇)

/ 𝐼2
T𝑂

𝑛2(𝜔T𝑂 , 𝑇)
. (5.21)

Here, 𝐼T𝑂 and 𝐼S𝐻𝐺 are the integrated intensities of the TO and SH peaks. Planck
factors 𝑛(𝜔,𝑇) account for the thermal occupancy difference between two modes.
The estimated coupling constant lies in the range from 1 meV at 300 K to 3 meV at
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650 K. This is in agreement with the value from [2] and corresponds to a medium-
strong coupling regime.

5.5 Discussion
The formation of SH intensity is a coherent phenomenon involving two TO phonons
entangled in a quantum sense. The TDEP calculations show that the lifetime of
the SH feature is related to the lifetime of the TO mode through the corresponding
three-phonon process. This agrees with experimental data for the INS data at
300 K. For higher temperatures, many-body theory beyond the third order is required
to account for the short lifetimes of the SH feature. At high temperatures, the
output of two interacting modes in a nonlinear medium is better described by the
classical model (Eq. 5.5) and classical MD simulations. A more accurate treatment
of spectral intensity requires solving the Heisenberg–Langevin equations without
the rotating wave approximation, and including high-order phonon processes in
the Hamiltonian. Finally, none of the models presented here account for the 𝑞-
dependence of the phonon sidebands or the second harmonic. As shown in [18] and
[2], the approximation of flat branches works well for the alkali halide crystals where
the TO mode is approximately flat in the Brillouin zone and the TA mode exhibits
small variation across the energy region responsible for the IPS formation. If the
branches are dispersive, an anharmonic crystal can still have SH and IPS features,
but they will have a broad energy spectrum.

The anharmonicity of NaBr is dominated by interactions along the nearest neighbor
bond (Φ𝛼𝛼𝛼

𝑁𝑎𝑁𝑎𝐵𝑟
or Φ𝛼𝛼𝛼

𝑁𝑎𝐵𝑟𝐵𝑟
) [19]. These interactions play a major role in the decay

and recombination processes involving TO phonons. Second harmonic generation
from phonon-phonon coupling likely appears in other anharmonic systems with flat
branches of high intensity. This effect alters the total phonon intensity distribution,
which might significantly impact thermodynamic properties at finite temperatures.
Other candidates for SHG are alkali halides [2, 18] and thermoelectrics [20, 21]
where intrinsic localized modes were observed, and perovskite materials and cuprites
that have anharmonic phonons in flat bands.

5.6 Conclusion
The observation of second harmonics in phonon spectra completes the picture of a
excitations in a nonlinear medium which predicts new frequencies of𝜔a+𝜔b 𝜔a−𝜔b,
and 2𝜔a or 2𝜔b. The present measurements were performed with a redesigned
sample environment having less aluminum to create background intensity than in
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[2], and the subtraction of multiphonon scattering should have eliminated 2-phonon
processes from the experimental spectral intensity. An analysis of the temperature
dependence of the spectral feature from the second harmonic of TO modes showed
that the thermal occupancy was that of a single excitation at high frequency, and not
two single excitations. For purposes of statistical mechanics, the second harmonic
behaves as a single quasiparticle.

5.7 Supplemental Material
Stochastic Temperature-Dependent Effective Potential Method Lineshapes in
the limit of small self energies
When Γ and Δ are small, the one-phonon neutron cross section is [22, 23]

𝜎
𝑞
𝑠 (Ω) ∝

2𝜔𝑞𝑠Γ
𝑞
𝑠[

Ω2 −
(
𝜔
𝑞
𝑠

)2 − 2𝜔𝑞𝑠Δ
𝑞
𝑠

]2
+

(
2𝜔𝑞𝑠Γ

𝑞
𝑠

)2 . (5.22)

I simplify Eq. 5.22 when Γ and Δ are small. By replacing Γ with Γ
𝑞,𝑞′

𝑠,𝑠′ I get Eq. 3.2
of the main text.

𝜎
𝑞,𝑞′

𝑠,𝑠′ (Ω) ∝
2𝜔𝑞𝑠Γ

𝑞,𝑞′

𝑠,𝑠′[
Ω2 −

(
𝜔
𝑞
𝑠

)2
]2 . (5.23)

Machine Learning Interatomic Potentials (MLIP) Construction
I used moment tensor potentials (MTP) [14] to model the interatomic interactions.
Moment tensors are flexible basis functions helpful in learning the lattice dynam-
ics of a system, including anharmonic effects [24]. The construction of machine
learning interatomic potentials (MLIP) followed the procedure of Ref. [25]. I gen-
erated the MLIP from configurations actively sampled from molecular dynamics
simulations at temperatures from 300 K to 650 K. The training set contained 352
configurations post-processed with VASP providing reference energies, forces, and
stresses [7–10]. The average difference between the fitted potential and the potential
from the ab initio model was 0.1 meV/atom. Using Eq. 3.17, I calculated a relative
difference of 3 % in forces, and 4 % in stresses.

Analyses of Second Harmonic Generation through third order anharmonicity
and beyond
To perform sTDEP computations of temperature dependent phonon lineshapes pre-
sented in Fig. 5.7 I followed the procedure described in Supplemental of [26].
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Compared to the experimental spectral function in the main text, the linewidths
from sTDEP are reproduce the features in the phonon spectra of NaBr at 300 K and
425 K, and even account for the frequency shift of the second harmonic feature.
However, the lifetime broadening of SHG at 550 K and 650 K is not reproduced.
The phonon self-energy corrections for the fourth-order loop diagram do not have
an imaginary component, so better calculations with many-body theory perturba-
tion theory may require five-phonon processes or higher. The phase space for such
multi-phonon kinematics is vast. To my knowledge, there are no reports of complete
calculations with five-phonon processes.

Fitting to Lorentzian peaks

The phonon peaks in Fig. 2 of the main text were fit to the sum of the Lorentzian
functions.

𝐼 (𝑥) = 𝑦0 +
𝐴

𝜋

𝛾/2
(𝑥 − 𝜇)2 + (𝛾/2)2 , (5.24)

where 𝑥 denotes energy; 𝜇 is the center of the Lorentzian; 𝛾 is the width of the
corresponding peak at half maximum; 𝐴 is the area under the Lorentzian peak, and
the 𝑦0 is the offset chosen to be the same for all peaks. The parameters of peak fits
to the data of Fig. 2 of the main text are shown in Table 5.2.

I also analyzed data at several points of the high symmetry directions of the NaBr
Brillouin zone. The results, along with peak fits of Eq. 5.24, gave TO and SHG
shifts and broadenings as shown in Fig. 5.8. The temperature dependencies of the
shifts and broadenings of the transverse optical mode and second harmonic spectral
components are also shown in Fig. 5.8. Both the shifts and broadenings of the SHG
components are twice that of the TO spectral components. The trend in thermal
linewidth supports the argument that the lifetime of the second harmonic component
is half as long as the lifetime of the transverse optical mode at each temperature.
Numerical values are given in Table 5.1.

Planck factor for quasiparticle

An important step in the data reduction was removal of 2-phonon scattering in the
incoherent approximation. Nevertheless, I made an effort to assess the SH feature at
33 meV as either a 2-phonon process or as a single excitation that could be considered
an independent quasiparticle. The approach was to use the temperature dependence
of its intensity, and fit the intensity 𝐼 (𝑇) to a single Planck factor for an excitation of
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Figure 5.7: Calculated sTDEP phonon dispersions along high-symmetry directions
for temperatures from top to bottom: 650 K, 550 K, 425 K, and 300 K.
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33 meV, or a product of two Planck factors for excitations at 16.5 meV. As discussed
in the main text with Eq. 21, the intensities were fit to the expression

𝐼 (𝑇) = 𝐼0(300) + 𝐼1 𝑛(2𝜔T𝑂 , 𝑇) + 𝐼2 𝑛2(𝜔T𝑂 , 𝑇) , (5.25)

where 𝐼0(300) is the intensity of the feature at 300 K, and 𝑛(𝜔,𝑇) is the Planck
occupancy factor for frequency 𝜔 and temperature 𝑇 . As a check with the fitting
procedure, the same approach was used for the TO mode itself as

𝐼 (𝑇) = 𝐼0(300) + 𝐼1 𝑛(𝜔T𝑂 , 𝑇) + 𝐼2 𝑛2(𝜔T𝑂/2, 𝑇) , (5.26)

Figure 5.9 shows the results of the fits, and shows that the contribution from the
one-phonon term 𝐼1 of energy energy 2𝜔T𝑂 accounts for 88 % of the temperature
dependence of the mode at 33 meV.

Table 5.1: Slopes of peaks shift and width temperature dependence in Fig. 5. Slopes
are given in meV/K·103.

Position Fig. 5
Lifetime Shift

TO SHG TO SHG

[0.4 0.0 0.0] (i),(f) 4.9(2) 7.1(1) -4.0(2) -7.6(5)

[0.6 0.0 0.0] (k),(l) 4.0(6) 6.3(7) -4.7(2) -7.2(1)

[0.6 0.0 0.6] (q),(r) 5.1(2) 9.7(6) -3.2(1) -8.2(4)

[0.2 0.0 0.2] (w),(x) 5.5(4) 8.7(3) -4.5(2) -10.0(6)
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Table 5.2: Fitting parameters for peaks in Fig. 2 of main text. 𝜇 and 𝛾 are given in
meV.

Peak fitting function: 𝑦0 + 𝐴
𝜋

𝛾/2
(𝑥−𝜇)2+(𝛾/2)2

Panel of Fig. 2 a b c d
Temperature 300 K 425 K 500 K 650 K

Offset, 𝑦0 -0.0009(1) -0.0010(1) -0.0011(2) -0.0012(2)

1st. peak
Center, 𝜇1 8.75(1) 8.51(3) 8.12(3) 8.0(3)
Width, 𝛾1 4.0(1) 4.0(1) 3.9(2) 3.9(2)
Area, 𝐴1 0.342(3) 0.319(5) 0.293(6) 0.284(9)

2nd. peak
Center, 𝜇2 11.67(2) 11.48(2) 11.17(3) 10.97(3)
Width, 𝛾2 2.0(1) 2.9(1) 3.7(1) 4.1(1)
Area, 𝐴2 0.074(6) 0.114(8) 0.13(1) 0.13(1)

3rd. peak
Center, 𝜇3 16.68(4) 16.25(4) 15.98(8) 15.6(1)
Width, 𝛾3 3.6(1) 4.1(1) 5.0(3) 5.8(6)
Area, 𝐴3 0.44(1) 0.38(1) 0.38(1) 0.37(1)

4th. peak
Center, 𝜇4 22.9(5) 22.9(7) 22.7(9) 23(1)
Width, 𝛾4 8.9(4) 9.3(6) 10.4(8) 11(1)
Area, 𝐴4 0.34(1) 0.41(1) 0.46(2) 0.47(3)

5th. peak
Center, 𝜇5 33.2(1) 31.9(1) 31.0(3) 30.7(6)
Width, 𝛾5 3.3(2) 5.9(3) 7.2(6) 8.7(9)
Area, 𝐴5 0.025(2) 0.035(3) 0.053(5) 0.091(9)
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Figure 5.8: Temperature dependence of averaged vibrational spectra at high sym-
metry points of NaBr Brillouin zone: a)-f) - [0.4 0 0]; g)-l) - [0.6 0 0]; m)-r) - [0.6
0 0.6]; m)-r) - [0.2 0 0.2]. The panels e), f), k), l), q), r), w), x) correspond to
the temperature dependence of the phonon lifetime and energy shift with respect to
300 K data for transverse optical mode (TO) and second harmonic generation (SHG)
(slope of the data temperature dependence is given in the caption). Other panels
show vibrational spectra at 300 K, 425 K, 550 K, 650 K with fitted peaks.
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Figure 5.9: Temperature dependence of thermal occupation of (left) TO mode, and
(right) SHG. Red solid line is a fit to the model function representing the sum of
occupancy factors related to one and two phonon processes as fit with Eq. 5.26 for
the TO mode at left and Eq. 5.20 for SHG at right.
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C h a p t e r 6

ANHARMONIC PHONONS AND NUCLEAR QUANTUM
EFFECTS IN ZINC

6.1 Introduction
As shown in [1], anharmonic effects are not limited to high temperatures. They
can be significant at low temperatures through the zero-point occupancy of anhar-
monic modes. For some thermophysical properties, the self-energies of thermally-
populated modes can be altered by anharmonic coupling to higher-energy modes
having only zero-point occupancy. In [2], such anharmonicity with nuclear quantum
effects explained the negative thermal expansion of silicon below room temperature.
A similar explanation accounted for the negative thermal expansion of cuprite [3].
For INS spectra at cryogenic temperatures, it is plausible that zero-point occupancy
could lead to phonon IPS or SH features through cubic or high-order terms of the
crystal Hamiltonian.

Here I report phonon dispersions measured on a single crystal of Zn at temperatures
of 15 K, 300 K, 450 K, and 690 K. With increasing 𝑇 , the dispersions broaden and
shift to lower energies. At high 𝑇 , I find pronounced diffuse intensity above the top
of the phonon dispersions at 27 meV. With decreasing 𝑇 , the intensity reduces as
expected. However, even at 15 K, I find a measurable diffuse intensity, indicating
anharmonic phonon recombination caused by nuclear quantum effects (NQE). The
classical molecular dynamics simulations gave diffuse intensity at the higher temper-
atures, but no diffuse intensity was obtained at 15 K. Diffuse intensity was found at
15 K from ab initio calculations with the temperature-dependent effective potential
(TDEP) method when zero-point contributions were added, and with path integral
molecular dynamics (PIMD) calculations that account for zero-point dynamics.

A quantum Heisenberg-Langevin analysis for phonon interactions, developed previ-
ously [4], was used to calculate the shape of the diffuse intensity at the K point in the
Brillouin zone, compared to the intensity of the TO mode. With a phonon-phonon
interaction parameter determined from the experimental phonon linewidths, and the
assumption of a medium-strong coupling to a thermal phonon bath, the calculated
intermodulation phonon sidebands (IPS) were in good agreement with experiment
for a medium-strong coupling of the TA + TO and TO + TO modes.



97

In [5, 6], it was shown that Zn, a hexagonal crystal (but not close-packed), has
significantly different coefficients of linear thermal expansion in the 𝑎-𝑏 basal plane,
𝛽𝑎, than along the 𝑐-direction, 𝛽𝑐 (where 𝛽𝜁 = 1

𝜁

𝜕𝜁

𝜕𝑇
(𝜁 is 𝑎 or 𝑐). At temperatures

below 100 K, 𝛽𝑐 is positive but 𝛽𝑎 is negative. These coefficients of thermal
expansion are found from the dependence of the free energy on 𝑎 and 𝑐. The
internal energy is dominated by elastic energy𝑈e𝑙 , and the entropy is primarily from
atom vibrations, 𝑆v𝑖𝑏. With a change in temperature, the lattice parameters 𝑎 and 𝑐
change to keep the free energy functional 𝐹 (𝑎, 𝑐, 𝑇) = 𝑈e𝑙 − 𝑇𝑆v𝑖𝑏 at a minimum.

The TDEP method was versatile for determining the free energy from phonons
and lattice expansion, with and without zero point contributions. Adding the zero
point to the mode occupancies (a nuclear quantum effect) in TDEP calculations
improved considerably the thermal expansion calculated for temperatures around
40 K. Comparing the accuracy of anisotropic thermal expansion calculations by
path integral molecular dynamics (PIMD) simulations and by classical molecular
dynamics also showed the need to include nuclear quantum effects. For example,
calculations of the negative thermal expansion for the 𝑎 parameter below 70 K
improved by more than a factor of 3 when the zero-point energy was included in the
calculations.

6.2 Experimental Details
A large single crystal of high-purity zinc was grown by a modified Bridgman
technique [7]. Molten zones approximately 2.5 cm long were passed through a rod
of approximately 1.5 m in length. The single crystal was cut from a section in
the rod 35 cm in length that was zone-refined for chemical purity. The resulting
[001]-oriented untwinned Zn single crystal was cut to an oval plate of 37×33 mm
in area and 10 mm thick, chemically polished, and suspended in a vanadium holder
for all measurements. The Supplemental Material shows images of the crystal and
sample holder.

The INS measurements were performed with the time-of-flight wide angular range
chopper spectrometer, ARCS [8], at the Spallation Neutron Source [9], using neu-
trons with an incident energy of 70 meV. These measurements used a Fermi chopper
with a slit width of 1.5 mm, and spinning at 120 Hz, to monochromate the beam.
The [001] basal plane was in the plane of the spectrometer as the sample was rotated
over 192 increments in angle in a vacuum furnace at 300 K, 500 K and 690 K or
a helium displex refrigerator at 15 K. An empty vanadium holder was measured
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under the same conditions, although scattering from the holder was much weaker
than the holder plus sample. Data processing included normalization of detector
response with respect to white beam vanadium measurement [10], subtraction of
background from the sample holder and the sample environment, then a correction
for multiphonon scattering in the incoherent approximation [11] for each Brillouin
zone of the dataset. After these corrections, the data were folded back into an
irreducible wedge in the first Brillouin zone to show intensities of the experimen-
tal dispersions along conventional high symmetry directions in reciprocal space.
Phonon density of states (DOS) curves were obtained by averaging the intensities
over the first Brillouin zone with a grid of 171×171×171 points in reciprocal space.
The Supplemental gives additional details of the data processing.

The experimental phonon dispersions along high-symmetry crystallographic direc-
tions are presented in Fig. 6.1. The phonon dispersions at 15 K in panel (a) are
consistent with the harmonic model, although some weak diffuse intensity is found
above the harmonic phonon dispersions in panel (e). From 300 K to 690 K, the
diffuse intensity grows around the high symmetry points Γ and 𝐴 at energies around
25-30 meV, and from 𝐾 to 𝑀 at approximately 30-35 meV. At 690 K the diffuse in-
tensity reaches 35 meV or more for all reciprocal space points in Fig. 6.1(d),(h). The
phonon DOS Fig. 6.1(e)-(h) confirms the trend of formation of separate features of
intensity at 30 and 35 meV. The plots also show how the intensities of these features
increase with temperature. Figure 6.2 shows the intensities of dispersions at 15 K
in more detail, using a log scale with a low-intensity cutoff. Along the 𝐾-𝑀 path,
there is some diffuse intensity, as in a high-temperature spectra. The diffuse features
are qualitatively similar to those at 300 K in Fig. 6.1(b).

6.3 Ab Initio Simulations
Temperature-dependent effective potential method
Anharmonic phonons from TDEP

Phonon lineshapes at 15 K from the sTDEP method are shown in Fig. 6.3(a). To
analyze the origin of high-energy diffuse intensity near the 𝐾 point in terms of its
contributing three-phonon processes, I used a branch elimination technique similar
to [4, 12]. I eliminated contributions from all three-phonon processes attributed to
optical modes in the energy range between 22 meV and 24 meV (Fig. 6.3(b)). This
involved setting to zero all three-phonon matrix elements Φ

®𝑞 ®𝑞′ ®𝑞′′
𝑠𝑠

′
𝑠
′′ in Eq. 2.11 that

correspond to effective harmonic phonon frequencies 𝜔 ®𝑞,𝑠, 𝜔 ®𝑞′,𝑠′ or 𝜔 ®𝑞′′,𝑠′′ in this



99

Figure 6.1: Inelastic neutron scattering data from Zn single crystal (a)-(d) with
phonon DOS (e)-(h). Each panel is normalized with respect to its total inelastic
intensity (data are on a log scale).

energy interval.

I estimated the contributions of individual harmonic phonon modes to the scatter-
ing function from the corresponding three phonon processes. The total scattering
function in the limit of small self-energies was approximated as in Eq. 5.1. Fig-
ure 6.3(c),(e) shows diffuse intensity around 40 meV and 35 meV as the original
phonon lineshape obtained with sTDEP. The intensity was calculated as the partial
contribution to the phonon spectral function at 40 meV and 35 meV, computed for
harmonic branches along high symmetry directions using Eqs. 2.11 and 5.1. Even
at 15 K, there is some diffuse intensity above 32 meV owing to the anharmonic
coupling of the zero point motion of high energy modes.
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Figure 6.2: Inelastic neutron scattering data from Zn single crystal at 15 K with fine
spectral features (data are on a log scale).

The anharmonic coupling in the Brillouin zone is projected onto the basal plane
of phonon wavevectors in Fig. 6.3(d),(f). The intensity contributions are computed
at 40 meV (Fig. 6.3(d)) and 35 meV (Fig. 6.3(f)) where diffuse intensity is observed
in TDEP spectra. As ®𝑞 → ®𝑞𝐾 , the intensity can be understood as a frequency
doubling of the original mode (as in [12]). The 35 meV intensity originates from
the coupling of transverse acoustic and transverse optical vibrations (Fig. 6.3(e)) at
energies around 6 and 22 meV. From Fig. 6.3(f) the coupling at the 𝐾∗ point in this
region is from vibrations localized at equivalent 𝐾3 high symmetry points.

Thermal Expansion from TDEP

For volume relaxation with stochastic TDEP, I start with the free energy expansion
up to second order in the volume 𝛿𝑉 = (𝑉 −𝑉0)

𝐹 (𝛿𝑉) = −𝑃𝛿𝑉 + 1
𝑉
𝐵𝛿𝑉2, (6.1)

𝑃 = −𝜕𝐹
𝜕𝑉

, 𝐵 = 𝑉
𝜕2𝐹

𝜕𝑉2 (6.2)

where 𝑃 is the pressure and 𝐵 is the bulk modulus.

In TDEP formalism the free energy is defined as

𝐹 = 𝑈T𝐷𝐸𝑃
0 + 𝐹T𝐷𝐸𝑃

pℎ , (6.3)
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Figure 6.3: Band elimination analyses of Zn vibrational specta. (a) sTDEP phonon
dispersions along high-symmetry directions at 15 K. (b) Phonon lineshapes at 15 K
where contributions from three-phonon processes associated with the optical modes
in the range of 22 to 24 meV are set to zero. (c) Harmonic modes that give the
maximum contribution to the second harmonic spectral lineshape through three-
phonon processes at 40 meV, and (e) 35 meV. Coupling at 𝐾 high symmetry point
over the Brillouin zone of hexagonal crystal projected on the 𝑞𝑥 , 𝑞𝑦 plane at 40 meV
(d) and 35 meV (f).
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𝑈T𝐷𝐸𝑃
0 =

〈
𝑈D𝐹𝑇 (𝑇,𝑉) −

1
2

∑︁
𝑖, 𝑗

∑︁
𝛼,𝛽

Φ
𝛼,𝛽

𝑖, 𝑗
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𝛽

𝑗
− 1

6

∑︁
𝑖, 𝑗 ,𝑘

∑︁
𝛼,𝛽,𝛾

Φ
𝛼,𝛽,𝛾

𝑖, 𝑗 ,𝑘
(𝑇,𝑉)𝑢𝛼𝑖 𝑢

𝛽

𝑗
𝑢
𝛾

𝑘

〉
,

(6.4)

𝐹T𝐷𝐸𝑃
pℎ =

∑︁
®𝑞,𝜈

[1
2
ℏ𝜔 ®𝑞,𝜈 + 𝑘𝐵𝑇 ln(1 − 𝑒−𝛽ℏ𝜔 ®𝑞,𝜈 )

]
, (6.5)

where𝜔 ®𝑞,𝜈 is the angular frequency of a phonon with momentum ®𝑞 and polarization
𝜈; Φ𝛼,𝛽

𝑖, 𝑗
and Φ

𝛼,𝛽,𝛾

𝑖, 𝑗 ,𝑘
are the second- and third-order forceconstants.

The stress tensor 𝜎𝛼𝛽 of the system is obtained as the derivative of free energy with
respect to the strain tensor 𝜀𝛼𝛽

𝜎𝛼𝛽 =
1
𝑉

𝜕𝐹

𝜕𝜀𝛼𝛽
=

1
𝑉

𝜕𝑈0

𝜕𝜀𝛼𝛽
+ 1
𝑉

𝜕𝐹𝑝ℎ

𝜕𝜀𝛼𝛽
(6.6)

= 𝜎0
𝛼𝛽 + 𝜎

𝑝ℎ

𝛼𝛽
,

where 𝜎0
𝛼𝛽

and 𝜎𝑝ℎ
𝛼𝛽

are the static and phonon parts of the stress tensor.

Using phonon part of free energy in TDEP formalism (Eq. 6.5), the phonon part of
the stress tensor is computed as

𝜎
𝑝ℎ

𝛼𝛽
=

1
𝑉

∑︁
®𝑞,𝜈

ℏ𝜔 ®𝑞,𝜈𝛾
𝛼𝛽

®𝑞,𝜈

(1
2
+ 𝑛 ®𝑞,𝜈

)
, (6.7)

with the mode-projected Grüneisen tensor for the phonon mode ®𝑞, 𝜈 and Cartesian
components 𝛼, 𝛽 given by [13]

𝛾
𝛼𝛽

®𝑞,𝜈 = − 𝑉

6𝜔2
®𝑞,𝜈

∑︁
𝑖, 𝑗 ,𝑘

∑︁
𝛾𝛿

𝜖
𝑖𝛾†

®𝑞,𝜈𝜖
𝑗𝛿

®𝑞,𝜈
√
𝑚𝑖𝑚 𝑗

𝑟𝛼𝑘Φ
𝛾,𝛿,𝛽

𝑖, 𝑗 ,𝑘
exp[ ®𝑞 · ®𝑟], (6.8)

where 𝜖 is the phonon eigenvector, and 𝑚 and ®𝑟 are the atomic mass and position.
The derivation of the static part of the stress tensor from 𝑈T𝐷𝐸𝑃

0 defined in Eq. 6.4
is given in the Supplemental.

Using the stress tensor, I redefine the free energy expression in Eq. 6.1 as a function
of deformation

1
𝑉
𝐹 (𝜀) = 𝜎𝜌𝜀𝜌 + 𝑐𝜌𝜁𝜀𝜌𝜀𝜁 , (6.9)

where I used the Voigt notation 𝜌 [14] instead of Cartesian indexes 𝛼𝛽. The stress
tensor 𝜎𝜌 plays the role of pressure, 𝑃, and the elastic constants 𝑐𝜌𝜁 are used instead
of bulk modulus, 𝐵. The equilibrium deformation is predicted by minimizing the
free energy functional.

𝜀𝜌 = −(𝑐−1)𝜌𝜁𝜎𝜁 = −𝑠𝜌𝜁𝜎𝜁 (6.10)
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The corresponding primitive cell A𝛼𝛽 update is

A (𝑛+1)
𝛼𝛽

= A (𝑛)
𝛼𝛽

+ 𝜀𝛼𝛽A (𝑛)
𝛼𝛽
. (6.11)

Finally, the updated cell is used in the next step of sTDEP, closing the self-consistent
loop.

Molecular Dynamics Simulations with Machine Learning Interatomic Potential
A machine-learned moment-tensor potential (MLIP) [15] was used to model the
interatomic interactions in classical MD simulations with the LAMMPS code [16].
The supercell size was 60×60×30 with 216,000 atoms. The Supplemental provides
additional details on MLIP construction and computational data analyses. The
results from MD calculations were post-processed in the package VVCORE [17].
The projected velocity-velocity autocorrelation functions came from 40 statistically
independent 10 ps MD trajectories to ensure convergence in the time domain. I
obtained the spectral intensity through the Fourier transform of a velocity-velocity
autocorrelation function, projected onto ®𝑄. These MD calculations required long
lengths and extended times for good resolution of phonon features in ®𝑄 and 𝜔 [18].

The MLIP was trained with input from density functional theory (DFT) calculations
performed with VASP [19–22]. The DFT calculations used plane-wave basis sets,
exchange-correlation functionals in the generalized gradient approximation (GGA)
[23, 24], the projector augmented wave (PAW) method, and supercells generated
with thermally-displaced atoms. These training supercells were 4×4×2, containing
64 atoms. Zinc as a metallic solid is known for slow convergence with respect to a
number of 𝑘-points and energy cutoff [25, 26]. I used a dense 𝑘-grid (7×7×7), and a
kinetic energy cutoff of 600 eV. The final training set contained 117 configurations.

Vibrational spectra along high symmetry directions, obtained from autocorrelation
functions of classical MD trajectories are shown in Fig. 6.4. The calculations using
MLIP reproduce the formation of diffuse intensity at the higher temperatures. Since
classical MD does not include nuclear quantum effects at low temperatures, it does
not reproduce the diffuse intensity at 15 K. At 300 K, some diffuse intensity is found
above 20 meV at the the K point. At higher temperatures, this diffuse feature softens
in energy following the trend of the phonon branches that are coupled. However,
at 690 K the spectral features above 30 meV broaden considerably, owing to the
substantial decrease in the lifetime of these vibrational excitations.
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Figure 6.4: Phonon dispersions along high-symmetry directions calculated with
classical MD and projected velocity-velocity autocorrelation function method. Tem-
peratures from top to bottom: 15 K, 300 K, 500 K, 690 K.

6.4 Heisenberg-Langevin Equation
The origin of diffuse intensity at the high symmetry K point can be explained with
a combination of two distinct coupling processes. Hence, I write Eq. 5.12 for the
third mode 𝑐

𝑆𝑎𝑐 [𝜔] =
ℏ𝛾𝑎 (𝑛𝑎 + 1

2 )
2𝑚𝜔𝑎

|𝜒𝑎 + 2𝑖𝜔𝑐𝑔2𝜒2
𝑎𝜒𝑎𝑐 𝜒̄𝑎𝑐 |2, (6.12)

where 𝜒𝑎𝑐 are defined as phonon propagation susceptibility functions for oscillator
𝑐

𝜒−1
𝑎𝑐 = −𝑖(𝜔 − 𝜔𝑎 − 𝜔𝑐) +

𝛾𝑐

2
, (6.13)

𝜒̄−1
𝑎𝑐 = −𝑖(𝜔 − 𝜔𝑎 + 𝜔𝑐) +

𝛾𝑐

2
. (6.14)

In Eq. 5.12 and Eq. 6.12 for sideband formation, the first term corresponding to
𝑔 = 0 is the Lorentzian peak at frequency 𝜔𝑎. These two equations differ in their



105

0 10 20 30 40
Energy (meV)

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

√
S[

ω
]

(a
rb

.u
ni

ts
)

TO

TO + TA
TO + LO

Figure 6.5: Results from the Heisenberg–Langevin model for high energy diffuse
intensity formation at 15 K in the medium-strong coupling regime.

last terms. The final spectral intensity obtained by combining the last terms of Eq.
5.12 and Eq. 6.12 is

𝑆[𝜔] =
ℏ𝛾𝑎 (𝑛𝑎 + 1

2 )
2𝑚𝜔𝑎

|𝜒𝑎 + 2𝑖𝜔𝑏𝑔2𝜒2
𝑎𝜒𝑎𝑏 𝜒̄𝑎𝑏

+ 2𝑖𝜔𝑐𝑔2𝜒2
𝑎𝜒𝑎𝑐 𝜒̄𝑎𝑐 |2 . (6.15)

The prefactor in Eq. 6.15 (𝑛𝑎 + 1
2 ) accounts for nuclear quantum effects at low

temperature. Predictions at 15 K for medium-strong coupling (𝑔 ≃ 𝛾𝑎) are shown
in Fig. 6.5. The TO mode, 𝜔𝑎, gives the peak centered at 20.5 meV and FWHM
𝛾𝑎 of 1.5 meV. Equation 5.19 gives the sidebands at around 29 meV and 38 meV
from the coupling of the TA mode (center 8 meV and FWHM of 1.5 meV) and the
LO mode (center 17 meV and FWHM of 1.5 meV). The model correctly predicts the
formation of sidebands and intensity distribution between sidebands and TO mode
at 15 K. The intensities of TO, TO + TA, and TO + LO peaks 𝐼T𝑂 : 𝐼T𝑂+𝑇𝐴 : 𝐼T𝑂+𝐿𝑂
are in the ratio of 13:2:1, in agreement with the experimental values of 15:2:1.
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Figure 6.6: Mode Grüneisen parameters for dispersions, shaded to match their
corresponding dispersions at (a-b) 15 K and (d-e) 300 K. Phonon dispersions from
sTDEP calculations at (c) 15 K and (f) 300 K colored to correspond with their
matching mode Grüneisen parameters.

6.5 Thermal Expansion
The right-hand panels in Fig. 6.6 are phonon dispersions from the harmonic part of
the sTDEP method, with color coding that matches the mode Grüneisen parameters
at left for the 𝑎-𝑏 axes, 𝛾𝑎, and the 𝑐-axis, 𝛾𝑐. The mode Grüneisen parameters were
obtained from Eq. 6.8 for sTDEP calculations at 15 and 300 K.

The Grüneisen parameters are consistent with the quasiharmonic (QH) rule for
the negative thermal expansion (NTE) at low temperatures – the NTE corresponds
to negative Grüneisen parameters for low-energy phonons. The 𝑎 lattice constant,
which is known to have NTE at low temperatures, has negative Grüneisen parameters
along the 𝑎-𝑏 plane at the zone edge, whereas the Grüneisen parameters projected
on the 𝑧 direction are comparatively large and positive. The largest Grüneisen
parameters are near the point 𝐾 in the Brillouin zone. The negative values of the
Grüneisen parameter along the 𝑎-𝑏 plane at 15 K are less negative at 300 K. This
QH picture is consistent with the positive values of thermal expansion in 𝑎-𝑏 plane
at medium and high temperatures. The Grüneisen parameters projected on the 𝑧
axis are large and positive, consistent with the positive thermal expansion along 𝑐.
While this qualitative agreement with expectations from the QH model is appealing,
the NTE predicted by the QH model is not accurate, as discussed below.
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Figure 6.7: Computational lattice constants (left and center) and volume (right) as a
function of temperature of hexagonal Zn. Path Integral MD and sTDEP calculations
are shown with red and blue dots, respectively. Classical MD simulation and static
relaxation calculation at zero temperature are shown with dashed black line and
black dot. (Inset) Calculations at temperatures with NTE.

Figure 6.7 shows the temperature dependence of lattice parameters obtained with
the sTDEP relaxation procedure (blue line and dots) and PIMD simulation in the
NPT ensemble (constant number of atoms, pressure, energy). Results from classical
MD simulations in the NPT ensemble with static relaxation at zero temperature are
shown for comparison. As described in [2], nuclear quantum effects (NQE) result in
anharmonic interactions between phonons, changing their self-energies and altering
the volume dependence of the free energy. The PIMD and sTDEP methods are
constructed to include NQE, and give the similar results in the region of NTE.
Both are in good agreement with experiment. Additionally, the PIMD and sTDEP
calculations converge to the black curve from classical simulations at around 400 K
for the 𝑎 lattice constant and 300 K for 𝑐. The sTDEP results diverge from PIMD at
high temperatures (especially for c axis and volume temperature dependence). This
might come from high-order anharmonic processes affecting the lattice dynamics
of Zn.

Some linear coefficients of thermal expansion along the a- and c-axis are compared
with experimental results in Fig. 6.8. The quasiharmonic (QH) results were obtained
by finding the minimum of free energy with respect to the 𝑎 and 𝑐 lattice parameters,
𝐹 (𝑎, 𝑐). Although the QH calculations give qualitative trends, they are quantita-
tively inaccurate. Figure 6.8 shows that anharmonicity must be treated accurately,
together with zero-point dynamics. The thermal expansion calculated from Eq. 6.3
depends only on the temperature dependence of 𝑈 through the electronic energy
and the temperature dependence of 𝑆 through the phonon frequencies 𝑑𝜔𝑞,𝑠/𝑑𝑇 .
With anharmonicity, 𝜔𝑞,𝑠 depends independently on both 𝑇 and𝑉 as 𝜔𝑞,𝑠 (𝑉,𝑇), but
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Figure 6.8: Calculated and experimental coefficients of linear thermal expansion
of a-axis (left) and c-axis (right) of hexagonal Zn. Calculations are shown with
circles (PIMD with MTP, red; PIMD with RANN, cyan; QH calculation, orange).
Experimental data from Channing and Weintraub and McCannon are presented
with diamond and triangle markers. Crosses are from present X-ray diffraction
measurements of zinc powder.

the QH approximation assumes 𝜔𝑞,𝑠 (𝑉 (𝑇)), so phonon frequencies cannot change
with 𝑇 alone. Figure 6.8 shows that PIMD simulations with MTP give much bet-
ter coefficiencts of thermal expansion than QHA. Nitol [25] showed that PIMD
with an Artificial Neural Network (ANN) potential gave reasonable agreement to
experimental lattice constants, and Fig. 6.8 shows that this potential gave good agree-
ment with experiment in the region of NTE at low temperatures. The coefficients
extracted from X-ray diffraction patterns of zinc powder (corresponding lattice pa-
rameters were obtained through Reitveld refinement with GSAS-II software) are in
agreement with previous results in predicting NTE along a-axis at low temperatures.
Details of XRD data collection, diffraction patterns, and extracted lattice parameters
are presented in the Supplemental Materials. The ANN is trained on DFT data with
LDA exchange-correlation functionals, but this results in an underestimation of the
coefficient of thermal expansion above 50 K.

Thermal expansion is inversely proportional to the bulk modulus, and errors in bulk
modulus are consistent with some of the discrepancies between experimental thermal
expansion coefficients and those calculated with DFT methods. The bulk modulus
from ANN trained on DFT data with an LDA exchange-correlation functional is
93.19 GPa [25]. This is greater than the experimental value equal to 80 GPa [27].
On the other hand, the bulk modulus from the MTP calculations, trained with DFT
data obtained from the GGA functional (PBE), predicts a lower value of 59.48 GPa,
comparable to previous studies on Zn with PBE functionals [28]. Approximately,
the underestimation of thermal expansion by RANN and overestimation by MTP
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are consistent with their discrepancies in bulk modulus.

6.6 Conclusion
Anharmonic effects in the vibrational spectra of hexagonal zinc were investigated
by inelastic neutron scattering and ab initio computational methods. A diffuse
intensity near the 𝐾 point in the Brillouin zone was found. This diffuse feature
can be explained by the sideband model proposed in [4], which describes a strong
phonon-phonon coupling mechanism involving transverse optical, transverse acous-
tic, and longitudinal acoustic modes. The sidebands are observed even at cryogenic
temperatures, owing to anharmonic coupling to modes with zero-point dynamics.

Phonon anharmonicity influences the phonon self-energies, causing both positive
and negative shifts as temperature varies. Even at extremely low temperatures, the
zero-point quantum occupancies of high-energy vibrational modes affect the ener-
gies of low-energy modes through anharmonic coupling. This nuclear quantum ef-
fect, coupled with anharmonicity, explains the negative thermal expansion observed
in the 𝑎-𝑏 plane and allows quantitative accuracy with computational methods.
Both anharmonicity and nuclear quantum effects are important for thermophysical
properties of zinc, and may be important for other materials with hexagonal crystal
structures.

6.7 Supplemental Material
Single Crystal Data Analysis
Figure 6.10 shows the single crystal of Zn, and how it was mounted in a vanadium
holder. Data were acquired in “event mode,” where raw data were time-stamped
detections of individual neutrons in pixels of the large-area (𝜋 sr) detector array of
the ARCS spectrometer at the SNS. Tools in the Mantid software package were
used to reduce the single crystal data into the four-dimensional scattering function
S( ®𝑄,𝜀) [29]. Preliminary analyses assessed the data statistics, sample alignment,
nonlinearities of the detector array for Bragg diffractions, and possible abnormalities
in the different Brillouin zones. I found no problems, so I folded data throughout
®𝑄 into an irreducible wedge in the first Brillouin zone using symmetry operators.
Before folding each zone, I subtracted background from the thin-wall vanadium
sample container and an averaged incoherent multiphonon scattering. Finally, I
checked the temperature dependence of the data at 15 meV at the 𝐾 high-symmetry
point to ensure that there are no processing artifacts introduced and the raw intensity
of the sample is a smooth function of temperature (Fig. 6.9).



110

15 300 500 690

Temperature (K)

0.0005

0.0010

0.0015

0.0020

0.0025

0.0030

In
te

ns
ity

Figure 6.9: Intensity cut at 𝐾 high symmetry point at E = 15 meV as a function of
temperature.

Figure 6.10: Zn single-crystal with vanadium sample holder.
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For better visualization of the high energy modes, the spectral intensities were
thermally weighted with the energy-dependent factor:

𝜀

[
1 − exp

(
−𝜀
𝑘𝐵𝑇

)]
× S( ®𝑄, 𝜀) = Sweighted( ®𝑄, 𝜀) (6.16)

where 𝜀 = ℏ𝜔. More details on the general process of data acquisition and analyses
can be found in [4, 30].

X-ray diffraction data for thermal expansion
Variable-temperature cryogenic powder X-ray diffraction (XRD) measurements
were performed using a PANalytical X’Pert Pro MPD diffractometer equipped with
an Oxford PheniX closed-cycle cryostat (Oxford Cryosystems). Cu K𝛼 radiation (𝜆
= 1.5418 Å) was used in conjunction with an X’Celerator position-sensitive detec-
tor. For the cryogenic measurements, the sample was initially cooled to 30 K at a
rate of –6 K/min. After equilibrating at 30 K for 1 minute, data were collected over
a 2𝜃 range of 20◦ to 100◦, with a step size of 0.016◦ and an exposure time of 40
seconds per step. The sample was subsequently heated at a rate of 6 K/min to the
next desired temperature, and data collection resumed after 1 minute of equilibration
at each step. The X-ray generator was operated at 45 kV and 40 mA. Measured
diffraction patterns are shown in Fig. 6.11. The GSAS-II software package [31]
was used to extract lattice parameters from diffraction patterns in a series of Ri-
etveld refinements where the current histogram refinement results were used as a
starting point for refinement at the next temperature in the series. The procedure
included fitting of the starting 30 K histogram where after background fitting (I
used 6th order Chebyshev polynomial), lattice parameter was refined with respect
to sample displacement (value after refinement equal to 122.6424 ± 1.56), domain
size (0.1745 ± 0.0019), and uniaxial mustrains (1151.4 ± 21.6, 6423.0 ± 113.5) in
the corresponding order (the thermal factor𝑈i𝑠𝑜 was kept fixed with value of 0.01).
The instrument parameters were obtained from silicon standard and are presented
in Fig. 6.16. The refinement parameters for each histogram include background,
scale factor and sample displacement, and elastic strain, leading to a total of 10
free parameters (other parameters were fixed to the values obtained at 15 K). The
refinement results are given in the Fig. 6.17. The obtained lattice parameters as a
function of temperature are shown in Fig. 6.12.
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Figure 6.11: Zinc X-ray diffraction patterns measured from 30 to 100 K. Peaks are
indexed. Positions of diffractions are shown with blue markers.

Static part of the compliance tensor for temperature dependent effective po-
tential
I start with the TDEP expression for the static part of the free energy.

𝑈T𝐷𝐸𝑃
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(6.17)

=

〈
𝑈D𝐹𝑇 −𝑉2 −𝑉3

〉
, (6.18)

where 𝑉2 and 𝑉3 are terms attributed to second and third-order force constants.

The corresponding part of the stress tensor:

𝜎0
𝛼𝛽 =

1
𝑉

𝜕𝑈𝑇𝐷𝐸𝑃0
𝜕𝜀𝛼𝛽

=

〈 1
𝑉

𝜕𝑈D𝐹𝑇

𝜕𝜀𝛼𝛽
− 1

2
𝜕𝑉2

𝜕𝜀𝛼𝛽
− 1

6
𝜕𝑉3

𝜕𝜀𝛼𝛽

〉
(6.19)

=

〈
𝜎𝐷𝐹𝑇𝛼𝛽 − 1

2
𝜕𝑉2

𝜕𝜀𝛼𝛽
− 1

6
𝜕𝑉3

𝜕𝜀𝛼𝛽

〉
,

where 𝜎𝐷𝐹𝑇
𝛼𝛽

is the stress tensor obtained from density function theory for the
configuration of the ensemble.

Here, I derive the expression for𝑉2. For the𝑉3, I give a final result since it follows the
steps of the𝑉2 case. In the following, I use Einstein’s notation for tensor contraction.
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Figure 6.12: Temperature dependence of the lattice parameters of Zinc extracted
from X-ray diffraction data. Confidence intervals are shown with errorbars.
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𝜕𝑉2

𝜕𝜀𝛼𝛽
= 𝜕𝜀𝛼𝛽
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Φ
𝛾𝛿
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𝛾
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𝑖 𝑗
(𝑢𝛼𝑖 𝛿

𝛽
𝛾𝑢

𝛿
𝑗 + 𝑢

𝛾

𝑖
𝑢
𝛽

𝑗
𝛿𝛼𝛿 ) (6.20)

+𝑢𝛾
𝑖
𝑢𝛿𝑗𝜕𝜀𝛼𝛽Φ

𝛾𝛿

𝑖 𝑗
= Φ

𝛽𝛿

𝑖 𝑗
𝑢𝛼𝑖 𝑢

𝛿
𝑗 +Φ

𝛾𝛼

𝑖 𝑗
𝑢
𝛾

𝑖
𝑢
𝛽

𝑗
+ 𝑢𝛾

𝑖
𝑢𝛿𝑗𝜕𝜀𝛼𝛽Φ

𝛾𝛿

𝑖 𝑗
.

Here, I used the fact that 𝜕𝑢𝛾/𝜀𝛼𝛽 = 𝑢𝛼𝛿𝛽𝛾 .

Relating the last expression to the harmonic part of the force in the temperature
dependent effective potential 𝑓 (2)𝛼

𝑖
= −Φ𝛼𝛽

𝑖 𝑗
𝑢
𝛽

𝑗
[32, 33]

𝜕𝑉2

𝜕𝜀𝛼𝛽
= −

∑︁
𝑖

(𝑢𝛼𝑖 𝑓
(2)𝛽
𝑖

+ 𝑢𝛽
𝑖
𝑓
(2)𝛼
𝑖

) + 𝑢𝛾
𝑖
𝑢𝛿𝑗𝜕𝜀𝛼𝛽Φ

𝛾𝛿

𝑖 𝑗
. (6.21)

The 𝜕𝜀𝛼𝛽Φ
𝛾𝛿

𝑖 𝑗
can be found from Taylor expansions of second order force constants

with respect to displacements ®𝑟′
𝑖
= ®𝑟𝑖 + ®𝑢𝑖

Φ
𝛾𝛿

𝑖 𝑗
(®𝑟′) = Φ

𝛾𝛿

𝑖 𝑗
(®𝑟) +Φ

𝛾𝛿𝛼

𝑖 𝑗 𝑘
𝑢𝛼𝑘 +𝑂 (𝑢2). (6.22)

In the case of the strain 𝑢𝛼
𝑖
= 𝜀𝛼𝛽𝑟

𝛽

𝑖

Φ
𝛾𝛿

𝑖 𝑗
(𝜀𝛼𝛽) = Φ

𝛾𝛿

𝑖 𝑗
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𝛾𝛿𝛼

𝑖 𝑗 𝑘
𝜀𝛼𝛽𝑟

𝛽

𝑘
+𝑂 (𝜀2

𝛼𝛽). (6.23)

𝜕𝜀𝛼𝛽Φ
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𝑖 𝑗
= Φ

𝛾𝛿𝛼

𝑖 𝑗 𝑘
𝑟
𝛽

𝑘
. (6.24)

Substituting the result into rightmost term Eq. 6.21
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(3)𝛽
𝑘

, (6.25)

where 𝑓
(3)𝛽
𝑘

is the contribution from third-order forceconstants to forces in TDEP
formalism [33].

The final expression for the 𝑉2 term is

1
𝑉

1
2
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(1
2
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+ 1
2
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= − 1
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(2)𝛽
𝑖

+ 𝑟𝛼𝑘 𝑓
(3)𝛽
𝑘

)
. (6.26)
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𝑓
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𝑖

= 1
2𝑢
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𝑓
(2)
𝑖

due to periodic crystal symmetry.

A similar expression for the 𝑉3

1
𝑉

1
6
𝜕𝜀𝛼𝛽𝑉3 = − 1

𝑉

(
𝑢𝛼𝑖 𝑓

(3)𝛽
𝑖

+ 𝑟𝛼𝑘 𝑓
(4)𝛽
𝑘

)
. (6.27)



115

With the static part of the stress tensor

𝜎0
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𝑘

)
− 1
𝑉
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𝑢𝛼𝑖 𝑓

(3)𝛽
𝑖

+ 𝑟𝛼𝑘 𝑓
(4)𝛽
𝑘

)〉
. (6.28)

I note that pressure fluctuations are exclusively captured by the third-order force
constants, as the second-order contribution yields a kinetic, ideal-gas-like term.
However, I found that the second-order force constants are important to describe
fluctuations of the off-diagonal stress tensor components. All expressions presented
here are implemented in the TDEP code [34].

Construction of Machine Learning Interatomic Potentials (MLIP)
I used moment tensor potentials (MTP) [15] to model the interatomic interactions.
Moment tensors are flexible basis functions helpful in learning the lattice dynamics
of a system, including anharmonic effects [35]. The construction of machine learn-
ing interatomic potentials (MLIP) followed the procedure of Ref. [36]. I generated
the MLIP from configurations actively sampled from molecular dynamics simula-
tions at temperature from 15 K to 690 K. Different candidate lengths of the 𝑎 and 𝑐
axes were chosen on the grid with ±10% of their equilibrium values at the corre-
sponding temperature. The training set contained 117 configurations post-processed
with VASP providing reference energies, forces, and stresses [19–22]. The average
difference between the fitted potential and the potential from the ab initio model was
2 meV/atom. Using Eq. 3.17, I calculated a relative difference of 7 % in forces, and
10 % in stresses.

Analyses of diffuse intensity generation through third order anharmonicity and
beyond
To perform sTDEP computations of temperature dependent phonon lineshapes pre-
sented in Fig. 6.13 I followed the procedure described in Supplemental of [37].
The linewidths from sTDEP are able to reproduce the experimental features in the
phonon spectra of Zn, including the formation of diffuse intensity at 15 K. The TDEP
reproduces additional intensity formation at Γ and 𝐴 points, and the frequency shifts
of diffuse intensity with temperature.

Path Integral Molecular Dynamics
Path Integral Molecular Dynamics (PIMD) simulations capture the correct physics
of zero-point energy. The efficient LAMMPS realization of PIMD in the NPT
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Figure 6.13: Calculated sTDEP phonon dispersions along high-symmetry directions
for temperatures from top to bottom: 15 K, 300 K, 500 K, and 690 K.
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Figure 6.14: Phonon dispersions along high-symmetry directions calculated by
projected velocity-velocity autocorrelation function method at 15 K using BCMD.

ensemble [38] was used to perform a simulation with multiple beads to estimate the
nuclear quantum effects that alter the thermal expansion of Zn at low temperatures.
The supercell size for cell parameter equilibration was chosen in correspondence
with the TDEP calculations (10 × 10 × 5 with 1000 atoms). A number of beads
equal to 64 was obtained on the basis of the convergence of the equilibrium lattice
parameters used in the simulation as discussed below.

In [39, 40] the authors proposed a new path integral method to calculate dynami-
cal properties such as a two-point autocorrelation function in the low temperature
limit called Brownian Chain Molecular Dynamics (BCMD). I used BCMD as im-
plemented in the PIMD software package [41] to perform a long-range large-scale
molecular dynamics simulation with multiple beads at 15 K. For BCMD calcula-
tions, the supercell size was 40 × 40 × 20 with 64,000 atoms due to computational
complexity. The projected velocity-velocity autocorrelation functions came from
4 statistically independent 10 ps BCMD trajectories. For large-scale BCMD sim-
ulations, I used the number of beads equal to 32 with accuracy comparable to the
number of beads used in thermal expansion simulations. The vibrational spectra at
15 K obtained with the projected velocity autocorrelation functions obtained from
the BCMD simulations are shown in Fig. 6.14. The inclusion of nuclear quantum
effects allows the generation of diffuse intensity at the 𝐾 point and around the 𝐴
point at 15 K.

Some results from the convergence testing for the number of beads in BCMD
simulations at 10 K are shown in Fig. 6.15. Simulations were performed in the NPT
ensemble for the set of beads [8, 16, 32, 64]. From Fig. 6.15(c),(d) the optimal
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Figure 6.15: Convergence of lattice parameters in the PIMD simulation at 10 K.
(a),(b) show limits as the number of beads approach infinity: black dots - NPT
simulation results of lattice parameters; solid curve - linear fit of the function
𝑓 (1/𝑛𝑏𝑒𝑎𝑑); red dot - limit of lattice parameter at number of beads equal approaching
infinity. (c),(d) error in lattice parameter estimation with respect to a number of
beads (𝑎∗, 𝑐∗ denote the limit with number of beads approaching infinity).

number of beads was selected to be 64 for lattice parameter determination, and 32
for the large-scale BCMD simulations.
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Figure 6.16: Instrument parameters for GSAS-II Rietveld refinement.

Figure 6.17: Results of Rietveld refinement.
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C h a p t e r 7

FINAL REMARKS AND FUTURE DIRECTIONS

7.1 New Methods Development
In the thesis, I focused on the anharmonic effects related to lattice degrees of free-
dom. However, in the example of NaBr, it is seen that the interaction of lattice and
dipole degrees of freedom is essential. Recent advances in Raman spectra calcu-
lation [1] and interatomic potential construction [1, 2] allow modeling electrostatic
effects in molecular dynamics simulation. In the case of polar materials, result
can be compared to the phonon behavior computed from the electric susceptibil-
ity response function to show the connection between phonon intermodulation and
optical response experiments.

Another example of nontrivial dynamics is the interplay of lattice and spin degrees
of freedom. For example, in [3], an accurate treatment of this interaction allows
describing zero thermal expansion in an invar alloy1. Thus, an accurate modeling
of the effects of spin-lattice interaction possibly leads to a new direction in the
exploration of anharmonic effects.

In particular, the simulations can show the contribution of anharmonic effects in
magnetic materials, accurately predicting macroscopic properties such as thermal
expansion and estimating the strength of spin-lattice coupling. Current approaches
to study magnetic materials either neglect vibrational effects and anharmonicity or
focus on the selective representation of spin states [3]. An accurate description of
the spin-lattice interaction is possible in large-scale molecular dynamics simulations
using machine learning interatomic potential [4]. The anharmonic part of vibrational
free energy is captured with autocorrelation function analyses. In this case, the
magnetic degrees of freedom are modeled with a collinear approach where spins
are allowed to change in absolute value and sign. I propose a study of vibrational
lattice dynamics of Fe68Pd32, known for its low thermal expansion under pressure
in the ferromagnetic-paramagnetic transition region [5, 6]. Similar to invar [3],
the direct comparison can be obtained from the pressure dependence of vibrational
spectra and magnetization. I propose to study the anharmonic part of the thermal

1Invar is a Fe65Ni35 alloy with low thermal expansion in a large interval around room tempera-
ture.
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expansion using molecular dynamics simulation with a collinear model for spins
for the case of Fe68Pd32. In the computational approach, we started with fitting
the potential on DFT data (comparison between the reference model and the MLIP
results for magnetization is given in Fig. 7.1). The MTP captures the behavior
of the ferromagnetic phase compared to the DFT model, but misses the transition
to the nonmagnetic state, which we attribute to the limitations of MD simulations
for sampling the potential energy surface of magnetic systems. The issue can be
resolved in the future work by including more paramagnetic states in the training set
of the MLIP, extending spin basis for more accurate magnetic moment fitting, and
using Monte-Carlo algorithms to allow magmetic moment flip in MD simulations.
The limitations of the collinear spin model result in inaccurate phase transition
prediction by DFT (around 30 GPa compared to 10 GPa observed in experiment).
This issue is inherited by MLIP. The solution lies in using spin-polarized calculation
as a reference model and MLIPs with noncollinear spin features with time-reversal
symmetry [7].

The next step is to compare the vibrational density of states from the autocorrelation
function calculations between moment tensor potential (MTP) and DFT simulations
(Fig. 7.2). The simulations show excellent agreement, considering that the auto-
correlation function calculations require a large supercell. The discrepancy at low
temperatures is attributed to the finite size effects (Fig. 7.3). The general softening of
the vibrational spectra is reproduced by large-scale MD simulation with a collinear
spin model, Fig. 7.3. The approach described above can be extended to provide a
fundamental understanding of the mechanical properties of other magnetic materials
with an invar effect, such as Fe-Co, Ni-Mn, and hcp Gd. The simulation approach
can complement inelastic neutron scattering experiments to estimate partial contri-
butions of elements to the phonon density of states2.

7.2 Sidebands and Nonlinear Optics
Recent advances in laser optics methods, such as the two-dimensional Terahertz-
Terahertz (2D-TTR) Raman technique [8, 9], open a field of time-resolved in crys-
tals with nonlinear optical susceptibility function. In the 2D-TTR technique, two
phonons are exited by two terahertz pulses, and Raman later probes the coupling of
the oscillations. The controlled time delays between terahertz pulses and probing

2Phonon density of states obtained in the INS experiments for alloys are neutron weighted. It
means that partial contribution of elements to the density of states is altered by the 𝜎/𝑚 factor, where
𝜎 and 𝑚 are the neutron scattering cross-section and mass of an element.
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Figure 7.1: Magnetization comparison between DFT data (orange) and collinear
spin MLIP (blue) for Fe68Pd32 in the pressure interval from -10 to 40 GPa.
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Figure 7.2: Phonon density of states between DFT data (orange) and collinear spin
MLIP (blue) for Fe68Pd32 using a 32-atom supercell in the pressure interval from
-10 to 40 GPa (top to bottom).

Raman can be Fourier transformed into a 2D map of the coupling frequencies. Also,
by tuning the delay between the probing impulse and the THz pump, one can exam-
ine the lifetime of the quasiparticle arising from the coupling of two phonon modes.
Method from can be used The exact mechanism behind the oscillations coupling
can be found using Feynman diagram analyses similar to [10]. The design of the
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Figure 7.3: Phonon density of states using collinear spin MLIP (blue) for Fe68Pd32
with 864 atom supercell in the pressure interval from -10 to 40 GPa (top to bottom).

experimental setup is shown in Fig. 7.4.

Figure 7.4: Schematic of the 2D-TTR experiment, pulse sequence, and time defini-
tions. The polarization of each pulse is indicated in the circles.

The described technique complements the scattering experiment, providing time
information on the intermodulation phenomena and allowing one to identify the
phonon modes taking part in intermodulation experimentally. Additionally, since
the theoretical technique works with optical susceptibility function, it establishes a
stronger connection between the field of nonlinear optics and how it translates to
the anharmonic phonon phenomena. A good candidate for the study would be ZnS.
The TDEP calculation of vibrational spectra of ZnS along high symmetry directions
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(left) and density of states (right) at 300 K are shown in Fig. 7.5. ZnS forms
sidebands below and above optical modes and is a well-known optical material.
Other candidates suitable for the study are GeTe and ZnTe.

Figure 7.5: Vibrational spectra of ZnS along high symmetry directions (left) and
density of states (right) at 300 K computed with TDEP method.

7.3 Diffuse Inelastic Intensity
DII originates in highly anharmonic solids and gives an almost flat contribution to
the phonon spectra. However, the time for an anharmonic atom encounter cannot be
zero, so the time correlation is not a delta function. The I(𝜔) cannot extend to infinite
energy. It must roll off at large 𝜔, and future experiments aim to find the shape of
I(𝜔) at large 𝜔. The found spectral shape of the DII can be back-transformed to
give a correlation time, which provides access to the information on the duration
of brief anharmonic interactions between atoms. The intensity of the DII allows
to estimate the magnitude of the average phase advance 𝜙 per cycle. Figure 7.6
shows simulations of the DII of cuprite. The DII changes gradually with energy
and is incoherent. These simulations tend to underestimate the DII compared to
the experiment at energies less than 100 meV, so more intensity is expected in the
experiment. In addition to Cu2O, good candidates for DII are ZnO and ZnTe, which
have tetrahedral coordination of the atoms. It is interesting to explore materials
with other crystal structures for the presence of DII in the vibrational spectrum. The
question is, "Is the cage motion necessary for generating DII?" The proposed level of
exploration of the anharmonic part of the phonon potential energy and such detailed
information has not been available from experimental measurements to date.
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Figure 7.6: Vibrational spectra from autocorrelation function analyses of cuprite at
700 K. Simulations are performed using MLIP with Cu-O bound splined to ZBL
potential at low separations. Dispersions are seen at energies below 100 meV. The
right panel is phonon DOS.
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