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ABSTRACT

Porosity in solids is ubiquitous throughout engineering applications: inherent
in energetic materials and exaggerated upon degradation, incorporated into
shock-absorbing structures via materials such as metallic foams and metama-
terials, and arising through manufacturing defects—especially in metal addi-
tive manufacturing methods. In these applications, many phenomena at both
the macro- and meso-scale are critical to the operation under dynamic com-
pression. Macroscopic shock wave structure, including shock attenuation and
disruption are important for engineered structures like metallic foams, while
mesoscopic localized shear deformation near porous defects can be a cause
of failure in structures and is thought to be a mechanism for mechanically-
induced hot spots in energetic materials which can dictate their ignition be-
havior. While the macroscopic shock response of porous materials has been
well studied, the mesoscopic response has received less attention. Recent stud-
ies have improved the understanding through sophisticated numerical simula-
tions and pore collapse experiments leveraging innovative high-speed imaging
technologies, but many details of the mesoscopic response remain unclear.

This thesis is focused on the mesoscopic domain, with an overarching goal
of characterizing local details of pore collapse, such as the rate of collapse,
pore geometry (asymmetry) evolution, deformation induced in the material
surrounding the pore, localization/failure mechanisms, and interactions be-
tween pores. Fundamental understanding of these mesoscopic phenomena is
a critical step toward unraveling the physics which couple the mesoscale and
macroscale responses, enabling predictive modeling for the dynamic response
of porous materials/structures, and developing innovative engineering designs
with porous materials.

The first part of this thesis develops a novel internal digital image correlation
(DIC) technique for use in full-scale dynamic laboratory experiments, which
enables investigation of phenomena which occur under confinement or are sen-
sitive to boundary effects. The technique consists of manufacturing trans-
parent specimens with an internally embedded speckle pattern, which is then
dynamically deformed via the experiment of choice. During dynamic loading,
the internal speckle pattern is visualized with a high-speed camera, after which
DIC software is used to process the images and compute the displacement, ve-
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locity, and strain fields. The technique is implemented and validated using
polymethyl methacrylate (PMMA) specimens under compression with split-
Hopkinson (Kolsky) pressure bar and plate impact experiments—providing
validation under both uniaxial stress and uniaxial strain conditions, at strain
rates of 103 − 106 s−1 and impact stresses up to 0.65 GPa.

The second part of the thesis implements the internal DIC technique to in-
vestigate the mechanics of a single spherical pore during collapse induced by
weak shock loading up to 1 GPa impact stress in PMMA. The first of its kind
internal strain measurements reveal concentrations around the collapsing pore,
which are approximately consistent with elastostatic theory. Equivalent shear
strain measurements uncover a transition from classical strain concentrations
to the development of shear bands at 0.6 GPa, and raw deformation images
show the development of fracture at 0.8 GPa—representing two distinct failure
mechanisms arising within a small range of impact stresses. The shear bands
arise due to large stress concentrations near the pore, which leads to plastic
deformation and heating. Thermal softening generates local material instabil-
ities, which can grow into regions of large, localized deformation. These bands
are captured via explicit finite element analysis through a thermo-viscoplastic
material model. The numerical simulations further indicate the crack to be a
shear crack propagating through the weakened material of an adiabatic shear
band. Finally, theoretical approaches elucidate the mechanics which govern
the initiation of, spacing between, and preferred paths for these failure modes.

The third part of the thesis follows a natural extension toward real porous me-
dia, investigating the collapse of pore arrays in PMMA with a focus on the role
of interactions between pores on the localization and failure response. Experi-
ments are conducted on pairs of pores in vertical and horizontal configurations.
By utilizing internal DIC and shadowgraphy, the evolution of shear bands and
cracks is visualized and measured. Further, apparent interactions between
pores are identified through shifts in impact stress thresholds for failure ini-
tiation and through delayed crack growth. Baroclinicity, and accompanying
baroclinic torque, is identified as the driving mechanism for crack propaga-
tion in these experiments. Finally, shear diffraction waves initiate upon plane
wave interaction with pores and propagate toward neighboring pores. This is
considered as a possible interaction mechanism between pores which alters the
failure response.
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The work presented in this thesis enabled the first in-situ observation of adi-
abatic shear banding during pore collapse in addition to a much-improved
spatiotemporal characterization of crack propagation compared to previous
works. Analysis of the experimental results revealed the ability of theoretical
and numerical (FEA) models to capture many details of shear localization in
pore collapse. Further analysis unraveled mechanisms governing pore collapse
and associated failure modes, including the importance of pore asymmetry
during collapse as well as planar shock interaction with the pore and the re-
sultant baroclinicity and diffracted shear waves.
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C h a p t e r 1

INTRODUCTION

1.1 Motivation

Characterizing the response of materials under extreme conditions has been
of great importance for the better part of the last century, whether under
extreme pressures, temperatures, deformation rates, or other conditions. In
that time, the number of engineering applications operating at extreme condi-
tions has only grown. Dynamic loading in these applications, which generates
both high-strain rates and high pressures, requires accurate material charac-
terization across a large range of strain rates and pressures. Such applica-
tions, listed in approximate order of increasing strain rate, include: dropped
electronics; collisions and impacts in sports and combat, for which protective
gear (especially helmets) is designed; automobile collisions; debris impact onto
wind-turbines, automobiles, trains, or aircraft; bird strike events on aircraft
fuselages, windshields, or engines; blast, explosive, and implosive loading; ar-
mor and anti-armor, ballistics; energetic materials; micro-meteorite or orbital
debris impact onto spacecraft; and laser shocks, inertial confinement [1].

Various experimental techniques have been developed for the purpose of high-
strain rate material characterization, such as drop tower testing, split-Hopkinson
(Kolsky) pressure bar [2, 3], plate impact [1, 4, 5], pulsed power accelerators
[6], hyper-velocity impact, and laser-driven shock [7]. Investigations using
these techniques have revealed various complex behaviors of materials un-
der high-strain rates. From a macroscopic perspective, different constitutive
relations have been characterized, including the effects of strain rate harden-
ing, thermal softening (adiabatic conditions at high rates), pressure-dependent
strength, and shock-induced phase transitions [1]. At the local scale, many fail-
ure modes have been observed such as dynamic fracture [8], adiabatic shear
banding [9], spall failure [1, 10], and other localized deformations (e.g., jetting).

Given the demand for engineering designs which can withstand the extreme
loads imposed during dynamic impacts, it is necessary to approach the problem
from both material and structural perspectives. To this end, it is necessary to
develop the ability to accurately and predictively model both the macroscopic
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response and local failure involved in such impact scenarios. Additionally,
one needs a deep grasp of the fundamental mechanics and physics at play
in order to design materials and structures to achieve desirable qualities while
mitigating failure, and to do so without resorting to a trial-and-error approach.
This has been the continued focus and accomplishment of the vast research
conducted in this domain.

1.2 Shock Compression of Porous Media

1.2.1 Porous Media Applications

Porous media have exhibited many unique qualities and behaviors, especially
in the dynamic impact regime. Under static loading, pores are generally con-
sidered to be stress concentrators and potential locations for failure—a poor
quality for structural integrity. However, in the dynamic regime, pores have
been identified as sources of both material property enhancement and degrada-
tion, depending on the property in question, as illustrated through examples
in Fig. 1.1. Among the beneficial qualities of porous materials for impact
loading is shock attenuation, accomplished through energy absorption due to
the large plastic deformation required to close the pores [11–14], and shock
disruption, or widening of the shock, via micro-inertial and wave-scattering
effects [15, 16]. Conversely, during pore collapse, pores have been identified
as the site for failure via localization such as jetting and cracking [17]. It has
also been suggested that collapsing pores can nucleate adiabatic shear bands
at the pore surface [18] which was later demonstrated to be true in this thesis
[19] and other concurrent works [20, 21]. Finally, the influence of porosity on
spall strength of materials has been more enigmatic, sometimes improving the
spall strength and other times degrading it, depending on the base material
properties and details of the initial porosity [14, 22, 23].

Porosity in engineered structures is highly prevalent, both as a design feature
and as a defect in manufacturing processes, as shown in Fig. 1.1. Engineered
materials, such as metallic foams or metamaterials, have intentionally incor-
porated porosity, often with the intention of being used for energy absorption.
On the other hand, additive manufacturing processes, especially powder-bed
metal printing, result in porosity as a primary defect type [26]. In fact, even
traditional material processes such as casting suffer from porosity, though typ-
ically to a lesser degree. Another manufacturing technique, shock compaction
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Figure 1.1: Pore collapse phenomena (top); applications and failure concerns
for porous media (bottom). Top row, from left to right: jetting phenomena
observed in collapsing pores in PMMA [17], large plastic deformation during
shock-induced collapse of holes in copper [24], predicted shear localization near
a shock loaded pore in PMMA via numerical simulations [18], increased spall
strength in porous additive manufactured aluminum 6061 [23]. Bottom row,
left to right: degraded LX-14 energetic material displaying substantial porosity
[25], porosity in electron beam melted Ti-6Al-4V [26], aluminum foam sample,
octet-truss lattice structure [27]. Figures reproduced with permission from
publishers.

of powders, uses dynamic compression to form bulk materials with unique
properties [28] (e.g., polycrystalline diamond [29, 30]) from powders [1, 31–
33]. Here, pore collapse plays a critical role in the manufacturing process, but
may also be a cause of the local imperfections generated during manufacturing,
such as cracks. Further, in the energetics community, porosity is a common
feature, especially in energetic materials that have undergone mechanical or
thermal degradation [25].

Given the opportunities for engineered material enhancement via porosity, the
ubiquity of pores as manufacturing defects, and the role of pores in reaction
initiation for energetics, it is critical to learn how to leverage the beneficial
qualities while simultaneously mitigating the harmful ones. To do this, one
must fundamentally understand the mechanisms which govern the local and
macroscopic behaviors of porous media under impact loading. Such under-
standing may help answer practical questions such as those regarding: the size
of pore which can be tolerated, the impact loads for which a design can be
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rated, the sensitivity of energetic materials to impact, and the level of porosity
and pore connectivity which is acceptable.

1.2.2 Macroscopic Response

Shock compression of porous media has received extensive treatment at the
macroscale. From the theoretical perspective, Herrmann developed the P − α

model which incorporated porosity (α) into the equation of state for pressure
(P ) [11], although they assumed symmetric collapse of pores. Shortly there-
after, Carroll and Holt implemented an analytical form of the α (porosity)
term [34], and Butcher et al. incorporated deviatoric stress, work-hardening,
initial pore size, and viscosity into the model, leading to the discovery of
micro-inertial and viscous effects in delaying pore collapse [35]. Numerous
theoretical, numerical, and experimental studies followed, which continued to
improve the ability to describe the macroscopic response of porous materials
under dynamic loads [15, 16, 33, 36, 37]. Yet, connecting the macroscale with
the meso/microscales remains a challenge [33].

1.2.3 Mesoscopic Response

Experimental investigations of pore collapse at the mesoscale, or scale of the
pores themselves, have only recently been undertaken. This area of focus be-
gan with the introduction of the hole closure experiment in which specimens
with cylindrical holes are impacted to induce collapse of the hole. Initial ex-
periments relied on post-mortem hole size measurements and inverse methods
to estimate constitutive model parameters [38], while later work implemented
phase contrast imaging to extract in-situ measurements of the hole geometry
during collapse [24]. These early hole closure experiments were focused on
constitutive modeling at high-strain rates, but further investigations observed
indications of shear localization in Tantalum [39] and Ti-6Al-4V [20, 21]. Sim-
ilar experiments were conducted on PMMA with spherical pores under a wide
range of impact stresses which revealed hints of shear localization as well as
clear evidence of cracking and jetting [17]. The work presented in this thesis
serves to provide novel, in-situ quantitative measurements of pore collapse at
the mesoscale which builds upon the aforementioned observations.
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1.2.4 Bubble Collapse

The groundwork for the present pore collapse studies was laid in the fluid
dynamics community through the shock-bubble interaction, or bubble col-
lapse, experiments. Throughout this work, the bubble collapse literature has
been a source of motivation for the methodology developed herein and has
been instructive with respect to governing mechanisms and behaviors that are
analogous between bubble collapse and pore collapse. Single bubble collapse
experiments have revealed the development of many instabilities and vortices
owing to shock interaction with the bubble geometry [40–43]. Shock interac-
tion with spherical geometries notably creates concentrations in baroclinicity,
which operates as the primary mechanism for vorticity generation during bub-
ble collapse. Bubble collapse and cavity collapse experiments—essentially hole
closure in gels, which are fluid-like in their mechanical response—on multiple
bubbles or cavities demonstrated the importance of interactions between voids.
Distinctly asymmetric collapse responses were observed for multiple voids [44–
46] along with interactions occurring due to wave reflections, leading to both
collapse-triggering and collapse-shielding events. These types of interactions,
observed within approximately one void diameter spacing, suggest similar in-
teractions to be significant in governing the collapse mechanics of pores in
solids as well. However, there are relatively few studies that account for the
strength of the material.

1.2.5 Diffraction of Shock Waves in Solids

At the heart of the pore collapse phenomenon is the three-dimensional in-
teraction of a shock wave with a pore, or cavity inside a solid material. In
the setting of elastic wave propagation, many closed form solutions have been
developed for plane wave scattering or diffraction by various heterogeneities,
including spherical and cylindrical cavities and inclusions [47–49] as well as
slits or cracks [8, 50]. However, minimal experimental investigation of these
interactions have been completed, and extension to shock wave propagation
and diffraction is an entirely different matter, requiring numerical solutions
rather than closed form solutions.

Experimental investigation of shock wave propagation in solids, and the cor-
responding deformation response of solids, have generally been restricted to
one-dimensional, planar wave propagation [1, 10]. Important steps have been
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taken to explore multi-dimensional loading, such as through the pressure shear
plate impact (PSPI) experiment [51]. However, while the PSPI experiment
captures the material response under decoupled longitudinal and shear load-
ing, the loading remains inherently planar, via a planar longitudinal wave
and a planar shear wave. Even in inhomogeneous solids such as composites
or porous media, in which the initially-planar shock wave is diffracted by in-
teraction with material interfaces, the experiments are conducted such that
the shock wave becomes steady and approximately planar, and homogenized
theories are implemented, enabling analysis of effective properties of those ma-
terials [52–56]. This has led to a state in which planar shock wave interaction
with curved interfaces in solid materials is not well understood, both in terms
of the diffraction behavior and the inhomogeneous deformation response of the
material. Some notable exceptions exist, such as in the interaction of shock
waves with cracks in the dynamic fracture setting [57], analytical investigation
of shock wave diffraction in condensed matter [58], and local shock structure
measurements in particulate composites [55, 59]. Overall, this remains an
open area of research. This thesis will attempt to provide some insight into
the effects of shock wave diffraction at solid-pore interfaces.

1.3 Experimental Techniques for Dynamic Compression

Throughout this thesis, two primary experimental platforms for dynamic com-
pression are implemented: the split-Hopkinson (Kolsky) pressure bar (SHPB)
[2] and the plate impact experiment [4]. These experiments enable dynamic
compression at strain rates of 102 − 104 s−1 and 105 − 106 s−1, and under dy-
namic states of uniaxial stress and uniaxial strain, respectively. Traditional
instrumentation for these techniques (strain gages and interferometers) and
the corresponding analysis result in one dimensional measurements, which is
suitable for high-fidelity material characterization under controlled loading
states. However, in the case of the local response of two- or three-dimensional
defects (e.g., holes or pores), the loading state and deformation modes become
complex, requiring full-field measurements. Thus, the traditional experimen-
tal platforms are coupled with high-speed imaging and full-field visualization
techniques such as digital image correlation (DIC) [60] and shadowgraphy [61].
These techniques are summarized below.



7

1.3.1 Split-Hopkinson (Kolsky) Pressure Bar

The split-Hopkinson pressure bar, also known as the Kolsky bar, is a commonly
used experimental apparatus for dynamic characterization of materials [2, 3].
In this experiment, a small specimen of interest is compressed between two
slender, elastic bars while strain measurements on the bars enable extraction
of the macroscopic mechanical state (stress-strain) in the specimen at strain
rates of 102 − 104 s−1. The technique is particularly useful for determining the
dynamic strength of materials at intermediate- to high-strain rates. Figure 1.2
depicts the experimental setup with the addition of a high-speed camera used
to visualize the deformation of the sample.

Figure 1.2: Split-Hopkinson (Kolsky) Pressure Bar experimental setup. The
setup can be coupled with high-speed imaging and digital image correlation
(DIC) for full-field quantitative visualization.

Dynamic compression in the sample is initiated by a striker bar, usually pro-
pelled by a gas gun, which impacts the incident bar and generates a stress wave
that carries a finite-duration pulse (dictated by the striker bar wave speed
and length). When the stress wave arrives at the bar-specimen interface, it
partially transmits into the lower-impedance specimen and partially reflects.
Inside the specimen, the wave reverberates between the two specimen-bar in-
terfaces until dynamic equilibrium is achieved—generating a state of uniaxial
stress in the specimen. The resulting stress waves which reflect back to the
strain gage on the incident bar and transmit forward to the strain gage on
the transmitted bar are measured via the induced strain in the bars. Finally,
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one dimensional elastic wave analysis is leveraged to extract the bar-specimen
interface velocities and the force in the transmitted bar, which are used to cal-
culate the macroscopic strain and stress, respectively, through one dimensional
wave analysis.

In this study, the SHPB experimental setup is used in Chapter 2 for validation
of the internal DIC technique on transparent PMMA, before translating the
DIC technique to plate impact experiments.

1.3.2 Plate Impact

The plate impact experiment is a conventional technique for shock compres-
sion studies, used extensively for material characterization at high-strain rates
(105 − 106 s−1) and pressures up to 1 TPa. The experiment consists of launch-
ing a flyer plate which impacts a target plate at high speeds, ranging from
0.1 − 10 km/s [62], and generates a planar shock wave upon impact [1, 4, 5],
as depicted in Fig. 1.3. While the SHPB experiments maintained a state of
uniaxial stress, plate impact experiments impose a state of uniaxial strain due
to lateral confinement, which is achieved through the sample geometry. When
the shock wave transits the sample thickness, release waves initiate from the
outer boundary of the sample, propagating radially inward toward the sample
center. Prior to the arrival of these boundary release waves, the material is
laterally confined by the surrounding material; thus, measurements are typ-
ically taken at the center of the sample free surface—the location at which
boundary waves arrive the latest—and target plate geometries are designed to
optimize the duration of confinement. Typically, free surface velocity measure-
ments are conducted using interferometric techniques such as VISAR [63] or
photonic Doppler velocimetry (PDV) [64], although embedded stress gauges
have also been implemented [65]. The plate impact experiment has been used
in many modified forms to extract pressure-dependent measurements of ma-
terial properties such as: equation of state (EOS), dynamic strength, phase
transformations, spall strength, and wave speeds [1]. In this work, normal
plate impact experiments are utilized to generate a controlled, planar shock
wave in the target specimen, which subsequently interacts with the embedded
pore(s) and drives pore collapse.
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Figure 1.3: Normal plate impact experimental setup. Depicted is the pro-
jectile assembly (projectile and flyer plate) exiting the gun barrel at impact
velocity, V0, to impact the target plate.

1.3.3 Digital Image Correlation (DIC)

Digital image correlation (DIC) is a widely used quantitative visualization
technique in solid mechanics, particularly valued for its non-invasive, complete
characterization of in-plane deformations [60, 66]. The technique is illustrated
in Fig. 1.5. In general, DIC requires the application of a grayscale speckle
pattern to the surface of the solid object of interest, which is then tracked
via images of the solid body before and during deformation. To postpro-
cess the images, the undeformed (reference) image is segmented into subsets,
typically at least 9x9 pixels in size to ensure each subset possesses a unique
grayscale identifier (the combination of grayscale values of all pixels inside
the subset). These subsets are subsequently used in pattern matching algo-
rithms to map the deformed speckle pattern back to the original undeformed
pattern. This mapping provides a measurement of the full displacement field
in the image. There are several algorithms available through commercial and
non-commercial software codes to characterize the full-field displacement. The
measured displacements can then be used to compute strains and particle ve-
locities for mechanical analysis of the deformation. By providing full-field
strain measurements, DIC enables characterization of complex deformation
fields which has previously been unattainable through classical point-wise,
one-dimensional measurements. While the earliest applications of DIC were
for quasi-static deformation, it has seen increasing use, via high-speed imaging,
in dynamic settings [27, 67, 68] and has recently been extended to the shock
compression domain [59, 69]. This technique is implemented in this work, and
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further extended to capture deformation fields surrounding collapsing pores
inside of solid materials.

Figure 1.4: Schematic of digital image correlation (DIC) technique. The de-
formation of a speckled body is illustrated, along with the corresponding de-
formation measurement process.

1.3.4 Shadowgraphy

Shadowgraphy is a qualitative imaging technique for use in transparent me-
dia, which highlights variance in material density through its sensitivity to the
second spatial gradient of refractive index [61]. The technique typically uti-
lizes collimated light shining through the medium of interest and onto a screen
or into a camera. In a perfectly homogeneous medium, the image would be
uniformly illuminated. However, when a material interface exists or density
disturbance occurs, light deflects at the interface with large density gradi-
ent. The deflected light subsequently creates regions of higher and lower light
intensity—bright spots and shadows—on the screen or camera sensor. These
shadows can then be identified in the images and related to physical features
with large density disturbances during the experiment. In this work, shadowg-
raphy is leveraged to identify shear bands and cracks during the pore collapse
process.
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Figure 1.5: Illustration of shadowgraphy operating principle as described by
Settles [61]. Deflected light at the boundary of the object casts a shadow onto
the image at its boundary.

1.4 Scope of Thesis

The primary goal of this thesis is to realize spatio-temporal characterization
of shock-induced pore collapse via full-field, quantitative high-speed imaging.
To accomplish this, plate impact experiments are utilized as the platform to
drive collapse of embedded pores in transparent target plates. Digital image
correlation (DIC) and shadowgraphy are implemented for quantitative and
qualitative visualization, respectively, of the collapsing pore and associated
material response around the pore. Because pore collapse occurs under shock
loading with lateral confinement, the spherical pores must be internally em-
bedded and visualization must be conducted at an internal plane as well. Thus,
before investigating the pore collapse phenomenon, an internal DIC technique
is developed for use in dynamic laboratory experiments and is validated in
both SHPB and plate impact experiments in Chapter 2.

After developing the necessary techniques to study pore collapse in the afore-
mentioned manner, one must confront the multiphysics nature of the pore col-
lapse problem which includes strongly coupled mechanical, thermal, and chem-
ical influences [25, 33]. This concept is sketched in Fig. 1.6 which identifies
many phenomena associated with pore collapse that are coupled, to different
degrees, to these three disciplines. For the purposes of this work, one chooses
to focus on mechanically-driven phenomena and to perform strictly mechani-
cal measurements. Further, the scope is restricted to thermo-mechanical phe-
nomena by working with an inert solid, namely PMMA, which has no known
phase transition in the impact stress regime of interest. In this setting, the
primary thermo-mechanical coupling is through plastic heating which intro-
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duces competition between thermal softening, strain hardening, and strain rate
hardening, particularly in the context of adiabatic shear localization [9]. The
possibility of adiabatic shear localization has strong implications for structural
integrity of engineered components and for mechanically-induced hot spot gen-
eration in porous energetic materials, which will be discussed in the ensuing
chapters.

Figure 1.6: Multiphysics nature of pore collapse problem, including strong
mechanical, thermal, and, especially in the case of energetic materials, chem-
ical effects. Important phenomena are listed inside the circle, with relevant,
driving mechanical contributions listed across the top banner.

Thus, the scope is reduced to a manageable context: measurements of pore
geometry evolution, deformation surrounding collapsing pores, and associated
failure mechanisms. One sets out to investigate behaviors such as the rate and
extent of pore collapse, strain concentrations surrounding shocked pores, pos-
sible localization through jetting or adiabatic shear banding, and fracture. It
is expected that these deformation responses are driven by various mechanical
parameters, such as those set across the top banner of Fig. 1.6.



13

The role of impact stress—varied across the strength-dominated regime—and
pore-pore interactions are of greatest interest for this study. Other parameters
are fixed, in some cases for physical reasons and others for practical purposes.
For the constitutive material, PMMA is selected as a model material which
is a common engineering material, a good simulant for energetic materials,
and has minimal complicating microstructural effects to consider. It also has
desirable experimental properties of being transparent under shock and eas-
ily manufacturable. For the best comparison to real porous media, spherical
pores are chosen in favor of cylindrical holes, and the length scale is set to
800 µm to achieve minimal pore size while maintaining manufacturability and
working within experimental resolution limitations. Fixing these parameters
enables one to probe the role of impact stresses across the strength-dominated
regime from 0.4−1.0 GPa, where collapse is more strongly resisted and unique
deformation and failure modes arise. Further, investigation of pore arrays is
undertaken to improve understanding of real porous media which consist of
neighboring pores and porous networks.

The thesis outline is as follows: Chapter 2 develops and validates the high-
speed internal DIC technique across uniaxial stress and uniaxial strain dynamic
experiments, Chapter 3 investigates the deformation and failure modes during
the collapse of a single spherical pore in PMMA, and Chapter 4 considers
the collapse of pore arrays and associated interactions between pores. Final
concluding remarks are given in Chapter 5 along with discussion of future
directions and open areas of research.
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C h a p t e r 2

INTERNAL DIGITAL IMAGE CORRELATION FOR
DYNAMIC EXPERIMENTS

B.P. Lawlor, V. Gandhi, and G. Ravichandran, “An internal digital image
correlation technique for high-strain rate dynamic experiments,” Experimen-
tal Mechanics 65, 407-409 (2025)

Contributions: B.P.L. developed the methodology, performed the experi-
ments, prepared the experimental data, and wrote the manuscript.

Abstract

Background: Full-field, quantitative visualization techniques, such as digi-
tal image correlation (DIC), have unlocked vast opportunities for experimental
mechanics. However, DIC has traditionally been a surface measurement tech-
nique, and has not been extended to perform measurements on the interior
of specimens for dynamic, full-scale laboratory experiments. This limitation
restricts the scope of physics which can be investigated through DIC measure-
ments, especially in the context of heterogeneous materials.

Objective: The focus of this study is to develop a method for performing in-
ternal DIC measurements in dynamic experiments. The aim is to demonstrate
its feasibility and accuracy across a range of stresses (up to 650 MPa), strain
rates (103-106 s−1), and high-strain rate loading conditions (e.g., ramped and
shock wave loading).

Methods: Internal DIC is developed based on the concept of applying a
speckle pattern at an inner-plane of a transparent specimen. The high-speed
imaging configuration is coupled to the traditional dynamic experimental se-
tups, and is focused on the internal speckle pattern. During the experiment,
while the sample deforms dynamically, in-plane, two-dimensional deformations
are measured via correlation of the internal speckle pattern. In this study, the
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viability and accuracy of the internal DIC technique is demonstrated for split-
Hopkinson (Kolsky) pressure bar (SHPB) and plate impact experiments.

Results: The internal DIC experimental technique is successfully demon-
strated in both the SHPB and plate impact experiments. In the SHPB setting,
the accuracy of the technique is excellent throughout the deformation regime,
with measurement noise of approximately 0.2% strain. In the case of plate im-
pact experiments, the technique performs well, with error and measurement
noise of 1% strain.

Conclusion: The internal DIC technique has been developed and demon-
strated to work well for full-scale dynamic high-strain rate and shock labo-
ratory experiments, and the accuracy is quantified. The technique can aid
in investigating the physics and mechanics of the dynamic behavior of mate-
rials, including local deformation fields around dynamically loaded material
heterogeneities.

2.1 Introduction

Traditional non-contacting, qualitative imaging techniques, such as conven-
tional imaging, shadowgraphy, schlieren [1], and others have played a signifi-
cant role in understanding the occurrence of many general mechanics phenom-
ena, including characterizing deformation and failure mechanisms. However,
these methods are inadequate to quantitatively capture local details of defor-
mations. Full-field, quantitative imaging techniques have revolutionized the
fields of experimental mechanics and mechanical behavior of materials, pro-
viding detailed insight into the stress or strain fields, especially in those experi-
ments with complicated, non-uniform deformations. Some popular techniques
have included photoelasticity [2], coherent gradient sensing (CGS) [3], and
digital image correlation (DIC) [4–6], which provide powerful complements to
traditional pointwise interferometric and other measurement techniques. DIC,
which is currently the most popular choice among the mechanics community, is
a methodology used to extract full-field displacement measurements based on
pattern matching between grayscale images of the deformed and undeformed
state of an object with a speckled surface [6]. While traditionally focused
on quasi-static strain rates, recent advances in high-speed camera technology
have enabled accurate implementation of DIC during high-strain rate dynamic
experiments [7–11], and most recently has been extended to the shock com-
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pression regime via full-field free surface velocity measurements [12]. True
to its intended purpose of measuring spatially varying deformations, the DIC
technique for shock compression experiments has even been utilized to study
the non-uniform shock structuring arising in plate impact experiments on par-
ticulate composite materials [13]. Yet, it is recognized that there remains a
need in the study of heterogeneous materials for in-situ characterization of
the dynamic deformation field at the source of the heterogeneity—i.e., at the
material boundary/interface and at the length scale of the heterogeneity it-
self. These boundaries/interfaces have often been found to be the location of
failure via delamination [14], fracture [15], dynamic instabilities (e.g., jetting
[16, 17]), shear localization [18], etc. Hence, accurate characterization of the
deformation evolution at these boundaries is critical. Since these boundaries,
such as those associated with defects (e.g., voids/pores and inclusions), are
predominantly located inside of the matrix material, a DIC technique that
enables these difficult measurements to be performed under dynamic loading
conditions is much in need. Furthermore, for the purpose of capturing features
at the small length scale of these heterogeneities, high-magnification imaging
for this technique is often desired. Of particular interest are the problems of
pore collapse and interaction between particles/fibers and matrix in compos-
ites. Besides use on heterogeneous materials, this technique would also be
relevant for unraveling the three dimensional nature of experiments. Such sce-
narios, in which internal deformation measurements would be especially useful,
include: (i) the state of deformation is neither plane strain nor plane stress,
(ii) the physics of interest must be studied under confinement (e.g., lateral
confinement of plate impact experiments), and (iii) the mechanics problem is
sensitive to boundary effects. One interesting example is the study of internal
crack propagation and interaction with the free surface.

While DIC is traditionally a surface measurement, the internal DIC concept
has been previously applied in a few investigations. Berfield et al. were the
first to demonstrate internal DIC in the quasi-static regime, and did so across
the nm to µm length scales [19]. They developed a methodology for internal
DIC in polymers, demonstrated its accuracy, and applied it to investigate the
deformation fields around silica micro-spheres embedded inside an elastomer.
In addition, internal DIC has been implemented in the dynamic strain rate
regime for different loading conditions. For example, Huang et al. [20] con-
ducted plate impact experiments in conjuction with internal DIC to study
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properties of a failure wave in PMMA, though the accuracy of the technique
was not verified. Recently, internal DIC has also been developed for dynamic
visualization of laser-induced cavitation experiments in gels [21], for which the
specimen is dynamically loaded while situated under a microscope.

The previous dynamic internal DIC endeavors have been restricted by the ab-
sence of comparison to ground truth data for the purpose of evaluating the
techniques. Additionally, the experimental platforms have limited the physics
which are accessible for investigation. This work addresses these issues by de-
veloping an internal DIC framework for use in traditional dynamic experiments
such as split-Hopkinson (Kolsky) pressure bar (SHPB) and plate impact exper-
iments, which possess well-prescribed loading conditions (uniaxial stress and
uniaxial strain, respectively). This provides a suitable deformation (strain)
state for comparison, against which the error is quantified. Additionally, the
experimental setups used are general and adaptable to many loading condi-
tions depending on the problem being addressed. Further, the internal DIC
technique is not limited to these two experimental setups, but can be imple-
mented in many full-scale laboratory experiments and should be applicable for
optically transparent materials of interest.

The experimental setup is discussed in Section 2.2, with application to SHPB
and plate impact experiments. In Section 2.3, validation experiments for both
experimental setups are presented, the accuracy of the approach and corre-
sponding experimental noise are quantified, and possible sources of error are
identified. Finally, concluding remarks and future directions are given in Sec-
tion 2.4.

2.2 Materials and Methods

The premise of the proposed internal DIC technique is to manufacture trans-
parent target specimens with an internally embedded speckle pattern. Next,
a series of deformation images are captured during dynamic compression of
these target specimens using a high-speed imaging setup configured to vi-
sualize the internal speckle pattern through the transparent target. These
images capture the in-plane displacements, which are computed through DIC,
and strains, which are subsequently calculated from the displacement measure-
ments. In this study, a series of split-Hopkinson (Kolsky) pressure bar (SHPB)
[22] and plate impact [23] experiments were conducted to demonstrate the in-
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ternal DIC framework, and comparisons were made with experimental and
theoretical measures to quantify the accuracy of the method.

2.2.1 Sample Preparation

For the experiments presented, three different target specimen configurations
were utilized, which are depicted in Fig. 3.1. Each sample was manufactured
from stock PMMA material obtained from E&T Plastics (Long Island City,
New York). Figure 3.1a shows a classical cubic sample used for SHPB ex-
periments, for which the speckle pattern is applied to the external surface.
This sample type is denoted as “bulk.” Samples in Fig. 3.1b-c are used for
internal DIC, and are manufactured out of two separate half-samples which
are speckled and glued together, and will be called “inner-plane” samples.

Figure 2.1: Specimen geometries: (a) Bulk cubic SHPB specimen which pro-
vides ground truth comparison. (b) Inner-plane cubic SHPB specimen used
to validate the internal DIC technique. (c) Plate impact inner-plane specimen
used to capture the shock response in PMMA and assess the accuracy of the
internal DIC technique.

The half-samples for inner-plane specimens shown in Fig. 3.1b-c are carefully
lapped together in pairs to ensure identical dimensions, which aids precise glu-
ing. Lapping also creates flat surfaces at the glue interface and load/impact
surface, which are crucial to ensure a strong glue bond, uniform loading (for
SHPB), and planar shock structure (for plate impact) during the experiments.
Additionally, the half-sample surfaces are polished along the visualization di-
rection to create maximum transparency for imaging. A speckle pattern, dis-
cussed in Section 2.2.4, is then applied to the inner surface of one half-sample
and allowed to dry for 24 hours, after-which the two pieces are sandwiched to-
gether with a thin layer of two-part epoxy glue, EpoxAcast 690 from SmoothOn
(Macungie, Pennsylvania), at the speckle interface. The samples are precisely
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aligned using a confining apparatus, and weighed down to squeeze out air bub-
bles and excess glue. After the glue has set for the manufacturer-specified 24
hours, the weights are removed and the sample is taken out of the confining
apparatus. Excess glue is removed from the sides of the sample, and the intact
sample surfaces are re-lapped in the load/impact direction until the variation
in thickness measurements is below 50 µm for SHPB specimens, which ensures
uniform load in the sample and improves repeatability of experiments. For
plate impact specimens, the restriction is tightened to require less than 20 µm
thickness variation, and the surface flatness, as measured by Fizeau rings un-
der monochromatic light, is required to be less than 1 µm. These specifica-
tions ensure that a planar shock wave is generated upon impact during the
plate impact experiments. Final assembled SHPB samples are approximately
5 × 5 × 5 mm cubes, while plate impact samples are 36 × 36 mm square plates
with approximately 17 mm thickness. It is worth noting that the aforemen-
tioned glue was selected for its strong bonding properties while possessing
similar mechanical properties to PMMA. Alternatively, for soft materials, the
glue must be chosen carefully to avoid introducing a stiffening effect if the
modulus of the glue exceeds that of the base material.

For plate impact experiments, circular flyer plates made of aluminum 7075 are
also prepared, with typical dimensions of 35 mm diameter and 13 mm thick-
ness. They are similarly lapped until they satisfy requirements of less than
10 µm thickness variation and less than 0.5 µm surface flatness on the impact
side of the flyer.

Electrical shorting pins are utilized in plate impact experiments to trigger
diagnostics upon impact and simultaneously measure impact tilt (planarity).
After the target has been prepared as described above, tilt pins are glued into
four holes which correspond with the perimeter of the flyer. After gluing, these
pins are sanded down and the surface is lapped one final time to ensure the
pins are flush with the impact surface. Next, the pins are wired into a digital
logic circuit whose output is connected to a high-speed digital oscilloscope,
and the target is mounted onto the target holder, which is affixed to a six-
degree-of-freedom gimbal. Lastly, the assembly is transferred to the vacuum
chamber to begin the alignment process.
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2.2.2 Split-Hopkinson Pressure Bar Experimental Setup

High-strain rate experiments were conducted using the split-Hopkinson pres-
sure bar (SHPB) experimental apparatus [24]. The technique relies upon the
propulsion of a striker bar using a pressurized gas gun, which impacts an in-
cident bar and generates a stress wave. The wave propagates through the
incident bar into the sample, which is sandwiched between the incident and
transmitted bars, and reverberates inside the sample. When using the ap-
propriate bar material and sample geometry, dynamic equilibrium is quickly
achieved. This enables traditional analysis of the sample’s mechanical state
via strain gage measurements on the bars, leveraging elastic wave theory and
the assumption of force balance, i.e., specimen equilibrium [23]. For this work,
the conventional SHPB experimental apparatus is complemented by a high-
speed imaging setup, which is configured to capture deformation images of
the sample, which is depicted in Fig. 2.2. Post-processing of the deformation
images via DIC enables extraction of the strain evolution in the sample. The
strain gage measurement system and high-speed imaging are simultaneously
triggered when the stress wave is detected by the strain gages on the incident
bar.

In this work, aluminum 7075 bars are used, with the striker bar measuring
0.46 m in length, incident and transmitted bars both having a length of 1.83 m;
all with diameter 19.05 mm. Two strain gages, Omega SGD-2D/350-LY11
(Norwalk, Connecticut), are mounted at the midpoint of each bar (diametri-
cally opposed to one another, to average out any bending strains), the voltage
signal is conditioned by a Vishay 2310B signal conditioning amplifier (Malvern,
Pennsylvania), and the signal is recorded with a four-channel, 1 GHz, Agilent
MSO-X 4104A digital oscilloscope (Santa Clara, California). The high-speed
imaging setup is composed of a Shimadzu HPV-X2 camera (Kyoto, Japan)
equipped with an 100 mm Tokina AT-X Pro lens (Tokyo, Japan) and a Cavi-
tar Cavilux incoherent laser illumination source (Tampere, Finland), which is
setup to visualize the sample during dynamic compression. Details of the DIC
speckle pattern and analysis are provided in Section 2.2.4.

2.2.3 Plate Impact Experimental Setup

High-strain rate, normal plate impact experiments were conducted with a pow-
der gun facility at Caltech, equipped with a 3 m long keyed barrel with an inner
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Figure 2.2: Experimental setup for split-Hopkinson (Kolsky) pressure bar
(SHPB) experiments. The setup consists of the traditional components: gas
gun, striker bar, incident bar, transmitted bar, strain gage system, oscillo-
scope, and sample. Additionally configured is the high-speed imaging setup
which incorporates the high-speed camera and light source for imaging, in ad-
dition to speckle patterns used for DIC.

diameter of 38.7 mm. After sample preparation is finished and the target is
mounted onto the six-degree-of-freedom gimbal, it is placed into the vacuum
chamber for alignment. The flyer plate is glued to the projectile, which is
placed into the end of the gun barrel. Next, the target plate is aligned in trans-
lational and rotational directions to minimize impact tilt. Then, the imaging
diagnostics are set up, and the chamber is closed before final preparations are
made to fire the projectile assembly.

The impact event is generated by igniting a gun-powder charge immediately
behind the projectile. The resulting pressure build-up accelerates the projectile
down the barrel, until it makes planar contact with the target specimen in the
vacuum chamber. Upon impact, tilt pins in the target are shorted, triggering
the diagnostics and measuring the impact time at four locations on the target.
Based on time of impact and measured impact velocity, the angle between the
flyer and target at impact (tilt) is calculated. Simultaneously, a shock wave
initiates at the impact interface in both the flyer and the target, the effect of
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which is captured by the diagnostics. Classical experiments utilize free surface
velocity measurements at the rear of the sample, along with one-dimensional
shock wave theories, to extract the material response under shock compression.
Instead, here, high-speed imaging is used to visualize the shock propagation
from left to right in the field of view, along with the resulting deformation
behind the shock. The details of this visualization approach are discussed in
Section 2.2.4, and a schematic of the experimental setup is shown in Fig. 3.2a.
In addition to high-speed imaging, which captures the deformation in the
target, the impact velocity is measured via two precisely spaced laser gates
which measure the difference in time at which the projectile passes each laser
and breaks the laser gates, just prior to impact.

Figure 2.3: Plate impact experimental setup and target assembly orientation.
(a) Experimental setup for plate impact experiments. Depicted is the flyer
plate approaching the target. Also shown is the high-speed, high-magnification
imaging setup, complete with backlit laser illumination, and an example field
of view (see inset). (b) Schematic of target assembly and orientation relative
to camera. This configuration, with the speckle pattern closer to the camera
than the glue layer, is consistent for both SHPB and plate impact experiments.
Note, the thickness of the speckle pattern and glue layer are exaggerated for
illustrative purposes.
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2.2.4 High-speed imaging and Digital Image Correlation (DIC)

While the high-speed imaging setup in the SHPB configuration follows con-
ventional practices, translation of such a setup to plate impact experiments
introduces several challenges. The same camera (Shimadzu HPV-X2) and light
source (Cavitar incoherent laser) are used, but a number of issues must be ad-
dressed, including higher framing rates, in-material refractive index changes
under shock compression, and the addition of high-magnification imaging.
These details are discussed below, in addition to the DIC speckling and post-
processing.

To begin with, high-magnification imaging was performed for the plate impact
validation to ensure the internal DIC technique is applicable at fine length
scales. This is relevant for many heterogeneous materials (e.g., porous media
with pores on the order of µm−mm), and also provides sufficient DIC resolu-
tion to capture strain localization which may occur during dynamic loading.
This was accomplished by using a Navitar 0.7−4.5x zoom lens and 2x adapter
tube assembly (Rochester, New York), which achieved a typical field of view
of 2.8 × 1.75 mm (400 × 250 pixels, 7 µm/pixel). Compared to the SHPB ex-
periments, for which the field of view in each experiment was approximately
7.2 × 4.5 mm (18 µm/pixel), this is 2.6 times higher magnification. However,
this gives rise to several issues. First, because of significant lens curvature
inherent in the zoom lens, distortions are introduced to the images. This
is remedied by taking a series of images in which the specimen undergoes
rigid body motion in both horizontal and vertical translation directions, and
applying a distortion correction function to regain the uniform displacement
field. The same correction function can then be applied to each deforma-
tion image during the experiment. Second, the framing rate is increased from
2, 000, 000 fps (SHPB) to 10, 000, 000 fps (plate impact). This ultra-high speed
imaging, in conjunction with the high magnification, creates a severely light-
starved situation. Typically, the synchronized pulsed laser illumination source
(50 ns pulse) used in this work provides sufficient light at this framing rate
[12, 13], but here it is additionally necessary to configure the light source in
a back-lit configuration (Fig. 3.2a) to maximize light captured by the zoom
lens.

Preliminary experiments also revealed that when the shock wave passes through
the field of view, the steep density gradient causes temporary loss of trans-
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parency in the PMMA, which is quickly recovered behind the shock wave.
However, an artificial rigid body motion was observed behind the wave, ow-
ing to the sharp change in refractive index of the material across the shock
wave. Because the visualization plane is inside the PMMA target which is
undergoing shock compression (i.e., light must carry information through the
PMMA before arriving at the camera), this change in refractive index can
cause optical distortions. The distortion can be mitigated by aligning the
camera such that the lens is parallel to the target window surface (the outer,
polished surface of the target which is parallel to the speckle plane). To this
end, mirrors are mounted to the target window surface and extension tube,
alignment is checked using an auto-collimator, and the alignment is fine-tuned
using a five-degree-of-freedom optical stage for the camera. In theory, when
these are perfectly aligned, the refractive index change would have no influence
on the deformation images; in practice, there remains a small distortion which
is primarily uniform (hence minimal influence in the strain measurements).
The error associated with the technique is quantified through validation ex-
periments in Section 2.3. It is worth noting that each inner-plane experiment
was configured such that the speckled half-sample is nearer to the camera than
the un-speckled half-sample, as is depicted in Fig. 3.2b. This ensures that the
camera visualizes the internal speckle pattern without looking through the
glue layer, and thus prevents any influence of the glue layer on the images.

Much attention, rightly, goes to the careful setup of the visualization system.
However, the speckle pattern and the post-processing procedures also play a
significant role in quantitative visualization. For each SHPB experiment (ex-
cept IP4, Table 2.1), the speckle pattern is applied with an airbrush, applying
black speckles onto the sample surface. This pattern is then covered with a
thin, white, spray-painted background layer. The airbrush patterning gener-
ated suitable speckle sizes for low magnification imaging (30−100 µm/speckle
and 18 µm/pixel). In preparation for the plate impact experiment, toner pow-
der was used in place of airbrushed black paint for one SHPB experiment (IP4)
to ensure that black paint and toner powder are interchangeably non-intrusive
for inner-plane specimens. For plate impact experiments, the toner powder was
suspended inside a transparent paint which was airbrushed onto the internal
surface, with no white background. This method generated 10 − 20 µm speck-
les, which is ideal for high-magnification DIC with a resolution of 7 µm/pixel.
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After capturing experimental deformation images, DIC post-processing [6] was
carried out using Correlated Solutions Vic-2D software (Columbia, South Car-
olina). Prior to analysis, distortion correction was carried out with the built-in
correction algorithm. DIC analysis extracted in-plane (two-dimensional) full-
field displacements from the deformation images using a subset size of 21 pixels
along with a step size of 1 pixel. These DIC correlation settings were used for
all experiments presented in this study. Following this, full-field strains were
computed through discrete differentiation of the displacement field. For all
SHPB experiments presented, the strain is computed in the Vic-2D software
as the Lagrangian strain,

εij = 1
2

(
∂ui

∂Xj

+ ∂uj

∂Xi

+ ∂uk

∂Xi

∂uk

∂Xj

)
(2.1)

where ui is the displacement component in the Xi direction and repeated
indices indicate summation. Additionally, an inherent 90% center-weighted
Gaussian spatial filter with a 15 pixel filter size is applied. Alternatively,
for the plate impact experiment, to present the closest comparison to one
dimensional shock theory, the one dimensional engineering strain (ignoring
higher order terms in the Lagrangian strain metric) is computed below with a
uniform spatial filter with a 15 pixel filter size.

εEng.
11 = ∂u1

∂X1
(2.2)

2.3 Results

Validation experiments for the internal DIC technique were performed, first
for SHPB experiments at two different strain rates, and then for plate impact
experiments at a selected impact stress. The purpose of these experiments is
three-fold: (i) to ensure the inner-plane specimen geometry does not introduce
a non-physical material response, (ii) to confirm the ability to capture internal
deformation fields using the proposed technique, and (iii) to quantify errors
associated with the technique.

2.3.1 Split-Hopkinson Pressure Bar Experiments

SHPB experiments were conducted at strain rates of approximately 1500 and
3700 s−1, corresponding to impact velocities of approximately 11.7 and 19.7 m/s,
respectively, with two bulk SHPB (Fig. 3.1a) and two inner-plane SHPB
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(Fig. 3.1b) samples tested at each strain rate (impact velocity). In these exper-
iments, a nominally uniaxial stress loading condition is imposed. Hence, the
deformation response should be uniform through the thickness of the sample,
and the internal DIC measurements from inner-plane samples can be directly
compared to the surface DIC measurements from bulk samples under nearly
identical loading conditions (same impact velocity). The high-speed imaging
was conducted at 2 million fps with a resolution of 18 µm/pixel to attain a field
of view of 7.2 × 4.5 mm (400 × 250 pixels).

Table 2.1: Summary of SHPB experiments.

Experiment Sample Impact Speckle Sample Dimensions*
Number Type Velocity (m/s) Type L1 (mm) L2 (mm) L3 (mm)

B1 Bulk 11.7 Airbrush 4.529 ± 0.003 5.001 ± 0.040 4.805 ± 0.004
B2 Bulk 11.6 Airbrush 4.548 ± 0.003 4.837 ± 0.003 4.838 ± 0.003
B3 Bulk 19.7 Airbrush 4.532 ± 0.003 4.812 ± 0.005 4.557 ± 0.005
B4 Bulk 19.7 Airbrush 4.564 ± 0.002 4.548 ± 0.005 5.021 ± 0.031
IP1 Inner-Plane 11.7 Airbrush 4.814 ± 0.003 4.845 ± 0.006 5.003 ± 0.004
IP2 Inner-Plane 11.6 Airbrush 4.772 ± 0.005 4.801 ± 0.024 4.990 ± 0.005
IP3 Inner-Plane 19.7 Airbrush 4.648 ± 0.004 4.539 ± 0.019 4.911 ± 0.007
IP4 Inner-Plane 19.7 Toner Powder 4.780 ± 0.004 4.652 ± 0.016 4.965 ± NA

*L1 is the thickness of the sample in the direction of compression. L2 and L3 are the
dimensions of the cross-section, corresponding to the coordinate system in Fig. 2.2.

In total, eight SHPB experiments are presented, the details of which are sum-
marized in Table 2.1. An example comparison between experiments B1 (bulk)
and IP1 (inner-plane) is shown in Fig. 2.4 with a time series of selected images
and overlaid DIC strain (ε11) fields. Both the experiments were conducted un-
der nearly identical conditions, with a striker bar impact velocity of 11.7 m/s.
By visual inspection, both experiments show uniformity and minimal noise
in the strain field. In addition, there is excellent agreement between the ex-
periments, with the only notable difference being slight non-uniformity near
the front and back faces of the sample, which are in contact with the inci-
dent and output bars, respectively. This feature is present in both B1 and
IP1, but more significant in the inner-plane experiment (IP1). One can quan-
tify the agreement, uniformity, and noise by investigating the strain evolution
with time inside a 3 mm diameter circular region at the center of the sample,
shown in Fig. 2.5a. The average longitudinal strains (ε11) of the two experi-
ments coincide very closely with one another, and the error bounds, denoting
one standard deviation from the mean, are shown to be small. The distribu-
tion of full-field strain measurements for experiments B1 and IP1 is further
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visualized for one arbitrary time instance, t = 20 µs, in Fig. 2.5b. In this
particular comparison (experiments B1 and IP1), the inner plane experiment
is observed to be less noisy than the bulk; however, this result proves to be
largely dependent on the quality of the speckle pattern and lighting of the
particular experiment. In general, when comparing all SHPB experiments,
the inner-plane DIC measurements have approximately equal levels of noise to
the bulk DIC measurements The results in experiments B1 and IP1 represent
the largest noise among the eight experiments.

Figure 2.4: Frame-by-frame visualization of longitudinal strain on the surface
and inner-plane of PMMA samples under SHPB loading at identical striker
bar impact velocity, 11.7 m/s. Experiments B1 and IP1 are shown on top and
bottom, respectively. Time, t = 0 corresponds to the arrival of the loading
pulse at the interface between the incident bar and the front of the specimen.
The overlaid DIC strain fields are each approximately 4.5 × 4 mm.

A similar quantitative comparison among all eight experiments is made in
Fig. 2.6, neglecting to include error bars for the sake of visibility, in which
the time evolution of longitudinal (ε11) and lateral (ε22) strains, as well as the
traditional stress-strain response, are compared. The averaged strain response
from DIC is plotted in Fig. 2.6a-b, while the stress-strain response shown in
Fig. 2.6c is derived through a combination of DIC strain measurements and
engineering stress measurements via strain gage recordings on the transmitted
bar, calculated as

σ(t) = Ab

As

EbεT (t). (2.3)

Here, Ab and As are the cross-sectional areas of the bar and sample, re-
spectively, Eb is the Young’s modulus of the bar material (aluminum 7075)
(Eb = 71.7 GPa), and εT (t) is the strain measurement on the transmitted
bar. One observes close agreement (among experiments with the same im-
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Figure 2.5: Error analysis of SHPB experiments B1 and IP1. Results for other
experiments are similar and are omitted for the sake of clear visualization. (a)
Longitudinal strain evolution, averaged over the area of interest, with shaded
bounding curves representing one standard deviation from the mean. (b) Full
histogram comparison at one time instance, t = 20 µs, comparing the spatial
distribution of longitudinal strain measurements for B1 and IP1. Note the
spread is largely dependent on the quality of the speckle pattern. In general
the inner-plane samples possess equal or better error bounds when compared
with bulk samples for the SHPB experiments.

pact velocity) in the longitudinal and lateral strain measurements, regardless
of specimen type or speckle type, indicating the technique works exception-
ally well in the SHPB regime to characterize material deformation. However,
at large strains the specimens begin to fail through brittle fracture. This
is where notable differences arise, with the inner-plane specimens fracturing
earlier than their bulk counterparts, because the internal DIC and glue inter-
face supplies nucleation sites for fracture to occur. The stress-strain curves
(Fig. 2.6c) make this difference clear, as the end of the curves, which mark the
failure of the material, show consistent failure in the inner plane specimens
at 4.4 − 5.5% longitudinal strain, while the bulk specimens endure 7.6 − 8.2%
strain before failure. While this does pose a limitation on the technique for
alternative applications, the current interest in these experiments lies only in
the homogeneous deformation regime, not the failure regime.

In the following section the technique is extended to plate impact experiments,
which feature a uniaxial strain state of deformation and maintain an overall
compressive loading state due to lateral confinement, thus preventing the oc-
currence of brittle fracture. Hence, the SHPB experiments provide sufficient
proof of concept to transition the technique from SHPB to plate impact. For
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Figure 2.6: Summary of all eight SHPB experiments, including two different
loading rates (Table 2.1). (a) Average longitudinal strain evolution, (b) Aver-
age lateral strain evolution, (c) Stress-strain curves. One can observe the close
agreement of the strain evolution for each repeated impact velocity, regardless
of specimen type (bulk or inner-plane). Stress-strain curves also show rea-
sonable agreement during initial deformation (prior to failure). Note that the
stress-strain curves are composed of DIC measurements of strain and strain
gage measurements of stress. Dynamic equilibrium is estimated to occur after
five reverberations of the compressive wave in the samples, corresponding to
16 − 18 µs.

applications interested in the failure regime of the SHPB experiments, alterna-
tive sample preparation techniques should be implemented which incorporate
an internal speckle pattern without introducing a material interface. One such
technique is the embedded speckle plane patterning technique [19, 21], though
it has limitations for the study of pre-existing heterogeneities.

2.3.2 Plate Impact Experiment

To validate the effectiveness of the internal DIC for shock experiments, a
normal plate impact experiment is conducted at 0.64 GPa impact stress on
a PMMA target plate, with an internal speckle pattern, by impacting the
target with an aluminum 7075 flyer. The target’s internal speckle pattern was
imaged via high-speed imaging at a framing rate of 10 Mfps with an image
resolution of 7 µm/pixel and field of view of 2.8 × 1.75 mm (400 × 250 pixels).
The experimental parameters for the experiment are summarized in Table 3.1.

While the uniaxial stress state in the SHPB experiments enabled direct com-
parison between strain measurements of the surface and inner-plane, the same
does not hold in the case of plate impact experiments. Plate impact experi-
ments undergo nominally uniaxial strain conditions at the interior of the sam-
ple, while the deformation state at the surface is changed by the lateral release
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Table 2.2: Summary of normal plate impact experiment.

Flyer Target Flyer Target LFOV* Impact Velocity Impact Stress Tilt
Material Material Thickness (mm) Thickness (mm) (mm) V0 (m/s) σ11 (GPa) (mrad)
Al 7075 PMMA 12.799 ± 0.001 16.089 ± 0.014 5.0 219 ± 5 0.64 ± 0.02 3.4

*LFOV indicates the distance from the impact surface to the center of the field of view
(FOV).

waves which initiate from the free surfaces. Instead of making a direct experi-
mental comparison, one can compute a theoretical shock strain [25], under the
assumption of uniaxial strain deformation, against which the experimental
result can be compared:

εTheory
11 = up

Us

. (2.4)

The particle velocity (up) can be computed from the measured impact veloc-
ity (V0) and empirically known equations of state (EOS) relating the shock
velocity (Us) to the particle velocity (Us − up relation). This well-established
methodology is known as impedance matching, which is well summarized by
Meyers [25]. Tabular EOS data, for use in this technique, is readily available
for both the flyer and target materials, aluminum 7075 [26] and PMMA [27],
respectively. The linear Us − up relation (Eq. (3.5)) has been fit to the tabu-
lar data for each material, and the fitted material parameters, C0 and S, are
shown in Table 3.3.

Us = C0 + Sup (2.5)

Table 2.3: Equation of state parameters.

Material
Density, ρ0

(kg/m3)
C0

(m/s)
S

PMMA [27] 1186 2770 2.11
Aluminum 7075 [26] 2804 5022 1.99

To evaluate the performance of the technique for plate impact experiments,
one begins by considering the full-field longitudinal strain measurements. Fig-
ure 2.7 shows selected time instances during the experiment, where the area of
interest (AOI) is marked by a white dashed box. This area of interest is deter-
mined by carefully selecting the front and back boundaries through inspection
of the raw deformation images: selecting only the regions which are free of
blurriness, which distorts the DIC-computed strain fields. Blurriness arises, in



36

part, from the steep density gradients associated with the shock wave (strong
discontinuity in stress) and release waves which follow after the shock. In this
experiment the shock wave, which travels from left to right, arrives in the field
of view (FOV) at time, t = 0, and can be seen exiting the FOV at t = 0.9 µs.
Similarly, a blurry front enters the FOV at t = 1.3 µs and covers half the FOV
at t = 1.8 µs. It is not clear whether this blurry front arises due to release
waves from the impact surface or boundaries of the target, or from another
source. Alternative sources could include lateral relaxation at the boundary
of the target plate or changing refractive index due to changes in the stress
state in the PMMA material which the camera looks through. Both of these
sources would contribute to shifting the optical focal plane, which would in-
troduce blur or defocusing. Motion blur due to large velocities is not an issue,
which is evidenced by the crisp image quality immediately behind the shock
wave where peak particle velocity is achieved.

Figure 2.7: A series of images from the plate impact experiment, with lon-
gitudinal engineering strain, ε11, overlaid. Time is shifted such that t = 0
coincides with the arrival of the shock wave in the field of view. The area of
interest (region free from influence of wave distortion) is marked by the white,
dashed box.

Examining the computed longitudinal strain field, it is apparent that within
the AOI at each time step, the strain fields are fairly uniform, albeit with
relatively large noise. This uniformity is an important feature, as the Hugoniot
steady shocked state should possess constant, uniform strain behind the shock
wave. Further, the averaged strain response in the AOI is displayed in Fig. 2.8a
where the steady shocked state is shown to be nearly constant with respect
to time, and approaches the theoretical shock strain. For the majority of the
time instances, the error is less than 1% strain.

This experimental deviation from the theoretically predicted shock strain—
measuring less than the theoretical value—is evidence of slight systemic error
which may be attributed to small optical distortions arising from the defor-
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mation of the transparent PMMA target which is being imaged through. The
error may also be caused by possible deviation from the idealized uniaxial
strain loading conditions assumed by theory. Additional noise is also inherent
in these results, caused by several sources including DIC artifacts, rigid body
motion arising from the temporary loss of correlation at the shock wave lo-
cation, high-magnification imaging distortions, other optical distortions, and
pixel interpolation used by the Shimadzu HPV-X2 camera at 10 Mfps imaging
rate. To decouple the effects of the experimental configuration (e.g., camera,
speckle pattern, DIC processing scheme, etc.) from those of the effects of
shock compression (e.g., optical distortions), the strain noise should thus be
compared with that of static, rigid body translation. The standard deviation
for longitudinal strain is 0.0043 for static rigid body translation and 0.0116
under shock, meaning the experimental noise under shock compression is 2.7
times larger than that of ambient, static images. This result is visualized
through a comparison of histograms for the data inside the AOI for a given
time instance in the experiment (Fig. 2.8b) and for static, rigid body trans-
lation images (Fig. 2.8c). While not negligible, these error levels are deemed
acceptable, especially for applications involving large, localized strains such
as the shock compression of heterogeneous materials. The error can also be
lowered through additional filtering (when suitable for the application) and
through refinements of the technique such as improved speckle patterning,
alignment, lighting, and camera hardware.

While the primary focus of the technique and the validation experiments is to
perform internal strain measurements, a natural second validation metric is the
internal particle velocity. For comparison, the theoretical particle velocity can
be predicted through the impedance matching technique as described above.
The experimentally measured particle velocity is then computed via central
difference of the displacements measured with DIC. Figure 2.9a shows the av-
erage particle velocity in the area of interest for the duration of the experiment,
compared with the theoretical particle velocity. The velocity measurements are
relatively steady, as is expected for the post-shocked state, and demonstrate
reasonable agreement with theory, with an error of approximately 10−30 m/s.
Interestingly, the particle velocity error percentage coincides closely with that
of the strain measurements. This result provides additional confidence in the
measurements, as shock strain and particle velocity are expected to scale pro-
portionally with one another (Eq. (2.4)). It also suggests that the source of
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Figure 2.8: DIC results for the plate impact experiment inside the area of
interest. (a) Averaged experimental longitudinal strain response compared
with the theoretical shock strain (Eq. (2.4)) for the given impact conditions and
material choice. Time is shifted such that t = 0 coincides with the arrival of
the shock wave in the field of view. Error bars represent one standard deviation
from the mean. (b) Histogram of local longitudinal strain measurements for a
given time instance, t = 1.7 µs, depicting the full measurement distribution in
the area of interest. (c) Histogram of local longitudinal strain measurements
for several static, rigid body translation images, using the same speckle pattern
as in the experiment, to provide a noise floor for the DIC setup.

error could be a physical effect (as opposed to an optical distortion) such as
deviation from the ideal uniaxial strain conditions which are assumed in one
dimensional shock theory, as was mentioned previously. Alternatively, it is
possible that the impedance matching technique over-predicts the theoretical
strain and particle velocity for this experiment, owing to the unusual shock
response of PMMA at low pressures [27–29] and possible variance in PMMA
properties depending on the manufacturer. One must also note the importance
of the scale calibration used to extract physical displacement measurements
based on pixel values. While the strain measurements are insensitive to scale
(being a non-dimensionalized quantity), the error in velocity measurements
corresponds directly with the error in the calibration scale.

In addition to the particle velocity measurements, the shock front position is
tracked and used to estimate the shock velocity (Us) in the experiment. This
is shown in Fig. 2.9b, which indicates a nearly constant shock velocity, and
the associated linear fits estimate the value to be between 3.02 − 3.06 km/s.
This is in excellent agreement with the predicted shock velocity of 3.10 km/s.
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Figure 2.9: Velocity measurements for plate impact experiment. Time is
shifted such that t = 0 corresponds with the arrival of the shock front in
the field of view. (a) Averaged experimental particle velocity within the area
of interest, computed from DIC displacement measurements via central differ-
ence. Experimental measurements are compared to the computed theoretical
particle velocity, which is calculated through the impedance matching tech-
nique based on measured impact velocity and known material properties (see
[25]). Experimental error bars include one standard deviation from the mean
in addition to 2% error to account for error in the spatial scale. Theoretical
error bars account for error in the impact velocity measurements and in the
empirical equation of state data. (b) Shock front position measurements, es-
timated by manually identifying the location where the dark band (indicative
of the shock front) begins. The linear fits to the position data provide an
estimate of the shock front velocity, which is very close to the theoretically
predicted value of 3.10 km/s.

The present validation experiment demonstrates the feasibility of the technique
for application in shock compression of transparent materials. This technique,
which is the first to enable accurate, full-field deformation measurements inside
shocked materials, shows promise and presents significant opportunities to
study the local material response near heterogeneities under dynamic loading
conditions [30].

2.4 Conclusion

An experimental technique to perform internal DIC has been developed to
characterize the large deformation strain fields inside of transparent specimens
in the high-strain rate regime with traditional full-scale, dynamic, high-strain
rate laboratory experiments. The technique is demonstrated in PMMA for
both SHPB and normal plate impact experiments, but it should be possible
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to implement with many transparent materials and in conjunction with most
laboratory dynamic experiments. This represents a critical experimental devel-
opment enabling investigation of complex phenomena occurring under extreme
dynamic loading, such as the deformation and failure of heterogeneous materi-
als at the mesoscale, the local material response under complex loading states,
and the evolution of failure modes which are sensitive to boundary effects.

Validation experiments were performed to determine the feasibility and accu-
racy of the technique. It was found to be quite accurate (0.2% strain noise,
which approaches the noise floor of conventional static DIC) in SHPB exper-
iments during the initial deformation period, though the duration for DIC
measurements was shortened by the brittle fracture response of the inner-
plane specimens. In the future, this issue could be mitigated for homogeneous
samples by adopting the embedded speckle plane patterning technique used
elsewhere [19, 21], though clever solutions would be necessary when using
that patterning method for heterogeneous materials. When the current in-
ternal DIC technique was applied to plate impact experiments, it was found
to be accurate to within about 1% strain and viable up to approximately
0.65 GPa impact stress. Several possible error sources are identified, and solu-
tions are presented where applicable. Different material systems, larger spec-
imen size (diameter of the gun barrel), alternative magnifications, improved
camera hardware, and better speckle patterning may enable improvement of
the technique by mitigating the aforementioned sources of error, thus improv-
ing image quality and DIC resolution. Still, the accuracy achieved and the
stress regime accessed for the experiments were sufficient to demonstrate the
feasibility of the technique in extreme environments, which push the limit of
state of the art high-speed cameras.

Future work will focus on extending this technique beyond 0.65 GPa impact
stress, incorporating modifications to minimize the error, and implementing
the technique in various alternative experimental setups and with different
transparent materials. Further, the internal DIC technique will be used to
study the local shock response of heterogeneous materials. Namely, interest
lies in examining porous materials through investigation of the pore collapse
phenomenon [16, 18, 30], and particulate composites through study of the
material response and interaction at the interface between hard inclusions and
polymer matrix.
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Abstract

The dynamic collapse of pores under shock loading is thought to be directly
related to hot spot generation and material failure, which is critical to the
performance of porous energetic and structural materials. However, the shock
compression response of porous materials at the local, individual pore scale is
not well understood. This study examines, quantitatively, the collapse phe-
nomenon of a single spherical void in PMMA at shock stresses ranging from
0.4 − 1.0 GPa. Using a newly developed internal digital image correlation
technique in conjunction with plate impact experiments, full-field quantitative
deformation measurements are conducted in the material surrounding the col-
lapsing pore for the first time. The experimental results reveal two failure mode
transitions as shock stress is increased: (i) the first in-situ evidence of shear
localization via adiabatic shear banding and (ii) dynamic fracture initiation
at the pore surface. Numerical simulations using thermo-viscoplastic dynamic
finite element analysis provide insights into the formation of adiabatic shear
bands (ASBs) and stresses at which failure mode transitions occur. Further
numerical and theoretical modeling indicates the dynamic fracture to occur
along the weakened material inside an adiabatic shear band. Finally, analysis
of the evolution of pore asymmetry and models for ASB spacing elucidate the
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mechanisms for the shear band initiation sites, and elastostatic theory explains
the experimentally observed ASB and fracture paths based on the directions
of maximum shear.

3.1 Introduction

Porous materials such as energetic (e.g., polymer bonded explosives) and struc-
tural (e.g., foams) materials feature in many applications. When such materi-
als are dynamically loaded (e.g., shocked), a pore collapse phenomenon occurs,
the physics of which has great implications for both these material classes.
Generally, in energetic materials, the main concern is with mechanically-
induced hot spot generation via stress waves, which likely dictates the ignition
response of the material [1–5] and may lead to detonation. This has often
been linked to pore collapse [6–8]. Thus, it is desirable to understand the
mechanical response of pore collapse, which may provide insights to the hot
spot generation mechanisms and aid in preventing accidental detonations.

For structural materials, porosity may be either intentional, as is the case
for metallic foams and architected metamaterials, or unintentional through
defects in manufacturing processes such as in additive manufacturing. Addi-
tionally, in these examples the length-scale of porosity ranges from nanometers
through centimeters, making the material response of porous media a rich topic
of study. The primary issue with these structures lies in the localized mate-
rial and structural failure which is often driven by stress concentrations in
the neighborhood of pores. Some porous media can be treated as continuum
materials through the investigation of the effective or homogenized response
when the pore scale is far smaller than the application scale. However, for
the most effective prediction of failure in these structures, it is critical to also
characterize the failure response of the material, and to understand it from a
fundamental, local perspective at the individual pore scale.

The focus of this study is to quantitatively characterize the deformation and
failure response surrounding a single collapsing spherical pore. This is accom-
plished through generation of shock-induced pore collapse via plate impact
experiments, and measurements are conducted with high-speed imaging and
internal digital image correlation (DIC) to capture the in-situ full-field de-
formation response. Previous studies have extensively investigated the macro-
scopic dynamic response of porous materials through pointwise measurements,
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in addition to several works at the local scale which use qualitative imaging
techniques or post-mortem analysis to understand the physics of pore collapse
at the local scale. The rich literature, discussed below, leaves a substantial
need for full-field quantitative analysis of the pore collapse problem, which is
addressed in this study.

The macroscopic, or continuum, response of porous materials under dynamic
loading has been studied at great length. In general, porous materials have
been shown to possess favorable qualities such as shock disruption via micro-
inertial effects [9, 10] and shock attenuation due to the large plastic work
required to fully close pores [11]. However, the spall strength has been shown
to depend on the initial porosity, in some cases decreasing (compared to its
fully dense counterpart)[12], and others increasing [11, 13]. This dependence
has been shown to depend on the bulk material properties and initial porosity.
The many mechanisms involved in their shock response makes design with
porous materials a complicated task. Theoretical approaches, assuming sym-
metric collapse of pores, originated with the work of Herrmann which enabled
the introduction of porosity to the equation of state for materials in what is
known as the P − α theory [14]. Carroll and Holt subsequently developed an
analytical form for the α parameter [15] through the analysis of a thick spher-
ical shell. Following this work, many modifications were made to the P − α

theory. For example, Butcher et al. incorporated the influence of deviatoric
stress, work-hardening, initial void size, and material viscosity [16] which re-
vealed the effect of micro-inertia and viscosity on delaying the void collapse.
Furthermore, extensive analytical, numerical, and experimental investigations
have followed to understand the macroscopic response of porous solids under
dynamic loading conditions [9, 10, 17, 18].

While the macroscopic (continuum) response to shock loading, measured through
traditional interferometric techniques, has been well investigated to character-
ize the equation of state and shock structure, studies on the deformation and
failure at the local length scale of individual pores have been sparse. How-
ever, the advances in high-speed imaging technologies in the last few decades
have begun to enable full-field investigation at the local scale. Early experi-
ments were limited to qualitative characterization of the collapse of cylindrical
holes in transparent gels [19, 20] through high-speed imaging, and later were
extended to quantitative characterization via particle image velocimetry [21].
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These authors observed jetting at higher stresses and clear evidence of shock
shielding and amplification effects for arrays of holes.

Recently, access to advanced x-ray synchrotron sources has enabled inter-
nal imaging of opaque structural materials during plate impact/shock experi-
ments. Investigation, using x-ray phase contrast imaging (PCI), of additively
manufactured lattice structures under shock revealed insights into the jet ini-
tiation (simple cubic) and mitigation (face centered tetragonal) phenomena
which were controlled by the details of the lattice structures [22]. Further,
the role of material parameters, lattice length scales, and impact velocity on
jetting transitions was systematically investigated via experiment and simu-
lation [23]. Similar experiments demonstrated that a pore in the shape of an
elongated triangle behaved as a shock diode: promoting jetting when impacted
from one direction, while disrupting the shock from the other direction [24].
These experiments also investigated the shock shielding properties of a series
of holes.

A close experimental analog to the spherical pore collapse phenomena is the
hole closure experiment, in which specimens with cylindrical holes are dynam-
ically loaded via plate impact. Glazkov et al. used these experiments, with
pre- and post-mortem hole size measurements, to infer material response at
high-strain rates [25]. Lind et al. performed similar hole closure experiments
in copper [26], now using PCI to capture the evolution of the area of the hole,
in-situ during closure. They primarily used the rich and complicated loading
state in these experiments to calibrate material models at high-strain rates
and large strains. However, the inverse analysis also offers insights into the
physics of pore collapse, as the rate of closure and final collapsed volume were
shown to be highly dependent on the strain rate hardening of the material.
Further analysis of these experiments could inform parameters for analytical
continuum models such as the P − α. Follow-up experiments on tantalum
[27] served a similar role for model parameter calibration, while also observ-
ing possible shear localization (an important failure and hot-spot generation
mechanism) near the closed hole through post-mortem electron backscatter
diffraction (EBSD) analysis.

To investigate the physics of pore collapse, Escauriza et al. conducted plate
impact experiments on PMMA with a spherical pore [28]. Using PCI they
captured the pore collapse evolution—observing a transition from strength
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dominated (low pressure) to hydrodynamic (high pressure) regimes, the devel-
opment of cracks at low pressures, and jetting instabilities at high pressures.
Complementary numerical simulations predicted the development of adiabatic
shear bands during these collapse events [29]. Recently, Lovinger and Kosit-
ski carried out cylindrical pore collapse experiments in Ti-6Al-4V specimens,
leveraging plate impact with a soft-catch setup, which enabled post-mortem
analysis of the specimens [30]. Their work revealed the first definitive evi-
dence of shear localization in pore collapse via adiabatic shear banding and
shear cracking. They further explored the role of pore size and spacing on fail-
ure initiation and connectivity, respectively. While the aforementioned works
have all been limited by sample fabrication and experimental resolution to
pores near the mm scale, a new technique has been recently developed which
uses PCI to capture the collapse of spherical pores on the order of several
10s of microns [31]. This technique promises future understanding of pore
collapse at very fine spatial scales which are relevant to many commonly oc-
curring pores. These experimental efforts and complementary computational
endeavors have enriched our understanding of the pore collapse phenomena.
However, to understand the details of shear localization and failure thresholds,
a need still remains for quantitative full-field measurements during the pore
collapse phenomena under shock compression.

To quantitatively characterize the deformation field around a pore under shock
compression, it is proposed to perform plate impact experiments on PMMA
samples with a single, embedded, spherical pore, in conjunction with high-
speed digital image correlation (DIC) [32]—a non-contact quantitative imaging
technique. Plate impact experiments require measurements to be performed at
the center of the target plate, such that the uniaxial strain condition is main-
tained throughout the measurement, until the time at which release waves ar-
rive. Hence, the embedded pore must be located at the center of the sample,
and DIC performed internally at the mid-plane of the pore. This is essen-
tial to capture the true deformation response and failure mechanisms during
the pore collapse event, as opposed to alternative approaches of making sur-
face measurements and leveraging computational tools to infer the internal
response. Further, this approach enables a more physically relevant investiga-
tion of spherical pores undergoing collapse, as opposed to cylindrical holes.
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In this study, the internal DIC technique [33] for shock compression experi-
ments is implemented to study pore collapse at shock stresses ranging from
0.4 − 1.0 GPa. The internal DIC method is briefly summarized, and details
regarding sample preparation, plate impact experiments, and high-speed imag-
ing are described in Section 3.2. Results for the experiments and initial DIC
analysis are presented in Section 3.3. Simulations are then conducted, replicat-
ing the loading conditions of the experiments in Section 3.4, and the physics
governing failure mechanisms are discussed and supported with theoretical
models in Section 3.5. Lastly, concluding remarks are given in Section 3.6.

Figure 3.1: Details of the specimen preparation. (a) Plate impact pore collapse
flyer and target specimens. (b) Microscope image of the spherical pore inside
the target plate. Glue interface is slightly visible at the center of the pore.
(c) CAD schematic of target plate, mounted onto the front of the target holder
and equipped with electrical shorting pins. The top surface is the impact plane.

3.2 Materials and Methods

3.2.1 Quantitative Imaging of Displacements

Digital image correlation (DIC) is a non-contact, full-field, quantitative imag-
ing technique, which measures the displacement field of a body undergoing
deformation by correlating, or pattern matching, a unique grayscale speckle
pattern which is applied to the specimen prior to deformation [32]. Images
taken before and throughout the deformation then contain the necessary in-
formation for correlation to extract the displacement field with respect to
the reference (undeformed) configuration, which can be converted to full-field
strain measurements through discrete differentiation. The technique is tradi-
tionally restricted to surface measurements; however, in this work an internal
DIC framework is employed to capture deformation around a collapsing pore
under shock compression. The concept of internal DIC has been successfully
implemented previously in the quasi-static regime [34] and in dynamic laser-
induced cavitation experiments in gels, conducted under a microscope [35].
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Recently, this technique was extended to be used in full-scale dynamic experi-
ments, demonstrating its feasibility and accuracy for application to both split-
Hopkinson (Kolsky) pressure bar and plate impact shock experiments. Details
of the development of the internal DIC technique are presented elsewhere [33],
and are only briefly summarized here. The optical technique involves embed-
ding a speckle pattern at the internal plane of the transparent sample. By
visualizing through the transparent sample (shifting the camera’s focal plane
to the internal plane), in-plane deformation is captured in the images (i.e., the
direction of compression is in the same plane as the speckle pattern, in this
case, horizontally). Here, normal plate impact experiments were conducted
on PMMA samples, coupled with ultra-high speed imaging and digital image
correlation (DIC) [32, 36, 37] to extract full-field quantitative strain measure-
ments surrounding the pore during deformation.

3.2.2 Sample Preparation

Specimen preparation for plate impact experiments is a stringent process, re-
quiring precise, detailed steps to ensure the specimens are suitable for the ex-
periments. The target specimens for all experiments in this study, depicted in
Fig. 3.1a, were manufactured from PMMA stock material obtained from E&T
Plastics (Long Island City, New York). To embed the internal DIC speckle
pattern and spherical pore, the target is manufactured from two cuboidal
half-samples with rectangular cross section of nominal dimensions, 36 mm ×
18 mm and 17 mm thick. Both half-samples are carefully lapped together in
the impact and visualization directions to ensure identical dimensions and cre-
ate ideal bonding surfaces. The visualization surfaces (all surfaces which are
parallel to the speckle pattern plane) are then mirror polished to maximize
transparency, and matching hemispheres of radius 0.4 mm are milled into each
half-sample such that they precisely align to their counterpart to generate a
nearly perfect spherical pore when combined. Next, the DIC speckle pattern
is applied to the inner surface of one half-sample by airbrushing a thin layer of
transparent paint and blowing toner powder onto the wet paint, before adding
a second layer of transparent paint to seal the speckle pattern.

After the paint is allowed to dry for at least 24 hours, the half-samples are
glued together with a two-part epoxy, EpoxAcast 690 (SmoothOn, Macungie,
Pennsylvania). Confining plates are used to precisely align the two hemi-
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Figure 3.2: Experimental setup for plate impact experiments. (a) Schematic
of experimental components set up in and around the vacuum chamber. De-
picted is the projectile with flyer plate affixed, approaching the target plate.
Also shown is the high-speed, high-magnification imaging setup, complete with
backlit laser illumination. An example image of the pore and the surrounding
region is shown in the inset. (b) Photo of the chamber setup for a shot. Six-
DOF gimbal shown on the right side of the image, with the target mounted
onto it via a long target holder. Also included is the housing for the laser
illumination source behind the target. (c) Distance-time (x − t) diagram for
Pore–0.4, used for experimental design to maximize measurement time win-
dow. Shock, release, and failure waves are labeled accordingly; the impact
plane between flyer and target lies at x = 0; the pore is marked by two ver-
tical, dashed lines. The “measurement window” is visualized by a light blue
box, which is bounded in the x dimension to indicate the camera field of view
and bounded in the t dimension to indicate the beginning and end of the mea-
surement window.
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spheres to generate a pristine spherical pore, and weights are applied to the
sandwiched sample to squeeze out excess glue and thus maximize the glue
bond strength. Once the sample has settled for approximately ten minutes,
the weights are removed, the sample is carefully disassembled, and any glue
which has filled the pore is removed. The assembly is then reset with confine-
ment and weights, without additional glue, to ensure the pore is filled with
air, rather than glue. Finally, after the glue cures for 24 hours, the now-intact
sample is removed, re-lapped in the impact direction to meet specifications for
the experiment, and the alignment of the pore is inspected under a microscope.
Figure 3.1b shows an example of the pore alignment. Additionally, because
of the precise restrictions on the half-sample geometry and careful alignment
during gluing, residual stresses arising from the gluing process are estimated
to be orders of magnitude smaller than the imposed shock stress in the ex-
periments. Hence, these effects are considered to be negligible in the outcome
of the experiments. The final restrictions for the target sample are less that
30 µm variation in thickness and less than 1 µm surface flatness as measured
by Fizeau rings under monochromatic light with a quartz optical flat. After
the target is assembled, the final specimens are nominally 36 × 36 mm square
plates which are 17 mm thick.

Flyer plates made of PMMA or aluminum (7075 alloy) are more straightfor-
ward to manufacture, starting with machined cylindrical samples of 35 mm
diameter and 13 mm thickness. They are lapped until the thickness variation
is less than 10 µm and the surface flatness is less than 0.5 µm. These restric-
tions on the target and flyer plates ensure planar shock wave generation upon
impact. Finally, the flyer plate is glued into the projectile and inserted in the
gun barrel.

Electrical shorting pins are used in these experiments to trigger diagnostics
and to measure the angle of inclination (tilt) between the flyer and target at
impact. These pins are inserted into holes in the target plate which correspond
with the perimeter of the flyer, and are glued in place, as shown in Fig. 3.1c.
They are then sanded down, and lapped until flush with the impact surface.
Finally, the target plate is glued to the target holder, the shorting pins are
wired into a logic circuit box that is connected to a digital oscilloscope, and the
target holder is mounted onto a six-degree-of-freedom gimbal which is moved
into the vacuum chamber for alignment.
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3.2.3 Plate Impact Experimental Setup

Normal plate impact experiments were performed using a powder gun facility
at Caltech, which consists of a 38.7 mm diameter keyed barrel of 3 m length.
Before running the experiment, the projectile is placed at the end of the gun
barrel, and brought close to the target, which is mounted to the gimbal in the
vacuum chamber. Careful translational and rotational alignment, using an
auto-collimator, is performed to ensure perfect alignment between the impact
surfaces of the two plates. This is critical to minimize the impact tilt between
the flyer and target plates during the shot and ensure plane wave propagation.
The high-speed camera is also optimally configured and aligned parallel to
the target visualization surface closest to the camera, after which the field of
view and focal plane are set. A schematic of the full experimental setup is
provided in Fig. 3.2a, and an image of the setup inside the vacuum chamber
is shown in Fig. 3.2b. The experiment begins when the gunpowder charge is
ignited behind the projectile, propelling it down the barrel where it impacts
the target plate, situated in the vacuum chamber at the end of the barrel.
Upon impact, shorting pins trigger the high-speed imaging diagnostics to begin
recording. Simultaneously, a planar shock wave is generated in both the target
and flyer, and the camera captures images of the shock propagation and the
in-plane deformation of the target plate. To measure the impact velocity, a
laser system composed of two precisely spaced laser gates captures the moment
at which the projectile breaks each laser plane. In some experiments, which
do not use a conductive flyer (Pore–0.4), the laser gate system is also used to
trigger the camera to record.

Plate impact experiments require careful design to ensure the desired loading
state is applied and the material response is measured prior to the arrival
of release waves. Flyer plate materials and impact velocities are selected to
generate the desired shock stresses in the target material. For a given impact
velocity (Vi), the imposed particle velocity (up) in the target material is de-
termined through the impedance matching technique [38] based on the known
ambient material density (ρ0) and equation of state (Us − up relation, where
Us is the shock wave speed, given in Eq. (3.5)) for both the flyer and target
materials. From there, shock stress is calculated using Eq. (3.1).

σ11 = ρ0Usup (3.1)
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The timing of several release waves must also be calculated, including those
initiating from the flyer free surface, the target free surface, and the perime-
ter/boundary of the target plate because of traction-free conditions. The de-
sign can be visualized through a distance-time (x − t) diagram which plots
the propagation of all relevant stress waves in the experiment. Further dis-
cussion of wave propagation and x − t diagrams can be found elsewhere [38].
An example x − t diagram is shown in Fig. 3.2c for the 0.41 GPa shock stress
pore collapse experiment. Upon impact at time, t = 0, a normal shock wave
is generated in both the target (forward-propagating) and flyer (backward-
propagating), which induces pore collapse after passing the pore at 2.03 µs.
The “measurement window” begins when the shock wave passes the camera
field of view at 2.54 µs and ends when the field of view is disturbed by the
arrival of either a free surface release, boundary release, or “failure wave” ob-
served previously in PMMA [39]. These waves alter the uniaxial strain loading
conditions, occlude the field of view, or both. This measurement window can
be maximized for a given shock stress by using a thick flyer and target (to de-
lay the arrival of free surface release waves), and optimizing the distance of the
pore away from the impact surface to balance competition between boundary
wave and failure wave arrival. Flyer diameter and target width could also be
used to delay boundary wave arrival, but are limited by the size of the pow-
der gun barrel. In the example used in Fig. 3.2c, the measurement window is
closed by the arrival of boundary release waves at 5.20 µs, producing a pre-
dicted window of 2.66 µs for Pore–0.4. Unfortunately, the failure wave speed
increases with shock stress [39], making experiment design difficult at higher
stresses by significantly shortening the maximum measurement window.

3.2.4 High-Speed Imaging and Digital Image Correlation (DIC)

To capture clear images of the speckle pattern during the dynamic event,
precise visualization setup is necessary. The high-speed imaging setup is com-
posed of the HPV-X2 camera (Shimadzu, Kyoto, Japan) set to capture images
at 10, 000, 000 frames/second (100 ns inter-frame time, 50 ns exposure time)
along with the CAVILUX Smart pulsed, incoherent laser light source (Cav-
itar, Tampere, Finland) which is synchronized to the camera exposures and
pulsed for 50 ns durations. To perform high-magnification imaging with suffi-
cient resolution to capture fine features of deformation at the internal plane,
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the camera is equipped with a 0.7 − 4.5x zoom lens and 2x adapter tube
(Navitar, Rochester, New York), which achieved a typical field of view of ap-
proximately 2.8 × 1.8 mm (400 × 250 pixels). For such a small field of view,
the camera is also mounted to a five-degree-of-freedom optical stage which
allows precise alignment of the camera’s field of view. The high-magnification
lens also produces a highly light-starved environment, which is remedied by
configuring the laser light source in a back-lit setup to maximize illumination.
Additionally, the large curvature of the zoom optic generates image distor-
tions, which are addressed through standard distortion correction procedures.
Images are taken of the rigid body translation of the target at several vertical
and horizontal distances, and a correction function is computed which regains
uniform displacement fields. This correction function is subsequently used for
the experimental images as well. Finally, as was discussed in previous work
[33], some optical distortions arise resulting from the change in refractive index
across the shock front. This is mitigated by aligning the camera lens to the
target visualization surface closest to the camera to maximize the parallelism
between the two.

Having established a basis for capturing clear images of the speckle pattern in
this setting, one must also consider the details of the quantitative imaging tech-
nique, DIC. As mentioned above, the internal speckle pattern is generated by
randomly distributing toner powder inside a layer of transparent paint, which
produces a typical speckle size of 10 − 20 µm. This is an ideal size compared
to the camera’s spatial resolution of 7 µm/pixel. Correlation of the speckle
pattern images is performed with the Vic-2D software [40] (Correlated Solu-
tions, Columbia, South Carolina) along with the built-in distortion correction
algorithm mentioned earlier. For the sake of consistency between experiments,
the same correlation parameters are used to post-process each experiment: 21
pixel subset size (SS), 1 pixel step size (ST), and strain is computed using
a 15 pixel, 90% center-weighted, Gaussian strain window (SW). Using these
settings to correlate ambient, rigid body translation images, the noise floor for
the DIC measurements is computed to be 0.4% strain (based on the standard
deviation of the longitudinal strain distribution). Further, the effects of the
subset size, step size, and strain window size can be summarized through the
virtual strain gage length [41] (LVSG), computed as

LVSG = (SW − 1)ST + SS (3.2)
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which is representative of the total filtering applied to the physical features
during the DIC analysis. This parameter is used in Section 3.3 and Appendix
3.B to discuss DIC measurements of fine features such as shear bands.

Table 3.1: Summary of pore collapse experiments.
Shot Flyer Flyer Target** LPore*** Impact Velocity Shock Stress Shock Speed Tilt

Number Material Thickness [mm] Thickness [mm] [mm] Vi [m/s] σ11 [GPa] Us [m/s] [mrad]
Pore–0.4 PMMA 13.069 ± 0.002 15.938 ± 0.027 5.4 227 ± 7 0.41 ± 0.01 3036 ± 6 N/A
Pore–0.6* Al 7075 12.893 ± 0.003 22.878 ± 0.004 7.1 213 ± 5 0.62 ± 0.02 3106 ± 4 0.78
Pore–0.8 Al 7075 12.845 ± 0.002 15.793 ± 0.022 5.2 263 ± 10 0.78 ± 0.03 3130 ± 4 3.8
Pore–1.0 Al 7075 12.945 ± 0.002 16.492 ± 0.008 5.1 334 ± 8 0.99 ± 0.02 3144 ± 1 3.4

*An Al 7075 buffer plate (thickness 0.601 ± 0.001 mm) was glued to the target impact
surface for this experiment.

**All target plates were manufactured from PMMA.
***LPore indicates the distance from impact surface to the front edge of the pore.

Figure 3.3: Deformation images at the internal mid-plane for all pore collapse
experiments. Each experiment is performed with a single spherical pore that
is 800 µm in diameter. (a) Experiment Pore–0.4. Three time instances are
shown: before shock (left), during shock (middle), and after shock (right).
(b-d) Pore–0.6, Pore–0.8, and Pore–1.0 after shock loading. t = 0 corresponds
to the time of arrival of the shock at the pore.

3.3 Results

Four pore collapse experiments were conducted at shock stresses ranging from
0.4 − 1.0 GPa. The shock conditions were controlled primarily by varying the
impact velocity, as well as changing the flyer plate material as-needed. For
all the experiments, the pore size was kept constant at 800 µm diameter while
the shock stress was varied. Details of the specimen geometries and loading
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conditions are summarized in Table 3.1. The naming convention adopted for
numbering the experiments indicates the experiment type and nominal shock
stress (e.g., Pore–0.6 refers to the pore collapse experiment under nominally
0.6 GPa shock stress).

3.3.1 Deformation Images, Longitudinal and Lateral Strain, and Pore Vol-
ume

For each experiment, the entire shock loading process is captured via high-
speed imaging, beginning with the ambient unshocked state and ending with
the arrival of release waves which concludes the measurement window. A
representative set of images for all four experiments is shown in Fig. 3.3, and
Fig. 3.3a illustrates the evolution of Pore–0.4. From left to right, one can
see the unshocked (ambient) condition, the shock wave (dark band) passing
the pore (propagating from left to right), and the shocked state. Though not
shown here, it is also possible to briefly visualize the radial wave reflection off
of the pore surface. Similarly, Fig. 3.3b-d show one frame of the shocked state
for each of the remaining experiments, as the details of evolution are generally
difficult to ascertain from the deformation images alone. DIC analysis will
reveal more insight to the evolution of the shocked state. In general, the
deformation images reveal a clear progression from nearly indiscernible collapse
in Pore–0.4 to significant collapse in Pore–1.0. They also show development
of fracture at the pore interface in Pore–0.8, which will be discussed further
in Section 3.3.3.

After capturing deformation images with a clear speckle pattern after shock
arrival, the images were processed via DIC, computing the displacement field
and subsequently the Lagrangian strain measures. While blurry regions (and
fracture, in the case of Pore–0.8) obscured the speckle pattern in Pore–0.8
and Pore–1.0, the image quality in Pore–0.4 and Pore–0.6 enabled excellent
correlation. To analyze the strain concentrations around the collapsing pore,
line slices are taken vertically and horizontally through the center of the pore.
A schematic of this concept is shown in Fig. 3.4a along with an example us-
ing full-field DIC data from Pore–0.4. The results for longitudinal (ε11) and
lateral (ε22) strain along both the vertical and horizontal lines are presented
in Fig. 3.4b. The plots summarize the shocked material response (unshocked
measurements of zero strain are omitted). Data for each experiment is visu-
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Figure 3.4: Line slice comparison to elastic solution and pore volume analy-
sis. (a) Schematic of pore, shock direction, and line slices; DIC snapshot of
longitudinal strain (ε11) with line slice locations overlaid. (b) Experimental
strain measurements (ε11, ε22) taken along line slices and plotted along with
corresponding static elastic solution (Appendix 3.A). Experimental data of
the shocked material state at each radial location along the line slice is aver-
aged over all time instances after shock-loading (solid curve) and bounded by
the minimum and maximum measurements (dashed curves). (c) Normalized
pore volume evolution for each pore collapse experiment. Data is missing from
t = 0 µs to t = 0.4 µs because the shock front occludes the camera vision of the
pore during these time instances, preventing volume measurements. (d) Final
measured normalized volume for each experiment.

alized by the strain averaged over the shocked time instances at each spatial
location along the line slice (solid curve) and the shaded envelope of all mea-
surements in time, which is bounded by the maximum and minimum (dashed
curves). Each plot includes the experimental results combined from all time
instances after the shocked state was achieved, along with the static, elastic
solution for uniaxial strain compression of a spherical pore. This is deter-
mined using the elastic solution for static uniaxial stress loading imposed on
a spherical pore, first derived by Southwell [42]. The solution is superposed
to incorporate the shock stress and lateral confining stress (Appendix 3.A,
Eq. (3.A.5)) associated with the plate impact experiment’s uniaxial strain
loading condition. Elastic parameters for PMMA under dynamic compression
with confinement are used [43]; further details can be found in Appendix 3.A.

The line slice plots reveal good overall agreement between experimental and
theoretical results, demonstrating the ability to accurately capture strain con-
centrations as large as 16%. In particular, Pore–0.4 is expected to be nearly
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completely elastic because the nominal 0.41 GPa loading is well below the
Hugoniot elastic limit of 0.8 GPa [44]. The resulting strain measurements re-
inforce this assumption, as they coincide very closely with the elastic solution.
The quality of the DIC data is particularly good along the vertical line, while
more noise is present along the horizontal line. This likely arises due to diffrac-
tion and the shock reflections off the pore at the front and back, leading to a
complex deformation state. While agreement with the elastic solution provides
confidence in the experimental result, deviations from the elastic solution are
more instructive. In particular, the longitudinal strain along the horizontal
line reveals a significant discrepancy from the elastic solution. The strain near
the back of the pore (positive radial position) coincides with the theory, but
material near the front of the pore (surface upon which the shock impinges
first) undergoes much more significant compressive strain in both Pore–0.4
and Pore–0.6. This is a clear indication of the shielding effect generated by
the pore when a shock wave interacts with it. That is, the front of the pore
is subjected to the full extent of the shock stress, but the pore diffracts (re-
flects) the wave because of the traction-free boundary condition at the pore
surface (owing to the impedance mismatch between PMMA and void). This
leaves the region immediately behind the pore shielded from the shock, thus
experiencing much less of the imposed loading. This phenomena is consistent
with the prior observations of stress wave loading in gels [21].

Turning briefly to the collapsing pore itself, rather than the near-field defor-
mation, it is worth noting that the collapsed geometry is close to an ellipsoid
rather than a spheroid. This occurs, especially in this strength-dominated, low
pressure regime because the shock stress is rather large compared to the lateral
confining stress, leading to significantly larger deformation in the horizontal
(shock) direction than the vertical (transverse) direction. An estimate for the
lateral confining stress is given in Eq. (3.A.5) using elastic theory, though this
only holds near the elastic regime where minimal inelastic deformation de-
velops. This difference becomes less severe at higher stresses (e.g., Pore–1.0)
where more substantial vertical collapse begins to develop. Yet even at very
high pressures (hydrodynamic regime), as reported by Escauriza et al. for
spherical pores in PMMA, the collapse in the shock direction is more drastic
than the lateral directions, leading eventually to the development of jetting
[28].
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Additionally, it is possible to calculate the volume of the pore during its col-
lapse. This is accomplished by thresholding the deformation images to produce
a black and white image, from which the pore boundary can be identified using
the MATLAB image processing toolbox [45]. The pore boundary is then fit
to two partial ellipses, for the left and right sides, as depicted in Fig. 3.8a.
Assuming axisymmetric deformation, the volume can be computed as the sum
of two ellipsoidal caps. The calculated volume evolution, normalized by the
initial volume of the pore, for all four experiments is plotted in Fig. 3.4c. The
two lower stress (0.41 and 0.62 GPa) experiments appear to reach a final col-
lapsed volume within the first 1 µs after shock arrival, while the two higher
stress experiments may still be evolving. The final measured normalized vol-
ume is plotted against the shock stress in Fig. 3.4d. However, because of the
limited time for measurements, it is difficult to establish an exact trend for the
final collapsed volume. Additional data at higher stresses would be essential
to establish a relationship between shock stress and collapsed volume. The
work of Escauriza et al. on pores of a larger scale provides substantial discus-
sion of the pore volume evolution at stresses up to 17 GPa, and observes that
complete collapse occurs near 1.25 GPa [28].

3.3.2 Shear Localization

Returning to the deformation field surrounding the collapsing pore, the Tresca
shear strain is computed,

γTresca = εI − εIII

2 (3.3)

which provides insights to possible localization mechanisms occurring. The
symbols εI and εIII denote the maximum and minimum principal strains. The
full-field shear strain evolution is shown in Fig. 3.5. For Pore–0.4 (Fig. 3.5a),
strain concentrations emerge which are reminiscent of the classical solution for
stress concentrations in an infinite plate with a hole [46], indicating regions of
maximum shear near the top and bottom of the pore. In the case of Pore–0.6
(Fig. 3.5b), similar strain concentrations appear after the shock passes the
pore, at t = 0.4−0.5 µs. But, in addition to these concentrations, small bands
begin to appear, eventually giving rise, at t = 0.7 µs, to a distinct pattern
of shear bands emanating from the pore surface. The development of these
bands indicates a mechanism of shear localization, via adiabatic shear banding,
associated with pore collapse in PMMA. To the authors’ knowledge, this work
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represents the first in-situ observation of shear localization during dynamic
pore collapse.

Figure 3.5: Tresca shear strain (γTresca, Eq. (3.3)) evolution for two lower
pressure experiments after shock loading. (a) Pore–0.4 shows classical strain
concentrations developed after shock. (b) Pore–0.6 evidences similar strain
concentrations along with the emergence of shear bands emanating from the
pore surface.

Because adiabatic shear bands (ASBs) are very fine structures, with a thickness
in PMMA of approximately 20 µm [43], even the high-magnification imaging
used here is insufficient to capture the full details of these bands. Instead, using
DIC, it is possible to capture the filtered deformation field. This is why the DIC
measurements show bands of ∼ 6% strain compared to expected strain of ∼
100% in ASBs. To confirm that the results shown here are consistent with the
filtered deformation measurement of ASBs, a subset size analysis is performed.
This analysis investigates the actual strain value by comparing DIC results
with various correlation parameters. These correlation parameters (subset
size, step size, and strain filter) influence the overall filtering influence of the
DIC postprocessing, which is summarized by the virtual strain gage length [41],
LVSG (Eq. (3.2)). Results of the subset size analysis indicate that the bands
are indeed physical features, and suggest that the actual strain magnitude is
of the same order of magnitude as is expected for shear bands. Details of the
analysis can be found in Appendix 3.B. Recent work has also identified shear
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localization in hole closure experiments via post-mortem analysis for tantalum
[27] and Ti-6Al-4V [30].

3.3.3 Fracture

As mentioned above, Pore–0.8 reveals fracture initiation at the pore surface,
beginning in the first visible image after the shock passes the pore, which can
be seen in Fig. 3.6b. While the emergence of a crack prevents DIC analysis for
this experiment, the raw deformation images enable characterization of the dy-
namic crack evolution during pore collapse. Escauriza et al. have previously
observed a similar fracture during pore collapse of PMMA [28]; however, it
was unclear whether boundary release waves or wave reflections from the glue
interface could have applied necessary tensile loading to initiate mode I frac-
ture. Here, the experimental design enforces nominally uniaxial strain loading
conditions during the measurement window. Though the pore introduces a
non-uniform stress state, theoretical and computational analyses indicate that
the development of localized tension, which could drive mode I fracture, is
not possible. Hence, one can conclude the crack observed here arises from
shear-driven fracture, which will be further addressed in Sections 3.4 and 3.5.

The crack is identified visually by the black band which propagates forward
with increasing time increments. For each image after the shock passes, the
crack path is traced and displayed in Fig. 3.6b along with a magnified view of
the crack in the inset, where the crack can be seen most clearly. Additionally,
the length of the crack as a function of time is shown in Fig. 3.6a. The average
crack tip speed, Vcrack ≈ 959 m/s is found to fall between the Rayleigh wave
speed and shear wave speed of PMMA (935 and 1000 m/s, respectively [47]).
However, the experimental resolution for crack speed measurement is insuffi-
cient to distinguish between crack propagation at or just above the Rayleigh
wave speed. Most likely, the crack speed has approached near to the Rayleigh
wave speed, consistent with the understanding that crack speeds between the
Rayleigh and Shear wave speeds are unstable [48, 49]. Further analysis of these
results is necessary to unravel the mechanisms driving the fracture initiation
point, path, as well as the modality of the fracture itself. This will be discussed
in Section 3.5.
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Figure 3.6: Time series of crack evolution in experiment Pore–0.8, with the
tracked profile for each image. (a) Crack length evolution. The average crack
speed is estimated to be Vcrack ≈ 959 m/s. (b) Highlighted crack profile and a
magnified view of the crack, provided in the inset.

The initial observations from the experimental results, presented above, in-
dicates the intriguing presence of two failure mode transitions during pore
collapse of PMMA which, until now, have not been conclusively observed in-
situ. The physics governing these transitions will be investigated by carrying
out numerical simulations in Section 3.4 along with theoretical modeling in
Section 3.5.

3.4 Simulation

Numerical simulations were performed using the finite element software, Abaqus
Explicit [50], to augment our understanding of the physics involved in these
experiments by providing access to information otherwise unavailable in the
experimental data.

3.4.1 Methodology

Simulations were set up with a 2D axisymmetric assumption, mirroring the
loading conditions imposed in experiments Pore–0.4, Pore–0.6, and Pore–0.8.
Simulation of the conditions in Pore–1.0 has not been conducted because the
experiment did not provide information about the deformation or localiza-
tion behavior with which to compare. Identical geometries were used for the
pore size, while shrinking the target and flyer plate lateral dimensions to im-
prove computational times. Because of the smaller lateral dimension, zero-
displacement boundary conditions were applied to the lateral boundaries to
maintain uniaxial strain and prevent boundary release waves. Additionally,
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the flyer plate and target plate geometries were created such that they shared
nodes at the impact surface, thereby ensuring perfect contact and zero tilt
during the simulated impact. Finally, the model was meshed with quadri-
lateral elements (CAX4R) in such a way that mitigates computational cost
and preserves relevant physics near the pore. This was done by refining the
mesh (5 µm element size) near the pore interface such that the adiabatic shear
bands observed in experiments could be captured, while coarsening the mesh
(20 µm element size) in the remainder of the model geometry. Further details
are available in Appendix 3.C. Because of the inherent length scale for lo-
calized shear features in finite element analysis (FEA), a mesh convergence
study was performed. From this study, reasonable convergence was obtained
with respect to the number, mode, and spacing of adiabatic shear bands for
all simulations with element size at or below 5 µm. Additionally, axisymmet-
ric simulations were performed because full 3D simulations are prohibitively
expensive to perform with the converged mesh size. To confirm that the ax-
isymmetric assumption is reasonable, 3D simulations were performed with a
coarse mesh (20 µm) near the pore. This produced deformation and shear
band patterns that were axisymmetric. Hence, 2D axisymmetric simulations
are used throughout this study in place of full 3D simulations.

3.4.2 Material Models

To account for the thermomechanical behavior of PMMA, adiabatic heating
(with Taylor-Quinney coefficient of 1) was implemented for the simulation,
along with a calibrated Johnson-Cook plasticity model [51] (Eq. (3.4)) which
relates the Mises yield strength (Y ) to the equivalent plastic strain (εpl), equiv-
alent plastic strain rate (ε̇pl), and temperature (T ) through the material pa-
rameters A, B, n, C, and m. The model is also parameterized by the ref-
erence strain rate (ε̇ref ), reference temperature (Tr), and melt temperature,
(Tm). The Johnson-Cook model incorporates strain rate hardening, strain
hardening, and thermal softening behaviors, and has been shown to effectively
capture the high-strain rate material response of PMMA under confinement.
Material parameters have been calibrated to fit the data of Holmquist et al.
[52].
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Y =
[
A + B

(
εpl
)n] 1 + C ln ε̇

pl

ε̇ref

 [1 −
(

T − TR

Tm − TR

)m
]

(3.4)

Johnson-Cook plasticity is also included for the aluminum 7075 flyer plates;
however, it is worth noting that the plastic constitutive model for the flyer
plate plays a minimal role in the deformation of the target plate during the
window of time of interest. Instead, the standard material parameters for
elasticity and wave speeds primarily govern the loading which is imposed on
the target during the impact event. These quantities are all implemented in
the form of shear modulus, density, and equation of state (EOS) (Us − up

relation),
Us = C0 + Sup (3.5)

where Us and up are the shock speed and particle velocity, respectively, and C0

and S are material constants. The Mie-Grüneisen parameter, Γ0, completes
the EOS description. Tables 3.2 and 3.3 show all the material parameters
implemented in the simulations. It is noted here that two equations of state
are used for PMMA, named EOS 1 and EOS 2 to capture the non-linear profile
of the shock Hugoniot data at low pressures reported by Barker [53], which is
explained in Appendix 3.C. The simulations transition from EOS 1 to EOS 2
at the intersection point at σ11 = 0.57 GPa. The EOS for Aluminum 7075 is
also fit to appropriate low pressure data [54].

Table 3.2: Parameters for the Johnson-Cook plasticity model used in the
simulations.

Model parameters (Eq. (3.4))

Material
A

[MPa]
B

[MPa]
n C m

ε̇ref

[1/s]
Tm

[K]
Tr

[K]
PMMA [52] 210 160 2.95 0.077 0.74 1 398 298

Aluminum 7075 [55] 546 678 0.71 0.024 1.56 1 903 298

3.4.3 Results

Results from the numerical simulations for shock stresses corresponding to the
experiments are presented in Fig. 3.7 with the time shifted such that the shock
wave arrives at the pore surface when t = 0. Equivalent plastic strain (shear
strain) is plotted for several time instances to provide a comparison to the
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Table 3.3: Material properties and equation of state parameters.

Material
Density

ρ0 [kg/m3]
Specific Heat
c [J/(kg·K)]

Shear Modulus
G [GPa]

C0

[m/s]
S Γ0

PMMA (EOS 1) 1186 1466 2.19 2770 2.11 0.85
[29, 52–54, 56]

PMMA (EOS 2) 1186 1466 2.19 3044 0.36 0.85
[29, 52–54, 56]

Aluminum 7075 2804 N/A 26.9 5022 1.99 1.97
[54, 56]

localized shear response observed in experiments. Upon initial observation,
it is clear that the initiation of adiabatic shear bands (ASBs) is almost en-
tirely absent for shock stress of 0.41 GPa (Fig. 3.7a), matching the response
from experiment Pore–0.4. At 0.62 GPa shock stress (Fig. 3.7b), a substantial
number of distributed ASBs develop. The right-most image in Fig. 3.7b re-
veals the maximum temperature in the simulated shear bands to be ∼ 400 K
which corresponds with the prescribed melting temperature in the thermal
softening portion of the plasticity model. These features indicate that the first
failure mode transition, from diffuse strain concentration in Pore–0.4 to local-
ized shear via adiabatic shear banding in Pore–0.6, is governed simply through
thermo-viscoplastic mechanics in the form of the Johnson-Cook model, which
was implemented in FEA and replicated the transition. Given that the target
material, PMMA, is amorphous, one would expect this to be the case, as the
development of ASBs in PMMA cannot be affected by microstructure as has
been suggested for polycrystalline metals [57].

Finally, the model at 0.78 GPa shock stress (Fig. 3.7c) evolves toward large
deformation, growth of many shear bands, and development of what appears
to be a dominant shear band with a very similar initiation point and trajectory
as the crack observed in Pore–0.8. This dominant shear band suggests that
the subsequent fracture observed experimentally is indeed shear-driven and
occurs along the ASB path—enabled by the weakened material state which
was realized after undergoing significant shear deformation [58]. The FEA
model also reveals a triangular feature resulting from the intersection of two
ASBs in Fig. 3.7c at t = 0.7 µs. This feature is very similar in location and
geometry to that observed experimentally in Pore–0.8 where the crack initiates,
which is highlighted in Fig. 3.7d. Again, this reinforces the ability of the FEA
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to capture the dominant ASB modes which lead to shear-driven fracture in the
experiments. This fracture of a triangular chip has also been recently observed
by Lovinger et al. [30] in cylindrical hole closure via post-mortem analysis.

Figure 3.7: Results of numerical (FEA) simulations with loading conditions
and measurement times consistent with experiments. (a), (b), and (c) corre-
spond with experiments Pore–0.4, Pore–0.6, and Pore–0.8, respectively. For
each simulation, the first four images depict the evolution of the pore and
equivalent plastic strain, while the final image shows the temperature field at
the last time instance. (d) Highlighted view of the triangular cutout which
occurs during fracture in Pore–0.8 and can be compared to (c) at t = 0.7 µs.

Regarding the actual distribution and curvature of the ASBs in the 0.62 GPa
simulation, it is not clear why the patterns fail to match the experiments.
One possible reason is that at a given material location, two orthogonal di-
rections of maximum shear exist, but the mesh may give slight preference
toward one direction over the other, leading to the predominant occurrence of
shear bands which curve toward the shock loaded direction. While the exact
ASB distribution for Pore–0.6 is not captured, and the FEA implementation
used here does not attempt to incorporate fracture to compare directly with
Pore–0.8, the qualitative replication of failure modes provides helpful insight
to the physics of the failure mode transitions. Most notably, the simulations
confirm that the transition to adiabatic shear banding is governed by thermo-
viscoplastic mechanics, and reinforces the idea that the eventual failure via
fracture is indeed shear-driven and is enabled by the weakened material along
the dominant ASB. This discussion will be continued along with further in-
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vestigation through theoretical modeling next, in Section 3.5, with the goal of
understanding the ASB trajectories and driving mechanisms for fracture.

3.5 Discussion

The experiments conducted in this study, along with numerical simulations,
have uncovered a distinct transition in failure modes with increasing shock
stress. First, shear localization develops via many distributed adiabatic shear
bands, and second, fracture occurs along a dominant adiabatic shear band
which is enabled by material softening in the shear band. In these experiments
on a single, 800 µm diameter pore in PMMA, the first transition was found to
occur between 0.41 and 0.62 GPa shock stress, while the second is between 0.62
and 0.78 GPa. However, these transitions are certain to be material dependent,
and may have additional dependence on (i) the pore shape and pore size, and
(ii) the configuration of an array of pores. With the transitions observed in
experiments and supported by simulations, one can now turn to the topic of
the driving mechanisms for failure mode transition, initiation locations, and
propagation/arrest.

3.5.1 Failure Mode Transitions

As discussed previously, it is clear that the transition to failure via adiabatic
shear banding is governed by thermo-viscoplastic mechanics. In particular,
even at relatively low shock stresses, the presence of a pore creates large stress
concentrations, inducing significant plastic deformation leading to inelastic
(plastic) heating and thermal softening [58]. These conditions are ideal for
the development of adiabatic shear bands. However, the physics governing
the transition from distributed ASBs to the dominance of a single ASB and
subsequent fracture is less obvious. Toward understanding this transition,
the symmetry of the pore collapse is analyzed, having visually observed a
substantial asymmetry in the raw deformation images for Pore–0.8 (Fig. 3.3c).
This is accomplished by fitting a partial ellipse to each side of the pore, as was
described in Section 3.3.1 and shown in Fig. 3.8a for one image from Pore–
0.8. Plotting the ratio of minor axes in Fig. 3.8b, a clear difference emerges
between the lower pressure (Pore–0.4 and Pore–0.6) and higher pressure (Pore–
0.8 and Pore–1.0) experiments. The lower pressure experiments exhibit fairly
symmetric collapse, marked by a ratio of minor axes of the two ellipses (left
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and right) close to 1. But the higher pressure experiments display substantial
asymmetry, as the left side (on which the shock impinges first) compresses
more than the right (which is shielded), leading to a ratio well below 1. It
is noteworthy that the ratio does fluctuate, first dipping significantly below
1 in the first frame after the shock has passed the pore (the first data point
after losing view of the pore), then rising as the right side compresses after
being shock loaded, and finally settling back down as the pore approaches its
final steady state shape. This asymmetric collapse behavior is another unique
feature of shock compression of pores, compared to the classical symmetric
theories [14, 15], static compression, or other transient loadings [35]. This
large asymmetry coincides directly with the initiation of fracture in Pore–0.8,
which nucleates and propagates a very short distance at t = 0.5 µs as shown in
Fig. 3.6a, corresponding to the time at which the axes ratio first is measured
to be well below 1.

Figure 3.8: Pore collapse asymmetric shape analysis. (a) Example of partial
ellipses fit to the collapsing pore to characterize volume and asymmetry of pore
shape. bL and bR refer to the minor axis length for the left (shock impinging
face, red) and right (blue) sides of the pore, respectively. The solid curves
correspond to the actual partial ellipse fits to the pore outline, while the dashed
curves depict the remaining portion of the ellipses which do not fit the pore
outline. (b) The normalized ratio of the minor axes of the left and right ellipses,
b̂L/b̂R, where b̂ = b/b0, b0

L and b0
R are the minor axes lengths of the initial pore

left and right sides, respectively; b0
L ≈ b0

R ≈ R (nominal pore radius). Note,
data is missing from t = 0 µs to t = 0.4 µs because the shock front occludes the
camera vision of the pore during these time instances, preventing ellipticity
measurements.

The asymmetry is driven in part by the transient nature of shock loading,
in which the left side of the pore is deformed before the right side is fully
loaded, leading inherently to a time shift in the amount of deformation on the
right side compared to the left. These transients also would drive the failure
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initiation location preferentially to the left, rather than the center where the
maximum shear should develop in quasistatic loading. However, an additional
mechanism, and the reason for which the shocked pore remains asymmetric
even after reaching a steady state, are the kinematics imposed by wave inter-
actions with the pore surface. In particular, upon arrival at the pore surface,
the shock wave propagates forward, diffracting around the pore and leading
to significant longitudinal stress at the top and bottom of the pore. However,
at the front of the pore (left side), the shock wave reflects off the pore owing
to the free surface (traction-free boundary condition). Associated with this
release, and consistent with classical shock physics [59], the particle velocity
at the front surface of the pore could be doubled compared to that of the
top or bottom. This phenomena arising from wave interactions is the same
one by which jets develop at much higher shock stresses, where momentum
carries the front surface forward and impinges on the back surface of the pore.
Along the surface of the pore between the front and top/bottom, where the
surface is neither parallel nor perpendicular to the shock loading direction,
a multiaxial response is generated with a partial release. In other material
systems, such as copper [26], these kinematics are accommodated through
large plastic deformations. Even in PMMA, in the hydrodynamic regime, it is
known that spherical pores do eventually develop jets [28] at sufficiently high
stresses, likely enabled by shock heating which melts the PMMA. In the most
extreme case of the complete absence of strength in the matrix material (i.e.,
fluids), this phenomena has been well studied and clearly described through
the shock bubble interaction problem [60–62]. Here in the strength-dominated
regime, however, because of the more brittle nature of PMMA, the kinematic
frustration generates large concentrations of shear strain. This leads to shear
localization and eventual fracture, instead of developing more diffuse plastic
deformation and uniform softening.

Understanding the influence of asymmetric collapse resulting from shock com-
pression helps to explain the transition from distributed ASBs in Pore–0.6 to
dominant ASB and shear fracture in Pore–0.8. Interestingly, Pore–1.0 also
shows substantial asymmetry, indicating that shear fracture could be present;
however, the experimental images are occluded, preventing any conclusive
claims. Lovinger et al. observed post-mortem shear fracture in Ti-6Al-4V
[30] during hole closure at various shock stresses, indicating that this phenom-
ena is more widespread and not limited only to PMMA or a very specific shock
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stress. However, in PMMA it is also possible that the brittle-to-ductile transi-
tion which occurs under significant confinement [43] may mitigate the fracture
response at higher shock stresses. Coupled with material softening resulting
from shock heating at higher shock stresses and the possible suppression of
crack propagation via confining stress, another transition from shear fracture
may be possible beyond 0.8 GPa shock stress. Finally, it is noteworthy that this
fracture behavior could be highly dependent on the spatial scale. The transient
loading mentioned above should become negligible for very small pores, and
shear localization may become irrelevant when the pore scale approaches the
inherent length-scale of ASBs in PMMA (20 µm [43]). Alternatively, at large
pore scales (e.g., engineered structures and metamaterials), the effect would
likely become more pronounced.

3.5.2 Adiabatic Shear Band Spacing and Paths

The next question to address is that of shear band spacing and paths, which
should provide insight to the physics of ASB distribution and self-organization
which is observed in Pore–0.6. To this end, the shear bands are tracked in the
reference (Lagrangian or undeformed) configuration. This is done by manually
estimating one point along each shear band from the DIC data, computing
the location of the nearest local maximum shear strain, and tracking the local
maxima (shear strain peaks) along the length of the shear bands. The final
traced shear bands are overlaid on the Tresca shear strain (Eq. (3.3)) plot in
Fig. 3.9b. From there, one can calculate the spacing between each shear band
and its neighbors as a function of radial position. These results are presented
in Fig. 3.9a along with a comparison to theory.

Following a similar approach as in previous studies [63–66], one calculates the
theoretical spacing using the Grady-Kipp model [67]. During deformation,
as adiabatic shear bands form, they weaken and flow to very large strains,
resulting in an unloading process of the neighboring material. This is the no-
tion which Grady and Kipp capture through a momentum diffusion model,
determining the spacing based on the speed of the unloading front. The spac-
ing prediction which results from their analysis [67] has been summarized by
Nesterenko et al. [63] as follows:

LGK = 2
(

9kc

γ̇3a2τ0

)1/4

(3.6)
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where k and c are the thermal conductivity and specific heat capacity, respec-
tively. The applied shear strain rate is γ̇, the flow stress at room temperature is
denoted τ0, and the temperature dependence of the flow stress is characterized
through the linear thermal softening parameter, a.

τ = τ0[1 − a(T − T0)] (3.7)

Note that the flow stress is defined here as τ0 = σ0/2, where σ0 is the yield
stress at room temperature under uniaxial stress loading. All relevant pa-
rameters are summarized in Table 3.4. The parameters related to thermal
softening, τ0 and a, are fit to the same dataset (yield stress as a function of
temperature) used to calibrate the plasticity model for the numerical simu-
lations [52]. Thermal properties, k and c, are taken from the literature [29,
68]. To estimate the applied strain rate, the numerical simulation framework
from Section 3.4 is used to simulate the pore collapse event at 0.62 GPa shock
stress. The maximum strain rate (near the pore surface) in the simulation is
taken to be the estimate for the applied strain rate in the experiments. Be-
cause our interest here is in the applied strain rate, neglecting the strain rates
inside shear bands, this simulations is conducted without thermal softening,
to prevent shear localization.

Table 3.4: Parameters for Grady-Kipp adiabatic shear band spacing model.

Material k [W/(m·K)] c [J/(kg·K)] γ̇ [s−1] τ0 [MPa] T0 [K] a [K−1]
PMMA 0.19 1466 0.45×106 53 298 0.0061

[29, 52, 68]

Comparing the experimental results from Pore–0.6 to the Grady-Kipp model,
one finds close agreement near the pore surface. This suggests that the mo-
mentum diffusion mechanism generally captures the physics which govern the
spacing of ASBs at their most densely packed location (e.g., the pore surface)
during symmetric collapse. This conclusion seems reasonable, at least for the
analysis of ASBs which initiate, propagate outward from the pore surface, and
attain sufficient strain magnitude such that they are captured via DIC. It re-
mains possible that other ASBs initiate near the pore surface, but the loading
and unloading mechanism allows some ASBs to fully develop while others die
out. Such existence of very small ASBs which are unable to compete with the
growth of neighboring ASBs is well known [64]. A numerical study [66] by
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Zhou et al. distinguished between initiated ASBs and developed ASBs, find-
ing the Grady-Kipp model to predict the spacing of developed shear bands,
while other models [69, 70] performed better when considering the spacing
between all initiated shear bands. Finally, considering the Pore–0.8 GPa ex-
periment, one dominant ASB develops, and fracture occurs along this shear
band (Figs. 3.6 and 3.7c). However, this does not preclude other ASBs from
developing. This cannot be captured in experiment because the fracture pre-
vents DIC analysis of the remaining deformation field. Additionally, one would
expect that fracture would serve to unload the material even more effectively
than shear bands, leading to the conclusion that other ASBs could possibly
arrest in the presence of a dominant shear fracture, such as the one seen in
Pore–0.8.
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Figure 3.9: Comparison of shear band spacing and paths: experiments and
theory. (a) Experimental data for the spacing between tracked, developed
ASBs in Pore–0.6 are compared to the theoretical prediction of Grady and
Kipp [67]. (b) DIC results for Tresca shear strain, γTresca, in experiment Pore–
0.6 at t = 0.7 µs with traced ASB paths outlined in light blue. Results are
shown in the reference (undeformed) configuration. (c) Elastic solution for
Tresca shear strain, γTresca. Directions of maximum shear indicated by white
arrows. Light blue curves represent streamlines along the path of maximum
shear, beginning at the estimated initiation sites for ASBs in experiment Pore–
0.6.

Having considered throughout this section the topics of ASB and crack initi-
ation as well as the spacing between shear band initiation sites, one can now
turn to the topic of shear band paths. Recalling the elastic solution intro-
duced along with the line slices in Fig. 3.4, the full field solution is considered,
with a particular interest in the directions of maximum shear which would
direct the shear band paths. Details of the elastic solution are provided in Ap-
pendix 3.A. Figure 3.9b-c summarizes the relevant results, first reproducing
the representative experimental image of distributed shear bands in Pore–0.6



74

(Fig. 3.9b). Then the Tresca shear strain (Eq. (3.3)) deduced from the elastic
solution is plotted in Fig. 3.9c for a far field loading, σ0 = 0.62 GPa, along with
corresponding lateral confining stress superposed. Additionally, the direction
of maximum shear, the bisection of the first and third principal directions, is
indicated by white arrows.

Qualitative agreement between the dynamic experimental and elastostatic the-
oretical Tresca strain field is clear to visualize, with major concentrations of
similar magnitude on the top and bottom of the pore. The primary interest,
however, is in the directions of maximum shear. To compare with experimen-
tal traces of the shear band patterns, the average angular spacing between the
eight bands at the pore surface is calculated and found to be 16 degrees. Thus,
initiation points are estimated to be evenly spaced 16 degrees apart, and sym-
metric across the X2 axis. Streamlines are computed, initiating at these sites
and following the path of maximum shear, and are plotted as blue overlaid
curves. While not a perfect match to the experiments, it is interesting to see
elastic theory capture the qualitative response of such complex phenomenon.
Considering the differences in the initial shock compressed loading state to this
static elastic solution, as well as the dynamic evolution involving the develop-
ment of shear bands and subsequent unloading of the neighboring regions, it is
expected that the actual response will not follow the elastic solution exactly.
Still, it offers a good comparison and insights for the localization behavior of
pores under extreme loading.

3.5.3 Crack Path and Arrest

To investigate the crack path and arrest, a similar procedure, which uses the
elastic solution to determine the direction of maximum shear, is undertaken for
the 0.78 GPa case (Pore–0.8), the results from which are shown in Fig. 3.10.
Estimating the initiation point is more straightforward for Pore–0.6, because
the DIC results allow analysis in the reference configuration. Instead, for Pore–
0.8, an ellipse is fit to the pore in the deformed state, and the fracture initiation
point is manually identified on the fitted ellipse. From there, the angular
location along the ellipse is calculated and applied to the circular contour in
the reference configuration. Next, the streamline is generated to follow the
path of maximum shear. One can imagine based on the results in Fig. 3.9c
that the streamline would not resemble the crack path. However, recalling the
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Figure 3.10: Comparison of experimental crack path in Pore–0.8 to the di-
rection of maximum shear predicted by theory. (a) Raw deformation image
from experiment Pore–0.8 at t = 0.9 µs with shear fracture highlighted in light
blue. (b) Elastic solution for driving force: τd = τTresca − µP (Eq. (3.8)) with
direction of maximum shear (white arrows) and streamline (red) beginning at
the fracture initiation location. Also shown is the contour (black) where the
driving force is zero.

definition for direction of maximum shear and the fact that principal directions
are independent of sign, there exists an alternative set of maximum shear
directions which is orthogonal to the first set. Computing the streamline
with this alternative set of maximum shear vectors, the result in Fig. 3.10b is
achieved, which corresponds nearly identically to the fracture path observed
in Pore–0.8 (Fig. 3.10a). This is another clear indication that fracture indeed
occurs in shear and along the path of a shear band. Furthermore, one can
consider the driving force for crack propagation, and compare it with the final
crack tip location at t = 0.9 µs. At this time, it appears the crack tip has
arrested, as the subsequent images show no evidence of further propagation.
The work by Lovinger et al. [30] also indicates crack arrest in Ti-6Al-4V for
several experiments, though at higher pressures the crack propagates through
to the boundary of the specimen. A simplistic shear driving force (τd) on the
crack is considered:

τd = τTresca − µP (3.8)

where µ is the coefficient of friction, taken to be 0.3 [71], τTresca is the Tresca
shear stress defined in Eq. (3.9), and P is the pressure (2D), or compressive
loading normal to the path of maximum shear, defined in Eq. (3.10). Com-
pressive stress is taken to be negative, σI is the largest principal stress, and σIII

is the smallest principal stress. Note that compressive pressure (P ) is taken
to be positive here.
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τTresca = σI − σIII

2 (3.9)

P = − (σI + σIII)
2 (3.10)

Such a failure criterion (Eq. (3.8)) has been considered before in numerical
models for fracture of brittle materials [72] and to understand failure of brittle
materials under confinement [73]. It is assumed that when the driving force
goes to zero, the shear crack would stop propagating forward. This driving
force is plotted as the color map in Fig. 3.10b, along with a black contour
curve where the driving force is zero. Hence, the shear fracture arrest can
be predicted to occur near the intersection of the streamline and the zero-
driving force contour. As it turns out, this location coincides very closely with
the experimental result of Pore–0.8. This finding indicates that the driving
force (Eq. (3.8)) is indeed a good estimate for shear fracture behavior in these
experiments. It also clarifies the mechanism for the crack arrest observed in
Pore–0.8, and possibly in the recent results on hole closure in Ti-6Al-4V [30].

3.6 Conclusion

In summary, plate impact pore collapse experiments were conducted at shock
stresses of 0.4 − 1.0 GPa, using the recently developed internal DIC technique
to perform quantitative measurements of deformation in shock compression
experiments [33]. These experiments led to the first in-situ observation of
shear localization during pore collapse via adiabatic shear banding, and also
confirmed the previous in-situ [28] and post-mortem [30] observations of crack
nucleation from the pore surface. From these insights, two failure mode tran-
sitions were observed as the shock stress increased: first, from diffuse strain
concentration to failure via adiabatic shear localization, and second, to dy-
namic fracture. Numerical simulations demonstrated that thermo-viscoplastic
modeling qualitatively captures these failure mode transitions. Further, they
confirmed the fracture at 0.78 GPa to be shear-driven fracture (mode-II) and
indicated the development of a dominant shear band at high pressures which
enabled fracture through the weakened material inside the shear band.

Analysis of the pore asymmetry evolution during collapse demonstrated a cor-
relation between large asymmetry in the collapsed pore shape (which arises
from wave interactions with the pore) and nucleation of dynamic fracture. It
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is proposed that the wave interactions and subsequent asymmetric collapse
create shear strain concentrations which lead to the development of a domi-
nant ASB. The ASB effects a partial stress (energy) release, and eventually
gives way to shear fracture that provides an additional stress (energy) release.
It also accommodates the large deformations imposed by the shock wave in-
teractions with the pore and surrounding material. The physics governing
the distribution of ASBs at 0.62 GPa are clarified through comparison of ASB
spacing with the theoretical model proposed by Grady and Kipp [67], which
fits well to the experimentally measured spacing of developed shear bands at
the pore surface. Thus, the fundamental mechanism in the model: unload-
ing of nearby material through the development of ASBs, which is captured
through a momentum-diffusion model [67], should also govern the number and
spacing of developed shear bands at the pore surface.

Static elastic theory helped elucidate the physics which determine the paths
and arrest of ASBs and cracks. The direction of maximum shear is found to
effectively replicate the paths which the ASBs and the crack follow, providing
a simple and reasonable method for predicting and understanding the failure
paths during pore collapse. Finally, using a simple estimate (Eq. (3.8)) for
the driving force for shear fracture, the arrest location of the crack tip can be
accurately replicated.

Future work aspires to extend the fundamental understanding of the deforma-
tion and failure for heterogeneous materials beyond a single pore. Extending
the experimental technique, and leveraging the insights gained in this work,
one could investigate the interactions between multiple pores in various con-
figurations. Additionally, the influence of pore size on the pore collapse phe-
nomenon and its associated deformations and failure modes, is likely to yield
intriguing results. Synthesis of these types of experiments and implementa-
tion in multiscale modeling may also greatly enhance our understanding of the
underlying mechanisms for the continuum response of porous materials. Addi-
tionally, understanding the role of hard inclusions—the fundamental building
block of particulate composites—on the neighboring matrix material is of sim-
ilar interest. Finally, implementing the technique presented here with phase
contrast imaging at a synchrotron x-ray source could minimize the issues asso-
ciated with optical distortions, enable investigation of longer loading periods
and higher stresses, and enlarge the list of material candidates for study.
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APPENDIX

3.A Elastic Solution for a Pore Subjected to Multiaxial Loading

The general solution for static, uniaxial stress loading of an infinite, isotropic,
linear elastic body with a spherical pore inside, derived by Southwell, [42] is
shown in Eqs. (3.A.1)–(3.A.4). The notation is adapted to suit the convention
for this work, and uses the spherical coordinate system (centered at the pore
center) depicted in Fig. 3.A.1a, where r is the position along the radial coordi-
nate, θ is the polar angle, and ϕ is the azimuthal angle. Figure 3.A.1b shows
a two-dimensional view at the plane of interest (X3 = 0 or θ = π/2; com-
parable to the experimental speckled mid-plane), with an arbitrary applied
longitudinal stress, σ11 = σ0. Note that R represents the nominal initial pore
radius. Values for the elastic parameters (Young’s modulus, E = 5.76 GPa,
and Poisson’s ratio, ν = 0.42) are taken for PMMA under dynamic loading
with confinement [43].

Figure 3.A.1: Schematic for elastic solution of a spherical pore in an infinite
body. (a) Spherical and Cartesian coordinate systems overlaid. (b) 2D dia-
gram of uniaxial stress (σ11 = σ0) static loading on body with a spherical pore.
2D view is shown at the mid-plane (X3 = 0, θ = π/2). (c) Superposition of
shock (longitudinal) stress, σ11 = σL, and lateral (transverse) confining stress,
σ22 = σ33 = σT .
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(3.A.4)

This solution can then be superposed to determine the solution under uniaxial
strain conditions which are characteristic for plate impact experiments. The
longitudinal stress (σL), is taken as the magnitude of the shock stress in the
corresponding experiment, and the transverse, confining stress (σT ) is imposed
in the lateral directions, as depicted in Fig. 3.A.1c. The confining stress, σT ,
is calculated based on the elastic Poisson’s ratio, ν,

σT = ν

1 − ν
σL. (3.A.5)

The elastic confining stress also provides a good estimate for the lateral confin-
ing stress which is present in the shock experiments, the effect of which is dis-
cussed in Section 3.3.1. The superposition procedure using the fundamental so-
lution [42] in Eqs. (3.A.1)–(3.A.4) leads to the solution in Eqs. (3.A.6)–(3.A.10)
for the uniaxial strain loading of the plate impact experiments (σ11 = σL,
σ22 = σ33 = σT ).

σrr(σL, ϕ, r) = σLKrr (ϕ, r) + σT Krr

(
ϕ − π

2 , r
)

+ σT Krr

(
ϕ = π

2 , r
)

(3.A.6)

σθθ(σL, ϕ, r) = σLKθθ (ϕ, r) + σT Kθθ

(
ϕ − π

2 , r
)

+ σT Kϕϕ

(
ϕ = π

2 , r
)

(3.A.7)

σϕϕ(σL, ϕ, r) = σLKϕϕ (ϕ, r)+σT Kϕϕ

(
ϕ − π

2 , r
)

+σT Kθθ

(
ϕ = π

2 , r
)

(3.A.8)
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σrϕ(σL, ϕ, r) = σLKrϕ (ϕ, r) + σT Krϕ

(
ϕ − π

2 , r
)

(3.A.9)

σrθ(σL, ϕ, r) = σT Krϕ

(
ϕ = π

2 , r
)

(3.A.10)

Finally, the stress state is converted to Cartesian coordinates and rotated
to the principal frame (σI, σII, σIII), from which Tresca shear stress and the
direction of maximum shear can be determined. The stresses are also converted
to strains through the generalized Hooke’s law,

εij = 1
E

[(1 + ν) σij − νδijσkk] . (3.A.11)

The results derived in this section are used in Figs. 3.4, 3.9, and 3.10 and the
corresponding discussion and analysis.

3.B Effect of DIC Subset Size on Measured Strain in Shear Bands

Digital image correlation (DIC) has an inherent filtering characteristic in the
method, which must be taken into account, especially when investigating fea-
tures of very fine spatial scale, as is the case when dealing with shear local-
ization. To properly investigate the role of filtering on the DIC measurements
and to make a comparison to the actual physical strain in the deformed body,
one must carry out a DIC subset size analysis. The general idea is to com-
pare the DIC measurement results when using various correlation settings,
and compare the convergence of the results as a function of the filter size. The
effective filter size can be summarized by the virtual strain gage length [41]
(Eq. (3.2)),

LVSG = (SW − 1)ST + SS.

If the calculated strain magnitude converges for a sufficiently small virtual
strain gage length, then it is considered the actual strain magnitude. However,
if no convergence is reached, then the largest calculated strain is taken as a
lower bound for the actual strain magnitude, and the actual feature size is
considered to be smaller than the smallest virtual strain gage length used.

In the case of the shear bands in Pore–0.6, the shear strain along a semicircu-
lar contour is considered, as shown in Fig. 3.B.1a. When projected into one
dimension in Fig. 3.B.1b, the shear bands can be seen as peaks, which makes
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Figure 3.B.1: DIC subset size analysis for Pore–0.6. (a) Tresca shear strain
contours at t = 0.7 µs are shown in the reference (undeformed) configuration.
The semicircular blue curve represents the contour (at r = 0.6 mm) along
which the full-field shear strain data is projected. (b) Projection of shear strain
along semicircular contour for various subset sizes (strain window and step size
are fixed at 15 and 1 pixels, respectively). Lack of convergence for small subset
size indicates physical nature of features and determines the actual strain to
be larger than calculated. (c) Extrapolation of DIC measurements to estimate
actual shear strain magnitude.

visual inspection for various virtual strain gage lengths possible. It is observed
that convergence is not achieved, indicating the bands are indeed a physical
feature with large strain magnitude and small thickness, and also not a DIC
artifact. Specifically, it is clear that the features are smaller than 217 µm and
have strain magnitudes generally larger than the measured 6% strain. Because
DIC strain measurements scale as γ ∝ 1/LVSG, one can roughly estimate the
actual strain magnitude via extrapolation, if the feature length scale is known.
In this case, the size of the shear band is taken to be 20 µm based on prior
postmortem measurements of plugged PMMA samples [43]. Further assuming
uniform strain in the shear band, one can fit a curve to the DIC measurements
and determine the intersection at LVSG = 20 µm, as is shown in Fig. 3.B.1c.
Such a procedure suggests the actual strain magnitude (∼ 60%) to be on the
correct order of magnitude expected for an ASB. While this estimate of actual
shear strain is admittedly a large extrapolation, it is not suggested as a quanti-
tative measurement of strain in the shear bands. The purpose of this analysis
is to demonstrate the importance of DIC correlation and filtering parameters,
and to illustrate the particularly large influence of filtering on fine features
such as adiabatic shear bands. The analysis shows that the DIC clearly cap-
tures a significantly filtered measurement of the deformation field, including
distinct bands which are likely to have an actual strain on the same order as
that of adiabatic shear bands.
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3.C Numerical Simulations Details

Numerical simulations were conducted in Abaqus/Explicit [50] to capture the
deformation and localization response at shock stresses corresponding to ex-
periments Pore–0.4, Pore–0.6, and Pore–0.8, and to provide additional insights
to the experimental results. The numerical modeling framework is described
in Section 3.4. Here, additional details are provided for the mesh and equation
of state implemented for the simulations.

Figure 3.C.1: Visualization of the mesh used for simulations. Insets provide
details on the mesh partition (left) and refined mesh near the pore surface
(right).

Figure 3.C.1 depicts the mesh which was used in the simulations, where the
mesh was partitioned to provide a fine mesh near the pore surface and a coarse
mesh in the far field. The region within a 1.2 mm radius from the center of
the pore was meshed with nominally 5 µm element size, while the outer region
uses a nominally 20 µm element size. A view of the partitioned mesh and the
refined mesh is provided in Fig. 3.C.1.

The equation of state (EOS) was defined through a Us−up relation (Eq. (3.5)),
which, as described in Section 3.4, was segmented into two linear relations:
EOS 1 and EOS 2. The EOS was segmented to capture the non-linear Us − up

response which has been well characterized in PMMA [53, 74, 75], while still
interfacing with the finite element solver through the traditional linear relation.
Figure 3.C.2 shows the two fits along with the tabular data to which they
are fit, the intersection between the fits, and the particle velocities of each
experiment for reference.
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Figure 3.C.2: Plot of Us − up (EOS) relation for PMMA, as was defined in
Eq. (3.5) and Table 3.3. Tabulated data from Barker et al. [53] is presented
along with two linear fits to the data, which are used in the numerical simula-
tions. The particle velocity for each experiment is denoted with a gray, dashed
line for reference.
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Abstract

Recent studies on dynamic pore collapse have revealed significant development
of shear localization, which can lead to material failure in porous structures
and hot spot generation in energetic materials. These findings have dramati-
cally improved the understanding of failure mechanisms during pore collapse,
but also prompt further investigation of realistic porous materials. In par-
ticular, porous media consist of many pores and porous networks. Even in
low-porosity materials, pores can form in close proximity during the manufac-
turing process, leading to the critical question of pore-pore interaction during
collapse under dynamic loading conditions. This study investigates, via plate
impact experiments coupled with high-speed internal digital image correlation
and shadowgraphy techniques, the collapse of two pores in shock compressed
PMMA between 0.4 and 1 GPa. The results of these experiments provide
new insights into shear localization in pore collapse, in addition to distinct
interactions between pores. Shadowgraphy measurements reveal novel, direct
visualization of shear band development and crack evolution from pore sur-
faces. Spacing between adiabatic shear bands is measured over a range of
impact stresses and is predicted accurately by the Grady-Kipp model. Pore
interactions are found to effect a transition in the impact stress threshold at
which different failure mechanisms initiate, and are also found to possibly in-
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fluence preferential sites for shear cracking. Throughout the study, numerical
and theoretical models are leveraged to understand shear localization behav-
ior. The role of baroclinicity and wave interactions between the pores are used
to elucidate interaction mechanisms between pores.

4.1 Introduction

Porosity is ubiquitous throughout engineering materials, presenting itself via
manufacturing defects in both additive manufacturing and traditional material
processing techniques such as casting, and is also intentionally incorporated
in engineered structures such as foams and lattice structures or in energetic
materials. In some settings, porosity has desirable properties such as shock
attenuation (energy absorption due to large plastic work required to close
pores, which decreases the peak stress experienced behind the porous material)
[1–4] and shock disruption (broadening of shock wave structure via micro-
inertial effects) [5, 6]. Porous materials also exhibit changes in spall strength
compared to their homogeneous counterparts [4, 7, 8], although whether the
spall strength improves or degrades depends on the details of the base material
properties and initial porosity. Each of these macroscopic properties represent
critical aspects of engineering design with porous materials, which has made
the study of dynamic compression of porous materials a key research topic.
In this work, particular attention is given to studying the closure of arrays of
two pores under shock compression—a phenomenon known as pore collapse—
and the associated material response in the vicinity of the pores, which is
fundamentally intertwined with the macroscopic material response. Of specific
interest is the topic of shear localization and failure mechanisms, which could
lead to catastrophic macroscopic failure.

Prior to recent investigations on pore collapse, a rich literature in the fluid
dynamics community has been developed on the analogous problem of shock
bubble interaction, or bubble collapse, [9–12]. These investigations revealed
instability generation and complex geometric evolution of the bubble due to
vorticity generation and intricate wave interactions at the bubble interface.
Baroclinicity has been identified as the driving mechanism for the vorticity
generation in this setting, leading to instabilities [13], which provides possible
insight to localization phenomenon during pore collapse in solid materials.
In addition to bubble collapse, the closely related cavity collapse experiment
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was developed in which cylindrical holes (cavities) cut from gelatin (which
behaves as a fluid in this setting) are loaded with a stress wave and analyzed
during their deformation and collapse [14]. These works serve as an excellent
predecessor to the pore collapse studies in solids described below.

In recent years, substantial attention has been given to the pore collapse prob-
lem and the possibility of adiabatic shear band nucleation at the surface of
collapsing pores, leading to local investigations of pore collapse at the indi-
vidual pore scale. Adiabatic shear bands (ASBs) are small regions of material
in which instabilities nucleate, growing into localized regions of severe shear-
ing. ASBs can simplistically be said to arise due to high shear strain rates
leading to large, localized deformation and thermal softening when the rate of
deformation and plastic heating exceeds the rate of heat diffusion away from
the local region [15–17]. This picture is complicated by competition between
strain rate hardening, strain hardening, and thermal softening, in addition
to a host of microstructural considerations. That being said, ASBs are an
important failure mechanism in dynamic loading situations, yet they pose an
enormous challenge for experimental measurement and for accurate prediction
via theoretical and numerical modeling. For that reason, it has long been an
important area of research, and recent investigations have begun to reveal key
details about ASB growth in pore collapse. Experiments using phase contrast
imaging (PCI) to study collapsing spherical pores of 3 − 6 mm diameter in
PMMA have revealed cracking and surface perturbations [18] which may in-
dicate the growth of ASBs from those regions. Later, Lovinger et al., through
post-mortem analysis of shock compressed Ti-6Al-4V (Ti64) with 1−2 mm di-
ameter cylindrical holes, found shear cracks which evidenced shear localization
as the primary failure mechanism during their hole closure experiments [19].
Lawlor et al. conducted experiments on 0.8 mm diameter spherical pores in
PMMA while using internal digital image correlation (DIC) with optical imag-
ing, where they obtained in-situ evidence of ASB growth and shear cracking
[20]. Finally, Lind et al. performed hole closure experiments on Ti64 (1.2 mm
diameter holes), using PCI to capture the evolution of the hole geometry in
conjunction with post-mortem electron back-scatter diffraction (EBSD) analy-
sis, and observed a serrated surface texture, clearly evidencing shear band de-
velopment which was corroborated through post-mortem analysis [21]. These
works have demonstrated the propensity for both PMMA and Ti64 to fail via
adiabatic shear banding due to extreme loading imposed during pore collapse
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or hole closure, and have also opened the door to investigate many facets of
adiabatic shear banding in pore collapse. Some interesting areas of investiga-
tion include alternative materials [22, 23], the role of pore size and shape, and
interactions among networks of pores.

It is the interaction between pores that is the focus of the present work, with
a particular interest in shear localization. Few experimental studies have con-
sidered shock loading of pore arrays, despite the reality that porous materials
are inherently composed of arrays of pores, and often even networks of con-
nected pores. The aforementioned bubble collapse problem in fluids has been
more fully studied with respect to bubble interactions. One such example is
Tomita et al. who investigated lines of equally spaced bubbles that are sym-
metrically and asymmetrically loaded by radial shock waves [24]. They found
the early collapse to be similar to the single bubble response, but the late col-
lapse dynamics were dramatically affected by the neighboring pores—resulting
in asymmetric collapse geometries because the flow between the bubbles was
restrained. The bubble configuration was also found to dictate the direction
of jetting. Cavity collapse experiments have also been conducted on arrays of
holes. Dear and Field investigated vertical and horizontal lines; rectangular
and triangular arrays of pores [14]. Some notable findings arising from bub-
ble interactions include: diverging jet directions, jet velocity enhancement,
generation of double jets, and pressure amplification. Most interactions are
attributed to wave interactions among bubbles as the planar stress wave gen-
erates reflected and refracted waves. Continuing the experiments on arrays of
cavities, Swantek and Austin implemented particle image velocimetry (PIV)
to enable quantitative analysis of interactions via full field velocity measure-
ments [25]. In all configurations, they found the leading cavity to behave
mostly the same as in individual cavity experiments, but neighboring down-
stream cavities (within approximately one diameter distance) were affected by
both collapse-shielding and collapse-triggering interactions. Downstream cav-
ities were also typically found to collapse more slowly than upstream cavities.
Finally, moving into the domain of solid materials with strength, Lovinger et
al. investigated the interaction of arrays of holes in Ti64 during plate impact
experiments along with post-mortem characterization [19]. The post-mortem
analysis revealed development of shear cracking and connectivity of cracks
with one another and with specimen boundaries, providing distinct evidence
of shear localization during pore collapse and of the possibility for crack con-
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nectivity to occur. The connectivity of cracks was then linked to possible
degradation of spall strength as was measured previously in porous tungsten
carbide. Overall, these works demonstrate the complex and impactful role of
interactions between bubbles and pores during collapse.

Wave interactions have been shown to be critical mechanisms for creating
asymmetric bubble collapse and enhanced localization in the form of jetting,
leading one to expect analogous interactions in solid materials and in the
shear band localization phenomena which have been observed in single pores.
Lovinger et al. have shown the propensity for shear cracks to connect and
lead to catastrophic failure in Ti64 [19]. Hence, in-situ work investigating
the interaction mechanisms via time-resolved measurement of localization and
collapse evolution in time is a promising direction which is undertaken here.

To that end, this study presents results from pore collapse experiments on ar-
rays of two pores in PMMA. Following the methodology of Lawlor et al. [20]
plate impact experiments, coupled with high-speed imaging, are conducted
on PMMA samples with embedded spherical pores. To quantitatively visual-
ize the deformation fields around and between collapsing pores, internal dig-
ital image correlation (DIC) [26] is implemented. DIC is a pattern matching
technique for which a specimen is painted with a random black and white
speckle pattern, images are captured before and during deformation, and pat-
tern matching algorithms determine the displacement field which best maps
the deformed speckle pattern to its undeformed state [27]. This displacement
field can then be used to compute velocities and strains with which to analyze
the deformation during the experiment At higher impact stresses, shadowgra-
phy [28] is implemented instead, which leverages deflection of light in regions
with changing refractive index to create shadows in the image that highlight
the second spatial gradient of refractive index. This is particularly useful in
this work for identifying the presence of shear bands and cracks, as will be
seen throughout the study.

The experimental approach and techniques implemented in the work are de-
scribed in Section 4.2 along with details of specimen preparation and experi-
mental setup. Results from plate impact pore collapse experiments are then
presented in Section 4.3 for both internal DIC and shadowgraph measurements.
These results are subsequently complemented by numerical simulations, the
approach for which is detailed in Section 4.4, as are the simulated results.
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Finally, the observed localization phenomena are analyzed, theoretical and
numerical findings are examined to understand the localization, and mech-
anisms are proposed which may governing their initiation and propagation,
elucidating an understanding of wave interactions between neighboring pores.

4.2 Materials and Methods

4.2.1 Experiment Overview

This work investigates the role of interactions between two pores during col-
lapse, with a particular focus on their effect on shear localization, by conduct-
ing normal plate impact experiments in conjunction with ultra-high speed
imaging. Following the work of Lawlor et al. [20] which explored the collapse
of individual pores, this work considers the collapse of two 0.8 mm diameter
spherical pores arranged in vertical and horizontal arrays, under shock loading
of 0.4 − 0.9 GPa impact stress. Samples are manufactured from transparent
polymethyl methacrylate (PMMA), enabling imaging of internally embedded
pores using both the internal digital image correlation (DIC) technique [26]
and the more traditional shadowgraphy method [28]. These imaging tech-
niques, respectively, accomplish quantitative deformation measurements and
qualitative identification of large deformation features via changes in density
gradient.

In this study, a powder gun (38.7 mm bore diameter) facility at Caltech, de-
picted in Fig. 4.1a, is used to conduct the normal plate impact experiments,
which generate controlled planar shock loading (nominally uniaxial strain
state) to initiate pore collapse. In short, the experimental technique consists of
accelerating a projectile down the gun barrel into the vacuum chamber, where
it impacts a target plate and generates a planar shock wave. Traditionally, free
surface velocity measurements are taken at the target’s rear surface, which are
interpreted through one-dimensional shock theory to understand the material
response [29, 30]. Instead, here, a high-speed camera is set up, as shown in
Fig. 4.1b, to visualize the in-plane deformation inside the transparent sample
(in the X1 −X2 plane) as the shock front propagates along the X1 direction. In
the case of internal DIC, an embedded DIC speckle pattern must be generated
at the center-plane in which deformation measurements will be made.
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Figure 4.1: Experimental setup with important features labeled. (a) Powder
gun facility. (b) Schematic of vacuum chamber and imaging setup for high-
magnification, high-speed internal DIC measurements, viewed from top-down.
(c) Specimen mounted to the target holder. (d) Microscope image of pore
array after gluing, with nearly indiscernible glue line identified.

It is noteworthy that the pore must be embedded internally, and the visual-
ization and corresponding measurements must be conducted internally. This
is done to probe the physics of pore collapse under shock compression and free
from the effects of surface boundaries and associated reflected waves which dis-
turb the intended loading state. To this end, sample geometries and impact
conditions are carefully designed to enable sufficiently large windows of time
during which the measurements are taken, before interfering boundary waves
arrive. In addition to careful design, the experiments require precise specimen
preparation and alignment to ensure planar shock generation. This process is
described in the following sections.

4.2.2 Specimen Preparation

Both flyer and target plates are manufactured to satisfy stringent requirements
for parallelism (i.e., thickness variation) and surface flatness. Target plate
specimens for these experiments are manufactured from as-received PMMA
stock obtained from E&T Plastics (Long Island City, New York). The final
specimens are cuboid plates with nominal dimensions of 36 × 36 × 17 mm and
which have spherical pores (0.8 mm diameter, each, and inter pore spacing of
nominally 0.8 mm) embedded at the mid-plane, as shown in Fig. 4.1c. The
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specimens begin as two half-specimens (36 × 18 × 17 mm), identical to within
machine tolerances, which undergo a preparation process before gluing, as fol-
lows. These half-specimens are lapped in pairs on the four largest sides to
ensure nearly identical specimen pairs prior to the gluing process. This step
aids accurate alignment of half-specimens and creation of a thin, strong glue
layer at the interface. Then, the visualization surfaces (all surfaces parallel to
the intended glue interface) are mirror polished to enable clear internal visu-
alization. Matching hemispherical voids (0.4 mm radius) are then machined
into both half-specimens using a ball-end mill. At this point, the specimens
being prepared for internal DIC are speckled by air-brushing a thin layer of
transparent paint, depositing toner powder onto the wet paint, and covering
the speckle pattern with another thin layer of transparent paint. The paint
is allowed to dry for 24 hours prior to gluing. Alternatively, specimens for
shadowgraphy are not painted.

After preparing the half-specimens for gluing, they are carefully aligned in
a fixture, and the alignment of the hemispherical voids is checked under a
microscope. Finally, the two-part epoxy glue, EpoxAcast 690 obtained from
SmoothOn (Macungie, Pennsylvania), is applied at the glue interface. Load is
then applied to the top half-specimen to squeeze out excess glue, and visual
inspection under microscope reveals whether glue seeped into the pore. If glue
seeped in, the half-specimens are separated and the gluing process is repeated.
Once the specimen is satisfactorily aligned, excess glue removed, and minimal
glue seeps into the pore, then weights are added to the specimen to maintain
the thin glue layer, and the glue is allowed to set for 48 hours.

After the required 48 hours, the specimen is removed from the gluing fixture,
dried glue on the surfaces is carefully removed with a razor blade, and the
specimen is lapped on the impact surface and rear free surface. The specimen
is lapped to meet specifications of less than 40 µm thickness variation and
less than 2 µm surface flatness. Finally, shorting pins, used to trigger the
experiment, are glued into four holes around the perimeter of the specimen,
and are lapped flush with the impact surface. At this point, the specimen
preparation is complete. Figure 4.1c provides an example of a completed DIC
specimen, with the impact surface, pore, internal DIC plane, and tilt pins
labeled. Additionally, the quality of pore alignment after gluing is shown in
Fig. 4.1d, where the hemispherical voids and glue line are nearly indiscernible,



98

instead appearing as two spherical pores.

Flyer plates are machined from as-received aluminum 7075 or PMMA stock,
depending on the experiment, into disks of 35 mm diameter and 13 mm thick-
ness. The flyer plates are similarly lapped to achieve less than 15 µm thickness
variation and less than 1 µm surface flatness. Flyer plates are then glued into
a pocket on the projectile to create the full projectile assembly.

4.2.3 Experimental Setup

After specimen preparation has been completed, the projectile is placed into
the gun barrel and the target plate is mounted to a target holder and onto the
six-degree-of-freedom gimbal. The gimbal is placed into the vacuum chamber
such that the projectile will impact it shortly after exiting the barrel, as de-
picted in Fig. 4.1b, which shows the complete configuration of specimens and
lighting components inside the vacuum chamber.

To ensure planar shock generation, it is imperative that the flyer plate impacts
the target plate with minimal angle of misalignment or inclination, which will
henceforth be called tilt. To accomplish this, the target plate is carefully
aligned to the flyer, first via translational degrees of freedom to center the
target on the flyer. Second, mirrors are mounted to both flyer and target,
and an auto-collimator is set up to shine a beam of light onto both mirrors
and receive the reflected beam, thus determining the misalignment between
the plates. This misalignment is then minimized by adjusting the rotational
degrees of freedom on the gimbal.

With the specimens prepared and aligned, one can turn to configure the high-
speed visualization setup which is composed of the high-speed camera, light
source, and zoom lens. Because of the short time scales associated with shock
experiments, very high framing rates are necessary. Additionally, to study
fine features of pore collapse, high-magnification imaging is implemented.
Both high-speed and high-magnification imaging make for an extremely light-
starved situation. To remedy this issue, synchronized, pulsed laser illumination
is used in a back-lit configuration. This lighting configuration functions both
to maximize light for imaging with DIC and to provide nominally collimated
light for shadowgraphy in experiments without a speckle pattern. The camera
and light source configuration is shown in Fig. 4.1b.
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The high-speed camera is mounted on a five-degree of freedom optical stage,
enabling precise translational movement to fix the field of view on the pores
and to optimize the focus of the images. The camera is additionally aligned
to the visualization surface of the target plate using the auto-collimator. This
is done to minimize optical effects upon arrival of the shock front. Because
the shock front carries a sharp change in refractive index, any misalignment
of the camera with the sample leads to an artificial rigid body translation in
the image after the shock passes. Hence, this alignment process is undertaken
to ensure the field of view which was chosen prior to firing the shot is not lost
when the shock front arrives.

4.2.4 High-speed Imaging and Digital Image Correlation

The heart of the high-speed, high-magnification imaging configuration de-
picted in Fig. 4.1b and detailed in the previous section is the Shimadzu HPV-
X2 high-speed camera (Kyoto, Japan) which is utilized to image at 10 million
frames per second (100 ns inter-frame time). The high-speed camera is config-
ured with a Navitar 0.7 − 4.5× zoom lens and 2× adapter tube (Rochester,
New York). The spatial resolution is 400 × 250 pixels, which translates to
pixel sizes ranging from 7 µm/pixel to 12 µm/pixel, depending on the selected
lens magnification. Further, it is coupled to the Cavilux Smart pulsed laser
illumination source obtained from Cavitar (Tampere, Finland), which is set to
pulse for 50 ns during each exposure.

For DIC specimens, the toner powder speckle pattern generates typical speckle
sizes of 10 − 20 µm, which is suitable for the 7 µm/pixel resolution for the DIC
experiments. This speckle size enables correlation using VIC-2D software [31]
with parameters of 21 pixel subset size, 1 pixel step size, and 15 pixel strain
computation filter size. These correlation settings enable sufficient measure-
ment resolution to capture the filtered trace of shear localization via adiabatic
shear bands in PMMA, as was demonstrated previously [20].

Finally, due to optical distortions generated by the zoom lens, a distortion
correction procedure is completed before the DIC experiments. After bringing
the chamber to vacuum before the shot, a series of static images are taken
after moving the camera horizontally and vertically, to simulate rigid body
motion of the specimen in the horizontal and vertical directions. These images
are then used in the VIC-2D software [31] to determine a correction function
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which regains the uniform displacement field in the DIC speckle pattern that
is expected from rigid body motion. This correction function is then applied
to the images from the experiment to remove lens distortions.

4.3 Results

Five plate impact experiments were conducted to investigate various pore con-
figurations and impact stresses, while maintaining constant pore diameter of
0.8 mm. Table 4.1 summarizes the imaging settings of each experiment, and
Table 4.2 details the specimen geometries and loading conditions. Two pore
configurations: horizontal (denoted H) and vertical (denoted V), are imple-
mented, with spacing between pores nominally set to 0.8 mm measured from
edge to edge. Comparisons are also made with previous work [20] on single
pores, which are denoted as S. Shot names are given based on the nominal
impact stress (GPa) and pore configuration, vertical (V) and horizontal (H)
(e.g., 0.6V). The spacing between pores was selected based on the region of
influence observed in the single pore experiments and to work within experi-
mental limits of the camera field of view and spatial resolution. Additionally,
impact stresses varying from 0.4−0.9 GPa are considered based on previously
observed localization and failure phenomenon occurring in this stress regime
[20].

Impact stress is predicted during experiment design by combining the flyer and
target plate equations of state (empirical Us − up relations, where up is the
particle velocity and Us is the corresponding shock wave speed), as well as the
impact velocity. These are analyzed through a process known as impedance
matching [30] to predict the particle velocity in the target material. Then, the
predicted impact stress is calculated based on the target plate properties as

σ11 = ρ0Usup (4.1)

where ρ0 is the unshocked density. Similarly, after measuring impact velocity
in experiment, the actual impact stress can be calculated and is reported in
Table 4.2 for all experiments.

4.3.1 Internal Digital Image Correlation (DIC)

For experiments 0.4V, 0.6V, and 0.6H, in which internal DIC was conducted,
the raw images are analyzed in VIC-2D software [31] to correlate the speckle
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Table 4.1: Summary of experimental imaging specifications. Shot number
indicates the nominal impact stress (GPa) and the configuration of pores—
vertical (V) or horizontal (H).

Shot Imaging Technique
Spatial Resolution

(µm/pix)
0.4V DIC 7
0.6V DIC 7
0.6H DIC 7
0.8V Shadowgraphy 11
0.9V Shadowgraphy 12

Table 4.2: Summary of pore collapse experiments: specimen geometries, ma-
terials, and loading conditions. Shot number indicates the nominal impact
stress (GPa) and the configuration of pores—vertical (V) or horizontal (H).

Shot Flyer Flyer Target* LSpace** LPore*** Impact Velocity Shock Stress Tilt
Number Material Thickness [mm] Thickness [mm] [mm] [mm] Vi [m/s] σ11 [GPa] [mrad]

0.4V PMMA 12.981 ± 0.004 16.315 ± 0.020 0.78 4.4 227 ± 2 0.41 ± 0.01 N/A
0.6V Al 7075 12.881 ± 0.002 15.965 ± 0.009 0.77 4.7 226 ± 4 0.66 ± 0.01 1.26
0.6H Al 7075 12.893 ± 0.007 16.142 ± 0.007 0.60 5.0 217 ± 5 0.64 ± 0.02 3.2
0.8V Al 7075 12.848 ± 0.001 16.457 ± 0.011 0.70 4.8 260 ± 3 0.78 ± 0.01 2.5
0.9V Al 7075 12.964 ± 0.005 16.199 ± 0.003 0.61 5.2 293 ± 3 0.89 ± 0.01 0.25

*All target plates were manufactured from PMMA.
**LSpace indicates the edge-to-edge spacing between pores.
***LPore indicates the distance from impact surface to the front edge of the pores. For
0.6H, the distance is measured to the leading (upstream) pore.

pattern evolution to extract quantitative displacement field measurements.
From the displacement fields, Lagrangian strain is computed via discrete dif-
ferentiation. Further, because the interest of these experiments lies in the
identification of localization features, such as shear bands, an effective shear
strain metric is most instructive. For that reason, the DIC data is presented
in terms of Tresca shear strain, defined as

γTresca = εI − εIII

2 (4.2)

where εI and εIII denote the maximum and minimum principal strains.

The DIC results for these three experiments are summarized in Fig. 4.2, which
presents a series of representative time instances during each experiment. The
images are displayed with Tresca shear strain fields overlaid wherever appli-
cable (i.e., behind the shock front). Upon inspection of the images, one notes
the presence of a dark, blurry band moving across the image from left to right.
This feature is the shock front, inside of which the steep gradient in density
and refractive index casts a shadow and generates blurriness/opacity, but the
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material regains its clarity/transparency behind the shock front. The material
also begins to deform and develop distinct strain contours after the shock front
passes.

Figure 4.2: Time series of experimental images with DIC measurements of
Tresca strain overlaid, along with tracked shear bands (blue), at selected time
instances.

In experiment 0.4V, displayed in Fig. 4.2a, a strain field develops which is
initially characteristic of classical strain concentrations around a compressed
pore, at t = 0.6 µs, for instance. The shear strain is directly concentrated in
the top and bottom of the pores, and becomes small in the region between
the pores. This result is very similar to that of a single pore under 0.4 GPa
impact stress (experiment 0.4S), as was shown previously [20]. However, at
late time instances a structure of bands begins to develop (e.g., t = 1.6 µs).
This structure, identified as an array of shear bands emanating from the pore
surface, is very similar to what was seen previously at 0.6 GPa for a single
pore (0.6S). However, these bands were not observed in 0.4S, indicating that
the presence of neighboring pores is inducing a shift in the impact stresses at
which these bands develop.
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After it develops, the mature shear band structure is tracked from frame to
frame by manually inputting initial guesses for shear band locations, then
identifying all local maxima in shear strain, and finally trimming down the
local maxima based on the initial guesses. This process is further described in
Appendix 4.A. The results from the shear band tracking process are overlaid
on the DIC shear strain fields, such as in Fig. 4.2a at t = 2.0 µs. When mapped
back to the reference configuration, the tracked shear bands indicate consistent
material location, emphasizing their nature as material deformations, rather
than optical artifacts.

As expected, based on previous results from single pore experiments at 0.6 GPa,
the results from experiments 0.6V and 0.6H in Fig. 4.2b-c reveal a banded
structure similar to that of 0.4V. However, in this case the bands develop
rapidly after the shock front passes the pore and DIC correlation is achieved.
Of particular note in the vertical configurations is the apparent connection of
shear bands, either coalescing with or intersecting one another.

Figure 4.3: Time series of raw experimental images for experiment 0.6V. Insets
provide a magnified view of the region of interest, where the crack grows
from the top pore. Crack initiation is observed beginning at t = 1.0 µs and
branching starts at t = 1.2 µs.

While shear banding was expected to occur in both experiments 0.6V and 0.6H,
a different shift in failure mode was observed at 0.6 GPa. Experiments on a
single pore at 0.8 GPa (0.8S) had previously revealed a transition to failure
via a strong shear band which gave way to shear cracking due to material
weakening in the shear band [20]. Similarly here, cracks begin developing
at the surfaces of the pores in experiment 0.6V. Figure 4.3 highlights the
prominent cracking at the surface of the top pore, though a more subtle crack
also appears to propagate from the surface of the bottom pore. While in
experiment 0.8S, the cracking occurred nearly immediately after the shock
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front passed the pore (t = 0.5 µs), in 0.6V there is a substantial delay until
t = 1.0 µs at which point a crack grows from the top pore to a length of
approximately 0.38 mm by t = 1.3 µs There is also evidence that such cracking
initiates in 0.6H, but it is less apparent.

These shifts in failure mode thresholds are of great interest to understanding
the localization phenomenon during pore collapse in materials with networks
of pores that interact with one another. The time delay observed in this
case suggests the involvement of some transient mechanisms such as wave
reflections. This topic will be discussed in greater detail in Section 4.5.4.

4.3.2 Shadowgraphy

Beyond 0.6 GPa impact stress, substantial cracking has been observed which
prevents accurate use of DIC for strain measurement (e.g., experiment 0.8S)
[20]. Additionally, large out of plane deformations in the target plate, as well as
changes in refractive index in the target plate, lead to defocusing while under
very high magnification. For these reasons, the experiments above 0.6 GPa
(i.e., 0.8V and 0.9V) are conducted using shadowgraphy, rather than DIC,
and with lower magnification to preserve optical focus and visualize the en-
tirety of both pores and the surrounding material. While this technique does
not provide quantitative strain measurements, it is sensitive to the second
spatial gradient of refractive index [28], making it an excellent tool to qualita-
tively identify the location of shear bands and cracks. Throughout this study,
shear band and crack lengths are tracked quantitatively, but because of the
lowered spatial resolution and imperfectly collimated light, the data reported
are considered to be estimates, rather than concrete measurements. Even so,
these estimates provide useful insights into the shear banding and cracking
phenomenon which occur during pore collapse and have not been previously
observed.

The results from experiments 0.8V and 0.9V are presented in Figs. 4.4 and 4.5.
Selected time instances are presented from the experimental high-speed im-
ages, and important features throughout the experiments are identified with
labels.

Examining first the experiment 0.8V, one observes the planar shock front,
marked by the letter A, propagating from left to right, for t = 0.2 − 0.4 µs
before leaving the camera’s field of view. Upon its arrival at the leftmost (up-



105

Figure 4.4: Time series of experimental shadowgraphy images for experi-
ment 0.8V. Distinct features observed are labeled as follows. A: Shock front.
B: Diffracted longitudinal waves. C: Example of first shear band initiation
(observed at top and bottom of both pores). D: First crack propagation.
E: Examples of abrupt crack growth. F: Crack branching. G: Backward prop-
agating shear bands. H: Example of late-stage crack growth. I: Backward
propagating crack. Note, time is shifted such that t = 0 corresponds with
shock front arrival at the upstream pore surface.

stream) pore surface, the planar shock front generates diffracted, or reflected
waves, (denoted by the letter B) which propagate radially from the pore sur-
face. These longitudinal (pressure) diffracted waves originate from the pore
surface in order to maintain a traction-free surface at the PMMA-air bound-
ary. Alternatively, this can be thought of as a reflection due to impedance
mismatch between PMMA and air. The diffracted waves intersect and am-
plify one another at the intersection point, resulting in an enhanced darkening.
These longitudinal diffraction waves are visible in shadowgraphy because of the
steep density (refractive index) change, but the shear diffraction waves which
follow behind are invisible in this technique. Shear diffraction waves are re-
vealed through numerical simulations and discussed more fully in Sections 4.4
and 4.5.4.

After the planar shock fully passes the pore, transparency is regained, starting
at t = 0.4 µs and completely restored by t = 0.5 µs. Immediately after trans-
parency is regained, a rich structure of shear bands (C indicates an example
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region) is revealed—visible as partially-darkened bands—emanating from the
top and bottom of the pores. To the authors’ knowledge, this is the first direct,
in-situ visualization of shear band development during pore collapse, and pos-
sesses remarkable qualitative consistency with the structures previously pre-
dicted via numerical simulations [20]. At the same time, a shear crack (D)
begins to propagate, presumably along a shear band through the weakened
material, as was suggested by Lawlor et al. [20]. From t = 0.5−0.6 µs, several
cracks begin to propagate and grow abruptly (E), and also exhibit branching
(F), both of which provide clear distinction between the behavior of shear
bands and cracks. In addition to the crack-like behaviors of abrupt growth
and branching, the thickness and darkness of the shadow cast by the features
are heuristically used to distinguish between cracks and shear bands.

In the initial field of shear bands, one can observe several instances of backward-
propagating shear bands which will be examined using numerical results to
be presented in Section 4.4. While the shock direction imposes a strongly
preferential direction for shear banding and cracking, it does not prevent the
occasional instances of backward band propagation (G) or backward crack
propagation (I). Finally, one sees at late time instances, such as t = 1.1 µs,
that late stage crack propagation occurs, well after the passing of the shock
front, indicating the transient nature of these failure modes and the possible
role of diffracted waves in initiating such failure.

Turning one’s attention to experiment 0.9V shown in Fig. 4.5, many of the
same features develop as in experiment 0.8V. The planar shock propagates
past the pore (A) and diffracted longitudinal waves propagate (B). Shear bands
develop immediately after the passing of the planar shock front, once again
(e.g., C), but now with greater density of bands relative to the pore surface
length on which they initiate (particularly notable at t = 0.5 − 0.8 µs, with
an example indicated as H). More severe, early, abrupt crack propagation
occurs (e.g., D), along with several sets of backward-propagating shear bands
(E). Additionally, crack branching occurs once again at t = 0.5 µs (F) along
with late crack growth around t = 1.1 µs (I). Distinct from experiment 0.8V,
however, is the emergence of secondary, weaker (lighter) bands emanating,
first, from the left side of the pore (G), and later, from the right side of the
pore (J). This weaker, more spread out, band structure appears to indicate
a secondary set of shear bands and possesses contours very similar to those
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Figure 4.5: Time series of experimental shadowgraphy images for experi-
ment 0.9V. Distinct features observed are labeled as follows. A: Shock front.
B: Diffracted longitudinal waves. C: Example of first shear band initiation (ob-
served at top and bottom of both pores). D: Rapid, large crack propagation.
E: Backward propagating shear bands. F: Crack branching. G: Secondary
(weak) band pattern emanating from left side of pores. H: Examples of dense
field of mature shear bands. I: Late-stage crack growth. J: Secondary band
pattern now emanating from right side of pore. Note, time is shifted such that
t = 0 corresponds with shock front arrival at upstream pore surface.

observed via DIC in experiments 0.4V, 0.6V, and 0.6H. These bands likely
exist in 0.8V as well, but, while DIC is sensitive enough to pick them up at
lower stresses, it appears that only at 0.9 GPa impact stress do they become
severe enough that they can be identified via shadowgraphy.

In summary, the experiments presented here have unveiled several important
deformation and failure phenomena associated with the pore collapse event
and interactions between multiple pores. In particular, an apparent shift oc-
curs in the impact stress threshold required to initiate localization and failure,
due to pore interactions. Further, the implementation of shadowgraphy in pore
collapse has revealed rich fields of shear bands and enabled characterization of
their evolution in time and transition into shear cracking. Additionally, a dis-
tinction has been made between primary, strong shear bands and secondary,
weak shear bands, which ties together the DIC and shadowgraphy measure-
ments across the impact stress range. These findings will be further explored
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in Sections 4.4 and 4.5, and their driving mechanisms will be investigated.

4.4 Numerical Modeling

4.4.1 Model details

Numerical modeling is undertaken in an effort to supplement experimental
findings and understand the physics and mechanisms which govern the mate-
rial and structural responses observed. Specifically, thermo-viscoplastic finite
element analysis is conducted in Abaqus/Explicit [32] under adiabatic condi-
tions. To accomplish this, the Johnson-Cook plasticity model [33] is imple-
mented to incorporate strain rate hardening, strain hardening, and thermal
softening, which is described by Eq. (4.3) where Y is the Mises flow strength
as a function of equivalent plastic strain, equivalent plastic strain rate, and
temperature.

Y =
[
A + B

(
εpl
)n] 1 + C ln ε̇

pl

ε̇ref

 [1 −
(

T − Tr

Tm − Tr

)m
]

(4.3)

The model parameters for PMMA were calibrated previously by Lawlor et
al. [20] using a collection of data presented by Holmquist et al. [34]. The
considerable thermal softening which is inherent in PMMA proves to be the
mechanism responsible for adiabatic shear banding to occur, as was previously
shown [20]. Parameters for aluminum 7075 were taken from Brar et al. [35].
These material parameters are reported in Table 4.3, where B and n govern
strain hardening, C governs strain rate hardening, and m dictates thermal
softening. Additional parameters Tr and Tm, the reference and melting tem-
perature, are set to room temperature and the glass transition temperature,
respectively. Finally, an equation of state (EOS) must be prescribed to accu-
rately capture shock wave propagation, the details of which are reported in
Table 4.4, where parameters C0 and S inform the Us − up relationship,

Us = C0 + Sup (4.4)

and Γ0, the Grüneisen parameter, completes the EOS description. Because of
the unusual nonlinear Us − up response for PMMA at low pressures [36–38],
two piecewise-continuous linear EOS models are used, denoted EOS 1 and
EOS 2.

To capture any possible effects of pore interactions in the experiments, three-
dimensional finite element analysis is conducted. The model is meshed with
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quadratic tetrahedral elements (C3D10M) to conform to the complex geometry
of the pore surface. Additionally, to capture the fine localization features of
experiments, such as adiabatic shear bands, mesh refinement near the pore is
necessary. In the vicinity of the pores (within 600 µm of the pore surfaces),
15 µm elements are incorporated, while the mesh far from the pores uses 40 µm
elements. This choice of element size introduces an inherent shear band length
scale of approximately 30 µm thickness, consistent with previous experimental
observations of shear band thicknesses in PMMA [39].

To accommodate such a fine mesh, the model is significantly reduced to lower
the computational cost. Specifically, the flyer thickness is reduced to 4 mm
and the target thickness to 5 mm, which is sufficient to prevent wave reflec-
tions from affecting results. The width of the model is also reduced, such
that the rectangular part extends only 300 µm beyond the refined mesh re-
gion. Finally, the model is halved, making use of the symmetry across the
plane which sections both pores. The number of elements in the simulation
are approximately 8.5×106 and the number of degrees of freedom are approxi-
mately 60×106. To maintain lateral confinement with these width reductions,
displacement boundary conditions are imposed at the center plane and outer
boundaries. The nodes at the impact surface between the flyer and target are
also tied to ensure a perfect contact.

Table 4.3: Parameters for the Johnson-Cook plasticity model.

Model parameters (Eq. (4.3))

Material
A

[MPa]
B

[MPa]
n C m

ε̇ref

[1/s]
Tm

[K]
Tr

[K]
PMMA [34] 210 160 2.95 0.077 0.74 1 398 298

Aluminum 7075 [35] 546 678 0.71 0.024 1.56 1 903 298

Table 4.4: Material properties and equation of state parameters.

Material
Density

ρ0 [kg/m3]
Specific Heat
c [J/(kg·K)]

Shear Modulus
G [GPa]

C0

[m/s]
S Γ0

PMMA (EOS 1) 1186 1466 2.19 2770 2.11 0.85
[34, 36, 40–42]

PMMA (EOS 2) 1186 1466 2.19 3044 0.36 0.85
[34, 36, 40–42]

Aluminum 7075 2804 N/A 26.9 5022 1.99 1.97
[41, 42]
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4.4.2 Modeling Results

A series of four simulations are conducted to replicate the experimental con-
ditions of experiments 0.4V, 0.6V, 0.8V, and 0.9V, with an aim to understand
the transient dynamic mechanics which cause different localization responses
in vertically configured pores, compared to single pores. The results for the
equivalent plastic strain (εpl) from these simulations are presented in Fig. 4.6,
with selected time instances reported for each simulation, along with repre-
sentative experimental results reproduced for comparison.

The model appears to accurately capture the presence or absence of strong
shear bands, such as those seen in 0.8V and 0.9V, and also those in 0.6V which
give rise to shear cracking. The 0.4 GPa simulation, conversely, does not show
any strong shear bands, which is consistent with the lack of shear cracking in
0.4V. Along these same lines, the simulations do capture many of the same
shear band modes which are observed in experiments. The dominant shear
bands and shear cracks, which develop at the top left and bottom left regions
of the pore, are accurately reproduced, especially in the 0.6 GPa and 0.8 GPa
simulations. By 0.9 GPa, the simulations begin to favor strong shear banding
farther to the right of the pore, which is seen in experiments 0.8V and 0.9V;
however, this is not the dominant mode of localization in those experiments.
Another feature which is well-captured are the backward-propagating shear
bands at the left side and top/bottom right regions of the pores. However,
the numerical results do not capture the secondary shear bands observed via
shadowgraphy in 0.9V and via DIC in 0.4V and 0.6V. This is indicative of a
subtle material instability present in PMMA and/or a perturbing load arising
from wave interactions, which the numerical model is unable to capture.

Further, experiments 0.8V and 0.9V appear to indicate that shear localization
severity, timing, and modality is somewhat stochastic, but may be influenced
by the pore surface orientation being inward (facing the neighboring pore)
or outward, and localization is enhanced by neighboring pores in the vertical
configuration. Unlike experiments, simulations on single or double pores do
not reveal substantial differences from one another. While the results are con-
sistent with the partially stochastic behavior observed with respect to shear
band modality and timing, it also suggests that the effects of pore interaction
on localization are governed by subtleties not entirely captured in simulation.
This experimental feature will be explored in more depth in Section 4.5, but it
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Figure 4.6: Summary of 3D numerical simulations. Results (at the center-
plane) for equivalent plastic strain (εpl) from simulations matching experi-
mental impact stresses are presented for 0.4V, 0.6V, 0.8V, and 0.9V on the
left. Experimental comparisons at selected time instances are shown on the
right.
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warrants mention here that the numerical simulations do not entirely capture
this feature. Finally, the simulated results predict substantial material col-
lapse, from the top and bottom pore surfaces, into the pore itself, as a result
of large shear deformations due to shear bands. While this is experimentally
observed to some extent, especially for the most dominant cracks, the overall
pore geometry evolution in time for simulations does not correspond with the
experiments. This difference may be related to the absence of frictional effects
or other stabilizing forces in the simulations. Rather than modeling the shear
band transition into shear fracture, and the corresponding frictional resistance
to sliding, the shear bands are able to entirely weaken and slide with minimal
resisting forces. This feature would be worth further investigation in future
computational studies of pore collapse. It is worth noting that the numer-
ical simulations presented here demonstrate the ability to capture the most
dominant localization features present in experiments with reasonable quali-
tative accuracy, offering promise for predictive capabilities while also drawing
attention to areas for future improvement, such as capturing the more subtle
material instabilities and pore shape evolution. This numerical framework will
be further leveraged throughout Section 4.5 to unravel the pertinent physics
involved in pore interactions.

4.5 Discussion

Having considered the findings of these pore collapse experiments with mul-
tiple pores, along with numerical simulations to model the experiments and
extract additional understanding of physics at play, one now turns to consider
several pertinent issues. Those include the topics of shear band spacing and
its evolution with varied impact stresses; crack propagation and the roles of
impact stress, timing, location on the pore surface, and interactions between
pores; driving mechanisms for crack initiation; and the mechanisms for pore
interactions.

4.5.1 Shear band spacing

Shear band spacing is a topic which has garnered great interest from both
experimental, especially using the thick walled collapsing cylinder experiment
[43–45], and theoretical studies, including two which are considered here [46,
47] that have been summarized by Nesterenko et al. [43]. Previous work
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by Lawlor et al. [20] provided the first comparison of these models with the
experimental results from shock-induced collapse of a single pore at 0.6 GPa
impact stress, based on measurements of developed shear bands which were
captured via DIC. The results in the current work have provided access to
shear band spacing data across various impact stresses, and from different
measurement techniques—DIC and shadowgraphy—which can be compared
to the relevant theories. Average shear band spacing is computed by manually
counting the number of bands in each region that exhibits shear bands (e.g.,
experiment 0.8V has four regions: the top and bottom of both pores) and
measuring the pore surface length along-which the shear bands develop. These
results, compared to the theories which are described below, are presented in
Fig. 4.7.

The Grady-Kipp (GK) model [46] captures the natural length scale between
shear bands through a momentum diffusion model. This approach considers
the process by which large deformations and material weakening in an ASB
cause unloading of the material in its vicinity. This unloading process is de-
termined to have a length scale based on the speed of the unloading front,

LGK = 2
(

9kc

γ̇3a2τ0

)1/4

(4.5)

where LGK represents the predicted spacing between ASBs; k and c are the
thermal conductivity and specific heat capacity, respectively. A linear thermal
softening material model described by

τ = τ0[1 − a(T − T0)] (4.6)

is used, which relates the flow stress, defined as τ = σ/2 where σ is the yield
stress under uniaxial loading, to the flow stress at room temperature, τ0 and
a linear softening parameter, a. Here, the same model parameters are used
as in Lawlor et al. [20], which fit PMMA material parameters to data from
Holmquist et al. [34] for the linear thermal softening model. The parameters
are reproduced in Table 4.5.

Finally, the model assumes a representative applied shear strain rate, γ̇. This
strain rate is determined by conducting numerical simulations that reproduce
the experimental loading conditions, while preventing development of shear
bands. To this end, the same approach is used as in Section 4.4, but artifi-
cially increases the PMMA melting temperature, Tm, to 1000 K to prevent any
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Table 4.5: Parameters for Grady-Kipp adiabatic shear band spacing model.

Material k [W/(m·K)] c [J/(kg·K)] γ̇ [s−1] τ0 [MPa] T0 [K] a [K−1] m
PMMA 0.19 1466 0.45×106 53 298 0.0061 0.077

[34, 40, 48]

appreciable thermal softening in the simulation. Then, the peak strain rate in
the concentrated region at the top and bottom of the pore (where experimen-
tal observations show shear band initiation) is computed and input to the GK
model.

Alternatively, Wright and Ockendon (WO) took a perturbation theory ap-
proach to the problem, identifying the wavelength which generates the maxi-
mum growth of perturbations. They assume linear thermal softening in addi-
tion to strain rate hardening (parameter m),

τ = τ0[1 − a(T − T0)]
(

γ̇

γ̇0

)m

(4.7)

where γ̇0 is the reference strain rate (set to 1 s−1) and γ̇ is the imposed strain
rate. Following their perturbation analysis, they find the minimum spacing to
be

LW O = 2π

(
kcm3γ̇m

0
γ̇3+ma2τ0

)1/4

. (4.8)

These two models, taking entirely different approaches, have been found to
accurately describe different stages of adiabatic shear band growth [29], WO
capturing the spacing between even the smallest shear bands which nucleate
but may die out in the presence of competing neighboring shear bands, and
GK capturing the spacing between more mature shear bands which have grown
past the initial nucleation phase. This difference was found to be true in
the single pore experiments [20] which, comparing DIC measurements to GK
model, found good agreement. Once again, in this study, the measurements
lack the resolution to capture the fine details of shear band nucleation near the
pore surface. Hence, it is difficult to compare accurately with the WO model,
and the WO model predicts smaller spacing than are found in the experiments.
In contrast, in the comparison to the GK model, one finds an excellent match
with experimental results. This confirms that the measured shear bands in
these experiments are an indicator of mature, developed shear bands, while
smaller shear bands likely initiated at the pore surface but died out in the
presence of competing shear bands.
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Figure 4.7: Average shear band spacing for each experiment, compared to clas-
sical models for prediction of spacing (Grady-Kipp [46] and Wright-Ockendon
[47]).

Overall, the experimentally observed trend coincides with the theoretical pre-
diction that shear bands will become more densely packed as the strain rate
(correlated with the impact stress) increases. Simultaneously, it appears that,
in addition to becoming more closely packed, shear bands may become finer
as strain rate increases. Beyond these observations and consistent trends, the
GK model proves to be a predictive tool for shear band spacing in the pore
collapse problem and at this length scale. It would be worthwhile to investi-
gate its applicability at higher stresses and in alternative materials and pore
geometries.

4.5.2 Crack propagation

Focusing now on the shadowgraphy results from experiments 0.8V and 0.9V,
one can begin to track major features more quantitatively. In both experi-
ments, the most dominant shear bands and cracks are manually tracked from
frame to frame, enabling the extraction of various features such as initiation
position and length evolution with time. Unfortunately, many shear bands
develop which are partially obscured by neighboring shear bands, not severe
enough to be distinctly identified with shadowgraphy, or simply too small rel-
ative to the spatial resolution of the camera. Although they were identified for
shear band spacing measurements, those bands are ignored in this analysis.
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Instead, the most dominant features are identified with the aid of the MAT-
LAB image processing toolbox [49], manually tracked, and displayed overlaid
on the experimental images in Fig. 4.8a and Fig. 4.9a. The features are then
classified as cracks or shear bands based on the darkness and thickness of the
features (darker and thicker features are more likely to be cracks) and charac-
teristic behaviors of cracks such as abrupt, rapid growth and branching. These
classifications are not made with complete certainty, but are helpful for cate-
gorizing the data and understanding the overall trends in their initiation and
growth. Next, their lengths are plotted as a function of time in Fig. 4.8b,c and
Fig. 4.9b for more quantitative analysis.

Figure 4.8: Experiment 0.8V crack and shear band profile evolution with time.
(a) Cracks are tracked and plotted over deformation images at several represen-
tative time instances. (b) Crack length estimates from tracking are displayed
as a function of time. (c) Shear band length estimates as a function of time.
The asterisk symbol on curves indicates that the crack tip exited the camera’s
field of view at this time. Measurements of those cracks at later time instances
only capture the length within the field of view, hence their apparent plateau.
This applies for cracks 1, 2, and 3.

First considering experiment 0.8V, one observes a strong preference for cracks
to grow on the outer pore surfaces (i.e., top surface of the top pore and bottom
surface of the bottom pore) first, and then for cracks to grow later on the inner
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surfaces (i.e., bottom surface of the top pore and top surface of the bottom
pore). This is particularly notable in Fig. 4.8b which shows cracks 1, 2, 3,
and 10 growing early on—only one of which is an inner crack. However,
around t = 0.6 − 0.8 µs other cracks begin to propagate and grow in length
including one outer crack (4) but mostly inner cracks (5-9,11). Conversely, as
shown in Fig. 4.8c, the shear bands do not demonstrate substantial growth
during the visible window of time after the passage of the planar shock front
(t = 0.4 − 1.4 µs). Instead, the shear bands generally grew during the initial
shock compression and maintain relatively constant length or they grow slowly
after the shock passage.

Figure 4.9: Experiment 0.9V crack profile evolution with time. (a) Cracks
are tracked and plotted over the deformation images for several representative
time instances. (b) Crack length estimates from tracking are displayed as a
function of time.

Turning now to experiment 0.9V, only cracks are tracked due to lower spatial
resolution and decreased spacing between shear bands making it difficult to
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distinguish between individual features with sufficient confidence to quantita-
tively track them. Hence, it is not true that fewer cracks and shear bands
grow, but rather that fewer concretely traceable cracks and shear bands are
identified. Considering the cracks which were tracked, experiment 0.9V shows
a preference for cracking at the top of the pores (e.g., cracks 1,2,8,9), with
cracks on the bottom of the pores nucleating initially, but not growing un-
til later time instances, as shown qualitatively in Fig. 4.5. These later time
instances were not quantitatively tracked because of image blurring which dis-
torted the ability to make an accurate estimate of crack contours. However,
it is still discernible in Fig. 4.5 that cracks 6 and 7 begin to grow again at
t = 1.0 µs, while cracks 3, 4, and 5 remain approximately constant beyond
t = 0.6 µs.

One might conclude that the tendency, in this experiment, toward crack propa-
gation on the tops of pores is simply an effect of impact tilt causing preferential
crack location. However, experiment 0.9V was conducted with impact tilt of
only 0.25 mrad, making it highly unlikely for tilt to predispose cracks in either
direction. Instead, this experiment suggests the preferential crack sites (with
respect to top, bottom, inner, or outer) at early time instances to be highly
stochastic.

Experiment 0.8V indicates that, for the initial crack growth phase (t ≈ 0.3 −
0.5 µs) the outside locations may be preferred relative to inside locations, while
experiment 0.9V suggests that this site preference has substantial stochastic-
ity. It is possible that the site preference in both experiments is stochastic.
However, when evaluating mechanisms for crack suppression which may be
active in experiment 0.8V, numerical simulation results reveal a substantial
pressure concentration between the pores which may partially suppress crack
growth on the inner surfaces. In this case, one can understand the inner sur-
face crack growth (cracks 8 and 9 on the top surface of the bottom pore) in
experiment 0.9V to indicate the driving force for shear cracking has overcome
the normal stress-dependent shear resistance. To conclusively understand this
potential competition or stochasticity, future experiments exploring higher im-
pact stresses and varied spacing (hence, partially decoupling driving forces and
pressure concentrations between pores) would be necessary.

Beyond the initial crack growth stage, both experiments exhibit late stage
crack growth at t ≈ 0.6 − 1.0 µs. In both cases, the late stage crack growth
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is predominantly experienced by cracks on the inner surfaces, suggesting an
interaction mechanism between neighboring pores to be responsible for this
late crack growth. This idea will be explored in Section 4.5.4.

The discussion above has focused on the timing of crack propagation relative
to the nucleation location in the vertical (X2) dimension (inner or outer pore
surface). However, the dependence of nucleation location on the horizontal
(X1) dimension is also of interest. To understand this aspect of shear band
and crack propagation in pore collapse, the final length of each crack and shear
band is computed and compared to the deformed position of nucleation, x1, in
Fig. 4.10. Here, x1 = 0 indicates the center of the pore at the first time step
after the planar shock passes the pore. While not an exact measurement of
deformed position, this comparison provides insight to the overall trends.

Figure 4.10: Final feature (crack (o) or shear band (x)) length as a function
of initiation location. (a) Experiment 0.8V. (b) Experiment 0.9V. Note that
cracks 1, 2, and 3 in experiment 0.8V may have grown longer, beyond the
camera’s field of view.

The results of Fig. 4.10 for both experiments 0.8V and 0.9V show a heavy
concentration of cracks and dominant shear bands which nucleate on the left
(upstream) side of the pores. This confirms what was visually apparent from
the raw images. While shear bands nucleate somewhat uniformly at the top
and bottom of the pores, the cracks and most dominant, severe shear bands
tend to nucleate on the upstream side of the pore. Additionally, there is a
clear trend in which the longest cracks nucleate on the left side of the pore.
The mechanisms for these tendencies will be discussed further in Section 4.5.3.

Finally, it is worth noting that there appears to be a limit to the crack growth
around 0.45 mm in length, approximately the radius of the pore. This is con-
sistent with prior results on single pore experiments by Lawlor et al. [20] in
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which elastostatic theory was used to predict the crack arrest location based
on a simple driving force that captured the competition of shear stress and
normal stress-dependent shear resistance at the crack surface. This consistent
limit confirms that the region of influence of the pore, in which the shear stress
is elevated, is the limiting factor for shear crack propagation during pore col-
lapse. Further work focused on varied pore spacing may reveal a distance at
which the regions of influence overlap enough that the cracks are able to con-
nect and create a longer crack, as was previously observed by Lovinger et al.
through post-mortem measurements [19]. Such behavior would be critical for
understanding the role of pore networks on catastrophic failure in structures
made of porous materials. Tensile unloading of these cracks also warrants
future investigation.

4.5.3 Baroclinicity and strain rate as driving mechanisms for shear banding
and cracking

Having discussed the tendency for strong shear localization and shear cracking
to develop at the top left and bottom left regions of the pores during collapse,
a natural question follows: what mechanisms determine the location at which
shear localization and cracking occur? One may instinctively think of equiv-
alent shear stress and shear strain rate as the driving mechanisms for such
shear localization. To evaluate the utility of these quantities for identification
of the regions in which shear localization occurs, numerical simulations are
conducted as in Section 4.5.1, with negligible thermal softening, in order to
evaluate the imposed loading from the planar shock onto the material around
the pore.

The results from these simulations are presented in Fig. 4.11, and the Mises
stress and Tresca shear strain rate are plotted in Fig. 4.11a,b. The strain
rate plots show the rich wave interactions generated by diffraction off of the
pore, with the longitudinal diffracted wave first propagating radially outward,
followed by the shear diffracted wave which propagates at a slower speed.
Most interesting for the present discussion, however, is the concentration of
shear stress and strain rate near the pore. Shear stress appears to broadly
concentrate around the pore with a slightly larger concentration near the top
and bottom of the pores. Overall, the concentrated regions of shear stress are
consistent with experimentally observed shear banding locations, but it not a



121

very precise metric for predicting regions of shear localization. Shear strain
rate, on the other hand, is distinctly concentrated in the areas on the top and
bottom of the pore where shear bands initiate, and is much lower in the front
and back regions that do not exhibit shear banding. While strain rate appears
to be an excellent indicator of where shear bands are likely to form, it still
does not provide insight about the locations for shear cracking or the most
severe shear band development. To answer that question, one must turn to
the concept of baroclinicity in the fluid dynamics community.

In the analogous problem in fluid mechanics, shock-bubble interaction or bub-
ble collapse [11, 12], the planar shock loading of bubbles in fluids generates var-
ious instabilities during the collapse of the bubble, typically centering around
substantial vorticity generation near the location where cracks are observed
in the present pore collapse experiments. Baroclinicity, defined in Eq. (4.9)
as the misalignment between pressure (p) and density (ρ) gradients, is con-
sidered to be the primary source of vorticity generation in this setting [13],
leading to the aforementioned instabilities. The instabilities in bubble collapse
experiments are reminiscent of the Richtmyer-Meshkov instability (RMI) [50,
51], which is observed primarily in fluids, but also in solid materials at ex-
treme pressures (i.e., hydrodynamic regime). Baroclinicity has been found to
play a critical role in RMI, and competes with material strength to determine
material stability [52, 53]. The baroclinicity vector is defined as

B = 1
ρ2 (∇ρ × ∇p) (4.9)

of which the third component (B3) is important in the present coordinate
system.

The computed baroclinicity from numerical simulations is presented in Fig. 4.11c,
in which one observes large concentrations of baroclinicity, during the shock
wave passage, in the same region in which shear cracking was observed exper-
imentally. Elsewhere, minimal baroclinicity is generated. This result is most
clearly conveyed by Fig. 4.12a which displays the extrema of baroclinicity at
each material point, considered across all time instances of the simulation.
One clearly sees the concentrated regions on the top left and bottom left of
the pores, coinciding very closely with the experimental locations of severe
shear band development and shear cracking. The combination of the planar
shock loading and spherical material interface (PMMA with air) generates this
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Figure 4.11: Analysis of shock wave loading on the two vertical pores con-
figuration. Results from numerical simulations at 0.65 GPa impact stress are
presented in undeformed coordinates, with thermal softening removed, in order
to visualize the imposed loading in the absence of shear localization. Selected
time instances are displayed for (a) Mises stress, (b) Tresca strain rate, and
(c) baroclinicity, which reveal interesting mechanics as follows. (a) Shear stress
concentrations around the pores. (b) Strain rate concentrations at the top and
bottom of the pores; intricate diffracted wave patterns (both longitudinal and
shear), including the development of head waves between the longitudinal and
shear diffracted waves (t = 0.25 µs); and enhancement of strain rate concentra-
tions by the shear diffracted wave interaction with neighboring pore. (c) The
regions of extreme baroclinicity at t = 0.05 µs in the upper left and lower left
regions of the pores.
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large baroclinicity and corresponding baroclinic torque. While in fluids, the
baroclinicity gives rise to substantial vorticity and instabilities, materials with
strength (i.e., solids in the strength-dominated regime of shock compression)
instead respond with shear deformation in these regions, which can lead to
localization as was seen in the present experiments.

Figure 4.12: Summary of numerical simulations without thermal softening at
0.65 GPa impact stress. At every material location, the extrema is calculated
across all simulated time instances, and compiled into a single plot for (a)
baroclinicity, (b) Tresca shear strain rate, and (c) Mises stress. These results
provide an overview of the locations of concentrated imposed loading during
the shock compression and pore collapse event.

Figure 4.12b,c presents similar cumulative results for strain rate and shear
stress, respectively. These results reiterate the observations that shear stress
is not the best predictor of shear banding in these experiments, strain rate is an
excellent indicator of where shear bands are likely to form, and baroclinicity is
an excellent indicator of failure through severe shear bands and shear cracking.
This finding has important implications for predicting the behavior of irregular
pore geometries when designing porous structures. Accurate prediction could
enable designs to leverage material enhancement (e.g., energy absorption via
large deformations) while mitigating the undesirable localization and failure
phenomenon observed in the spherical geometry in this work.

4.5.4 Diffracted wave propagation as a possible mechanisms for failure en-
hancement

Throughout this study, several instances have arisen which demonstrate the
importance of interactions between pores. The two primary examples of this
are (1) the shifting of impact stress thresholds for failure mode initiation and
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(2) late stage crack growth on inner surfaces of the pores, discussed in Sec-
tion 4.3.1 and Section 4.5.2, respectively. In the case of failure mode shifting,
the failure occurs at a significantly later time when compared to the single
pore experiments which demonstrate the same failure mode, but at higher
impact stresses (e.g., 0.4V and 0.6S both demonstrate shear band evolution
as measured by DIC). Similarly, in the crack propagation from experiments
0.8V and 0.9V, some cracks grow very quickly after the shock wave passes,
while others are delayed by several hundred nanoseconds. One possibility for
these apparently time-delayed behaviors is that the loading imposed by the
initial planar shock wave was insufficient to initiate localization or failure on
its own, but diffracted waves from a neighboring pore could supply sufficient
additional loading and perturbation to cause localization/failure. This idea is
not without predecessors, as the interactions between collapsing cavities have
been attributed to wave interactions [14, 25].

To investigate this possibility, three-dimensional numerical simulations for an
impact stress of 0.65 GPa are conducted, using the same framework as in Sec-
tion 4.5.3. In this case, identical simulations were conducted on two different
geometries—a single pore, and a pore with a neighbor situated in the vertical
configuration, as in the vertical pore experiments. The results for the single
pore simulation are then subtracted from the results of the pore with a neigh-
bor, to isolate the effects of pore interactions. This concept is depicted in
Fig. 4.13b which shows the two pores, Pore 2 being the pore of interest, and
Pore 1 being the neighboring pore that imposes interacting loads on Pore 2.
The planar shock, longitudinal diffracted wave, and shear diffracted wave are
also included in the schematic.

Preliminary consideration of the simulation results reveals insignificant inter-
action in the baroclinicity and Mises stress fields. However, the shear diffrac-
tion wave is observed to carry significant strain rate perturbation, as is seen
at t = 0.55 µs and t = 0.7 µs in Fig. 4.13c. The arrival time of the shear
diffraction wave is estimated to be 0.73 µs after the initial planar shock wave
arrival at the pore surface. This may explain the delayed timing of the failures
observed in experiments 0.4V and 0.6V (in which an impact stress threshold
shift was observed) compared to their single pore counterparts which exhib-
ited the same failure modes, 0.6S and 0.8S. This comparison is plotted in
Fig. 4.13a. The time at which the shear diffraction reaches the neighboring
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Figure 4.13: Analysis of failure threshold shifting. (a) Plot of initiation time for
relevant experiments in this work (0.4V - shear bands, 0.6V - crack) compared
to single pore experiments [20] (0.6S - shear bands, 0.8S - crack). (b),(c) The
effect of longitudinal and shear diffracted waves from Pore 1 in the vicinity of
Pore 2. (b) Depiction of analysis conducted and the propagation of the shock
wave, longitudinal diffracted wave, and shear diffracted wave. (c) Selected time
instances of numerical simulations at 0.65 GPa impact stress, highlighting the
imposed Tresca strain rate on Pore 2 from the diffracted waves off of Pore 1.

pore is plotted as an orange dotted line, showing a clear differentiation between
the timing of failure in single pore experiments, which consistently occurs be-
fore the shear diffracted wave timing, and the failure in vertically configured
two-pore experiments with shifted failure thresholds, where the failure occurs
shortly after the predicted arrival time of the shear wave. For experiments
0.8V and 0.9V, which had slightly closer pore spacing, the timing of the shear
diffracted wave arrival at the neighboring pore is estimated to be t = 0.62 µs
and t = 0.55 µs, respectively. These times coincides with, and may explain,
the late stage crack growth on inner surfaces, especially in experiment 0.8V at
approximately t = 0.6−0.8 µs, and to a lesser extent in 0.9V at approximately
t = 1.0 µs.

In summary, failure via shear localization during pore collapse of neighboring
pores appears to occur mostly independently of the neighbors during early
time instances. However, shear diffraction waves provide perturbing loads to
neighboring pores which may cause further localization and failure responses
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which otherwise would not have occurred. These results provide supporting
evidence for the shear diffraction wave to be the governing mechanism behind
the pore interactions observed in these experiments. To more rigorously inves-
tigate the shear diffraction wave as a primary mechanism for pore interactions
in this impact stress regime, additional experiments and simulations would be
necessary in various pore configurations and pore spacings.

4.6 Conclusion

4.6.1 Summary

The study presented here has successfully conducted pore collapse experiments
in PMMA across impact stresses of 0.4−0.9 GPa and leveraged both DIC and
shadowgraphy to investigate deformation, failure, and interaction mechanisms
between pore arrays during collapse. Numerical simulations were also con-
ducted, which demonstrated the ability of 3D dynamic finite element analysis
and the Johnson-Cook plasticity model to capture some of the more prevalent
features of pore collapse and shear localization, such as the impact stress at
which strong shear bands develop, the common modalities of shear bands, and
the preferred nucleation sites for shear bands and cracks. The shadowgraphy
method enabled in-situ visualization of shear bands and shear cracks, provid-
ing the first direct visualization of these features and their evolution during
the pore collapse process. Additionally, shadowgraphy and DIC measurements
revealed a secondary set of apparently weaker shear bands which grow in a
more diffuse fashion. Finally, shear band spacing was found to decrease sub-
stantially with increasing impact stress, which was accurately captured by the
Grady-Kipp model [46].

Analysis of experimental results brought together theoretical and numerical
models which elucidated the physics which governed the aforementioned be-
haviors. Experimental measurements of shear band spacing revealed a distinct
decrease in shear band spacing with increasing impact stress, which was found
to be consistent with theoretical models [46, 47]. Further, the excellent match
with the Grady-Kipp (GK) model highlighted the ability to predict the spac-
ing of mature shear bands, which were measured in experiment, while Wright
and Ockendon’s estimate for minimum spacing indicated the likely presence
of smaller bands near the pore surface which did not grow beyond the ini-
tial nucleation stage. Comparisons with previous experiments on single pores
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in PMMA [20] uncovered a shift in the impact stresses which are necessary
to grow the secondary shear bands and the dominant shear bands and shear
cracks. Tracking of crack and shear band features revealed distinct trends in
the locations of strong shear bands and cracks, while also bringing attention
to the differences in early stage crack growth and late stage crack growth.
Leveraging numerical simulations to investigate the physics involved in the
various observed phenomena, baroclinicity was identified as the driving mech-
anism which concentrates strong shear localization and cracking in the regions
at the top left and bottom left (upstream side) of the pore. Finally, shear
diffraction waves were proposed as a potential interaction mechanism between
pores, which explains both the shift in failure mode thresholds and the timing
and location of late stage crack growth behaviors.

Overall, these experiments provided a rich view into the detailed evolution
of shear localization during pore collapse. Moreover, they revealed that pore
interactions (in this impact stress regime) are subtle and nuanced. Their
effect can be significant, but appears to be accomplished primarily through
perturbations such as via diffracted waves, rather than in a direct way through
overlapping regions of shear stress concentrations.

4.6.2 Future work

The experiments conducted and analyzed here took place in a impact stress
regime in which significant transitions occur in shear localization behaviors.
While the results are interesting in their own right and have revealed many
insights regarding the pore collapse phenomenon, they also beg several ques-
tions. Among these is how the localization behaviors and pore interaction
mechanisms evolve with increasing impact stress and with different pore ar-
ray configurations. At higher impact stresses or closer spacings, it is possible
that cracks begin connecting and generating more catastrophic failure, such
as Lovinger et al. observed post-mortem [19]. The role of impact stress, spac-
ing between pores, and whether this occurs in compression or during tensile
unloading are important topics to be addressed through future experiments.
Finally, the role of length scale and complex geometries such as non-spherical
pores or connected pore networks, are of critical interest for practical under-
standing of the implications of pore collapse in applications, and should be
explored.
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APPENDIX

4.A Shear Band Location Tracking

Figure 4.A.1: Evolution of shear bands identified with DIC. (a),(c),(e) display
several time instances of full field Tresca strain in the reference coordinate
system (X1, X2), along with the tracked shear band contours for experiments
0.4V, 0.6V, and 0.6H, respectively. The tracked bands are then produced in
(b),(d),(f) which overlay the results from several time instances.

To avoid mistakenly treating noise in DIC measurements as physical features,
the identification of shear bands in experiments 0.4V, 0.6V, and 0.6H is par-
tially automated based on automatic identification of local maxima in addition
to user input to restrict shear band identification to the regions which are con-
sistent from frame to frame. This process is accomplished by first taking user
input to track the shear band locations manually for each frame of good DIC
data. Good data is considered to be data obtained from correlating raw im-
ages which were free of distortions or blurriness. The good frames of data are
manually identified as well. Next, the DIC data is analyzed in Matlab, using
the watershed algorithm to identify all local maxima. The local maxima are
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then cross-checked against the manual inputs, which are considered as initial
guesses. Local maxima data is trimmed to only the data which is similar to
the initial guess. Finally, branches of maxima data are trimmed, and the data
is smoothed.

The final tracked shear band contours are plotted at representative time in-
stances in Fig. 4.A.1a,c,e. The data from all good frames are then compiled
into overlaid plots in the undeformed coordinate system in Fig. 4.A.1b,d,f.
These tracked band locations in undeformed coordinates prove to remain con-
stant over time, which is expected for any physical deformation feature. Thus,
the analysis reveals that the bands tracked here are real features that can be
reported and analyzed.
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C h a p t e r 5

CONCLUSIONS

5.1 Summary

The work presented in this thesis successfully developed a digital image cor-
relation (DIC) based technique for internal strain measurements in dynamic
experiments and conducted plate impact pore collapse experiments on indi-
vidual pores and pore arrays in PMMA, leveraging the internal DIC technique
to characterize, for the first time, the in-situ deformation evolution around
the pores. The shadowgraphy technique was also employed to visualize the
wave interactions and failure modes around the collapsing pore(s).These ex-
periments probed the pertinent deformation responses, failure modes, and the
role of pore-pore interactions during pore collapse. The roles of impact stress
and pore-pore interactions were investigated through experiments across a
range of impact stresses (0.4 − 1.0 GPa) in the strength-dominated regime,
and with various pore configurations including individual pores and verti-
cal/horizontal pore arrays. Through these experiments and corresponding
theoretical/numerical analyses, shear localization was found to be a critical
failure mechanism—which is highly dependent on impact stress and neighbor-
ing pore interactions—during pore collapse in PMMA.

In Chapter 2 the internal DIC technique for in-situ, deformation measure-
ments during dynamic experiments was developed and validated. By embed-
ding a DIC speckle pattern internally in mirror-polished transparent speci-
mens, quantitative visualization inside of the specimens was enabled in con-
junction with high-speed imaging and DIC software. These experiments were
conducted for both low-magnification visualization in SHPB experiments and
high-magnification visualization in plate impact experiments. The limiting
factor for the experiments was found to be the spatial resolution of state-of-
the-art high-speed cameras and the focal-plane sensitivity introduced by high-
magnification optics. Beyond the technological limitations for the technique,
validation of the internal DIC technique was completed by comparison to theo-
retical and experimental measures. The measurements showed good agreement
to the validation metrics, and importantly maintained the expected uniform
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deformation fields that were imposed by the respective dynamic experiments.

Chapter 3 implemented the internal DIC technique for the pore collapse prob-
lem: investigating the collapse of individual, 800 µm diameter, spherical pores
under varied impact stresses. The high-speed images enabled characterization
of the geometric evolution of the pore in addition to the in-plane deforma-
tion of material surrounding the pore during its collapse. Two distinct fail-
ure mode transitions were observed with increasing impact stress—first from
coarse strain concentrations at the pore surface to the initiation of shear bands
emanating from the pore surface, and second, to the development of fracture
at the pore surface. Numerical simulations revealed the observed crack to be
a shear crack propagating along the weakened material in an adiabatic shear
band. Asymmetry during pore collapse was also observed and related to this
crack evolution. Theoretical analysis through the Grady-Kipp model demon-
strated good agreement with experimentally observed shear band spacing, and
identified the measured shear bands to be mature/developed bands as opposed
to those which nucleate but die out. Finally, elastostatic theory elucidated the
preferred shear band and crack paths, in addition to the arrest of the crack
after propagating approximately one pore radius from the surface.

Finally, Chapter 4 addresses the question of pore-pore interactions and their
influence on deformation and failure, by conducting pore collapse experiments
on arrays of pores. Namely, vertical and horizontal arrays of two pores are
considered. For these experiments, internal DIC is implemented for lower im-
pact stresses in which no fracture is expected, and shadowgraphy is utilized
at higher stresses to qualitatively visualize the shear band and crack features.
These experiments revealed pore interactions to cause shifts in the impact
stress thresholds at which failure modes (both shear bands and cracks) occur,
where the vertical configuration appears to enhance the driving force for fail-
ure. Comparison to shear band spacing models revealed excellent agreement
across a range of impact stresses, and finite element analysis accurately re-
produced many details of the shear band evolution captured via shadowgraph
images. Finally, baroclinicity was identified as the dominant driving force for
severe shear band development and crack propagation, and shear diffraction
waves are considered as a plausible mechanism by which pores interact and
enhance failure.
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Based on the experiments and analysis conducted throughout this thesis, rich
deformation, failure, and interaction mechanisms have been revealed at the
mesoscale, which underlie the macroscopic response of porous materials. In
such a complex, coupled problem, these findings simply are the beginning
of what is required to fully understand the mechanics of pore collapse, the
thermo-chemo-mechanical coupling, and ties between meso and macroscale
responses. Some important, open areas of research are outlined below.

5.2 Future Work

Important open areas for research in pore collapse should focus on improving
the understanding of real porous materials and structures under shock com-
pression. Overall, there is a need to translate investigation at the mesoscale
from idealized model scenarios, such as presented here, toward realistic porous
materials, and similarly, to bridge the gap between the mesoscale and macroscale.
Some specific areas of focus are as follows.

5.2.1 Technique Improvement

A most obvious next step in these investigations is to improve limiting as-
pects of the experimental technique. Improvement of quantitative visualization
capabilities through advancements in the cutting edge of high-speed camera
technologies could yield greater insight to the nuances of the failure modes
observed here (through improved spatial resolution) and the temporal evo-
lution through higher framing rates. Similarly, more controlled, optimized
DIC speckling techniques at the micron scale would help minimize noise in
full-field measurements. Additionally, implementation of more sophisticated
optics could mitigate challenges with focal plane shifting at high stresses, and
thus enable extension of the investigation to much higher impact stresses and
smaller length scales. At higher stresses, one could explore the evolution of
failure modes such as crack propagation, and possible connectivity between
cracks of neighboring pores. The role of shear diffracted waves at increasing
stresses, as the shear strength is diminished, could be explored as well. The
importance of length scale is discussed below.
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5.2.2 Realistic Porous Materials

In the applied, engineering domain, it is critical that the physics explored
here, at a fundamental level, be extended to more realistic porous materials or
structures. Some key features are the pore geometry, length scale, and the base
material choice. One should consider investigation of complex pore geometries
which extend beyond spherical or cylindrical pores, in addition to arrays and
connected networks of pores. These complex geometries may change the lo-
calization process based on different plane wave interactions with the pores.
Additionally, the length scale of pores poses, perhaps, the greatest challenge.
Pores exist across length scales, primarily in the range of nanometers to hun-
dreds of microns, while ground truth investigations via molecular dynamics [1]
and experiments generally fall into the lower and upper extremes of that range,
respectively—making it technically challenging to investigate several orders of
magnitude within the range of interest. Exploring length scale effects within
the range of relevant application scales remains an important topic of research
from both numerical and experimental perspectives. This problem also ties
into the topic of multiscale investigation discussed in Section 5.2.4.

For practical reasons, optically transparent materials are most advantageous
for experiments. However, most applications for shock compression of porous
media involve non-transparent materials, such as energetic crystals or metal
alloys. Investigations have endeavored to understand the pore collapse geome-
try in these settings via phase contrast imaging (PCI) at synchrotron sources.
Some examples include an energetic crystal embedded in Sylgard [2] and hole
closure in copper [3], tantalum [4, 5], and Ti-6Al-4V [6]. Further work in this
area could also use PCI to probe the internal deformation response around col-
lapsing pores in low-z materials of interest using x-ray digital image correlation
and high-z tracer particles for the speckle pattern.

5.2.3 Experimentally-Informed Modeling

Macroscopic characterization of porous materials has been primarily through
empirical, continuum measurements, and through models such as the P − α

[7] which assumes symmetric pore collapse. However, experiments at the
mesoscale continue to demonstrate the asymmetry inherent in pore collapse,
which has also been directly linked to localization via jetting and shear crack-
ing. This growing experimental dataset on pore collapse and hole closure [3–6,
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8–12] presents an opportunity for more sophisticated continuum theories to
incorporate asymmetric collapse features and experimentally determined col-
lapse times. Similarly, the rich experimental data provides valuable ground
truth with which numerical simulations can be compared, to develop model-
ing capabilities which capture nuanced features from experiments, as was done
for previous pore collapse experiments on PMMA [9, 13] and with molecular
dynamics-consistent continuum modeling [14].

5.2.4 Multi-scale Mechanics

As discussed frequently throughout this thesis, pore collapse is inherently a
multiscale problem. Research efforts at the macro, meso, micro, and nanoscales
represent critical advances in the understanding of the continuum response and
the response of pores at various scales observed in application. However, it is
necessary to extend the local studies to elucidate the mechanisms which govern
the macroscopic response. Conventional multiscale modeling for this problem,
because of the incredible amount of mesh refinement necessary to reproduce
physical behaviors, may be too computationally intensive. Instead, alterna-
tive approaches, such as surrogate modeling [15] appear to present promising
directions. Other studies have endeavored to explain the relation between spe-
cific local and macroscale features. One example is the connection between
material hardening from plastic deformation of pore collapse to the changes
in spall strength for porous materials [16]. Another question arising from re-
cent mesoscale experimental works demonstrating shear localization in pore
collapse [6, 10, 11] is under what conditions the shear localization and fracture
develop large connected failure surfaces and how those surfaces may lead to
macroscopic, catastrophic failure. Or, do the cracks simply arrest and have
no bearing on the macroscopic structure? If shear cracking at pore surfaces
leads to lower spall strength, then perhaps a material’s inherent propensity
toward shear banding would be an indicator for the effect of porosity on spall
strength. Many such questions exist which warrant further investigation.

5.2.5 Thermo-chemo-mechanical Analysis

While the quantitative visualization presented here has provided novel insights
to the deformation and failure in pore collapse, there still remain mechanical
aspects which are not understood. To supplement the DIC deformation mea-
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surements, photoelasticity could help to capture the finer details of the stress
state near bands and cracks. Similarly, quantitative Schlieren, in place of shad-
owgraphy, could be used to characterize the refractive index change across the
shock front and diffracted waves, providing a window into the structure of
shock waves in solids. This would be of particular interest to improving un-
derstanding of shock wave interactions with irregular surfaces in solids.

As mentioned previously, the mechanics of pore collapse are intrinsically cou-
pled to thermal effects arising from shock heating and localized plastic work,
resulting in significant temperature rise. Conducting in-situ thermal measure-
ments would provide a strong complement to the deformation measurements
presented here—clarifying the thermal evolution during shear band growth
and crack propagation. These results would also provide novel data and phys-
ical understanding which could inform continuum modeling efforts. Finally,
to complete the thermo-chemo-mechanical analysis, mechanical and thermal
measurements of pore collapse in energetic crystals could clarify the role of
different proposed mechanisms for hot spot generation in addition to the evo-
lution of temperature and reaction initiation.

5.2.6 Connections to Fluid Dynamics

The analysis put forth in this thesis has just touched on the connections be-
tween the classical bubble collapse problem in fluid dynamics and the pore col-
lapse problem in solid mechanics which introduces significant material strength
to the problem. Some connections between the problems, such as the role of
baroclinicity in localization and the importance of wave interactions in gov-
erning the collapse of bubble/pore arrays, have been identified and discussed.
But, there are likely to be additional, deeply rooted connections between the
findings in fluid dynamics communities and the pore collapse problem, which
warrant further consideration.
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